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Abstract ─ Segmented antennas loaded with reactance 

elements at the junctions between segments provide 

additional parameters for shaping antenna characteristics. 

The design procedure consists of first, circuit analysis 

of the multiport antenna description to determine the 

initial values of the lumped element reactances and 

second, of fine tuning the antenna dimensions full-wave 

simulation software. Measured results show that a good 

matching and an omnidirectional radiation pattern in 

the vertical plane is maintained up to θ = 70º with a 

circular ground plane of 1m diameter.  

Index Terms ─ Antenna directivity, antenna impedance 

matrix, design optimization, omnidirectional antenna, 

partitioned antenna, printed circuit antenna, segmented 

antenna. 

I. INTRODUCTION
Many applications of wireless communication 

require antennas that provide omnidirectional radiation 

patterns. For example, an antenna designed for 

communication with non-stationary low-earth-orbit 

satellites should display an omnidirectional pattern in 

the upper half plane of a spherical system of 

coordinates. One possibility of creating such a radiation 

pattern is with the use of a half-loop segmented antenna 

[1] that can easily be fabricated in a printed-circuit

form. As this antenna creates a linearly polarized field,

a combination of two orthogonal antennas driven in a

phase quadrature would be necessary for achieving

circularly polarized radiation. This paper presents a new

design of segmented half loop antenna that achieves

omnidirectional radiation above a ground plane in one

azimuthal plane.

The need for segmentation can be best understood 

by considering the characteristics of a solid (unsegmented) 

antenna such as shown in Fig. 1. We assume that the 

antenna circumference 2a is approximately one-half 

wavelength, and the two generators are in phase 

opposition. A transmitting loop antenna placed above a 

perfectly conducting ground plane as shown in Fig. 1, 

produces the same field in the upper half-space as 

another double-sized, full-loop antenna, located in free 

space. To distinguish the antenna in Fig. 1 from other 

loop antennas, we will call it a half-loop antenna. 

Fig. 1. A solid half-loop antenna above a perfectly 

conducting ground plane. 

The directivity pattern created by such antenna is 

well known in the literature as is not shown for brevity. 

This pattern differs significantly from an ideal radiation 

pattern produced by an elementary magnetic dipole 

placed in the horizontal direction. In particular the 

directivity pattern of such an antenna drops by 5 

decibels already at an angle of θ = 60º, instead of being 

constant up to the horizon as in the case of the 

elementary dipole. Note that in spherical system of 

coordinates, angle θ is counted from the vertical z axis. 

On the other hand, when the half-loop antenna of the 
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same overall dimensions is partitioned into 7 total 

segments, separated by lumped reactances, the simulated 

radiation pattern becomes as shown in Fig. 2, which is 

almost identical with an ideal magnetic dipole pattern. 

In addition, the segmented antenna is better matched 

than the solid version. More details about the 

segmentation procedure will be provided in Section III. 

This pattern has been obtained by the use of the full 

wave EM simulation software Ansys HFSS [2], 

assuming an infinite ground plane. 

Fig. 2. Simulated directivity patterns of half-loop 

segmented antennas. The solid and dashed lines 

correspond to the xz and yz planes, respectively. 

II. EQUIVALENT CIRCUIT OF THE HALF-

LOOP SEGMENTED ANTENNA 
For a half-loop antenna with electrical length no 

greater than one-half wavelength, the radiation pattern 

could be made omnidirectional in the orthogonal plane, 

if one could maintain a stationary phase of the current 

distribution along the antenna conductor. The control of 

the current distribution along the antenna will be 

accomplished by segmenting the half-loop antenna into 

7 segments as shown in Fig. 3. Without the loss of 

generality, the substrate used for the loop is a 32 mil 

Rogers RO4003 laminate. 

Fig. 3. The conductor of a half-loop antenna in Fig. 1 is 

divided into 7 segments. 

Between each two neighboring segments a lumped 

reactance will be inserted leading to an equivalent 

circuit as shown in Fig. 4. From the circuit theory point 

of view, we see two impedance matrices; the antenna is 

described by matrix Za while the “external” reactances 

constitute diagonal impedance matrix Zex: 

(0, , ,... ,0).
2 3 7

Z
ex

diag jX jX jX (1) 

The capacitive reactances are negative, and 

inductive reactances are positive. In order to insure that 

the radiation in the positive x direction is of the same 

intensity as the one in the negative x direction, the 

reactance values should be made symmetric around the 

z axis, i.e., X2=X7, X3=X6 and X4=X5. Furthermore the 

source voltages should be made equal to each other 

(Vg1 = Vg8). Then, the two input impedances will be equal 

to each other (Zin1 = Zin8), and the two powers delivered 

to the antenna ports will also be equal to each other 

(Pin1 = Pin2). Considering the structure in Fig. 3 to be an 

array comprised of 7 elements, the impedance matrix 

Za can be generated using full-wave electromagnetic 

simulation software [2]. 

Fig. 4. Equivalent circuit of the half-loop segmented 

antenna.  

When the voltages at the individual ports are 

grouped in the vector V  and the port currents in a 

vector I  the network in Fig. 4 is described by: 

 
1

.
a ex

Z Z gI V


  (2) 

The first component of vector 
gV  is equal to 1gV

and the 8th component is equal to 8gV while the rest of 

components are being equal to zero. For the operation 

in the phase opposition, 1 8g gV V , and it is therefore 

possible to evaluate the voltages and currents at all the 

ports. Thus, for any combination of reactances X2 to X7 

it is possible to determine the exact input impedance 

with the use of circuit-theory Equation (2), without the 

need to refer to a full wave simulation software. 

Furthermore, it is also possible to approximately 

compute the radiation pattern based on the results 

obtained by the circuit theory as follows. Each of the 

segments is considerably shorter than the free-space 

wavelength, so one can assume that the current 

distribution along an individual segment will not 

display significant fluctuations. Thus, it is reasonable to 

assume that the current on the segment i is equal to the 

average value of port currents entering and exiting that 

segment: 

1( ) / 2.si i iI I I   (3) 

The antenna system in Fig. 3 can be viewed to 

represent an array of known linear current sources Isi, so 
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that it is possible to evaluate the total radiated field 

using antenna theory [3]. It is convenient to define 

current moments as follows: 

2
,i

mi si

d
I I




 (4) 

where di is the length of the segment i and λ is the free 

space wavelength. When the segments i (i = 1 to 7) are 

rotated by angles
i with respect to the z-axis, their centers

being located in the xz-plane at coordinates xi and zi, the 

general formula for directivity in the xz plane becomes: 

     
2

14
sin cos

11

7.5
I sin .i ijk x z

mi i

iin

D e
P

 
  





  (5) 

Figure 5 displays the individual current moments 

that are used for computing the directivity. Although 

there are only 7 physical segments on the antenna, there 

are also 7 images below the ground plane that must be 

added in the summation (5). It is important to note that 

the number of segments needed for any given design is 

subjective. In the proposed design initially 5 segments 

were considered, however it was observed that adding 

segments on the top corners were necessary, hence this 

number was increased to 7. While adding more segments 

is also possible, due to added complexity it should 

generally be avoided. 

Fig. 5. The positions and orientations of the current 

moments on the segmented half-loop antenna. 

III. OPTIMIZATION PROCEDURE FOR

INDIVIDUAL REACTANCES
Expression (5) enables one to estimate the radiation 

pattern as a function of θ. For optimization purposes, 

directivity D is evaluated at a number of θ points. 

Afterwards, the mean value mD and the standard 

deviation sD of all the points are computed. The objective 

function for optimization is then selected to be: 

1
2 3 .

w
U w sD w

mD
     (6) 

In this way, the mean directivity is maximized, the 

standard deviation of directivity (i.e., the departure 

from the omnidirectional shape) is minimized, and the 

input reflection coefficient is minimized. The weight w1 

is used to emphasize the mean directivity; w2 is used to 

emphasize the uniform directivity; and w3 is used to 

emphasize the impedance match. 

For demonstration and verification purposes, the 

side length of the half-loop from Fig. 6 is selected to be 

a = 62 mm, and the strip width is 5 mm. The operating 

frequency is selected to be f = 1.2276 GHz (GPS L2 

band). The 8-port antenna impedance matrix is created 

by HFSS, while the initial optimization is performed 

with the Matlab® program “fminsearch” [4].  

At the start of optimization, all reactances are set to 

be equal to -259 Ω (i.e., 0.5 pF). The three optimized 

reactances come out to be X2= -500 Ω, X3= 92.7 Ω and 

X4= -432 Ω. Thus, the second and the fourth loading 

reactances are capacitive, while the third one is inductive. 

The amplitudes and phases of the current moments at 

the start of optimization are shown in Fig. 6 (a), and 

after optimization they are shown in Fig. 6 (b). It can be 

seen that the amplitudes of the current moments after 

optimization have become several times larger, because 

of an improved impedance match. The phase distribution 

has also changed somewhat after optimization, but 

phases still remain close to each other. The predicted 

mean directivity is mD= 3.6 dBi, and the predicted 

input return loss is 20 dB. 

  (a) 

  (b) 

Fig. 6. Amplitudes and phases of current moments on 

individual segments: (a) before optimization, and (b) 

after optimization.  

When the optimized values of lumped reactances 

are inserted in the antenna model, the radiation pattern 

obtained by HFSS is shown in Fig. 2 (b). As expected, 

the shape of the pattern closely resembles that of an 

ideal magnetic moment oriented along the y axis. As far 

as the directivity of this oversized magnetic dipole is 

concerned, the directivity value computed by HFSS is 
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slightly larger than the 3.6 dBi predicted by circuit 

analysis, namely 4.1 dBi in the z direction, and it drops 

to 3.8 dBi in the x direction. The simulated return loss 

is approximately 21.6 dB at 1.2276 GHz, which is in 

good agreement with the value obtained by circuit 

theory of 20 dB at 1.2276 GHz. 

The final step is to model the required reactances 

of the segmented antenna. The inductance corresponding 

to X3 is L3=12.03 nH. This value is realized by a small 

circular loop in each of the two corners of the half-loop. 

The trace width for this inductor was set to 1 mm. The 

other two lumped elements are capacitances 0.26 and 

0.30 pF, which are realized by overlapping the strips 

located on the opposite sides of the substrate. For these 

three sets of printed reactive elements, the initial 

dimensions were determined based on static 

approximation. The final dimensions, i.e., the loop 

radius for the inductors and overlap length for the 

capacitors, were determined with direct optimization of 

these parameters in the full-wave software. This 

secondary optimization resulted in an omnidirectional 

directivity of 3.8 dBi in both x and z directions, with 

the input reflection coefficient magnitude of -21.6 dB at 

1.2276 GHz. The dimensions for the inductive loop 

radius, and the overlap capacitor lengths, were 2.22 mm, 

1.55 mm, and 1.95 mm, respectively. The printed circuit 

arrangement, and a photo of its prototype, are shown 

in Fig. 7. A lumped port excitation was used in the 

simulation model to represent the SMA end-launch 

connector of the fabricated prototype. The substrate 

used for the ground plane and feed network is a 62 mil 

Rogers RT/Duroid 5880. Note that the feed network is a 

power divider which feeds the two ports of the HLA out 

of phase [1].  

  (a)  (b) 

Fig. 7. (a) Printed circuit version of the antenna. (b) 

Half-loop segmented antenna prototype.  

IV. PROTOTYPE MEASUREMENTS
The radiation pattern measured with a ground plane

of 1 meter diameter is compared with the simulated 

pattern in Fig. 8. The antenna radiation pattern and 

efficiency were measured using the SG64 Starlab 

measurement system at Kennesaw, GA. Because of the 

limited ground plane size, the edge diffraction effect is 

clearly visible. The measured value drops below the 

simulated value at θ = 70º. For a larger ground plane 

size, one would expect wider omnidirectional coverage 

angle. The measured radiation efficiency at the center 

frequency is 93%. The measured reflection coefficient 

magnitude is given in Fig. 9. 

 (a)    (b) 

Fig. 8. Measured (solid) and simulated (dashed) radiation 

patterns of the antenna at 1.2276 GHz in: (a) xz or φ = 0º 

and (b) yz or φ = 90º planes. 

Fig. 9. Reflection coefficient magnitude of the antenna. 

V. CONCLUSIONS
By allowing the individual reactances in a 

segmented antenna to take distinct values, it becomes 

possible to simultaneously optimize the radiation pattern 

and the input match of the antenna. A preliminary 

optimization is considerably speeded up by analyzing 

the antenna equivalent circuit. The required capacitances 

and inductances can be easily integrated into the printed 

circuit of the segmented antenna, such that no external 

matching circuit is necessary. 
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Abstract ─ This paper extends the authors previous 

simulation study [1, 2] that predicted the quality of the 

pseudo plane wave of an offset compact antenna test 

range (CATR). In this paper, the quiet-zone performance 

predictions are extended to rigorously incorporate the 

effects of probing the CATR quiet-zone using various 

field probes. This investigation leads to recommendations 

as to the optimal field probe choice and measurement 

uncertainties. The results of these new simulations are 

presented and discussed. 

Index Terms ─ Compact antenna test range, field-probe, 

quiet-zone probing, reaction theorem. 

I. INTRODUCTION
The single-offset compact antenna test range 

(CATR) is a widely deployed measurement technique 

for the broadband characterization of electrically large 

antennas at reduced range lengths. The CATR collimates 

the quasi-spherical wave radiated by a low gain feed into 

a pseudo transverse electric and magnetic (TEM) plane-

wave. The coupling of this locally plane-wave into the 

aperture of an antenna under test (AUT) creates the 

classical measured “far-field” pattern. The accuracy of 

an antenna measured using a CATR is therefore 

primarily determined by the uniformity of the amplitude 

and phase of this illuminating pseudo plane-wave. 

Traditionally, the quality of the pseudo plane wave 

has been assessed by “probing” the amplitude and phase 

across a transverse planar surface with the results being 

tabulation on, typically, a plane-polar grid consisting of 

a series of linear scans in the horizontal, vertical and 

perhaps inter-carinal planes. A number of workers have 

utilized portable planar near-field antenna test systems to 

acquire two-dimensional plane-rectilinear data sets that 

can be used to provide far greater insight into the 

behavior of the field in the quiet-zone (QZ) and 

additionally for the purposes of chamber imaging to 

provide angular image maps of reflections [3]. However, 

when mapping the CATR QZ the finitely large aperture 

of any realized field probe will inevitably affect the 

mapped fields by way of the convolution process 

between the pseudo plane wave of the CATR and the 

aperture illumination function of the scanning near-field 

probe, cf. [4] Potentially, such a discrepancy can lead to 

confusion when comparing CATR QZ predictions 

obtained from standard computational electromagnetic 

(CEM) models and empirical measurements as this 

“boxcar” field averaging process is not automatically 

incorporated within the numerical simulation. Several 

authors have undertaken CATR performance prediction 

modeling [7, 8, 9] with increasing levels of complexity. 

This paper extends our recently published comprehensive 

CATR QZ performance prediction software tool [1, 2] to 

incorporate the directive properties of several commonly 

used field probes so that recommendations can be made 

as to the most appropriate probe to use as well as 

providing estimates for the upper bound measurement 

uncertainty. 

II. CATR QZ SIMULATION
The field illuminating the CATR offset parabolic 

reflector is typically derived from the assumed known 

far-field pattern of the feed antenna. This pattern could 

be derived CEM simulation, as is the case here, or from 

empirical range measurements. Figure 1 contains a 

mechanical drawing of the WR430 choked cylindrical 

waveguide feed that was used during these simulations 

with the realised feed shown in Fig. 2. Here, the feed 

is assumed nominally vertically polarised within its 

local coordinate system. When computing CATR QZ 

simulations for a horizontally polarised feed a vector 

isometric rotation [4] can be used to rotate the probe by 

90 about its local z-axis so as to produce equivalent far-

field patterns for a horizontally polarised probe. 

Figures 3 and 4 respectively illustrate the far-field 
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amplitude and phase cardinal cuts of the feed antenna 

when resoled onto a Cartesian polarisation basis. These 

patterns were obtained from a proprietary three-

dimensional full-wave CEM solver that used the finite 

difference time domain (FDTD) method. Here, the 

difference in beam-widths is exacerbated by presenting 

the patterns resolved onto a Cartesian polarisation basis [4]. 
 

  
  

Fig. 1. Model of WR430 

CATR feed. 

Fig. 2. Realised WR430 

CATR feed. 
  

  
  

Fig. 3. Amplitude cardinal 

cuts of feed at 2.6 GHz. 

Fig. 4. Phase cardinal cuts 

of feed at 2.6 GHz. 
 

The location of the phase centre was determined by 

means of a best fit parabolic function over the -50    50 

angular range [5]. The maximum polar angle of 50 was 

selected as this is the maximum angle subtended at the 

feed by the CATR parabolic reflector. For angles larger 

than this, the feed pattern spills over from the reflector 

and the feed pattern function for angles larger than  

this are unimportant. Here, the phase centre of this 

circular feed was determined as being at x = y = 0 m and 

z = -0.1377 m and was found to be extremely stable 

across the operating bandwidth. The phase patterns were 

compensated for this parabolic phase function which 

conceptually corresponds to installing the phase centre 

of the feed at the focus of the CATR parabolic reflector. 

The field illuminating the parabolic reflector can then be 

determined from far-field antenna pattern function by 

reintroducing the (conventionally suppressed) spherical 

phase function and the inverse r term. The corresponding 

magnetic field, as required by the field propagation 

algorithm, can be computed from the electric field from 

the TEM far-field condition [4]. 

As a result of the requirement to minimise feed 

induced blockage, as described in [1, 2], a single offset 

reflector CATR design is harnessed. Here, it is assumed 

that the vertex of the reflector is coincident with the 

bottom edge of the main reflector. Thus, the feed is 

required to be tilted up in elevation so that the boresight 

direction of the feed is orientated towards the centre of 

the reflector surface. In this case, the CATR main 

reflector is formed from an offset parabolic reflector with 

a focal length of 12’ = 3.6576 m. The reflector was 4.71 m 

wide by 3.9 m high with serrations of 0.76 m in length. 

The following figure shows a false-colour plot of the 

magnitude of the illuminating electric field as radiated 

by the WR430 feed. Here, the boresight direction of the 

feed is pointing through the geometric centre of the 

reflector which corresponds to an elevation tilt angle of 

approximately 28. Although this is a non-optimum 

illumination angle, in actuality a larger elevation angles 

is used to improve the CATR QZ amplitude taper by 

compensating for the spherical loss factor, this value was 

used for the sake of consistency with prior simulations 

[1, 2]. Within Fig. 5, the white space corresponds to 

regions where the reflectivity of the reflector is zero. 

Figure 6 shows an image of the reflector once installed 

within the test chamber. 
 

  
  

Fig. 5. Magnitude of incident 

electric field. 

Fig. 6. Realised CATR 

main reflector. 
 

The current element method [1, 2, 6] replaces fields 

with an equivalent surface current density Js which is 

used as an equivalent source to the original fields. The 

surface current density across the surface of the reflector 

can be obtained from the incident magnetic fields and the 

surface unit normal using, 


ris HnHnJ  ˆ2ˆ2 . 

The surface current density approximation for Js (as 

embodied by the above expression) is known as the 

physical-optics approximation and allows for the 

computation of valid fields outside of the deep shadow 

region. The infinitesimal fields radiated by an electric 

current element can be obtained from the vector potential 

and the free-space Green’s function [1, 6], 

   


 sJ
da

PHd
4

. 

This is an exact equation. When the field point is 

more than a few wavelengths from the radiating 

elemental source, the corresponding elemental electric 

fields can be obtained conveniently from the elemental 

magnetic fields using the far-field TEM condition using, 

  uHdZEd ˆ
0  . 

Thus, both the electric and magnetic fields can be 

obtained from the elemental fields by integrating across 
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the surface of the parabolic reflector. In practice, for the 

case of a CATR with a QZ located at a distance z that is 

larger than the focal length of the reflector, the difference 

between the electric field as computed using the TEM 

condition and the exact formula is typically on the order 

of the limit of double precision arithmetic with this error 

being negligible. Figures 7 and 8 contain respectively 

false colour plots of the amplitude and phase patterns of 

the horizontally polarised electric field components of 

the pseudo-plane wave over the surface of a transverse 

plane located down-range at z = 1.8f, where f is the focal 

length of the CATR reflector at a frequency of 2.6 GHz. 

Figures 7, 8, 9 and 10 contain the Ex and Ey polarised 

amplitude and phase patterns for the horizontally 

polarised feed case. Although not shown, the equivalent 

magnetic fields were also computed. When interpreting 

these plots it is important to recognise that these are the 

fields one would measure if an infinitesimal electric (i.e., 

Hertzian) dipole probe were used to sample the QZ fields 

[4]. This is in agreement with theory and standard CEM 

modelling tools. In practice, it is not possible to use an 

infinitesimal current element as a field probe and the 

following section examines how these patterns can be 

modified to include the effects of a finitely large, i.e., 

directive, field probe. 

Fig. 7. Ex polarised QZ 

electric field amplitude. 

Fig. 8. Ex polarized QZ 

electric field phase. 

Fig. 9. Ey polarized QZ 

electric field amplitude. 

Fig. 10. Ey polarised QZ 

electric field phase. 

III. CATR QZ PROBING SIMULATION
CATR QZ probing is usually accomplished by

translating a field probe across a plane that is transverse 

to the z-axis of the CATR at several positions down-

range. An example of a CATR QZ field probe can be 

seen presented in Fig. 11. Here, the electrically small 

field probe can be seen positioned at the limit of travel 

of the 6’ linear translation stage. Generally, pyramidal 

horns, e.g., circa 16 dBi standard gain horns (SGH) [6], 

are used as CATR QZ probes as they have excellent 

polarisation purity, are easy to align, have some gain and 

therefore provide some immunity from reflections from 

the side and back walls of the anechoic chamber. An 

alternative choice of field probe is a circa 6 dBi gain 

open ended rectangular waveguide probe (OEWG) [6]. 

Fig. 11. CATR QZ field being probed using a linear 

translation stage and a plane-polar acquisition scheme. 

The clear difference in the electrical size of aperture 

of these two antennas and their directive properties and 

spatial filtering can be expected to result in some 

differences being observed between the probe measured 

QZ fields with the effects being quantifiable through an 

application of the reaction theorem which is a well-

known method for analyzing general coupling problems 

[2, 4]. This theorem states that, provided the electric and 

magnetic field vectors (E1, H1) and (E2, H2) are of the 

same frequency and are monochromatic, then the mutual 

impedance, Z21, between two radiators, i.e., antennas 1 

and 2, in the environment described by ,  can be 

expressed in terms of a surface integration [2, 4], 

   

2

 ˆ
1

2112

221111

21

21

S

dsnHEHE
III

V
Z . 

Here, n is taken to denote the outward pointing 

surface unit normal. The subscript 1 denotes parameters 

associated with antenna 1 whilst the subscript 2 denotes 

quantities associated with antenna 2, where the surface 

of integration encloses antenna 2, but not antenna 1. 

Here, I11 is the terminal current of antenna 1 when it 

transmits and similarly, I22 is the terminal current of 

antenna 2 when it transmits. Note that this integral does 

not compute transferred power as there are no conjugates 

present and as such, crucially, phase information is 

preserved. Here, the fields E1 and H1 are used to denote 

the CATR QZ whilst fields E2 and H2 denote fields 

associated with the QZ field probe. From reciprocity, the 

mutual impedance, Z12 = Z21, is related to the coupling 

between the two antennas. Clearly the mutual impedance 

will also be a function of the displacement between the 

antennas, their relative orientations, their directivities 

and their respective polarization properties. Once the 
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impedance matrix is populated, this can be inverted to 

obtain the admittance matrix whereupon the required 

scattering matrix can be computed [4]. The elements  

S1,2 = S2,1 of this two port scattering matrix are the complex 

transmission coefficients for the coupled antenna system 

which represent a single point in the quiet-zone probing 

measurement. Although the integration can be performed 

across any convenient free-space closed surface, in this 

application integrating across the planar aperture of  

the OEWG or SGH antenna is perhaps the most 

computationally efficient strategy. Aperture fields can be 

obtained from analytical models [4] as in this case, from 

CEM simulation [4] or from measurement with the 

choice being determined by the accuracy needed and the 

available information. 

Figure 12 presents a comparison of the CATR QZ 

amplitude horizontal cut as obtained using an infinitesimal 

electric dipole (red trace) and an equivalent cut as obtained 

by using an OEWG probe (blue trace). A measure of the 

similarity between the respective measurements is 

provided by the equivalent multipath level (EMPL) [4] 

(magenta trace). From inspection of Figs. 12 and 13, it is 

evident that the ideal (dipole) and OEWG measurements 

are in very good agreement, both in amplitude and phase 

for the horizontal cuts. This is further confirmed by the 

EMPL level that is at or below -60 dB right across the 

pattern peak which corresponds to the useable QZ region. 
 

  
  

Fig. 12. Horizontal amplitude 

cut using dipole and OEWG 

field probe. 

Fig. 13. Horizontal phase 

cut using dipole and OEWG 

field probe. 

 

Figures 14 and 15 contain equivalent figures for the 

case where a SGH has been used as a pyramidal horn 

probe. Here it is evident from inspection of the amplitude 

and phase results that the high spatial frequency 

information within the QZ plots has been attenuated with 

the larger aperture effectively averaging out the measured 

response and thereby reducing the observed amplitude 

and peak-to-peak phase ripple. This is further confirmed 

by the circa 15 dB increase in the EMPL level between 

dipole probe and horn probe. Although not shown due to 

lack of space, equivalent results for the vertical cut 

exhibited similar phenomena. This probe dependent QZ 

is a well-known measurement effect but for the first time 

it has been possible to bound the SGH upper-bound 

measurement uncertainty and to provide tools necessary 

for verifying the appropriate choice of field probes. 

  
  

Fig. 14. Horizontal amplitude 

cut using dipole and SGH 

probe. 

Fig. 15. Horizontal phase 

cut using dipole and SGH 

probe. 
 

IV. CONCLUSION 
The construction of a complete end-to-end CEM 

model of a CATR including CATR QZ probing has 

enabled the validity of standard CATR probing techniques 

to be objectively and quantitatively examined. Here, it 

was found that the standard practice of employing a 

pyramidal horn, e.g., a SGH, as a field probe increases 

EMPL by circa 15 db by reducing peak-to-peak ripple 

across the probed QZ. This works also confirmed that an 

electrically small OEWG probe provides highly accurate 

measure of the QZ fields with an EMPL < -60 dB and in 

nearly all the range <-70 dB. As this paper details 

ongoing research, the planned future work is to include 

obtaining additional verification of the modeling technique 

using the alternative plane-wave spectrum scattering 

matrix representation of antenna-to-antenna coupling. 
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Abstract ─ This paper introduces an enhanced artificial 

immune system algorithm (EAIS) that benefits from a 

hybrid approach by integrating concepts from the genetic 

algorithm (GA) and particle swarm optimization (PSO). 

The potential of the EAIS algorithm is demonstrated 

by comparing its performance with other bio-inspired 

optimization algorithms; namely the particle swarm 

optimization (PSO) and the conventional artificial immune 

system (AIS) when applied to two electromagnetics 

applications, such as the design of antireflective surfaces, 

and microstrip electromagnetic band gap (EBG) structures. 

Index Terms ─ Antireflective surface, artificial immune 

system (AIS), bio-inspired optimization, enhanced artificial 

immune system (EAIS), microstrip (EBG), particle swarm 

optimization (PSO). 

I. INTRODUCTION
Bio-inspired optimization techniques typically rely 

on a number of agents that simultaneously sample the 

optimization space in a random fashion. The process is 

iterated until a desired solution or the maximum number 

of iterations is reached. The initial step is purely random, 

hence requires no a-priori guess of the solution. More 

intelligence is added to the heuristic search at each 

iteration by taking advantage of the accumulated 

knowledge of the search domain among the agents. This 

intelligence is based on the computation of a cost 

function, which is a measure of how well each agent has 

performed with respect to the desired state; with high 

costs referring to poor solutions. The basic principles of 

bio-inspired optimization methods are shown in Fig. 1. 

The application of bio-inspired optimization 

techniques to engineering problems is not a new concept. 

One of the well-known and original algorithms of this 

nature is the genetic algorithm (GA), which is based on 

the genetic recombination and mutation of species, [1]. 

Some other bio-inspired optimization techniques include 

the particle swarm optimization (PSO), which is inspired 

by the intelligent search of bees in a swarm to find the 

best food source in a field, [2], and the artificial immune 

system (AIS), which is based on the behavior of our 

immune system in defending our body against viruses by 

adapting to the optimal antibody for a given antigen, [3]. 

Another recent bio-inspired algorithm is the covariance 

matrix adaption evolutionary strategy, which was 

applied to the design of linear arrays in [4]. Among 

these methods, GA and PSO have been applied to 

electromagnetics problems before. However, the 

application of AIS in electromagnetics have been 

relatively scarce. Most uses for these algorithms have 

been in the area of networks, resource constructed 

scheduling, data mining, etc. [5]. Our group has 

investigated AIS in the context of radar absorbing 

material design, and multi-beam satellite antenna side 

lobe control in [6]. In this paper, we further enhance the 

AIS algorithm (EAIS) and compare its performance to 

the conventional AIS and PSO for antireflective surfaces, 

and microstrip electromagnetic band gap (EBG) 

structures. We show that the consistent success of the 

enhanced AIS algorithm makes it a promising tool for 

the electromagnetics community. 

Fig. 1. A general block diagram of bio-inspired 

optimization methods. 

The rest of the paper is organized as follows. Section 

2 describes the principles of EAIS. Section 3 investigates 

the performance of AIS, PSO and EAIS when they are 

applied to electromagnetics designs. Finally, Section 4 

concludes the paper. 

II. ENHANCED ARTIFICIAL IMMUNE

SYSTEM ALGORITHM (EAIS)
The conventional AIS optimization is based on the 

clonal selection principles of our immune system 
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response to potential disease generating metabolisms, 

and simulates human body’s defense system against 

viruses. Our adaptive immune system produces antibodies 

whose purpose is to bind to any antigen that it recognizes. 

For engineering applications, antibodies represent a 

possible solution to the optimization problem. The 

optimization space is discretized in order to emulate the 

binary form of gene behavior. The generic “Heuristic 

Optimization Specifics” step shown in Fig. 1 is replaced 

by four steps in AIS: cloning, mutation, combination and 

sorting as shown in Fig. 2.  

Fig. 2. Conventional AIS procedure steps. 

In challenging problems, AIS can reach a state of 

stagnation where all good solutions in the set may differ 

by only a few bits [6]. In this paper, we incorporated 

modifications to the conventional AIS algorithm to 

improve its performance by bringing more intelligence 

to the mutation stage as well as by introducing concepts 

from other evolutionary algorithms. The EAIS specific 

procedures are shown in Fig. 3, where the dark shaded 

boxes indicate new steps to the process, and the light 

shade for the mutation step indicates a modification.  

Fig. 3. Enhanced AIS procedure steps. 

We modify the heuristic optimization specifics in 

AIS by modifying the mutation concept, and introducing 

a cross over operation. We also revise the population 

update process. The mutation stage benefits from the 

velocity and position update mechanism of PSO. The 

new cross over stage enhances the randomness using 

concepts from GA. Finally the population update stage 

utilizes PSO’s global memory principles. The details of 

each enhancement stage are provided as follows. 

(i) Mutation Stage Enhancements

Mutation enables AIS to randomly explore the

search space by allowing it to move out of a local 

optimum and avoid stagnation. The conventional AIS 

algorithm carries this out by randomly flipping a certain 

number of bits in the solution set. The only intelligence 

incorporated in the conventional AIS at this stage is the 

number of bits to be flipped, with good solutions going 

through fewer flips than poor solutions. The proposed 

enhancement introduces a process similar to the velocity 

update mechanism of the PSO, where the bees get pulled 

towards the global best value. The value of the new 

antibody Ab  after the mutation process is computed as 

in Equation (1): 

( ),bestAb Ab rand Ab rand Ab Ab          (1)

where best
Ab  is the value of the best solution in the set, 

Ab is the value before mutation, and   is the mutation 

rate which exponentially varies as a function of the rank 

of the antibody, i.e., 1/ke  and rand is a random 

number between [0-1]. This process influences the 

mutation towards the best solution in the set, [7]. 

(ii) Crossover Stage Enhancements

Crossover is a process where a new binary set is

produced from the existing set by randomly combining 

portions from different solutions. It is used in GA to 

create “children” from “a parent.” This concept is 

applied to EAIS to create a new set of antibodies by 

crossing the antibodies created as a result of the cloning 

and mutation stages. The modified algorithm selects the 

top N  antibodies from the output of the conventional 

AIS, i.e., the combined set of cloning and mutation 

operations. Each antibody is split into 2 segments. The 

number of bits in each segments is defined by the user, 

based on the cross-over split ratio 1 2n : n  where 1n  denotes

the number of bits with the most significant bits in the 

string, and 2n  denotes the number of remaining bits. The

two segments are randomly crossed among each other to 

create a new set of x
N antibodies, where x x aN N 

is the size of the cross-over set, and x is the cross over

ratio. The concept of crossover is demonstrated in Fig. 4. 

Finally, the crossover set is combined with the cloned 

and mutated sets. The antibodies are sorted one more 

time with respect to their cost values. The top Na 

antibodies are selected from this set to start over again. 

Fig. 4. Crossover concept of EAIS. 

(iii) Population Update Stage Enhancements

At this point, the original population has been

replaced with the new set of ( )
a

N  antibodies utilizing

cloning, mutation and cross over. The AIS algorithm can 
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continue to iterate these steps to search for the solution. 

In challenging problems, AIS can reach a state of 

stagnation where all good solutions in the set may differ 

by only a few bits. Another enhancement inspired by 

PSO is implemented at this stage. The solution set of Na 

antibodies is split into three sets for separate treatments. 

The top few solutions from Set 1 are kept in order to 

remember the best solutions achieved. This is similar to 

the group memory concept in PSO in the context of the 

global best term. The rest of the antibodies are divided 

into two groups, i.e., Sets 2 and 3. Antibodies in Set 2 

are replaced by a local random search in the vicinity of 

the best solution. Set 3 is replaced by a global search 

carried out randomly in the entire optimization space. 

The range of the local search can be adjusted 

dynamically to focus more in the vicinity of the best 

solutions as the number of iterations increase. The 

concept of these three sets and how they are treated are 

shown in Fig. 5. For the local search in Set 2, the 

approach is to utilize PSO with only a few agents and for 

a few iterations. The remaining solutions in Set 3 are 

simply replaced randomly. It should be noted that the 

cost function computation time is the dominant term for 

these random search optimization algorithms. Thus, for 

an equivalent problem; i.e., the same number of cost 

function calls per iteration, EAIS computation time is 

similar to AIS regardless of the few extra steps added. 

Fig. 5.  Population update process of EAIS. 

III. APPLICATION TO

ELECTROMAGNETIC PROBLEMS 

A. Antireflective Surface (AR) design

The first application we consider addresses an anti-

reflective surface design, which is useful for both military 

(e.g., camouflaging) and commercial applications (e.g., 

efficient collection of energy such as in microwave or 

millimeter wave lenses). The design is inspired by the 

moth-eye structure, which consists of multiple layers of 

periodic gratings that enable the absorption of light at a 

wide range of incidence angles, [8]. In our application, 

we use a dielectric slab with an inverse moth eye pattern 

(i.e., holes rather than protrusions) applied to both top 

and bottom surfaces of the structure. We use the rigorous 

coupled wave algorithm (RCW) to simulate the model. 

Our goal is to achieve a desired total reflection coefficient 

of 30dB    within the Ka-band over the 32-38 GHz 

bandwidth. 

The design has an infinitely thick (i.e., half space) 

substrate with a dielectric constant of 2.56,r   and an 

index of refraction of 1 6sn . . The holes are backfilled

with air, 1hn  and the grating period, ,  is fixed at  

3.1 mm, as depicted in Fig. 6. The grating heights, h1 and 

h2, and the hole diameters, d1 and d2, are the variables of 

the design. The incident field is assumed to be a TE 

polarized plane wave obliquely incident on the surface. 

The cost function of EAIS is defined as the square of a 

difference between the desired criteria and the reflection 

coefficient. The parameters of the optimization algorithms 

are summarized in Table 1. 

Fig. 6. Inverse half space AR surface design. 

Table 1: Algorithm parameters for AR surface design 

PSO AIS EAIS 

1 2
1c c 

0.6

0.5

c

m







 1 2

0.6,  1

/ 0.2

c x

n n

  



Na 96 28 18

Nb n/a 12 12 

The bandwidth was sampled in steps of 1 GHz. The 

best solution achieved at the end of 100 iterations is 

shown in Table 2 along with the best minimum reflection 

coefficients over the 32-38 GHz bandwidth. The optimized 

reflection coefficients is plotted in Fig. 7 (a) as a function of 

the incidence angle at the center frequency, i.e., f = 35 GHz 

for the three algorithms. We observe that for this particular 

angle, AIS does not converge at 0θ=40 .  Also, overall it 

is evident that PSO has reached a better solution for a 

wide range of incident angles. However, it should be 

noted that achieving a value better than the desired 

criteria, i.e., 30 ,dB    is not part of the objectives for 

any of these algorithms, i.e., each algorithm accepts any 

value of 30dB    as a converged solution. From the 

perspective of the rate of convergence, EAIS performs 

the best as shown in Fig. 7 (b), where   is plotted against 

the number of iterations. 

Table 2: AR surface design solution 

AR Design PSO AIS EAIS 

h1 (mm) 2.58 2.67 2.60 

h2 (mm) 1.82 1.74 1.80 

d1 (mm) 3.02 3.01 3.02 

d2 (mm) 2.15 2.09 2.15 

Γ (dB) -28.62 -28.52 -28.62
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(a)  (b) 

Fig. 7. Optimized AR surface design at f = 35 GHz and 

performance of three algorithms. 

B. Microstrip EBG structures

In this application, we design a low pass filter

operating at [4-7.5 GHz] such that S21   -5 dB across 

[4-6 GHz], and S21   -25 dB over [6.5-7.5 GHz]. To 

achieve the performance, we consider a 50 Ohm 

microstrip line symmetrically residing on a periodically 

etched ground plane, where 50 mil thick, 2.33x1.53 inches 

RT/Duroid 6010 ( 10 2r .  ) is used as the substrate. To 

model the structure, we use EM commercial software, 

FEKO, which is based on the Method of Moments 

(MoM). 

The simulated model for our design is shown in Fig. 

8. The optimization variables; i.e., D1 and D2 are set to

be between 50-250 mils. The optimization parameters

used for each algorithm are summarized in Table 3. The

solution achieved by each algorithm is summarized in

Table 4, and the achieved performance is plotted in Fig.

9. We observe that, all three algorithms converge to

similar solutions. A plot of the best cost versus the

number of iterations is shown Fig. 9 (b). Although EAIS

reaches the vicinity of the desired solution fastest, PSO

achieves the best cost in the end.

(a) Top view (b) Bottom view

Fig. 8. Microstrip EBG line with etched squares in the 

ground plane. 

Table 3: Algorithm parameters for microstrip EBG 

PSO AIS EAIS 

Na 10 4 2 

Nb n/a 12 12 

# Cost computations/iteration 10 10 10 

Nmax 14 14 14 

Table 4: Microstrip EBG design solution 

PSO AIS EAIS 

D1 (mil) 50 55 58 

D2 (mil) 222 216 213 

  (a)  (b) 

Fig. 9. Optimized microstrip EBG structure and 

performance of three algorithms. 

IV. CONCLUSION
The robustness of the EAIS algorithm was 

demonstrated in comparison to PSO and AIS as they 

were applied to two electromagnetics applications; 

antireflective surface design using RCW, and microstrip 

electromagnetic band gap structure using MoM. EAIS 

consistently performed more robust than the other two 

algorithms. While it can never be claimed that a 

particular random search algorithm will always perform 

better than others, as the nature of a problem might fit 

the principles of an algorithm better at times, EAIS was 

shown to be consistently robust presenting itself as a 

viable tool for challenging electromagnetics problems. 
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Abstract ─ In this paper the Unstructured Transmission 

Line Modelling (UTLM) method based on a tetrahedral 

mesh has been applied to modelling of the coupling 

between a single wire and a twisted wire pair. The effects 

of wire twisting on the crosstalk and coupling between 

wires are modelled by explicitly meshing wire geometries; 

simulation results are compared with experimental ones. 

Excellent agreement between simulated and measured 

results validates the viability and accuracy of the UTLM 

method and indicates the potential of the UTLM method 

for modelling complex wire structures. 

Index Terms ─ Crosstalk, experimental benchmarking, 

Transmission Line Modelling (TLM) method, twisted 

wires, twisting effects, Unstructured Transmission Line 

Modelling (UTLM) method. 

I. INTRODUCTION
Wires and cables play an important role in modern 

electronic systems, especially in the aerospace and 

automotive industries. They transmit signals between 

pieces of equipment and at the same time couple with the 

ambient electromagnetic fields. The electromagnetic 

interference (EMI) between wires and cables may affect 

the normal operation of equipment. It is therefore 

important to develop efficient and versatile methodologies 

that can predict the coupling strength between wires and 

cables. 

The Unstructured Transmission Line Modelling 

(UTLM) method, fully presented and validated in [1-2], 

is a Transmission Line Modelling (TLM) method based 

on tetrahedral meshes [3]. Whilst the use of a TLM method 

based on structured cuboidal meshes has been widely 

reported, especially for Electromagnetic Compatibility 

(EMC) studies and microwave modelling, the advantages 

and characteristics of the UTLM method have not as yet 

been fully explored for such a variety of applications. For 

instance, when modelling curved structures, a very fine 

mesh is needed for the cuboidal mesh based TLM 

method to approximate the curved boundaries. This not 

only leads to large computational resources, even when 

using Octree sub-division technique [4], but also leads to 

stair-stepping problems [5]. Furthermore, its accuracy in 

representing the curved boundaries is piece-wise constant. 

In contrast, the UTLM method can better describe 

arbitrary shaped geometries, especially those involving 

curved structures, with no stair-stepping approximations 

and with a piece-wise-linear accuracy. One key feature 

of UTLM is the wide dynamic range of cell sizes that can 

be used. Importantly, a clustering technique whereby 

clusters of very small cells are grouped into larger cell 

entities for which the scattering is done implicitly, has 

been integrated into the UTLM method to allow a 

practical small time step to be used in a simulation [6]. 

These characteristics make the UTLM method a very 

good candidate to model in detail the coupling between 

wires and cables, a feature which is especially important 

within an aerospace context. 

Some initial experimental benchmarking of a UTLM 

model explicitly meshing wires has been presented in 

[7], where the UTLM method was applied to the 

simulation of a canonical two parallel wire coupling 

problem. The paper discussed that small wire diameters 

lead to large computational costs in a discretized 

numerical simulation. Although an embedded thin wire 

model [8] has been widely adopted to reduce 

computational costs, it has difficulties in dealing with 

twisted wires, especially when other structures are in 

close proximity to the wire geometries. The purpose of 

this paper is to demonstrate how the wide dynamic range 

of cell sizes within ULTM enables the modelling of the 

coupling between a single wire and a twisted wire pair 

by explicitly meshing them, and to validate the approach 

by comparison with experiments. In the scenario 

considered the single wire is used for excitation and the 

twisted wire pair is used as victim on which crosstalk is 

observed. The crosstalk between wires is analyzed for 

different wire terminations, and both with and without 

twisting of the wire pair. The simulated results are 

compared with measurements. The paper is organized as 

follows: in the next section the experimental set up is 

described, followed by a description of the simulated 

model. Section IV outlines the comparison of the 

crosstalk between simulated and measured results and 
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Section V summarizes the main conclusions of the paper. 

II. PROBLEM DESCRIPTION
In this section, the experimental setup used to study 

the twisting effects on coupling between wires is 

described. 

In order to consider the twisting effects, a single 

core copper wire is excited as the source and a twisted 

wire pair is used as the victim. The single core wire has 

a radius of rw = 0.04 cm. The separations between ports 

are s1 = 2 cm and s2 = 1 cm. The wires are placed near a 

L shape ground plane as shown in Fig. 1 (a) and mounted 

on to the two metal bulkheads using SMA bulkhead 

connectors as shown in Fig. 1 (b). The wires are situated 

above the bottom ground plane by a height, h = 8 cm. 

The distance between port 1 and the left ground plane is 

d = 12.5 cm as shown in Fig.1 (a). The length of the wires 

is L = 100 cm. The twisted wire pair has 20 twists along 

its length. The metal bulkheads each have dimensions of 

30 cm   30 cm. 

Fig. 1. (a) A single wire and a twisted wire pair are near 

the L shape ground plane; (b) the top view of the setup. 

In the experiment, the twisted wire pair is made by 

folding a single core copper wire of length 2L and 

twisting the two halves to create the configuration shown 

in Fig. 1 (b). At the right end, one wire of the twisted 

wire pair is connected to port 2 and the other one is 

connected to port 3. Port 1 is connected to the right end 

of the single wire as an excitation. Measurements are 

made on port 2 using a Network Analyzer (Agilent 

E5062A). Port 3 and port 4 (the left end of the single 

wire) are connected to a load, which could be a 50 ohms 

load, a short circuit or an open circuit. 

III. NUMERICAL MODEL
The problem defined in Section II is described for 

numerical modelling purposes using University of 

Nottingham (UoN) in-house geometry software that 

provides a triangulated surface representation of the 

structure. The single wire is built as a metal cylinder. 

Both ends of the single wire are connected to the cores 

of two coaxial probes, respectively. One of them is 

modelled as port 1 in Fig.1 (b) to excite the fundamental 

TEM mode and the other one is modelled as port 4 to 

terminate the wire. 

The twisted wire pair is built by twisting two metal 

cylinders using a bifilar helix model. The circular cross-

section of each wire is discretized by a N1-sided polygon 

(where N1 is an integer number). Each wire is then 

represented by N2 piecewise linear segments (N2 is also 

an integer number) that follow a helical path rotating 

around the axis of the twisted wires in such a manner that 

each wire’s cross section remains perpendicular to its 

own axis. Figure 2 shows one example of a two wire 

twisted pair built with the UoN in-house geometry 

software. 

Fig. 2. The geometrical model for a two wire twisted 

pair. 

At one end of the twisted wire pair, the wires are 

connected using a metal cylinder. The wires follow a 

curved route defined by a Bezier curve. At the other end, 

the two wires are connected to the cores of two coaxial 

probes, respectively. One of the coaxial probes is 

modelled as port 2 in Fig. 1 (b) to observe the coupling 

to the TEM mode of the twisted wire pair; the other one 

is modelled as port 3 in Fig. 1 (b) to terminate the wire. 

The structure is meshed using our UoN in-house 

Delaunay Mesher software as a hybrid tetrahedral-cubic 

mesh. The meshed structure is shown in Fig. 3. 

(a) 

(b) 

Fig. 3. The meshed geometry showing the triangulated 

interfaces between different materials: (a) left end of the 

structure and (b) the right end of the structure with a 

mesh size of 1 cm. Randomized colouring is used to 

show the triangle sizes and shapes. 
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Figures 3 (a) and (b) show the left and right ends of 

the structure as in Fig. 1 (b), respectively. The wires are 

meshed using a tetrahedral mesh, which is better able 

to describe curved structures, and the surrounding 

environment is meshed using a cuboidal mesh with a 

mesh size of 1 cm. Although the mesh is very small 

around the wires, the cell clustering enabled a time step 

of 0.08 ps to be used in the simulation [6]. The total 

number of time steps is 2,000,000. The success of 

meshing twisted wires with such small diameters 

indicates the great potential of the UTLM method in 

dealing with complex wire structures. 

IV. CROSSTALK BETWEEN WIRES
In this section, the twisting effects on the coupling

between wires are discussed for different termination 

conditions, using the UTLM simulation and experimental 

measurements.  

The crosstalk between wires is described using the 

S21 parameter. In order to account for the influence of the 

twisting of the wires, the crosstalk between the single 

wire and a pair of parallel wires is also simulated and 

measured. 

Figure 4 compares the UTLM simulation and 

experiment results for the crosstalk between the excitation 

single wire and the pair of twisted wires and the crosstalk 

between the single wire and the pair of parallel wires for 

different port 3 and 4 terminations, namely, (a) a short 

circuit, (b) a 50 ohms load and (c) an open circuit. The 

UTLM simulation results show very good agreement 

with those from experiment for all three terminations, so 

validating the accuracy of the UTLM simulations 

including the twisted wires. 

The twisting effects on the coupling between wires 

can also be observed from Fig. 4. For short circuit and 

50 ohms load terminations, the coupling between wires 

is reduced greatly in the relatively low frequencies. For 

example, at 1 MHz, a 20 dB crosstalk reduction for short 

circuit termination and a 17 dB crosstalk reduction for a 

50 ohms load termination are observed in Figs. 4 (a) and 

(b). As the frequency increases, the crosstalk reduction 

becomes smaller. For open circuit termination, the 

twisting does not have any significant effect on the 

coupling between wires. 

The twisting effects on the coupling between wires 

can be explained as follows. In the relatively low 

frequencies, the coupling between wires is the 

combination of inductive coupling and capacitive 

coupling as shown in [9]. Twisting the wires mainly 

reduces the inductive coupling, while it has no effect on 

the capacitive coupling. For low impedance terminations, 

the inductive coupling dominates the capacitive 

coupling, so the twisting reduces the total coupling; for 

high impedance terminations, the capacitive coupling 

dominates the inductive coupling, so the twisting has no 

significant effect on the total coupling. 

 (a) 

 (b) 

 (c) 

Fig. 4. Comparison of the UTLM simulation and 

experiment results for the crosstalk between the single 

wire and the pair of twisted wires and between the single 

wire and the pair of parallel wires, when ports 3 and 4 

are terminated with: (a) a short circuit, (b) a 50 ohms 

load, and (c) an open circuit. 

It is also noted that in Fig. 4 (a), for short circuit 

termination, there is a big discrepancy in the frequency 

at which the first dip in the crosstalk between the single 

wire and the twisted wire pair occurs. This can be 

explained since, for very low impedance (short circuit), 

the crosstalk at relatively low frequencies is very 

sensitive to the twist [9]. Even a very small non-

uniformity in the twist could lead to a big change in the 

crosstalk. In the experiment, although every effort was 

made to make the twist uniform along the length, it was 

still unlikely to be a perfectly uniform twist. In the 

simulation it is quite easy to incorporate a perfect twist. 

To explore this further, two experiments have been 

undertaken, in which twisted wire pairs were made from 

two identical wires with a twist rate of 20 twists/m. The 

S21 parameters measured for each case are shown in Fig. 

5. It is seen that the two results agree well with each other
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for the relatively high frequencies but not for the 

relatively low frequencies. The frequency at which the 

first dip in S21 occurs in each experiment is different. The 

same experiments were also conducted for the 50 ohms 

load and open circuit terminations; in both these cases, 

the two sets of experimental results agree very well with 

each other. In conclusion, it is impossible to precisely 

predict the coupling between the single wire and the 

twisted wire pair at very low termination impedance at 

relatively low frequencies because of the sensitivity to 

the exact twist. Nevertheless, the UTLM simulation is 

able to predict the coupling for very low termination 

impedance at relatively high frequencies and for low and 

high termination impedances over the whole frequency 

range, very well. 

Fig. 5. The coupling between the single wire and the 

twisted wire pair with a short circuit termination; results 

from different experiments. 

V. CONCLUSION
The Unstructured Transmission Line Modelling 

(UTLM) method has been successfully applied to model 

the coupling between a single wire and a pair of twisted 

wires by explicitly meshing the complete wire geometry. 

This is enabled by the wide dynamic range of mesh size 

that can be used within UTLM. The method shows 

powerful capability in meshing wires with small 

diameters within a large space. The accuracy of the 

UTLM method for this class of problems has been 

validated for the first time by comparing the simulated 

results for coupling between wires with experimental 

ones. The close agreement between the simulated and 

experimental results confirms that the UTLM method is 

a very useful and powerful tool that can be used for 

modelling complex wire structures. 

ACKNOWLEDGMENT 
The work outlined above was carried out as part of 

ICE-NITE (see http://www.liv.ac.uk/icenite/), a collaborative 

research project supported by Innovate UK under 

contract reference 101665. The project consortium includes 

BAE SYSTEMS Limited (coordinator), Bombardier, 

Horiba MIRA Limited, ITI Limited, The University of 

Liverpool, and The University of Nottingham. 

The authors wish to thank Prof. C. Jones and Dr. S. 

Earl of BAE SYSTEMS for valuable discussions. 

REFERENCES 
[1] P. Sewell, J. Wykes, T. Benson, C. Christopoulos,

D. Thomas, and A. Vukovic, “Transmission-line

modeling using unstructured triangular meshes,”

IEEE Trans. on Microwave Theory and Techniques,

vol. 52, no. 5, pp. 1490-1497, 2004.

[2] P. Sewell, T. M. Benson, C. Christopoulos, D.

W. P. Thomas, A. Vukovic, and J. G. Wykes,

“Transmission line modeling (TLM) based upon

unstructured tetrahedral meshes,” IEEE Trans. on

Microwave Theory and Techniques, vol. 53, pp.

1919-1928, 2005.

[3] C. Christopoulos, The Transmission-Line Modeling

Method TLM. New York: IEEE Press, 1995.

[4] P. S. Duxbury, J. Wlodarczyk, and R. A. Scaramuzza, 

“The implementation and benefits of Octree

staggered meshing in a TLM based EM simulation

package,” 2004 RF and Microwave Conference,

2004.

[5] A. Cangellaris and D. Wright, “Analysis of the

numerical error caused by the stair-stepped

approximation of a conducting boundary in FDTD

simulations of electromagnetic phenomena,” IEEE

Trans. on Microwave Theory and Techniques, vol.

39, pp. 1518-1525, 1991.

[6] P. Sewell, T. Benson, C. Christopoulos, D.

Thomas, A. Vukovic, and J. Wykes, “Implicit

element clustering for tetrahedral transmission line

modeling (TLM),” IEEE Trans. on Microwave

Theory and Techniques, vol. 57, no. 8, pp. 2005-

2014, 2009.

[7] X. Meng, P. Sewell, A. Vukovic, Z. Zhang, and

T. Benson, “Experimental benchmarking of

unstructured transmission line modelling method

(UTLM) simulations of explicitly meshed wiring,”

in Computational Electromagnetics International

Workshop (CEM) 2015, pp. 1-2, 2015.

[8] P. Sewell, Y. K. Choong, and C. Christopoulos,

“An accurate thin-wire model for 3-D TLM

simulations,” IEEE Trans. on Electromagnetic

Compatibility, vol. 45, no. 2, pp. 207-217, 2003.

[9] C. R. Paul and M. B. Jolly, “Sensitivity of crosstalk

in twisted-pair circuits to line twist,” IEEE Trans.

on Electromagnetic Compatibility, vol. 24, no. 3,

pp. 359-364, 1982.

MENG, SEWELL, RAHMAN, VUKOVIC, BENSON: EXPERIMENTAL BENCHMARKING OF UTLM IN MODELLING TWISTED WIRES 139



Four-Stage Split-Step 2D FDTD Method with Error-Cancellation Features 

Theodoros T. Zygiridis 1, Nikolaos V. Kantartzis 2, and Theodoros D. Tsiboukis 2 

1 Department of Informatics and Telecommunications Engineering 

University of Western Macedonia, Kozani, 50100, Greece 

tzygiridis@uowm.gr 

2 Department of Electrical and Computer Engineering 

Aristotle University of Thessaloniki, Thessaloniki, 54124, Greece 

kant@auth.gr, tsibukis@auth.gr 

Abstract ─ We develop a methodology that enables the 

proper introduction of high-order spatial operators in an 

unconditionally-stable, split-step, finite-difference time-

domain scheme. The proposed approach yields spatial 

approximations that guarantee better balancing of 

space-time errors, compared to standard fourth-order 

expressions. The latter are not as efficient as expected, 

due to their unmatched order with the scheme’s second-

order temporal accuracy. Our technique treats the 

dispersion relation as an error descriptor, derives spatial 

formulae that change with the cell shape and time-step 

size, and rectifies the performance over all frequencies. 

Index Terms ─ Finite-difference time-domain (FDTD) 

methods, numerical-dispersion relation, split-step 

approaches, unconditionally-stable methods. 

I. INTRODUCTION
Among the diverse advances of Yee’s finite-

difference time-domain (FDTD) method [1,2], 

approaches featuring unconditional stability [3] belong 

to the most significant contributions. Numerical schemes 

such as the alternating-direction implicit [4] and the 

locally one-dimensional FDTD techniques [5] are free 

from constraints governing their temporal sampling 

density, which is an advantageous property in many 

electromagnetic simulations. Other solutions based on 

split-step procedures [6-8] also exhibit similar behavior, 

and have been the subject of various studies [9,10]. 

In the context of the aforementioned implicit 

methods, the improvement of temporal accuracy can be 

a computationally expensive task, as it commonly 

requires the increase of the intermediate stages for the 

successive update of field components. On the other 

hand, direct incorporation of high-order spatial operators 

is a simpler and more straightforward approach towards 

performance upgrade, although it too augments the 

algorithm’s complexity. Since the combination of 

accurate spatial approximations with low (first or second) 

temporal order usually impedes the full exploitation of 

high-order operators’ potential, amending techniques may 

be applied for further error mitigation. The implementation 

of constant-valued correctional coefficients, calculated 

in diverse ways, is a popular practice in this category of 

useful concepts [11,12]. 

This paper’s purpose is to efficiently incorporate 

four-point spatial approximations into a two-dimensional 

(2D) four-stage split-step FDTD (SS-FDTD) method, 

aiming at a balanced treatment of space-time errors. Our 

approach exploits the scheme’s dispersion relation to 

represent the inherent discretization errors. By using 

the estimator’s Taylor polynomial, improvement over 

all frequencies is facilitated, while its trigonometric 

expansion leads to accuracy correction irrespective of 

propagation direction. The resulting unconditionally-

stable algorithm performs better than its counterpart with 

standard high-order operators, verifying the optimal use 

of computational resources. 

II. MODIFIED 4-STAGE SS-FDTD METHOD

The considered SS-FDTD scheme has second-order

temporal accuracy, and the time-stepping is performed 

according to the following splitting approach: 

   

   

   

   

1/4

4 4

1/2 1/4

4 4

3/4 1/2

4 4

1 3/4

4 4

[ ] [ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ] [ ]

n nt t

n nt t

n nt t

n nt t

 

  

  

  

  

  

  

  

I A u I A u

I B u I B u

I B u I B u

I A u I A u

, (1) 

where [I] is the 33 unitary matrix, [u] = [Ex Ey Hz]T is 

the vector with the three field components in 2D, Δt is 

the time increment, and [A],[B] are derivative matrices: 
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In its conventional form [8], the methodology relies on 
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standard second-order approximations of the derivatives. 

Here, we adopt four-point symmetric expressions, 
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whose final form is determined via an analytical 

procedure that aims at suitable error cancellation. 

The basic element of the proposed optimization 

approach is the scheme’s numerical dispersion relation, 

and its utilization as a means to express the inherent 

dispersion errors. The dispersion relation is obtained 

after introducing plane-wave forms in (1), 
j( )

0[ ] [ ] x yt k x k y
e

  
u u , (5) 

and requiring the existence of non-trivial solutions for 

the resulting system ( cosxk k  , sinyk k  , k  is the

numerical wavenumber). In essence, the condition, 

 j 2det [ ] [ ][ ] [ ] 0te   I L L L , (6) 

is obtained, where 

   
1

4 4
[ ] [ ] [ ] [ ] [ ]t t


   

U
L I U I U , (7) 

and matrices [ ] , [ ]  are derived from [ ]A , [ ]B , 

respectively, after replacing the 
xD , yD operators with:

 
2

2 1

2
1

2j
sinx m

m x

m

X C k x
x





  

 , (8) 

 
2

2 1

2
1

2j
siny m

m y

m

Y C k y
y





  

 . (9) 

The resulting dispersion equation has the form: 

num

den

( , , )
cos( )

( , , )

k
t

k

  


  
  , (10) 

where 

   

   

2 2
2 2 2 2 2 2

0 0

2 2 2 2 4 2 2

0 0

num

2

16 16

64 256

c t X c t Y

c t X Y c t X Y

    

    



, (11) 

   
2 2

2 2 2 2 2 2

0den 016 16c t X c t Y     . (12) 

Of crucial importance is the definition of the error 

formula that is used to represent the discretization flaws. 

As we are interested in combating the inaccuracies 

pertinent to the phase velocity, we define, 

num

den

( , , )
( , ) cos( )

( , , )

k
t

k

  
  

  
    , (13) 

which practically describes the deviation from the 

numerical dispersion relation, once the numerical wave-

vector has been replaced by its exact value k = ω/c0. 

Now, the determination of the optimum spatial operators 

is reduced to the following problem: find suitable 

coefficients 
1

xC , 
2

xC , 
1

yC , 
2

yC , so that the magnitude of 

( , )   is rendered as close to zero as possible, for all 

frequencies ω and propagation angles θ. 

In order to satisfy – to the best possible degree – the 

aforementioned requirements, the Taylor-series of (13) 

with respect to the spatial increment is exploited. 

Specifically, we are working on the expression: 
(2) 2 (4) 4( , ) ( )( ) ( )( )k x k x           . (14) 

This expansion effectively isolates the dependences on 

frequency and propagation direction, which significantly 

facilitates their separate treatment. Specifically, accuracy 

improvement irrespective of frequency is now possible, 

by cancelling the corresponding δ coefficients, which 

do not depend on ω. If it was possible to accomplish 

δ(2) = δ(4) = … = 0, a totally error-free FDTD scheme 

would be devised. Apparently, this is an observation of 

merely theoretical interest, since the discretization error 

can be controlled only to a certain degree in practice. In 

our case, we are proceeding with the manipulation of the 

δ(2) and δ(4) coefficients. 

Starting from the second-order term, we find that: 
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where R = Δy/Δx, τx = cosθ, τy = sinθ, and Q determines 

the time-step size, via: 
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In (16), Q = 1 yields the well-known Yee’s stability 

criterion. Clearly, the second-order term vanishes if: 

1 23 1u uC C  , u = x,y, (17) 

In essence, (17) guarantees that the spatial operators are 

at least second-order accurate, which is necessary so that 

their error matches the corresponding temporal one. 

The treatment of the δ(4) term is more involved, as it 

is expressed according to: 
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where (17) has already been partially substituted for 

simplicity. It is clear that δ(4) cannot be eliminated, as the 

corresponding SS-FDTD scheme cannot accomplish 

fourth-order space-time accuracy. A more realistic goal 

is to render δ(4)  as small as possible, so that better overall 

performance is attained, compared to standard fourth-

order spatial approximations. For this reason, (18) is 

rearranged, using the identities: 

4 3 1 1
cos(2 ) cos(4 )

8 2 8
x     , (19) 
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cos(2 ) cos(4 )

8 2 8
y     , (20) 

3 1 1
sin(2 ) sin(4 )

4 8
x y     , (21) 

2 2 1 1
cos(4 )

8 8
x y    , (22) 

3 1 1
sin(2 ) sin(4 )

4 8
x y     . (23) 

Taking (19)-(23) into account, δ(4) is expressed as a 

finite trigonometric series, and two additional constraints 

can be derived from the vanishing of an equal number of 

terms. If the series’ constant term is set equal to zero, the 

following equation is obtained: 
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The last equation is extracted from the coefficient of the 

cos(2θ) term, resulting in: 
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The solution of the system comprising (17), (24), and 

(25) yields the optimum spatial operators, whose final

form takes into account the cell shape and the time-step

size, as the resulting coefficient expressions are:
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Consequently, the procedure followed herein 

concludes that the standard fourth-order operators are the 

most suitable choice, only if a very small time step (i.e., 

Q  0) is selected. This, however, is not the case in 

unconditionally-stable FDTD methods, and modified 

approximations that do not necessarily preserve the 

maximum order of accuracy can guarantee lower 

dispersion flaws. 

III. ASSESSMENT OF METHODOLOGY
The stability of the numerical scheme is revealed by

obtaining the eigenvalues of its amplification matrix. 

The latter is equal to 2[ ][ ] [ ]L L L , as defined in (6), 

(7), and its eigenvalues are: 1 1  , and, 

2,3

64 j16w v wv
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It can be shown that the magnitude of λ1,2,3 is 1, 

regardless of the time-step size. Hence, the specific SS-

FDTD updates are unconditionally stable. An exemplary 

plot of the eigenvalues on the complex plane is given in 

Fig. 1 when R = 1, the spatial density is 40 cells per 

wavelength, and Q  50. As expected, all values lie on 

the circumference of the unit circle. 

Fig. 1. Eigenvalues of the amplification matrix on the 

complex plane for various Δt. 

Next, the algorithm’s accuracy is assessed in terms 

of the dispersive error affecting the phase velocity, 

whose value /c k  is extracted from the dispersion 

relation (10), and the overall error is estimated from: 
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t 0
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2
e c c d

c






  . (32) 

The positive impact of the modified operators on the 

scheme’s accuracy is illustrated in Fig. 2, where the 

SS-FDTD method that applies standard fourth-order 

approximations is also depicted (time-steps five and ten 

times larger than Yee’s stability limit are considered). 

The plotted curves reveal a significant error reduction 

that is not confined within specific frequency bands. In 

fact, the evidence show that a specific accuracy level can 

be now accomplished with twice as large a time-step, 

thanks to the sophisticated design of the algorithm, 

ensuring better utilization of computational resources. 

Fig. 2. Error et versus mesh density for different Δt. 

IV. NUMERICAL RESULTS
The performance of the modified SS-FDTD algorithm 
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is evaluated considering an 8 cm  6 cm cavity, bounded 

by perfectly conducting walls. First, we perform two sets 

of simulations, one for the TE11 mode at 3.123 GHz and 

one for the TE21 mode at 4.504 GHz. The computational 

space comprises 200  150 cells and tests are conducted 

for different time-step magnitudes. In essence, the 

maximum L2 error of Hz is recorded for a time period 

equivalent to 2000 iterations when Q = 2. The results are 

displayed in Table 1, where the standard fourth-order 

operators and the proposed ones are compared. It is 

verified that significant error cancellation is accomplished 

regardless of the time-step size. Specifically, accuracy is 

improved by 3.5 times in the first case, and by 4.2 times 

in the second case, verifying the potential of the new 

derivative approximation. 

Using the same configuration as previously, the 

second test pertains to the detection of the structure’s 

first 24 resonant frequencies. Now, an 80  60 grid is 

used, and simulations for 32768 time-steps with Q = 5 

are performed. Figure 3 displays the absolute errors in 

the frequencies of the detected modes, and the superior 

spectral properties of the proposed SS-FDTD method are 

clearly illustrated. Specifically, the average error of the 

standard scheme is 55.07 MHz, which is suppressed to 

only 7.31 MHz by the modified operators. 

Table 1: Maximum L2 errors for different time-step sizes, 

in the cavity problems with single-mode support 

TE11 Mode TE21 Mode 

Q Standard Proposed Standard Proposed 

2 1.05103 2.94104 3.11103 7.31104 

4 4.19103 1.18103 1.24102 2.92103 

6 9.42103 2.65103 2.80102 6.59103 

8 1.67102 4.72103 4.95102 1.17102 

10 2.61102 7.38103 7.71102 1.84102 

Fig. 3. Absolute error in detecting the resonant frequencies 

of a rectangular cavity. 

V. CONCLUSION
We have successfully remedied the accuracy of an 

unconditionally stable SS-FDTD method, by deriving 

modified spatial operators with three-cell stencils. The 

form of these approximations is determined via a design 

procedure that balances space-time errors over all 

frequencies better than standard formulae. The modified 

scheme outperforms its conventional counterpart, as it 

guarantees similar error levels with larger time-steps.  
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Abstract ─ An enhanced finite-difference time-domain 

algorithm featuring the polynomial chaos representation 

is introduced in this paper for problems with stochastic 

uncertainties. Focusing on the solution of the governing 

partial differential equations, the new 3-D method uses 

the Karhunen-Loève expansion to effectively decorrelate 

random input parameters denoted by stochastic processes. 

So, the space dimension is seriously reduced and high 

accuracy levels are attained, even for media with abrupt 

and fully unknown statistical variations. These profits 

are verified via a detailed numerical study. 

Index Terms ─ Advanced FDTD methods, polynomial 

chaos, random media, stochastic process, uncertainties. 

I. INTRODUCTION
The assessment of stochastic uncertainties, inherent 

in electromagnetics, has been of pivotal significance, so 

leading to different numerical schemes. Amid them the 

Monte Carlo (MC) approach [1], albeit accurate, has 

proven time-consuming, due to its excessively many 

realizations and slow convergence to the desired result. 

Recently, efficient techniques have been presented [2-6], 

such as the generalized polynomial chaos finite-difference 

time-domain (GPC-FDTD) algorithm [7, 8]. Usually, 

uncertainties emerge from discrete stochastic variables 

or processes that vary in an unknown way. Being 

difficult to model, the latter cannot be directly plugged 

in the GPC-FDTD technique, as they require an infinite 

number of correlated random variables. 

To overcome such an issue, this paper develops a 

3-D GPC-FDTD methodology for complex materials with 

arbitrary statistically-varying index gradients. The novel 

algorithm utilizes an orthogonal field expansion over the 

space of random parameters, so minimizing the error for 

both the mean value and variance. While it is primarily 

optimized for the extraction of the first two moments, the 

approximated relation between the output and stochastic 

parameter can provide with more valuable information 

like the computation of high-order statistical moments or 

maxima/minima, useful in electromagnetic compatibility 

(EMC) applications [9, 10]. To decrease the dimension 

of space spanned by the input parameters and decorrelate 

them, the Karhunen-Loève scheme is employed. It 

transforms the infinite product space of random inputs to 

be described by a new base that can be safely truncated. 

The resulting variables are, also, uncorrelated, which for 

Gaussian processes is equivalent to independence; an 

ample claim for the GPC applicability. Numerical 

outcomes certify our method, accelerated via graphics 

processor units (GPUs), and reveal its superiority. 

II. PROPOSED METHODOLOGY

A. Generalized polynomial chaos expansion

The GPC method expands all fields in a summation

of orthogonal, under an inner product, basis functions 

over space Ω = Ωi (i = 1,2,…,D), spanned by all D 

random variables ωi (each defined in Ωi), on condition 

that they are statistically independent. The orthogonality 

is satisfied with respect to the inner product: 

,

( ), ( ) ( ) ( ) ( )

( ), ( ) ,

a b a b

a a a b

w d




   

  

ω ω ω ω ω ω

ω ω
(1) 

with Θa,b(ω) the basis functions, ω = [ω1,ω2,…,ωD]T the 

vector formed by ωi, δa,b the Kronecker’s delta, and w(ω) 

the distribution function of ω. Note that, in the case of a 

single random variable ωi, the most common w(ωi) are 

related to well-known polynomials like the Hermite 

(Gaussian distribution), the Jacobi (beta distribution), 

and the Legendre (uniform distribution) polynomials. 

However, in the multivariate case, Θa,b(ω) are generally 

unknown, unless a statistical independence between the 

random variables is guaranteed [8]. Only then Θa,b(ω) 

may be expressed as the product of the prior polynomials 

related to their known distributions, i.e., 
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where Θai(ωi) is a univariate basis in ωi of polynomial 

order ai. So, any electric/magnetic component F = {Ex, 

Ey, Ez, Hx, Hy, Hz} in the FDTD domain is written as: 
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with f a the corresponding coefficients and P the number 

of polynomials, calculated for the highest order N, by: 
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N

D N

D N
P  
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Note that the GPC technique can not directly treat 

cases, where stochastic processes affect the output, since 

the latter are described by an infinite series of correlated 

random variables indexed by some physical coordinate. 

In contrast, the FDTD discretization can hardly offer any 

benefit, since one ends up with a very large (although not 

infinite) number of correlated random variables. 

B. Karhunen-Loève stochastic representation

To overcome these issues, we launch the Karhunen-

Loève (KL) expansion [8] for both the dimension 

reduction and decorrelation of the stochastic processes. 

Let Yx(ω) be a stochastic process varying over coordinate 

x[p, q] bounded domain, with a covariance function of 

C(x1, x2). The KL expansion of Yx(ω) reads: 

0

( ) { ( )} ( ) ( ),x x i i i

i

Y m Y x Y 




 ω ω ω (5) 

where m{Yx(ω)} is the mean value of Yx(ω) and Yi(ω) are 

centered, uncorrelated random variables of unit variance. 

Eigenfunctions ψi(x) and their respective eigenvalues λi 

are determined via the eigenvalue problem: 

[ , ]
( , ) ( ) ( ).i i i

p q
C x l l dl x  (6) 

Note that for Gaussian processes, Yi(ω) are generated 

as independent random variables. Also, when the process 

is stationary, i.e., its covariance can be written as 

C(x1, x2) = C(x2 – x1), the solution of (6) is equivalent to 

the Fourier transform of C(x), assuming it is periodic 

outside [p, q]. A key trait of the KL expansion (and a 

motive for its choice in our method) is the decay of λi 

as i increases. So, it is possible to describe the entire 

stochastic process with only a small truncated series of 

Yi(ω). 

C. Enhanced GPC-FDTD update equations

The update equations of the 3-D algorithm are

extracted by plugging (3) into the leapfrog formulas [9]. 

The stochastic process (randomness source) Yx(ω), in the 

KL expansion (5), is the relative electric permittivity 

εr(ω), where x can be any coordinate. By replacing Yi(ω) 

with ωi in (5), defining Ω, and truncating the infinite sum 

up to a K (KL truncation limit), we get: 
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ir ii
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which is a very accurate approximation. For instance, the 

Ez coefficients are given by: 
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with R1 = (2M – σ΄Δt)/(2M + σ΄Δt), R2 = 2Δt/(2M + σ΄Δt), 

and σ΄ the losses. Due to (3), only the respective ea 

coefficients are involved. To derive the update equation 

for every a, we use a Galerkin process, which takes the 

inner product, as in (1), on both sides of (8) with the 

respective basis function. Thus, one arrives at: 
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for θ = Θa(ω), Θa(ω), while similar expressions hold 

for the other components. Note that the stability of the 

algorithm is specified by the usual Courant condition, 

which yields flexible time-steps and is proven remarkably 

efficient (also stated in [7]), as no late-time instabilities 

were observed in any of our simulations. Consequently 

and along with the scheme’s enhanced dispersion 

behavior, cases with challenging variations are precisely 

handled.  

All inner products in (9) hold only in the region with 

the random medium and reduce to δa,b elsewhere. Their 

evaluation is conducted (prior the FDTD update) for 

each coordinate in the region and is trivial for up to 

second order of the KL limit K. For higher-order 

approximations, (1) may be split into 1-D integrals, on 

condition that (2) holds. Therefore, via a Taylor series 

expansion of ωi in every inner product of (9), for an 

arbitrarily large order si (even up to 10 is viewed trivial), 

we compute: 
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only once, and apply the Taylor expansion. For example, 

the second inner product in (9) is expressed as: 
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with Ts the respective Taylor coefficients and DT the 

maximum Taylor series order. As a consequence, extra 

accuracy can be consistently accomplished. 
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III. GPU/CUDA IMPLEMENTATION
For its acceleration, the 3-D algorithm is parallelized

for GPUs via the CUDA platform [11, 12], where different 

code parts are optimized for enhanced thread concurrency. 

As the coalescing mechanism is critical, all GPC 

coefficient matrices are accessed throughout the kernel 

code. Also, read-only matrices in each kernel are accessed 

through the texture buffer to increase performance. 

Then, the shared memory is used to load the pre-

calculated inner products for all threads related to spatial 

coordinates that exhibit material stochasticity. For the 

3-D convolution perfectly matched layers (CPMLs) [9],

diverse kernels are initialized for each side and field

component, executed concurrently by different streams.

Hence, the proper grid and block alignment for every

kernel is separately fulfilled. To evade errors at mesh

corners, we use advanced atomic operators [6]. The

acceleration of GPU codes compared to their conventional

CPU (serialized) realizations, exceeds the promising value

of 50 times.

IV. NUMERICAL RESULTS
The new technique is validated via 3-D setups 

terminated by 8-cell CPMLs. We examine a z-directed 

wire current source that illuminates an infinite planar 

dielectric surface at the y = 0 plane, featuring a non-

uniform (toward x direction) stochastic permittivity (Fig. 

1 (a)). The distribution function follows the Gaussian 

norm, hence Hermite polynomials are used as the basis 

functions. Also, the statistical moments of a domain 

point occupied by the random medium are m{εr} = 3 

for the mean value and σ{εr} = 0.02 m{εr} for the 

standard deviation. Our correlation function is defined as 

C(x – t) = e– (|x – t|/α), with α the correlation length, while 

higher a translate to larger variations between neighboring 

points. The problem is divided into 317317317 cells, 

whose size is fixed and equal to the one tenth of the 

wavelength corresponding to the central frequency of the 

Gaussian excitation pulse. Also, the time increment is set 

at the level of 100-150 psec via the Courant condition, 

while the MC-FDTD scheme gives the reference 

solution. It generates 5000 different stochastic processes 

for the dielectric scattering surface. The determined 

confidence intervals, considered from a 10000 realization 

reference, do not exceed the 10% and 1% mark for 1000 

and 5000 simulations respectively. Any choice beyond 

this level results in a marginal improvement. Figure 1 (a) 

depicts three stochastic processes for α = 0.5 and Fig. 

1 (b) shows the first five eigenfunctions ψi(x) produced 

by the eigenvalue problem (6). The weighted addition of 

the infinite series of polynomials gives exactly the spatial 

variation of the dielectric slab. Thus, a higher K order, 

including up to the Kth eigenfunction, accounts for larger 

spatial variations. As these play a decreasingly serious 

role due to the nature of the electromagnetic wave 

solution the truncation is safely justified. 

Fig. 1. (a) Perspective 3-D view of the simulation setup 

with the randomly generated stochastic processes, and 

(b) eigenfunctions ψi(x) for C(x – t) = e– (|x – t|/α) and α = 0.5.

We, next, solve the problem for a KL limit up to 

K = 3 (α = 0.5, N = 3). The choice of N is justified as the 

best compromise between accuracy and computational 

efficiency. Also, for larger K the system burden does not 

seem to justify the poor increase in accuracy. Figure 2 

gives the electric field variance, where the plotted curves 

are snapshotted at a time-step near the peak of the 

Gaussian pulse, along the white line of the inlet figure. 

A clear improvement is attained as K augments, yet the 

difference between the K = 2 and 3 curve is very small. 

Fig. 2. Electric field variance via 5000 MC-FDTD runs 

and the proposed method for α = 0.5 and N = 3. 

Finally, Fig. 3 presents the variance of the electric 

field for α = 0.5, yet with a prefixed K = 4 and a variety 

of GPC orders N. Apparently, convergence is slower in 

this case, revealing that the KL truncation limit has a 

more substantial impact compared to that of N. In 

contrast, it seems that the opposite situation holds for 

higher correlation length values of the random medium 

dielectric permittivity, where it is better to optimize N in 

an effort to accomplish the desired approximation. 

The main benefit of our algorithm is that via the 

GPC-KL formulation, one gets a similar approximation 
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order as with the MC-FDTD approach. While the latter 

requires thousands of FDTD solutions, the complexity of 

the former (analogous to P) is lower by two magnitude 

orders. Thus, we can reach a sufficient convergence by 

analyzing simulations with ascending K and L orders and 

keep the efficiency over an exact MC study. It is true, 

however, that memory can be up to two or even five to 

ten times higher, in relation with K and L. So, when 

memory is not an issue, the GPC-KL method is a 

powerful alternative. The GPU/CUDA implementation, 

while it does not add to the theoretical analysis, it is 

essential for the results assessment in rational times and 

so it is fully preferred over CPU for both methods. 

Fig. 3. Electric field variance via 5000 MC-FDTD runs 

and the proposed method for α = 0.5 and K = 4. 

V. CONCLUSION
The rigorous modeling of inhomogeneous materials 

with complex statistical index gradients, is presented in 

this paper via a consistent 3-D GPC-FDTD method. The 

3-D technique utilizes the efficient Karhunen-Loève

expansion to handle the arbitrary stochastic processes.

Results prove the profits of the proposed concept.
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Abstract ─ In the field of electromagnetic modeling, 

whether it is the complex designs for engineered 

materials or devices and components integrated within 

their natural environments, there is a big drive for highly 

efficient numerical techniques to model the performance 

of complex structures. This often cannot be achieved by 

conventional computer systems, but rather through using 

the so-called high performance computing (HPC) 

systems that utilize hardware acceleration. We review 

recent General Purpose Graphics Processing Units 

(GPGPU) computing strategies introduced in four fields 

of computational electromagnetics: Finite-Difference 

Time-Domain (FDTD), Finite Elements Method (FEM), 

Method of Moments (MoM) and ElectroMagnetic Ray 

Tracing (EMRT). 

Index Terms ─ CUDA, ElectroMagnetic Ray Tracing 

(EMRT), Finite-Difference Time-Domain (FDTD), Finite 

Elements Method (FEM), Graphics Processing Units 

(GPUs), Method of Moments (MoM), OpenCL, parallel 

programming. 

I. INTRODUCTION
Electromagnetic simulators are essential tools in the 

analysis and the design of large and complex systems. 

The last two decades have witnessed dramatic 

improvements in both algorithms for computational 

electromagnetics and computing hardware. For the latter 

point, the use of General Purpose computing on Graphics 

Processing Units (GPGPU) has become increasingly 

prevalent. Due to their many computational cores, 

GPGPUs are indeed suitable for solving problems with a 

high degree of parallelism.  

Successful applications of GPGPU computation 

require appropriate code implementations and 

optimizations, depending on whether the problem is 

memory bound (most of the time spent in memory 

transactions) or compute bound (most of the time spent 

in using the GPU) [1]. Throughout the literature, there 

are several success stories in GPGPU computing as 

applied to computational electromagnetics. The purpose 

of this review paper is to sketch the latest GPU 

computing strategies adopted in four fields of particular 

interest; namely Finite-Difference Time Domain 

(FDTD), Finite Elements Method (FEM), Method of 

Moments (MoM) and ElectroMagnetic Ray Tracing 

(EMRT). For each of the mentioned representative 

fields, we will point out the critical aspects, which enable 

achieving high performance in computations. Also, we 

will provide relevant references, which will help the 

interested reader for further details. Finally, nowadays, 

desktop computers can easily fit four GPUs although, if 

more computational resources are required, multiple 

GPUs can be clustered together or heterogeneous 

systems can be used for large scale simulations. How 

multi-GPU and heterogeneous systems help increasing 

the computational performance for the mentioned 

applications will also be discussed. 

II. FDTD
FDTD is one of the most widely used numerical 

methods for electromagnetic simulations. From the 

computational point of view, it essentially amounts at 

stencil calculations. Therefore, the main issue of FDTD 

is the very low arithmetic intensity, which means that the 

attainable performance in terms of Floating Point 

Operations per Second (FLOPS) is limited by the 

memory bandwidth [2].  

Typical strategies like optimizing the arithmetic 

instructions or hiding the latency of the global memory 

access by maximizing the multiprocessor occupancy are 

not effective. For this reason, essentially the optimization 

approaches below have been applied to GPU-based 

FDTD implementations for different GPU architectures: 

1. Exploit shared memory;

2. Achieve global memory coalesced accesses;
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3. Use the texture cache; 

4. Use built-in arrays; 

5. Properly arrange the computation in the 3rd 

dimension. 

Concerning point #1, the calculation of field 

components depends, at each time step, on the value of 

the same component at the previous step, and on other 

field components at neighboring cells. Accordingly, it 

was proposed in [3] to use shared memory to cache  

all the needed field components, including those 

corresponding to adjacent computational tiles. In this 

way, it is possible to significantly reduce data read 

redundancy. The use of shared memory also enables to 

limit uncoalesced acceses, as for point #2, see [4]. 

Regarding point #3, texture memory buffers data in 

a suited cache, optimized for two-dimensional spatial 

locality. This leads to performance gains when threads 

read locations that are spatially close, as in FDTD [4]. 

However, this benefit appears to be less relevant for 

latest architectures due to their newly available caching 

mechanisms. 

Concerning point #4, built-in arrays have two, three 

or four components accessible which allow to best 

exploit global memory bandwidth. They are used to 

minimize the number of access operations by maximizing 

the number of bytes simultaneously transferred [4]. 

Finally, a very important point in 3D FDTD is the 

organization of the computation in the third dimension. 

An efficient solution has been proposed in [3] and a 

discussion of this topic, in particular, on different 

solutions proposed in the literature has been recently 

provided in [5]. An approach to reduce thread divergence 

when applying Convolutional Perfectly Matched Layer 

(CPML) boundary conditions has been also proposed in 

[6]. 

Compared to a typical implementation on multicore 

CPUs, an optimized parallelization on GPUs reaches  

a speedup of the order of ten times. By properly 

overlapping computation and communication, high 

parallelization efficiencies (75%) can be achieved in 

these cases [7]. 

 

III. FEM 
The Finite Element Method (FEM) is one of the 

most advanced and powerful methods for solving 

Maxwell’s equations. Although often used in 

computational electromagnetics, GPU research on FEM 

has not been yet as popular as for other numerical 

methods. Solving Maxwell’s equations using FEM 

essentially consists of three phases [8]: 

 

(i) Local Assembly: For each element e in the domain, 

an N×N matrix, Me (local matrices), and an N-length 

vector, be (local vectors), are computed, where N is 

the number of nodes per element. The computation 

of Me and be usually involves the evaluation of 

integrals over the element using Gaussian 

quadrature. Since meshes are typically unstructured, 

gathering the data associated with each element 

forces highly irregular memory accesses.  

(ii) Global Assembly: The matrices Me and the vectors 

be are used to form a global matrix M and global 

vector b by assembling the contributions of the 

elements together. Typically, M is very sparse, 

although its sparsity depends on the connectivity of 

the mesh. The Compressed Sparse Row (CSR) 

format is often used to reduce the storage 

requirement of the matrix and to eliminate 

redundant computations. 

(iii) Solution of the Relevant Linear System: The sparse 

system M x = b is solved for x. 

There are different possible ways of parallelizing the 

first two steps. Unfortunately, until now, there is no 

definite answer on which is the most promising 

approach.  Different techniques are discussed in [8] that 

are fairly general and relevant to many types of 

computations on unstructured meshes. A range of possible 

implementations is presented and recommendations to 

potential implementers are given. In particular, three 

possibilities have been considered depending on what 

each thread is assigned to: 

1. Assembly by non-zero elements (each thread is 

assigned to a different non-zero global matrix 

element); 

2. Assembly by rows (each thread is assigned to a 

different row of the global matrix); 

3. Assembly by elements (each thread is assigned to a 

different finite element). 

Some results have been published for 

electromagnetic problems in [9] using OpenCL and in 

[10] using CUDA. A speedup of 19 has been observed 

for the former case against a multi-core CPU 

implementation, while a speedup between 87 (matrix 

assembly) and 51 (solution of the linear system) has been 

reported for the latter case. 
 

IV. MOM 
Method of Moments is another powerful tool used 

widely in computational electromagnetics. Radiation 

and scattering problems can be solved numerically using 

various formulations of the MoM (e.g., EFIE, CFIE, 

etc.), which is a well-established full-wave analysis 

based on meshing the geometry into coalescent triangles. 

The technique employs the expansion of the surface 

currents of the mesh into a set of basis functions, such as 

the well-known Rao-Wilton-Glisson (RWG), [11]. The 

series expansion results in a linear system as expressed 

as
 
     . ,V Z I  where V represents the source function, 

I is the unknown current, and Z is the impedance matrix. 

The size of the linear system; i.e., NxN, depends on the 

number of non-boundary edges in the triangular mesh, 

N. In the conventional MoM approach, first the 
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impedance matrix is computed. Then it is inverted, and 

the unknown currents are calculated. The source vector 

is computed based on the geometry and the excitation 

fields at each triangle, [11]. 

The direct solution of MoM by a matrix inversion 

presents a big challenge as the object size increases. This 

is due to the computational complexity, O(N3), and 

storage requirements, O(N2) of MoM. While one way to 

address the complexity problem is the use of iterative 

solvers, MoM remains computationally expensive for 

electrically large objects. The Fast Multipole Method 

(FMM), which was first introduced by Rokhlin [12] as 

an augmentation to MoM, reduces the computational 

complexity for such problems to O(NitN2) without a 

significant loss of accuracy. In FMM, the N edges in the 

mesh are classified into M localized groups, such that 

each group supports approximately N/M edges. The 

groups are then categorized as near and far, based on 

their spatial proximity, allowing the system matrix to be 

split into, Znear and Zfar components, which describe the 

near and far interactions among the edges. A few authors 

have applied FMM for electromagnetic problems using 

a single GPU for small size problems [13], or a GPU 

cluster for larger problems [14], [15].  

Further enhancements have evolved to handle larger 

problems, such as FMM-FFT, which applies FFT at the 

translation and multipole expansion stages of FMM, 

which reduces the complexity to O(NlogN) for two-

dimensional rough surfaces, [16] and to O(N4/3 log2/3N) 

for three-dimensional objects, [17]. Recently, FMM-

FFT was implemented on a multi-node GPU cluster to 

demonstrate significant acceleration in computation time 

while preserving the scalabilty of FMM, [18]. However, 

FMM-FFT still suffers from the limitation of the GPU 

memory to solve for larger problems. Another such 

attempt to enhance FMM for larger scale problems is by 

introducing a multi-level tree structure of MLFMA, 

which reduces the computational complexity of MoM to 

O(NlogN). 

 

V. RAY TRACING 
Geometrical Optics (GO) is appealing for scenes 

with electrically large objects as it provides approximate 

solutions to Maxwell’s equations. In such cases, GO can 

benefit from the use of data structures inherited by 

computer graphics, as the Binary Bounding Volume 

Hierarchies (BBVH), to properly handle the intersections 

between rays and scene objects.  

Ray tracing for GO involves two main steps: 

searching for the intersections between rays and 

geometric primitives (for example, triangles) discretizing 

the object surfaces, and electromagnetic field transport. 

The first step can be the most time consuming, and must 

be properly managed. A simple brute force approach 

would be unfeasible due to the large number of 

intersection tests to be issued.  

This intersection problem can be faced by 

introducing objects of simple geometry helping in 

determining if the ray intersects the generic primitive or 

not, as well as organizing primitives and objects into 

proper (usually binary) tree hierarchies to reduce the 

number of intersection tests. Typically, such objects are 

Axis Aligned Bounding Boxes (AABB). An AABB 

encloses a group of geometrical primitives or even other 

bounding volumes. The leaf nodes contain the primitives 

while the inner nodes enclose the bounding volume of its 

child nodes. With such a hierarchy, a tree-search 

algorithm is used to find the nearest object that is hit by 

a ray. Generally, two schemes are the most popular to 

construct the hierarchy, namely, spatial subdivision and 

object partitioning. 

With spatial subdivision, space is recursively split. 

Each primitive is placed into all leaf nodes to which it 

overlaps and straddling primitives are copied in multiple 

nodes. Subdividing space with axis aligned planes leads 

to the so called KD-tree [19]. 

On the other side, a binary object partitioning 

scheme recursively subdivides the primitive list in two 

non-empty and disjoint sub-lists. For each sub-list, the 

minimum bounding volumes containing all the sub-list 

primitives is computed. The bounding volumes may 

partially overlap and the accelerating structure associated 

to object partitioning scheme is called BVH [20]. Unlike 

KDtree, each primitive is stored only once. 

Object partitioning and spatial subdivision can work 

together resulting in a hybrid scheme known as Split 

Bounding Volume Hierarchy (SBVH) [20, 21], see also 

[22]. Recently, the benefits and the drawbacks of the 

above schemes have been analyzed with reference to 

their GPU implementations [22]. It has emerged that:  

 The most critical drawback of KD-tree is the high 

number of primitive duplicates and the tree depth.  

 Besides leading to high memory consumption (which 

is a problem by itself in GPU computing), primitive 

duplicates and tree depth are responsible of a larger 

(as compared to BVH) number of inner-node traversal 

steps, leaf visits and ray-primitive intersection tests.  

 BVH, unlike KD-tree, poorly adapts to arbitrary 

scenes with very varying density. SBVH has shown 

to be a very satisfactory compromise. 

With SBVH, it has recently shown how thousands 

of millions of rays per second can be traced on a Kepler 

K20c card [23]. 
 

VI. CONCLUSION 
We have reviewed recent GPGPU computing 

strategies introduced in five fields of computational 

electromagnetics: FDTD, FEM, MoM and EMRT. The 

purpose has been to provide new Researchers in this field 

with initial guidelines on the dealt with topics. At 

present, research in GPU accelerated FEM for 

electromagnetics surprisingly appears to have been  
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overlooked in the literature. 
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Abstract ─ This paper discusses the benefits but also 

challenges of GPU accelerated electromagnetic solvers 

from a commercial point of view, namely using FEKO 

as example. Specifically, the effects of some of the 

complex interdependencies between different components 

are presented. It is shown that despite the advances made 

in the field of GPGPU computing, and impressive 

speedups for parts of a program or simplified problems, 

there are a number of factors to consider before these 

techniques can be applied to a commercial product that 

is expected to be robust and, most importantly, to always 

give trustworthy results for a wide variety of problems. 

 

Index Terms ─ Commercial Solvers, CUDA, FDTD, 

FEKO, FEM, GPGPU, GPU Acceleration, MoM,  

RL-GO, SBR. 
 

I. INTRODUCTION 
In the field of computational electromagnetics 

(CEM), a wide range of numerical techniques can be 

used to simulate a variety electromagnetic radiation and 

scattering problems. One of the primary reasons that 

such a wide variety of methods exists, is that no single 

method performs best for all problem types [1]. Thus, 

one of the first challenges in solving an electromagnetic 

problem is to select the method that is best or at least 

reasonably suited to the problem of interest. 

Even with the optimal method selected, there is still 

the matter of the available computational resources to 

consider. It may then be that the desired solution takes 

hours, days, or even weeks to compute. One of the ways 

in which an attempt has been made to increase the 

computational power at disposal – thereby decreasing 

the time required for a solution – has been to make use 

of graphics processing units (GPUs) to perform general 

purpose computational tasks, and not just the graphics-

related tasks for which they were originally designed for. 

This practice, called general purpose GPU (GPGPU) 

computing, has seen a remarkable increase of late, both 

in terms of hardware capability, as well as the ease with 

which these devices can be programmed [2]. 

The most common way of programming such 

devices is using the Compute Unified Device Architecture 

(CUDA) by NVIDIA. This couples a genuinely 

programmable hardware architecture with programming 

tools that can be used by any developer with a knowledge 

of C/C++. Previously, GPGPU programming involved 

convincing a GPU to do what one wanted by rewriting 

computational routines as graphics programs. Since its 

inception, CUDA's hardware/software combination has 

evolved to such an extent that the latest generation of 

devices can be found in the fastest supercomputers in the 

world, with a much more powerful set of software 

features available as well. 

There has been considerable development and a 

large number of papers were published on the GPU 

acceleration of CEM methods, for example the Method 

of Moments (MoM) [3] and [4], the Finite Element 

Method (FEM) [5] and [6], and the method of Shooting 

and Bouncing Rays (SBR) [7] and [8]. More general 

advances such as in GPU based dense linear algebra 

methods can be found, e.g., in [9]. The focus of this paper 

is not to add to this (we have done so earlier, e.g., in [10] 

or [11]), but instead to present an alternate perspective 

on these advances. That is to say the use of GPU 

technology as well as the challenges related to it are 

considered from the point of view of a commercial CEM 

software. To this end, the software package FEKO [12] 

is taken as an example. The motivation for this is that 

quite often such advances are considered from a purely 

academic standpoint, and this leads to a number of short-

comings and challenges being overlooked. 

Section II gives a short introduction on the FEKO 

solution kernel and the various CEM methods that are 

supported by it. This serves as background for a 

discussion on the difficulties associated with the GPU 

acceleration of a commercial CEM software package 

such as FEKO in Section III, and a short discussion of 

GPU accelerated solvers that exist in FEKO or are under 

development in Section IV. The paper is concluded in 

Section V, where a discussion on future paths to facilitate 

further GPU acceleration is included. 
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II. THE FEKO SOLUTION KERNEL 
As already mentioned, a number of CEM methods 

exist which have their own strengths and weaknesses, 

and which can solve various problems of interest with 

varying degrees of success. It is thus important that a 

commercial CEM code such as FEKO implements a 

number of these methods to allow it to be competitive for 

a large selection of target application areas. 

Figure 1 shows the various solution techniques 

available in FEKO for the solution of RF/microwave 

problems. Two factors influencing the choice of solution 

method – the electrical size of the problem being 

considered and the complexity of the materials being 

simulated – are indicated on the axes. The possibility of 

hybridizing various methods exists, and this allows for 

the solution of more complex problems by selecting the 

best solution method for different regions of the same 

problem with full bi-directional coupling between them. 

 

 
 

Fig. 1. A diagram depicting the various computational 

methods in FEKO. The hybridization that exists between 

some of the methods is also shown by green arrows. 

 

III. CHALLENGES IN GPU 

ACCELERATION 
In any software development, it is required that the 

available resources be allocated to maximize the 

delivered value in the software project. How value is 

determined is specific to each project, and may also 

differ greatly between the academic and commercial 

environments. In the commercial environment, for 

example, the number of customers with capable 

hardware demanding or being able to use GPU 

acceleration directly influences the relative value of 

GPU accelerated extensions when compared to other 

feature extensions. Academic development may, on the 

other hand, place a high importance on novelty for use in  

academic publications. 

 

A. Versatility, reliability, and reproducibility 

Many academic publications on the topic of 

accelerated CEM codes consider a small number of 

examples to illustrate the applicability or performance 

improvements of a specific method. These examples are 

often simple or canonical problems, which may play to 

the strengths of the method being considered, and also 

may not exceed the resources – such as available 

memory – of the GPU being used for acceleration. 

In the commercial setting, there is no such control 

over which examples are being considered, and 

customers expect accurate results for a wide variety of 

problems. This not only imposes heavy resource 

requirements for additional validation and verification of 

the accelerated methods, but also in the detection of 

possible problem cases at run-time (such as running out 

of GPU memory and then switching automatically to 

block based algorithms or switching the computations on 

the fly back to the CPU), and handling these in a well-

rounded and user friendly way. 

 

B. Variety of CEM methods 

The various computational methods included in the 

FEKO solution kernel and discussed in Section II have 

their own strengths and weaknesses when it comes to the 

solution of CEM problems. In addition, each of these 

methods present its own challenges in parallelization in 

general (MPI, OpenMP, etc.), and in GPU computing 

specifically. 

Take the Methods of Moment (MoM) and the Finite 

Element Method (FEM) as examples. These are both 

matrix-based methods which require the construction, 

and (for driven problems) the subsequent solution of a 

linear system of equations. It is also possible to formulate 

certain classes of problems in each method as 

generalized eigenvalue problems. 

At this point it may seem as if these two methods 

would be amenable to similar approaches when 

considering them for GPU acceleration. The situation is, 

however, that the linear system which results as part of a 

MoM computation is dense, whereas that associated with 

the FEM is a sparse system. Although GPU tools exit for 

the solution of both types of systems, the difference in 

performance of dense and sparse computation on a GPU 

means that the realized speedup will differ significantly. 

Furthermore, the effect of the other phases in the solution 

process (e.g., matrix fill) must also be taken into 

consideration and will be discussed in Section IV. 

 

C. Software and design decisions 

Another important factor regarding the adoption of 

GPU acceleration in an existing commercial CEM 

package are design and development decisions such as 

the language of implementation and low-level program 
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flow, which if – if not selected carefully – may not map 

well to massively parallel architectures such as GPUs. 

CUDA was already mentioned as programming 

language to support NVIDIA cards. In the OpenMP 4.0 

standard, for example, provision has been made for the 

use of accelerators. OpenMP is a directive-based, open 

standard which provides a portable means to parallelize 

code over a number of threads. The inclusion of the 

concept of accelerators and the associated operations, 

means that the importance of such technologies has been 

recognized. Furthermore, since the directives are 

platform agnostic, acceleration would in theory not be 

limited to a particular set of devices – such as NVIDIA 

GPUs when using CUDA – but the same code could be 

used to run on multi-core CPUs, GPUs by other vendors, 

and other accelerator technologies such as Intel's Xeon 

Phi coprocessors. There is also OpenCL, kind of being 

in the middle between CUDA and OpenMP. In FEKO, 

all three techniques (OpenCL, OpenMP, and CUDA) are 

being explored and partially used, but all the following 

GPU discussions refer to CUDA specifically. 

Considering that many of the GPGPU programming 

tools are centered on C/C++ implementations, the options 

for the acceleration of for instance FORTRAN based 

routines generally involve rewriting large portions of 

code in C/C++, or switching to FORTRAN compilers 

that do support GPU computing. Any rewriting 

introduces the risk of introducing new bugs, increasing 

the need for proper tuning, testing and software 

verification.  

In terms of switching compilers, there are also a 

number of factors to consider. One of the biggest 

problems is the loss of productivity – possibly for a 

whole development team – due to changes required in 

build processes and utilities, the introduction of 

unforeseen bugs caused by incompatible compiler 

options, and bugs in the compilers themselves. 

IV. GPU ACCELERATION IN FEKO

A. The Method of Moments

As discussed in Section III, the MoM requires the

assembly and solution of a dense linear system with 

other steps followed like near or far field calculations. 

The run-time for the assembly of the matrix is quadratic 

in terms of the number of unknowns, whereas that of the 

solution of the linear system is cubic. The post-

processing is typically linear in terms of the number of 

unknowns and linear in terms of the number of far field 

directions/near field observation points etc. It follows 

that as the problem size gets larger, the matrix solution 

phase will dominate the overall run-time.  

The matrix solution phase can be isolated and 

accelerated using libraries such as MAGMA [9] or 

cuSOLVER (available as part of CUDA since version 

7.0). Unfortunately, even though it can be accelerated by 

up to an order of magnitude, the total simulation 

acceleration is significantly less, with the matrix 

assembly phase now dominating the run-time. Even 

though considerable speedups can be attained for this 

matrix fill phase in simplified MoM code [3], a 

considerable amount of development resources need to 

be invested for a FEKO implementation due to the 

complex nature of the code (many different basis 

functions, higher order on curvilinear meshes, 

Sommerfeld integrals for planar Green’s functions etc.). 

B. The Finite Element Method

Another matrix-based method implemented in

FEKO is the FEM. In contrast to the MoM, the matrices 

are sparse, but many of the same challenges present 

themselves when the GPU acceleration of the method is 

considered. 

Here, the phases of the solution process which 

contribute most significantly to the total simulation time 

are the construction of the relevant preconditioner and 

the subsequent solution of the sparse linear system. 

FEKO uses by default iterative solvers for a single right 

hand side which – with the right preconditioners – 

provide according to our experience faster solution times 

than direct sparse solvers and in particular use less 

memory.  

For the solution of FEM linear system, a simple 

iterative solver can be expected to show a 2-5x 

performance improvement when running on a GPU, but 

for most problem sizes where the amount of GPU 

memory is not a limitation, this translates into a 

simulation speedup of only 50% as the other phases start 

dominating. 

Further acceleration is hampered by the sheer 

number of preconditioning options available in a 

software such as FEKO. In addition, differences in 

matrix representation and the lack of complex value 

support in available third-party libraries make the use of 

a standalone approach – as was done with the MoM 

matrix solution – problematic. 

C. Ray launching Geometrical Optics

Along Uniform Theory of Diffraction (UTD) and

Physical Optics (PO), the Ray Launching Geometrical 

Optics (RL-GO) solver – which is sometimes referred to 

as Shooting and Bouncing Rays (SBR) – is ideal for the 

analysis of electrically large and complex objects. It 

is inherently parallel and is well suited to GPU 

acceleration. As an initial proof of concept, we were able 

to accelerate the calculation of the intersections of rays 

with geometry in FEKO by at least an order of magnitude 

when using CUDA. 

However, this was handwritten CUDA code. It is 

not possible to simply run the RL-GO code through 

a GPU aware compiler and obtain an accelerated 

implementation with similar performance. Furthermore, 

the complexity and recursive nature of the code means 
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that GPU specific limits such as smaller stack size must 

be addressed as well. 

 

D. Finite Difference Time Domain Method 

In much the same way that the RL-GO solver is 

algorithmically well suited to GPU acceleration, the 

Finite Difference Time Domain (FDTD) method lends 

itself well to such parallelization. Much of this stems 

from the fact that the same simple update equations are 

applied to each voxel in each time step with (almost) no 

communication required between adjacent updates. As is 

indicated in Fig. 1, one advantage of the acceleration of 

the FDTD over the RL-GO solver in FEKO is that there 

is as yet no hybridization of FDTD with other methods 

and thus, less complexity to be considered. 

The FDTD solver implemented in FEKO makes 

used of GPU acceleration to provide roughly an order  

of magnitude speedup for certain problems. One 

disadvantage of such a speedup is that from a user’s 

perspective, the relative performance of post-processing 

phases such as the calculation of far fields is significantly 

lower. 

For both CPU and GPU based FDTD solvers, the 

measured performance is greatly affected by the problem 

setup, which includes factors such as user-requested near 

fields or the far fields already mentioned. If these are in 

the frequency domain, for example, then additional 

costly computations are required during every simulation 

time step. 
 

V. CONCLUSION 
In this paper, a discussion on the challenges 

associated with the GPU acceleration of the commercial 

CEM software package FEKO was presented. This 

showed that although a method may be promising 

theoretically, its application in commercial software 

generally requires the allocation of significant 

development resources, with at this stage not always the 

necessary demand from the market. 

As examples, the acceleration of the MoM, FEM, 

and RL-GO were considered, and although certain 

phases of the computational process can be accelerated 

significantly, the total simulation speedup is limited. The 

further acceleration of these methods is hampered by the 

complexity of the numerical algorithms, e.g., through 

hybridization. As illustrated, for FDTD, the situation is 

different. 
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Abstract ─ A discontinuous Galerkin time-domain 

(DGTD) algorithm is formulated and implemented to 

model the third-order instantaneous nonlinear effect on 

electromagnetic fields due the field-dependent medium 

permittivity. The nonlinear DGTD computation is 

accelerated using graphics processing units (GPUs). 

Two nonlinear examples are presented to show the 

different Kerr effects observed through the third-order 

nonlinearity. With the acceleration using MPI + GPU 

under a large cluster environment, the solution times for 

nonlinear simulations are significantly reduced. 

Index Terms ─ Computational electromagnetics, DGTD, 

GPU acceleration, Kerr effect, nonlinear electromagnetics, 

third-order nonlinearity. 

I. INTRODUCTION
Nonlinear phenomena in electromagnetics generally 

involve changes in the material properties due to the 

presence of electromagnetic fields. The changes in the 

material properties in turn modify the state of the original 

electromagnetic fields in the medium. Since the material 

properties and the contained fields interact with each 

other constantly, it is most natural to describe and model 

these interactions in the time domain, where at each time 

instant the changes in the fields induce nonlinear 

modifications on both the material properties and the 

fields themselves. 

The nonlinear Kerr effect [1] is one of the most 

studied and exploited optical effects. It describes the 

third-order interaction between the electric field and the 

permittivity of the material, which produces a variety of 

nonlinear phenomena [1], [2], such as third-harmonic 

generation (THG), self-phase modulation (SPM), self-

focusing, and frequency mixing. Much investigation has 

been carried out for the simulation of the nonlinear 

optical effects using the finite-difference time-domain 

(FDTD) algorithms [3], due to their straightforward 

implementation. 

This work is focused on the modeling of the third-

order Kerr instantaneous nonlinearity using the 

discontinuous Galerkin time-domain (DGTD) algorithm. 

The nonlinear DGTD algorithm possesses many 

advantages of the linear DGTD algorithms over nonlinear 

FDTD algorithms, including the flexibility in complex 

geometry modeling, reduced phase shifts, and the ease to 

achieve higher order accuracy and convergence. To 

speed up the computation, the MPI + GPU framework 

developed in [4] is adapted to accelerate the nonlinear 

DGTD algorithm. 

II. FORMULATION
For a general third-order nonlinear medium, the 

relative permittivity can be written as: 
(3) 2

,L ,N L ,L( ) ,r r r r rE E          (1) 

where 
,Lr  and 

,N Lr are the linear and nonlinear parts

of the relative permittivity, respectively, (3)  is the 

third-order nonlinear polarization coefficient, and E  is 

the magnitude of the time-varying electric field. Here we 

focus on the derivation of the DGTD algorithm to model 

a nonlinear, lossless, and non-dispersive medium to 

update the electric field since the updating equation for 

the magnetic field has no nonlinear components and thus 

is identical to that in a linear medium. Testing Ampere’s 

law using the Galerkin method, substituting in the 

expansion of the fields, and applying the central flux, the 

equation after taking the time derivative on D  for 

element e becomes: 

0

0

[ ]{ } { }

{ }
[ ]{ },

e

e

e er

e i j

V

e e

r i j eh

V

S h N N dV e
t

e
N N dV F h h

t




  

 
   


      





(2) 

where 

1
( , ) ( ) ( ) ,

e

e e

e i j

V

S i j N N dV


    (3) 

and { }e  and { }h  are the electric and magnetic field 

solution vectors and e

iN and
e

jN are vector basis 

functions. The terms associated with the boundary 

conditions are omitted for simplicity. Since the time-

varying permittivity is embedded in the mass matrix of 

ACES JOURNAL, Vol. 33, No. 2, February 2018

Submitted On: August 29, 2015 
Accepted On: March 30, 2016 1054-4887 © ACES 

156



the DGTD algorithm, the volume integration pertaining 

to the electric field is now split into two terms by the 

product rule, where for the nonlinear medium, both the 

relative permittivity and the electric field are functions 

of time. Discretizing Equation (2) in the time domain 

using central difference gives: 
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where 1n

r
 is the field-dependent nonlinear permittivity

at the future time step, n

r is the converged permittivity

at the current time step, and 
1/2 1/2 1/2 1/2{ } [ ]({ } { } ) [ ]{ } .n n n n

eh eb F h h S h       (5) 

After rearranging the terms, Equation (4) can be cast into 

a field-marching form as: 
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Due to the variation of the field magnitude at each time 

step, ( )r E   of each element changes with time, and 

therefore the mass matrix 1[ ]n

eM   has to be reassembled 

at every time step. Note that, we have recovered the 

original expression for [ ]eM   as in the linear DGTD 

algorithm, albeit with a field- and time-dependent 

permittivity. The dependency of 1{ }ne   in 1[ ]n

eM 

renders Equation (6) a nonlinear equation. 

At each time marching step n, the fixed-point 

method is employed to solve Equation (6), where 
1/2{ }nb  is computed with the initial guess 1

0{ } { }n ne e 

and 1

0[ ] [ ]n n

e eM M  . At the thk iteration step, the mass 

matrix 1

1[ ]n

e kM 


is inverted to update the field solution

1{ }n

ke  . The updated solution is in turn used to update the

mass matrix 1[ ]n

e kM  using Equation (7). If the norm of

the residual { }n

kr of Equation (6) is smaller than a 

predefined threshold, then the nonlinear iteration is 

converged, and the equation can be marched to the next 

time step 1n . Otherwise it continues with the ( 1) thk   

iteration step. 

III. GPU IMPLEMENTATION
Because of the necessity to solve nonlinear equations 

in each time step, the nonlinear DGTD computation is 

very time-consuming. This computation can be effectively 

accelerated by exploiting the power of graphics 

processing units (GPUs). The GPU implementation for 

the nonlinear DGTD algorithm is similar to the approach 

described in [4], employing the same coalesced memory 

accessing pattern and thread/block allocation. Since the 

electric field update processes that are not related to 
1{ }ne   are similar to the ones found in [6], here we focus 

on the parallelization of the computation related to 
1{ }ne  , which includes the assembly of the nonlinear

mass matrix 
1[ ]n

eM 
and the inversion of this mass

matrix. 

To assemble the nonlinear mass matrix, note that 

each mass matrix entry is numerically integrated through 

quadrature, where the contribution from each weighted 

quadrature point is summed. Due to the presence of 

nonlinearity, 
r on each quadrature point changes during

each iteration step, while the other constituting terms in 

equation (7) remain identical. To parallelize the assembly 

of the mass matrix, the constituting matrices at each 

quadrature point are pre-calculated and stored, and then 

summed together at each iteration step by first multiplying 

with the updated .r The proposed parallelization

strategy and the memory access pattern are shown in 

Fig. 1, with each of the total numTets elements 

parallelized over its numTetDofs unknowns using 

CUDA threads. Each threadblock is assigned with a 

calculated number of elements to utilize all warps [4]. At 

each iteration step, the mass matrices are assembled by 

looping through numQuads quadrature points and 

summing their contribution, which is completely 

parallelizable. 

Fig. 1. Parallelization and memory access pattern for the 

assembly of the nonlinear mass matrices. 

To invert the nonlinear mass matrix, we parallelize 

the standard non-pivoting element-level Gaussian 

elimination on the GPU. Each numTetDofs threads for 

an element loops over each elemental matrix rows and 
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reduce them into row echelon form. Although the 

elimination is only semi-parallelizable, the batch 

processing of the elimination process for the nonlinear 

elements somewhat provides a decent speedup. Note 

that, the mass matrix has a small condition number, and 

therefore can be easily inverted using the standard 

Gaussian elimination without partial pivoting. This is 

beneficial for the GPU acceleration since the partial 

pivoting process involves many conditional statements 

and branches, which are undesirable for the parallelization 

on GPUs. 

IV. NUMERICAL EXAMPLES
Two examples are presented here to demonstrate the 

self-phase modulation, the third-harmonic generation, 

and the self-focusing effects captured by the extended 

DGTD algorithm and the GPU speedup. The simulation 

was carried out on the XSEDE Stampede cluster with 

NVIDIA Tesla K20 GPUs and Xeon E5-2680 CPU 

threads. 

A. Demonstration of the self-phase modulation and

the third-harmonic generation

The first example is a coaxial waveguide with an 

inner and outer radius of 1 and 2 mm, respectively, and 

a length of 40 mm. A small section of linear medium is 

placed near each end for excitation and absorption of the 

fields, and the rest of the coaxial waveguide is filled with 

either a linear or nonlinear medium, with a linear 

permittivity of 
,L 1.0r   and a third-order nonlinearity 

coefficient of (3) 4e-8.   The input signal is a modulated 

Gaussian pulse with a center frequency of 20 GHz. The 

number of finite elements is 110,715, and the solution 

marches at a time step of 0.075pst   for a total of 

10,000 time steps for both the linear and nonlinear cases. 

Mixed first-order basis functions are used for the 

computation. The time-domain response for the two 

cases is shown in  

Fig. 2. It can be observed that with a linear medium, 

the shape of the output signal is identical to the input, 

whereas with a nonlinear medium the output signal 

steepens and forms shock waves, showing the self-

steepening effect [1]. 

The frequency-domain response for the output 

signal is shown in  

Fig. 3. For the linear case, we have retained the 

frequency profile of the original input Gaussian pulse 

centered at 20 GHz. For the nonlinear case, the third-

harmonic effect generates harmonics at odd multiples of 

the original 20 GHz signal at 60 GHz, 100 GHz, 140 

GHz, and so on. In addition, the self-phase modulation 

effect broadens the input bandwidth, where the leading 

and the trailing edges shift to lower and higher 

frequencies, respectively [1]. This result is validated 

using COMSOL. Table 1 gives the average per-step CPU 

and GPU timing for the simulation. The lower speedup 

as comparing to [4] is in large due to the uneven 

nonlinearity encountered by the different elements, 

which correlates to thread idling in a warp, and the semi-

serial nature of the Gaussian elimination process. This 

thread idleness effectively lowers the number of FLOPS 

as well as the overall bandwidth. 

Fig. 2. Time-domain response of the electric field for a 

coaxial waveguide filled with a section of linear or 

nonlinear medium. 

Fig. 3. Frequency-domain response of the output signal 

for a coaxial waveguide filled with a section of linear or 

nonlinear medium. 

Table 1: Average per-step timing comparison for the 

simulation of a nonlinear coaxial waveguide 

# MPI 1 2 4 8 

CPU Time per Step (ms) 

Marching 1,482.00 741.61 369.71 183.15 

Comm. 0 35.51 33.74 38.79 

Per-Step 1,482.00 777.12 403.45 221.94 

GPU Time per Step (ms) 

Marching 47.21 23.73 12.00 6.14 

Comm. 0 2.94 1.53 4.57 

Per-Step 47.21 26.67 13.52 10.71 

Speedup 31.39 29.14 29.83 20.72 
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B. Demonstration of the self-focusing effect 

The second example demonstrates the self-focusing 

effect through beam-shaped field propagation in a 

1mm 1mm 3mm  bulk medium. The linear relative 

permittivity is 
,L 1.0r   and the third-order nonlinearity 

coefficient is (3) 8  . The excitation is a tapered TEM 

sine wave at 300 GHz, launched through a square 

aperture with a dimension of a half of the excitation 

wavelength. The number of finite elements is 664,039, 

and the solution marches at a time step of 0.01pst   

for a total of 5,000 time steps, where mixed first-order 

basis functions are used for the simulation. The field 

profiles in the bulk medium at various times for both 

linear and nonlinear cases are shown in Fig. 4. In the 

nonlinear medium, the specific electric field generates a 

strong nonlinearity, which results in a maximum 

instantaneous relative permittivity of 8.27,r   or a 

727% change to the linear relative permittivity. As can 

be seen, due to nonlinearity, the field experiences pulse 

compression which shortens the duration of each pulse. 

This effect is due to self-phase modulation. As the field 

propagates along the bulk medium, the wave is naturally 

diffracted in the linear medium, where the magnitude of 

the field decreases significantly after a couple of 

wavelengths. In the nonlinear medium, the intensity of 

the field modifies the surrounding medium into a self-

induced waveguide, which counteracts natural diffraction 

and preserves the magnitude of the propagating wave for 

a longer distance in the medium. 

 

 
       (a)          (b) 

Fig. 4. Time-domain field profile for wave propagation 

in a: (a) linear and (b) nonlinear medium at 5, 20, 25, and 

50ns, respectively. 

 

Table 2 shows the GPU average per-step timing. 

Since different elements experience different levels of 

nonlinearity at different times due to the propagation of 

the field, the CUDA threads for a converged element will 

idle and wait for the rest of the elements in the same GPU 

to synchronize before completing the kernel (a single 

time step). This results in some MPI nodes having to idle 

and wait for the others to iteratively converge before 

moving onto the next time step together. This idling time 

is taking into account in the average communication 

time, which is significantly longer for the fixed-point 

method due to the large differences in the number of 

iterations between different regions at any particular 

moment. Due to the high nonlinearity of the example, it 

is impractical to analyze the CPU performance. However, 

it is expected that higher speedup can be achieved 

comparing to the previous example, due to the increasing 

number of elements [4]. 

 

Table 2: Average GPU per-step timing (in ms) for the 

wave propagation in a bulk medium 

# MPI 1 2 4 8 

Volume 569.93 287.23 142.95 72.41 

Surface 10.01 5.04 2.55 1.31 

Comm. 0 35.51 33.74 38.79 

Per-Step 1,482.00 777.12 403.45 221.94 

 

V. CONCLUSION 
The DGTD algorithm was extended to model the 

instantaneous third-order Kerr-type nonlinearity. The 

resulting computationally intensive DGTD algorithm 

was accelerated with GPUs based on the parallelization 

framework from our prior work. Numerical examples 

demonstrated that the DGTD simulation was able to 

capture various nonlinear phenomena and the GPU 

acceleration was able to achieve a good speedup for this 

computationally intensive simulation. 
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Abstract ─ We introduce an algebraic recursive multilevel 

approximate inverse-based preconditioner, based on a 

distributed Schur complement formulation. The proposed 

preconditioner combines recursive combinatorial 

algorithms and multilevel mechanisms to maximize 

sparsity during the factorization.  

Index Terms ─ Approximate inverse preconditioners, 

computational electromagnetics, Krylov subspace 

methods, sparse matrices. 

I. INTRODUCTION
We consider multilevel approximate inverse-based 

factorization preconditioners for solving systems of 

linear equations; 

Ax = b, (1) 

where
n nA  is a typically large nonsymmetric sparse 

matrix arising from finite difference, finite element or 

finite volume discretization of systems of partial 

differential equations in electromagnetism applications. 

Approximate inverse methods directly approximate 

A−1 as the product of sparse matrices, so that the 

preconditioning operation reduces to forming one (or 

more) sparse matrix-vector product(s). Due to their 

inherent parallelism and numerical robustness, this class 

of methods are receiving renewed consideration for 

iterative solutions of large linear systems on emerging 

massively parallel computer systems. In practice, 

however, some questions need to be addressed. First of 

all the computed preconditioner could be singular. In the 

second place, these techniques usually require more 

CPU-time to compute the preconditioner than 

Incomplete LU factorization (ILU)-type methods. Third, 

the computation of the sparsity pattern of the 

approximate inverse can be problematic, as the inverse 

of a general sparse matrix is typically fairly dense. This 

leads to prohibitive computational and storage costs. 

In this paper we present experiments with an 

algebraic recursive multilevel inverse-based factorization 

preconditioner that attempts to remedy these problems. 

The solver, proposed in [1], uses recursive combinatorial 

algorithms to preprocess the structure of A and to 

produce a suitable ordering of the unknowns of the linear 

system that can maximize sparsity in the approximate 

inverse. An efficient tree-based recursive data structure 

is generated to compute and apply the multi-level 

approximate inverse fast and efficiently. We assess the 

effectiveness of the sparse approximate inverse to reduce 

the number of iterations of Krylov methods for solving 

matrix problems arising from electromagnetism 

applications, also against other popular solvers in use 

today. 

II. THE MULTILEVEL FRAMEWORK

We divide the solution of the linear system into the

following five distinct phases: 

1) a scale phase, where the matrix A is scaled by

rows and columns so that the largest entry of the

scaled matrix has magnitude smaller than one;

2) a preorder phase, where the structure of A is used

to compute a suitable ordering that maximizes

sparsity in the approximate inverse factors;

3) an analysis phase, where the sparsity preserving

ordering is analyzed and an efficient data

structure is generated for the factorization;

4) a factorization phase, where the nonzero entries

of the preconditioner are actually computed;

5) a solve phase, where all the data structures are

accessed for solving the linear system.

A. Scale phase

Prior to solving the system, we scale it by rows and
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columns to reduce its condition number. We replace 

system (1) with: 

 
1/2 1/2 1/2

1 1 2,  ,D Ay D b y D x   (2) 

where the n × n diagonal scaling matrices have the form: 
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For simplicity, we still refer to the scaled system (2) as 

Ax = b. 

 
B. Preorder phase 

We describe this step using standard notation of 

graph theory. First, we compute the undirected graph 

Ω(Ã) associated with the matrix; 

 
, if A is symmetric,

if A is unsymmetric.,T

A
Ã

A A


 


 

Then, Ω(Ã) is partitioned into p non-overlapping 

subgraphs Ωi of roughly equal size by using the 

multilevel graph partitioning algorithms available in the 

Metis package [2]. For each partition Ωi we distinguish 

two disjoint sets of nodes: interior nodes that are 

connected only to nodes in the same partition, and 

interface nodes that straddle between two different 

partitions; the set of interior nodes of Ωi form a so called 

separable or independent cluster. After renumbering the 

vertices of Ω one cluster after another, followed by the 

interface nodes as last, and permuting A according to this 

new ordering, a block bordered linear system is obtained, 

with coefficient matrix of the form: 

 

1 1

1

.T

p p

p

B F

B F
Ã P

B
A

FE C

E

P

E C

 
 

         
  
 

 (3) 

In (3), each diagonal block Bi corresponds to the interior 

nodes of Ωi; the blocks Ei and Fi correspond to the 

interface nodes of Ωi; the block C is associated to the 

mutual interactions between the interface nodes. In our 

multilevel scheme we apply the same block downward 

arrow structure to the diagonal blocks of Ã recursively, 

until a maximum number of levels is achieved or until 

the blocks at the last level are sufficiently small and easy 

to factorize. As an example, in Fig. 1 (a) we show the 

structure of the general sparse matrix rdb2048 from Tim 

Davis matrix collection [3] after three reordering levels. 

                        
(a) The structure of 

rdb2048 after permutation 

(b) The structure of the inverse 

factor (In red are displayed the 

entries actually stored) 
 

Fig. 1. Structure of the multilevel inverse-based 

factorization for the matrix rdb2048. 
 

C. Analysis phase 

The data format for storing the block bordered form 

(3) of Ã is defined, allocated and initialized using a tree 

structure. The root is the whole graph Ω and the leaves 

at each level are the independent clusters of each 

subgraph. In other terms, each node of the tree 

corresponds to one partition Ωi or equivalently to one 

block Bi of Ã. The information stored at each node are 

the entries of the off-diagonal blocks E and F of 
iB s  

father, and those of the block C of Bi after its 

permutation, except at the last level of the tree where we 

store the entire block B. These blocks are stored in sparse 

format. 
 

D. Factorization phase 

In this phase, we compute the approximate inverse 

factors 
1L   and 

1U 
of Ã, which have the following form: 
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where Bi = LiUi, and 

 
1 1 1 1 1 1, ,i i i i S i S i i iW U L F GU UL E L          (4) 

and LS, US are the triangular factors of the Schur 

complement matrix: 

 
1

1

.
p

i i i

i

S C E B F



   

During the factorization, fill-in may occur in 
1L   and 

1U   but only within the nonzero blocks. Additional 

sparsity is gained by applying the arrow structure (3) to 

the diagonal blocks recursively. This can be seen in Fig.  

BU, CARPENTIERI, SHEN, HUANG: MULTILEVEL INVERSE-BASED FACTORIZATION PRECONDITIONER FOR SPARSE LINEAR SYSTEMS 161



1 (b). For computing the factorization we only need to 

invert explicitly the last level blocks and the small Schur 

complements at each reordering level. The blocks Wi, Gi 
do not need to be assembled. They may be applied using 

Eq. (4). For the rdb2048 problem in Fig. 1 (b), we 

display in red the entries that we actually stored for 

computing the exact multilevel inverse factorization; 

these are only 34% of the nonzeros of A. 

E. Solve phase

In the solve phase, the multilevel factorization is

applied at every iteration step of a Krylov method for 

solving the linear system. Notice that the inverse 

factorization of Ã may be written as: 
11

1

11

0
( ) ,

0

T

SS

LU W
PAP

LU G







  
     
   

(5) 

where 
1 1 1 1 1 1, ,S SU L F G L EW U U L         and LS, 

US are the inverse factors of the Schur complement 

matrix 1 .S C EB F   
From Eq. (5), we obtain the following expression for 

the exact inverse: 
1 1 1 1 1 1

1 1 1
.

B B FS EB B FS

S EB S

     

  

  
   

(6) 

We can derive preconditioners from Eq. (6) by computing 

approximate solvers 1B  for B and 1S  for S. Hence, 

the preconditioner M has the form: 
1 1 1 1 1 1

1 1 1
.

B B FS EB B FS
M

S EB S

     

  

  
    

III. NUMERICAL EXPERIMENTS
We show some preliminary results with the proposed 

Algebraic Multilevel Explicit Solver (AMES) for solving 

a set of matrix problems arising from electromagnetics 

applications [3]. We summarize the list of problems in 

Table 1. In our experiments, we choose ILUPACK [7] as 

the local solver in AMES to invert the diagonal blocks at 

the last level, and the Schur complements at each level. 

Notice that in this case the entries of the inverse factors 

are not computed explicitly, and the application of the 

preconditioner is carried out through a backward and 

forward substitution procedure. We solve the right 

preconditioned system ,AMy b  x My  instead of (1), 

using restarted GMRES [4] preconditioned by AMES. 

We compare AMES against two other popular algebraic 

preconditioners for linear systems, that are the Algebraic 

Recursive Multilevel Method (ARMS) by Saad and 

Suchomel [5] and the Sparse Approximate Inverse pre-

conditioner (SPAI) by Grote and Huckle [6], at roughly 

equal memory costs.1 We use the zero vector as initial 

1 We choose a combination of parameters for AMES, and tune the dropping 

threshold for ARMS and SPAI to obtain similar memory cost.

guess in our code, and we terminate the solution process 

when the norm of residual is below 10
−12 or the iterations 

count exceeds 5000. For the performance comparison, 

we report on the memory ratio  

 
,

nnz

nnz

M

A

 number of 

iterations (Its), and time costs for performing the 

preordering phase (tp), the factorization phase (tf) and the 

solving phase (ts). The experiments are run in double 

precision floating point arithmetic in Fortran95, on a PC 

equipped with an Intel(R) Core(TM) i5-3470 running at 

3.20 GHz and with 8 GB of RAM and 6144 KB of cache 

memory. 

Table 1: Set and characteristics of test matrix problems 

Matrix Problem Size nnz(A) Field 

dw2048 2,048 10,114 
Square dielectric 

waveguide 

dw8192 8,192 41,746 
Square dielectric 

waveguide 

utm3060 3,060 42,211 Uedge test matrix 

utm5940 5,940 83,842 Uedge test matrix 

2cubes_sphere 101,492 874,378 
FEM 

electromagnetics 

A. Varying number of reduction levels in AMES

We consider the dw2048, dw8192 and 2cubes_sphere 

problems for these experiments. Increasing the number 

of levels may help reduce the number of iterations at 

similar memory cost. In our experiments, varying the 

number of levels nlev from 1 to 3 for a given problem, we 

tuned the dropping threshold to keep roughly the same 

memory cost in each run, and then we studied the effect 

on convergence. The results of our experiments, reported 

in Table 2, show that using more levels enabled us to 

reduce the number of iterations at similar memory 

ratio. However, the computing time for the preordering 

phase (tp) and the solution cost per iteration tend to 

increase with the nlev. We conclude that a small number 

of reduction levels is recommended to use in AMES. 

Table 2: Performance of AMES with varying numbers of 

reduction levels 

Matrix nlev 
( )

( )

nnz M

nnz A
Its 

tp 

(sec) 

tf 

(sec) 

ts 

(sec) 

ttot 

(sec) 

dw2048 

1 2.37 24 0.023 0.025 0.008 0.056 

2 2.33 22 0.029 0.021 0.011 0.061 

3 2.38 17 0.030 0.021 0.027 0.078 

dw8192 

1 3.22 87 0.067 0.109 0.312 0.488 

2 3.27 82 0.083 0.128 0.417 0.628 

3 3.28 78 0.092 0.141 0.744 0.977 

2cubes_ 
sphere 

1 0.31 12 1.271 3.691 0.310 5.272 

2 0.31 12 1.503 2.552 0.598 4.653 

3 0.31 11 2.333 1.829 1.200 5.362 
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B. Varying the number of reduction levels for the 

Schur complement 

The Schur complement matrix S relative to the block 

C in (3) typically preserves a good deal of sparsity that 

can be exploited during the factorization by reordering S 

in a multilevel nested dissection structure, similarly to 

what is done to the upper leftmost block B. We have 

implemented this idea at the first permutation level, 

using ILU factorization as local solver for the reduced 

Schur complement matrix. We denote by ASlev the number 

of reduction levels used for the Schur complement. We 

consider again the dw2048, dw8192 and 2cubes_sphere 

problems in these experiments. For a certain test problem, 

we vary ASlev keeping all the other parameters constant, 

and we tune the drop tolerance in the ILU factorization 

to have similar memory costs. The value ASlev = 0 means 

that only the diagonal blocks of the upper-left block B 

are permuted. Clearly, the max value of ASlev is limited 

by the size of Schur complement. From Table 3, we see 

that simultaneous permutation of both the diagonal 

blocks of B and of the Schur complement S can make the 

AMES solver more robust to some extent. However, the 

implementation cost increases and thus, although useful, 

this option is problem dependent. In our experiments of 

the coming sections, we select the value for the 

parameter ASlev that minimizes the total solution cost. 

 

Table 3: Performance of AMES with varying numbers of 

reduction levels 

Matrix ASlev 
( )

( )

nnz M

nnz A

 
Its 

tp 

(sec) 

tf 

(sec) 

ts 

(sec) 

ttot 

(sec) 

dw2048 

0 2.37 24 0.023 0.025 0.008 0.056 

1 2.37 12 0.023 0.027 0.005 0.055 

2 2.37 12 0.024 0.031 0.012 0.067 

dw8192 

0 3.22 87 0.067 0.109 0.312 0.488 

1 3.26 21 0.067 0.164 0.057 0.288 

2 3.26 18 0.073 0.156 0.060 0.289 

2cubes_ 
sphere 

0 0.31 12 1.271 3.691 0.310 5.272 

1 0.31 11 1.277 3.974 0.334 5.585 

2 0.31 11 1.288 4.016 0.350 5.654 

3 0.31 11 1.298 3.985 0.355 5.638 

 

C. Comparing AMES against other preconditioners 

From Table 4, we can clearly see that the AMES 

preconditioner shows a good potential of reducing the 

number of iterations against other state-of-the-art 

preconditioning techniques at similar memory costs. 

This result demonstrates the overall good efficiency  

of the fill reducing strategies implemented in the 

preconditioner on the selected electromagnetic problems. 

One exception is the 2cubes_sphere problem, which has 

favourable properties for the SPAI method. The good 

decay of the entries away from the diagonal makes this 

problem suitable for SPAI. The AMES method still 

remains competitive. However, the pre-processing and 

solution costs for setting up and applying the multilevel 

recursive scheme do not pay off in this case. 

Table 4: Performance comparison of the multilevel 

approximate inverse preconditioner against other iterative 

solvers 

Matrix Method 
( )

( )

nnz M

nnz A

 
Its 

tp 

(sec) 

tf 

(sec) 

ts 

(sec) 

ttot 

(sec) 

dw2048 

AMES 2.37 12 0.023 0.027 0.005 0.055 

ARMS 2.39 670 0 0.009 0.081 0.090 

SPAI 2.37 2239 0 0.094 0.367 0.461 

dw8192 

AMES 3.26 21 0.067 0.164 0.057 0.288 

ARMS 3.37 +5000 0 0.040 +10.89 +10.93 

SPAI 3.33 +5000 0 0.836 +4.841 +5.677 

Utm3060 
AMES 2.79 125 0.077 0.145 0.366 0.588 

ARMS 2.93 402 0 0.030 0.763 0.793 

SPAI 2.88 +5000 0 3.131 +3.095 +6.226 

Utm5940 
AMES 3.50 267 0.147 0.409 2.738 3.294 

ARMS 3.51 1150 0 0.077 5.085 5.162 

SPAI 3.51 +5000 0 11.76 +11.02 +22.78 

2cubes_ 
sphere 

AMES 0.31 12 1.271 3.691 0.310 5.272 

ARMS 0.32 68 0 0.262 0.986 1.248 

SPAI 0.32 8 0 3.269 0.153 3.422 

 

IV. CONCLUSIONS 

In this paper we used recursive combinatorial 

techniques to remedy two typical drawbacks of explicit 

preconditioning, that are lack of robustness and high 

construction cost. The numerical experiments show that 

these strategies can improve the performance of 

conventional approximate inverse methods, yielding 

iterative solutions that can compete favourably against 

other popular solvers in use today.  
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Abstract ─ A scalable parallelization algorithm to port 

an explicit marching-on-in-time (MOT)-based time 

domain volume integral equation (TDVIE) solver onto 

multi-GPUs is described. The algorithm makes use of 

MPI and OpenACC for efficient implementation. The 

MPI processes are responsible for synchronizing and 

communicating the distributed compute kernels of the 

MOT-TDVIE solver between the GPUs, where one MPI 

task is assigned to one GPU. The compiler directives of 

the OpenACC are responsible for the data transfer and 

kernels’ offloading from the CPU to the GPU and their 

execution on the GPU. The speedups achieved against 

the MPI/OpenMP code execution on multiple CPUs and 

parallel efficiencies are presented. 

Index Terms ─ Explicit marching-on-in-time scheme, 

GPU, MPI, OpenACC, time-domain volume integral 

equation. 

I. INTRODUCTION
The use of hardware accelerators, including multi 

and many-core architectures, has been increasing in 

many emerging applications of high performance 

computing (HPC) as they provide cost effectiveness, 

power efficiency, and physical density. Nevertheless, 

one of the limiting factors to a wider spread use of multi-

core accelerators, such as GPUs, is the human-labor 

intensive porting process required by low-level 

programming models, such as CUDA [1] and OpenCL 

[2]. To overcome this limit, HPC research has focused 

on developing high-level directive based programming 

models, such as OpenACC [3], which provide compiler 

directives and clauses to annotate codes originally 

developed for CPUs in a manner similar to how OpenMP 

[4] is used on codes executed on multicore CPU

architectures. This high-level approach, when carefully

implemented, significantly reduces the re-programming 

efforts while maintaining the efficiency of the resulting 

codes.  

In this work, we report on our recent efforts on 

parallelizing a fully explicit marching-on-in-time (MOT)-

based time-domain volume integral equation (TDVIE) 

solver [5] for efficient execution on multiple GPUs. 

The MOT-TDVIE solvers are becoming attractive 

alternatives to finite difference time domain (FDTD) 

schemes for analyzing transient electromagnetic 

scattering from inhomogeneous dielectric objects [5, 6]. 

However, their effective use in practical problems of 

photonics, optoelectronics, and bio-electromagnetics, 

where electrically large scatterers need to be discretized 

with millions of degrees of freedom, relies on 

acceleration algorithms such as the plane-wave time 

domain (PWTD) method [7] and/or hardware-based 

acceleration [8-11].  

Our recent research has focused on the latter; we 

developed highly scalable parallelization algorithms [8, 

9] to enable the explicit MOT-TDVIE solver of [5] in

analyzing scattering from electrically large structures.

Additionally, we used OpenACC to enable the execution

of the same solver on GPUs [10, 11]. Significant

performance improvements with up to 30X and 11X

speedups relative to the sequential and multi-threaded

CPU codes were achieved. Furthermore, we demonstrated

that the (single) GPU-accelerated MOT-TDVIE solver

could leverage energy consumption gains on the order of

3X relative to its multi-threaded CPU version [10]. In

this paper, we describe in detail the process of porting

the same MOT-TDVIE solver onto multi-GPUs using

MPI/OpenACC. Additionally, we present numerical

results, which demonstrate that the ported code executes

up to 11.2X faster on multi-GPUs than on conventional

CPUs.
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II. MOT-TDVIE SOLVER 

A. MOT-TDVIE algorithm 

Let V  represent the volumetric support of dielectric 

scatterer with permittivity ( ) r  residing in an unbounded 

background medium with permittivity 
0 . The scatterer 

is excited by a band-limited incident electric field 

0 ( , ).tE r  Upon excitation, scattered field sca ( , )tE r   

is generated. Scattered and incident fields satisfy 

   
E(r,t) = E

0
(r,t) + E

sca (r,t), where ( , )tE r  is the unknown 

“total” field. One can construct a TDVIE as [5, 6]: 

 2

0 0( , ) ( , ) ( , ),  ,tt t c t V     E r E r A r r  (1) 

where ( , )tA r  is given by: 

 0 0

0

( )( ) ( , )
( , ) ,  .

4V

t R c
t dv V

R

 



  
  

r E r
A r r  (2) 

Here, 0c  is the speed of light in the background medium, 

and R  r r  is the distance between points r  and .r  

TDVIE (1) is solved by time marching, which makes use 

of an explicit predictor-corrector algorithm as described 

next [5]. First V is discretized using 
eN  cubic elements. 

Let kr , 
  
k = 1: N

e
, and t  represent the centers of these 

elements and time step size..Assume n  represents the 

index of the “current” time step. At the predictor step, first 

, ( , )k n k n t A A r  are computed using 
, ( , ),l m l m t E E r  

  
l = 1: N

e
, max(1, ) :gm n N n t   , in the integral given 

in (2). For this operation, 
,( , ) l mm t E r E  is assumed 

within cubic element l  and linear interpolation is used to 

approximate 
0( , / )l kln t R c E r , where 

kl k lR  r r , from 

, 1l mE  and El ,m  for 
0[ 1] / .klm t n t R c m t        Note 

that here max 0/ 2gN R c t     , where 
  
R

max
= max{R

kl
}, 

for any , .k l Vr r  Then, finite differences (FD), which 

approximate the spatial derivative operator “”, are 

applied to 
,k nA  to yield “predicted” samples , .k nE  

Differentiation “ 2t ” in (1) is approximated using 

backward FD for pairs ( , )k lr r  that satisfy 
02klR c t   

and using central FD for all other pairs. At the corrector 

step, differentiation “ 2t ” is recomputed using a central 

difference formula for pairs ( , )k lr r  that only satisfy 

02 .klR c t   Note that use of central FD is now allowed 

since field samples that are not known at the predictor 

step (due to causality) can now be replaced by the 

predicted fields’ samples. At the end of time step ,n  

,k mE  are stored as part of the “history” of field samples 

to be used in the computation of Ak ,n+1
. 

Note that FD evaluations and corrector updates are 

spatially local operations while computation of Ak ,n
, 

k = 1: Ne
, is global. Samples El ,m

 that satisfy the 

condition 
0[ ] kln m c t R    do not contribute to Ak ,n

 

since the fields radiated from point rl  at time m t  have 

not yet reached point rk  at time n t . This also means 

that for 
gn N , all fields radiated from all points reach 

to all other points. Consequently, they all contribute to 

all samples Ak ,n
, k = 1: Ne

, rendering the computational 

cost of the integral evaluation O(Ne

2 ) per time step for 

all gn N . As Ne  increases, the cost of computing Ak ,n
 

limits the solver’s applicability to electrically large 

problems. This limitation can be overcome by using 

acceleration algorithms such as the PWTD method [6-7] 

and/or highly scalable parallelization algorithms [8-11]. In 

this work, we implement and fine-tune the parallelization 

algorithm of [8, 9], which is originally developed for 

CPUs, for multi-GPUs to further increase the applicability 

of the MOT-TDVIE solver to electrically large problems. 

 
B. MPI parallelization 

Operations required by the MOT-TDVIE solver at 

each time step can be grouped into two: (i) computation 

of Ak ,l
, 1: ek N , which requires access to samples 

,l n mE , l = 1: Ne
, 1: min( 1, )gm n N   and (ii) 

computation of samples Ek ,n
 by applying FD to Ak ,n

. 

The parallelization scheme used here, first, ensures the 

even distribution of the memory via application of the 

graph-based partitioning scheme to the distribution of 

the points 
kr , k = 1: Ne, representing the discretization of 

V . This results in an unstructured partitioning of the 

points 
kr  [9]. In this partitioning, each process stores 

only 
,k nE  and 

,l n mE  that belong to the partition 

assigned to it. The computational load of step (i) is 

distributed using a one-way pipeline communication 

strategy, so-called the “rotating tiles” paradigm [8]. The 

test tiles (partitions that contain test points) are initially 

same as the source titles (partitions that contain source 

points) at the beginning of the rotation but they are 

rotated among the processors during the computation of 

Ak ,l
. When a processor receives a test tile, it first adds 

the contribution from the source titles it stores to Ak ,l
 

associated with the received test tile, then it passes the 

(updated) tile to its “neighboring” processor. At the end 

of a full rotation all contributions to Ak ,l
 are computed. 

It is noted here that, this strategy eliminates the need for 

globally executed collective routines such as MPI_Reduce 

[8]. The computational load of step (ii) is distributed 

using the same grouping of the test points provided  

by the graph-partitioning algorithm. This reduces the 

communication costs associated with spatial FD 

computations by ensuring that the data communication 

only happens between points residing on the boundary of 

any two partitions [9].  

 

III. PORTING TO MULTIPLE GPUS 

The state-of-the-art GPU-nodes can include up to 8 

K80 GPUs, which is essentially equivalent to having 16 

independent GPUs. On the other hand, OpenACC 

standard, as a stand-alone programming model, provides 

very limited support for code development on multiple 

devices. Therefore, one typically relies on using 

OpenACC/OpenMP together with the MPI standard to 

port codes onto a cluster of nodes equipped with multiple 

GPUs/multicore CPUs. In this work, OpenACC is used 

to accelerate the time marching loop of the MOT-TDVIE  
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solver. Both memory- and compute-bound operations 

are executed on GPUs, which benefit from the improved 

memory bandwidth and higher flop rate, respectively. 

However, because the amount of compute-bound 

operations is significantly higher that memory-bound 

operations, benefits from increased memory bandwidth 

might be considered negligible. The main advantages of 

OpenACC over CUDA are the significantly increased 

programming efficiency and code portability on different 

hardware platforms. More specifically, OpenACC offers 

an easy way to port codes onto accelerators using simple 

descriptive compiler directives. Additionally, the same 

OpenACC-annotated code can be compiled on different 

hardware platforms, including the host itself (multicore 

CPU architecture) as well as any other accelerator 

supported by the OpenACC standard. In contrast, the 

CUDA programming model is more tedious to 

implement and can be used on only NVIDIA GPUs. 

The code is designed such that the number of MPI 

processes spawn on each node is equal to the number of 

GPUs per node. Each MPI process is assigned to a GPU 

using the runtime API function acc_set_device_num to 

set the GPU target to the MPI rank modulo the number 

of GPUs per node, as shown in the pseudo code in Fig. 

1. The data directive #pragma acc data is applied to the

outermost time loop in order to minimize data transfers

between the host and the device. Input and output arrays

are annotated with clauses present_or_copyin and

present_or_copyout, respectively. However, the arrays

needed for the MPI communications, which are of very

limited memory size, are copied in and out at each

iteration so that they are accessible to the MPI routines.

Each enclosed code block in the MOT-TDVIE solver is

annotated with #pragma acc kernels and offloaded to the

assigned GPU. The code blocks implementing the

computation of Ak ,l
 consist of two nested loops yielding

a quadratic computational complexity. The second loop

is further annotated with #pragma acc loop reduction

and the associated variables to further optimize the sum

operation of all source contributions. The OpenACC

standard offers the ability to further tune loop execution

using the gang and vector clauses, which can be used to

modify the number of blocks of threads and threads per

block to be executed, respectively. Since there are only

two nested loops in the kernels of the parallel MOT-

TDVIE solver, values assigned to these two parameters

by the compiler already result in good performance

improvements. Having said that, tuning these parameters

in the presence of three or more nested loops may

significantly increase the performance. Indeed, this was

demonstrated for the serial version of the code, with

structured grid, when executed on single GPUs. The

tuning of these two parameters improved the acceleration

performance by up to 23X [10]. For some of the loops

that are not parallelized by the compiler due to perceived

false data dependencies, the code block is annotated with

the loop pragma accompanied with the independent 

clause to avoid unnecessary synchronization between the 

loop iterations in absence of data dependencies. Note 

that, the code design using multi-GPU kernels allows for 

MPI synchronizations and communications to take place 

between the compute kernels as necessary. That is the 

case with the rotating tiles communications implemented 

to compute Ak ,l
, and the halo cells exchange

communications implemented to compute Ek ,n
using FD.

Fig. 1. Pseudo code for the implementation of the MOT-

TDVIE solver using MPI and OpenACC. 

IV. NUMERICAL EXPERIMENTS
The test bed used for performance evaluation 

consists of a system of two nodes connected using an 

Infiniband FDR high-speed network. Each node is a dual 

socket CPU system hosting four NVIDIA Kepler K20c 

GPUs. Each socket is an eight-core Sandy Bridge 

// Get number of MPI processes = # of GPUs 
MPI_Init(&argc, &argv); 
MPI_Comm_size(MPI_COMM_WORLD, &size);
MPI_Comm_rank(MPI_COMM_WORLD, &rank);
// Assign each MPI process to a GPU 
acc_set_device_num(rank%ngpus,acc_device_nvidia); 

#pragma acc data present_or_copyin(input 
arrays) present_or_copyout(output arrays) 

for (int t=0;  t<nt; ++t) {  // time loop 
  for(rot=0; rot<=size; ++rot){ 
    // MPI communication for rotating tiles 
    MPI_Sendrecv(); 
    MPI_Barrier(); 
    #pragma acc kernels 
    // Spatio-temporal convolutions  

   for (int k=0; k<Ne; ++k){  
#pragma acc loop reduction 
for (int l=0; l<Ne; ++l){  

A[t][k] = A[t-tkl][l] + ... 
  }   } 
  MPI_Barrier(); 
    // Loops with no data dependencies 

 #pragma acc kernels 
    #pragma acc loop independent 
    for(i=0; i<ni; ++i){ 

    } 
  } // end rotation 

  // MPI communication for Halo Exchange 
  MPI_Sendrecv(); 
  MPI_Barrier(); 
  #pragma acc kernels 
  // spatial finite difference operations 

  for (int k=0; k<Ne; ++k){   

    B[t][k] = A[t][k] + .... 
  } 
} // end time loop 
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Intel(R) Xeon(R) CPU E5-2650. 

In our performance evaluation, as shown in Fig. 2, 

a significant speedup ranging from 7.4X to 11.2X 

is recorded comparing the MPI and OpenMP 

implementation on 16 cores SandyBridge to the MPI and 

OpenACC implementation on four K20c GPUs. It is 

also observed that as Ne
 increases, higher speedup is 

achieved. This is due to the fact that the GPUs are 

supplied with larger computational loads; therefore, 

taking better advantage of its computational capacity. It 

has been shown before that the MPI implementation 

demonstrated a great scalability on large super-computers 

[8-9]. Figure 3 shows the parallel efficiency of the MPI 

and OpenACC implementation executed on two and 

eight GPUs, which ranges from 82% to 94%. Another 

advantage of using NVIDIA GPUs is their energy 

efficiency as the simulation consumed 2.4X less energy 

on GPUs than on CPUs. For all of the above, the GPUs 

are identified as the preferred computing platform in our 

overall performance analyses of the explicit MOT-

TDVIE solver. 

Fig. 2. Performance speedup of MPI and OpenACC on 

four K20c GPUs compared to MPI and OpenMP on 16 

cores SandyBridge CPU. 

Fig. 3. Parallel efficiency of the MPI and OpenACC 

implementation scaling from two to eight GPUs. 

V. CONCLUSION
The porting of the explicit MOT-TDVIE solver 

using MPI and OpenACC to multi-GPUs resulted in a 

highly efficient implementation. The simulations 

executed on multi-GPUs were faster by up to an order of 

magnitude compared to those executed on CPUs (using 

the MPI and OpenMP version of the code). The OpenACC 

API has the advantage of easily porting the MPI code 

to multi-GPU environment; therefore, increases the 

developer productivity while keeping the legacy of the 

original CPU code. Furthermore, the parallelization 

allows the explicit TDVIE solver to efficiently simulate 

transient electromagnetic wave interactions on electrically 

large structures discretized using a large number of 

spatial elements on GPUs. 
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Abstract ─ The element by element parallel finite 

element method (EbE-PFEM) applied to engineering 

eddy current problem is presented in this paper. Unlike 

classical finite element method (FEM), only element 

matrix is needed to store for EbE method. Thereby more 

storage memory saved. Element by element conjugated 

gradient (EbE-CG) method is used to solve the equations 

which are discretized from elements level. Considering 

the ill-conditioned character of system equations, highly 

parallel Jacobi preconditioned (JP) method is used to 

accelerate the convergence. Besides, the process of 

dealing with boundary condition based on EbE theory is 

introduced. To validate the method, a 2D eddy current 

problem in complex frequency domain is used. The 

numerical analysis is carried out on the graphic 

processing units (GPU) with a compute unified device 

architecture (CUDA) parallel programming model to 

accelerate the convergence. And the results demonstrate 

that the JP method and GPU platform are effective in 

solving eddy current field with improved convergence. 

Index Terms ─ Eddy current filed, element by element 

method, graphic processing unit, parallel computing. 

I. INTRODUCTION
Due to the computer resource requirements of 

classical FEM for solving the electromagnetic problems, 

the parallel finite element method (PFEM) has become 

increasingly popular in recent years. Element by element 

(EbE) method [1] is a PFEM which can execute the 

parallelism on the elements level. The advantage of EbE 

method compared to classical FEM is that it does not 

need assembling and storing system matrix. Its key idea 

is to decouple the element solution by directly solving 

element equations instead of whole equations. The 

solving process is executed in parallel, and only 

intermittent communication is needed. Initially, EbE 

method was used for heat conduction problem and then 

expanded to the field of mechanics. More recently 

however, with the development of general purpose on 

graphic processing unit (GPGPU), EbE method has 

received increasing attention as it is very suitable for 

parallel processing and with the GPU[2]-[4] being a 

multi-core device, parallel processing at element level on 

different cores can be achieved. Some good results have 

been obtained with electrostatic problem, as in [5], [6]. 

In author’s previous work, firstly EbB-CG method 

is directly used to solve 2D eddy current problem 

parallelly on the GPU, and 3.4 times speed up rate 

achieved compared with that of serial calculation with 

CPU [7]. Furthermore, TEAM problem 7 is taken as an 

example to validate the EbE method and GPU are 

effective for 3D linear eddy current problem, and the 

results have a good agreement with experiment data [8]. 

The purpose of this paper is to broaden the JP method to 

2D eddy current analysis with two different medium in 

solving domain, and a comparing analysis is fulfilled 

between EbE-CG method and EbE-JPCG method. 

II. EBE METHOD AND GPU

IMPLEMENTATION

A. Node connection matrix

The key function of node connection matrix (NCM)

is to transit the node information between local variables 

and global variables. 

Now, assume x  is global solution vector (GSV), 

e
x is the local elements solution vector (LESV), ( )e

x  is 

global elements solution vector (GESV), E  is the total 

number of elements, Q  is NCM. Then consider three 

type operations of NCM as below: 
( ) ,e

Qx = x (1) 

where  ( ) (1) (2) ( ), , , ,
T

e Ex x x x  this operation 

achieves the alternation from GSV to GESV according 

to the node number of each element: 

,T e
Q x = x (2) 

where  1 2, , , ,
T

e Ex x x x  this operation achieves 

the summation of LESV which have the same node 

number. This process alternates the LESV to GSV: 
( ) .T e e

QQ x = x (3) 
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Equation (3) achieves the alternation from LESV to 

GESV. 

NCM also can be operated with the element matrix

,e
K  and the relationship between system matrix K  

and the element matrix e
K  can be given as follows: 

 .T e
K = Q K Q  (4) 

Equations (1) to (4) provide the theoretical 

foundation for fulfilling the parallel EbE technique. 

 

B. EbE-CG method 

For the traditional FEM, the system matrix K  and 

right hand side (RHS) vector b  must be assembled from 

the element matrix e
K  and element RHS e

b , while for 

the EbE-PFEM, considering (1)-(4) the assemble process 

can be deduced as follows:  

 ( ) .T e T e T e eb = Q b = Kx = Q K Qx Q K x  (5) 

As shown in (5), the product of assembling the 

element vector is equivalent with the product of 

assembling element matrix. So, we can solve the element 

equations parallelly as below: 

 ( ) .e e e
K x = b  (6) 

As we know, CG method mainly contains two types 

of inner product calculations, i.e., ( , )r r  and ( , )p Ap  

which can be calculated by EbE method as follows: 

 ( )( , ) ( ) ( ) ,T e T T e e T e   r r r r r QQ r r r  (7) 

where ( )

( )

,e e j

j adj e

  r r r  r  is the global residual, 

e
r  is the local element residual, Q  is the NCM. ( )e

r  is 

the sum of e
r  and j

r  which are relative with .e
r  So 

this process needs the solution information of adjacent 

nodes. The calculation of ( , )p Ap  is similar with ( , ).r r  

 

C. Dealing with boundary condition 

It is not necessary to assemble the system matrix for 

EbE method, so the boundary condition (BC) has to be 

applied on the elements level. Now, taking an example 

of 2D with triangular subdivision (Fig. 1), and assume 

the value of first kind BC is 0.U  
 

 

 

Fig. 1. Partial subdivision of 2D model. 

 

Based on traditional FEM idea, we can get the 

element matrix equation of ①, as described in (8): 

 

 

 

 

1
1 1 1 1

111 12 13 1

11 1 1 1

21 22 23 2 2

1 1 1 11
31 32 33 33

.

xK K K b

K K K x b

K K K bx

    
    
     
    
     

 (8) 

Differ from classical FEM, the element matrix and 

right hand side vector must be modified with weights 

simultaneously. Taking element ① as an example, we 

can get the modified element Equation (9): 

 

0(1)

11 1
(1)22 22
2 01 2 1 2

(1)22 22 22 22

3(1) 1

33 3

1 0 0

0 0 .

0 0

U
x

K K
x U

K K K K
x

K b

   
    
         
     

      

 (9) 

In contrast to first kind BC, the second kind BC 

(node 3 and 4) can be applied on elements directly. For 

the 2D eddy current problem, the current density is easily 

applied to the elements level during the element analysis 

of RHSV. 
 

III. NUMERICAL EXPERIMENT 
In this work, a conductor in an open slot of motor is 

taken as an example to analyze the skin effect. Two 

models are considered to verify the validity of the 

proposed method. Model I is shown in Fig. 2, it is a 

current-carrying conductor in an open slot, for which the 

analytical solution is available [9], and the domain 

contains only one conducting medium. And its 

mathematical model is shown as below: 
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 (10) 

where A is vector magnetic potential,  is angular 

frequency, electrical conductivity,  0 is magnetic 

conductivity, Je is electrical current density, is 

solving domain, Hx is tangential component of magnetic 

field intensity, Im is magnitude of current and b is width 

of open slot. And the analytical solution of current 

density ( J ) is shown as follows: 
 

mj ch .
sh

e

pI
J A J py

b ph
    

 

(11)

 

Additional, in order to validate the proposed method 

for eddy current problem with different mediums, Model 

II is established in this paper (as shown in Fig. 3). For 

Model II, there is 1 mm width air gap surrounding the 

conductor, for which the condition number of its system 

matrix becomes greater than that of Model I, and 

convergence of solving the equations also becomes 

worse. Both of two models are under the complex 

excited current (10000 0)m j I A. 

To test the accelerating performance of proposed 

method on different computation scales, Model I and 
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Model II have been meshed into three different sizes, 

shown in Table 1 and Table 2. The mesh of Model II in 

size B is shown in Fig. 4, and its magnetic field 

distribution is shown in Fig. 5. Furthermore, the 

convergence of equations solved using CG and JPCG has 

been researched. Both of EbE-CG and EbE-JPCG 

methods are implemented with CPU and GPU separately. 
 

      
 

Fig. 2. Current-carrying 

conductor in an open slot 

with air surrounded. 

Fig. 3. Current-carrying 

conductor in an open slot. 

 

            

 

Fig. 4. The mesh of Model 

II in size B. 

Fig. 5. Magnetic field 

distribution of Model II. 

 

All the numerical computations are carried out on a 

server with NVIDIA GTX 660 GPU clocked at 1.0 GHz 

with 960 cores and 2G DDR5 global memory, and an 

Intel Xeon E3-1230 CPU 3.3 GHz with 8G global 

memory. Programming is in C++, and compiled by 

Visual Studio 2010 and CUDA 5.5.  

To reduce the communication cost between CPU 

and GPU, the whole elements information is transferred 

to GPU global memory initially. The solving process is 

operated parallelly on GPU until computation results 

meet the convergence criterion, then result data is 

transferred from GPU to CPU. The GPU calculation is 

fulfilled on different blocks, and the threads on the same 

block are parallel running. But different block cannot 

communicate. However, during the CG iteration process, 

some kinds of steps such as the calculation of ( )e
r  need 

the information of other relative elements which are not 

in the same block. To overcome this, if the nodes on the 

boundary of memory block, the node information is 

stored on both sides concurrently. A little more memory 

needed, but high parallelism obtained. For other steps, 

all the read and write instructions for threads within same 

warp (a cluster of threads) are operated in the aligned and 

coalesced way to improve parallel performance. 

The calculation results are shown in Table 1 and 

Table 2. Table 3 is shown the comparison of memory 

required. Figure 6 is the current density comparison 

between analytical and numerical solution of Model I. 

From Fig. 6, we can see that the result calculated using 

the proposed correlates well with analytical solution, 

which validates the method. 
 

 
 

Fig. 6. Comparison of current density with EbE-CG 

method (Model I). 
 

Table 1: The numerical results of Model I 

Mesh 

Size 
Node Element 

Iterations 
CPU Time 

(ms) 

GPU Time 

(ms) 

CG JPCG CG JPCG CG JPCG 

A 90 138 56 33 78 62 23 18 

B 342 594 100 46 485 359 87 65 

C 1080 1953 175 68 1549 1231 239 173 

 

Table 2: The numerical results of Model II 

Mesh 

Size 
Node Element 

Iterations 
CPU Time 

(ms) 

GPU Time 

(ms) 

CG JPCG CG JPCG CG JPCG 

A 580 683 85 73 2578 1927 753 557 

B 905 1511 134 96 6987 5125 1215 843 

C 1384 2235 201 137 9768 7254 1441 935 

 

Table 3: Comparison of memory required (Model II) 

Mesh Size 

Memory Required 

(kB) 

Memory Saved 

(%) 

EbE FEM CG 

A 32 79 59.5 

B 72 145 50.3 

C 107 218 50.9 

 

The distribution of current density in Model II is 

shown in Fig. 7, which also shows that accurate results 

can be obtained using EbE-JPCG to eddy current 

problem with different medium. From the results shown 

in Table 1 and Table 2, we can see that the convergence 

of equations solving using JPCG is better than that using 

CG. For the same model, the GPU processor is faster 

than CPU due to its high parallelism. 

Figure 8 shows three different mesh size level’s 

speed up rate comparison of EbE-CG and EbE-JPCG 

methods which are fulfilled on GPU for Model II. Figure 

9 shows the speed up rate comparison of EbE-JPCG  
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method fulfilled on GPU for two models. 

Both EbE-CG method and EbE-JPCG method are 

applied to Model II which contains two materials. As 

shown in Table 2, the time consumed is much more than 

Model I, however, results indicate overall improved 

convergence and processing time with increasing mesh 

size as shown in Figs. 8-9. 
 

 
 

Fig. 7. Distribution of current density for EbE-JPCG 

method (Model II). 
 

 
 

Fig. 8. Comparison of speed up rate for EbE-CG method 

and EbE-JPCG method. 
 

 
 

Fig. 9. Comparison of speed up rate for EBE-JPCG 

method implementation on GPU (Model II). 
 

IV. CONCLUSION 
The EbE-JPCG technique and GPU parallel 

computing platform applied to eddy current problems are 

the main contributions of this work. This paper presents 

a comparative analysis of the performance of EbE-CG 

method and EbE-JPCG method which are fulfilled on 

CPU and GPU. As shown in Table 1, Table 2 and Fig. 8, 

EbE-JPCG method converges more quickly than the 

EbE-CG method. As well, GPU acceleration becomes 

more effective with increasing mesh size. The numerical 

results demonstrate that JP method is effective for EbE 

method and parallel computing. As shown in Table 3, 

EbE method can save approximately 50% memory space, 

it is an important contribution for GPU platform which 

just has a few GB memory. Another contribution of this 

paper is to provide basis for solving of 3D eddy current 

problem, as in [8]. The future work currently in progress 

includes applying the EbE technique and GPU parallel 

platform to 3D eddy current losses calculation of large 

power transformer. Considering its serious ill-conditioned, 

JP method will be ineffective. So a new improved JP 

method which is also convenient for parallel EbE 

implementation is included in the ongoing work. 
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Abstract ─ Strategies to accelerate MIMO channel 

capacity optimization on GPUs are outlined. The 

optimization scheme is dealt with by properly facing the 

main computational issues. In particular, the propagation 

environment is described by ultrafast Geometrical 

Optics (GO), singular values are computed by a very fast 

scheme and the optimizer is a parallel version of the 

differential evolutionary algorithm. The unknowns are 

given proper representations to reduce the number of 

optimization parameters. 

 

Index Terms ─ CUDA, differential evolutionary, 

Geometrical Optics, GPU, MIMO channel, optimization, 

singular values. 

 

I. INTRODUCTION 

Multiple Input - Multiple Output (MIMO) [1, 2] is a 

wireless communication technology using multiple 

antennas in both transmission and reception modalities 

to increase the channel capacity (CC) over that of a 

conventional SISO (Single Input - Single Output). CC is 

a crucial parameter to assess the performance of a 

communication system, and the problem arises of how 

defining the most convenient configuration of transmitting 

(TX) and receiving (RX) antennas to maximize it for a 

given SNR (Signal to Noise Ratio) and propagation 

environment. 

Different approaches have been proposed to 

optimize the MIMO CC, see [3, 4] for two representative 

examples. As it appears from [3, 4], besides signal 

processing factors (e.g., modulation), two critical aspects 

emerge when optimizing the performance of a MIMO 

channel: one is the electromagnetic environment, since 

the electromagnetic propagation influences the properties 

of the channel matrix, and the other is the optimization 

scheme itself. Since both aspects pose a significant 

computational question, the issue thus arises of how 

computationally addressing the problem of optimizing  

a MIMO channel, by firstly determining the most 

convenient computational resources and algorithms to be 

exploited and that could make the challenge feasible. 

Then, how much a MIMO channel can be improved, how 

the CC depends on the accuracy of the employed 

electromagnetic model and what can be obtained by a 

modeling grasping only the essential aspects of the 

problem should be pointed out, giving general guidelines 

at the design stage. These points have been up to now 

overlooked throughout the literature. Our purpose is 

facing the first point, namely, how much accelerated 

analysis and optimization can make the goal viable. This 

entails understanding how to push the performance of 

both, the employed algorithms and computational 

resources. Several computational key points should be 

then considered, since each performance can degrade the 

problem to unfeasibility: 

1. Properly choosing and accelerating a global 

optimizer since a local optimizer is typically not 

enough to find the best solutions; 

2. Properly choosing and accelerating the approach to 

compute the MIMO channel matrix;  

3. Being the CC related to the singular values (SVs) of 

the channel matrix, accelerating their computation 

depending on the problem size (conventional - 4x4, 

6x6 - MIMO vs. massive MIMO [5]); 

4. Properly representing the unknowns, to manage only 

the essential optimization parameters; 

5. Properly exploiting massively parallel computing 

platforms as Graphics Processing Units (GPUs). 

The paper is organized as follows. The MIMO CC 

is briefly recalled in Section II, just to provide a formal 

introduction. Section III addresses points 1) and 4), 

Section IV point 2) and Section V points 3) and 5). 

Finally, Sections VI and VII present numerical results 

and conclusions, respectively.  
 

II. CHANNEL MODEL 
Let us consider a narrowband, flat-fading channel, 

whose CC depends on the distribution of the SVs of the 

channel scattering matrix [1, 2]. Indeed, given NTX 

transmitting and NRX receiving antennas embedded in a 

complex 3D deterministic electromagnetic scenario, the 

MIMO channel can be described by its complex, NTX x 

NRX matrix H  [1]. The generic element hij of H  can be 

expressed as: 
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where TX

ir  represents the position of the i-th transmitting 

antenna, RX

jr  represents the position of the j-th receiving 

antenna, M(i, j) is the number of relevant multi-paths 

between TX

ir  and RX

jr  and ),(
RX

j

TX

im rrG  is proportional to 

the voltage induced on the j-th receiving antenna by the 

m-th multipath originated at the i-th transmitting 

antenna. 

Under the hypothesis of narrowband, flat-fading 

channel, AWGN noise at the receivers and equally 

distributed power among the transmitters [1], the 

Shannon CC, say C, expressed in bit/s/Hz can be 

calculated by first normalizing H  to its Frobenius norm 

as [6]: 
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where r is the rank of H
~

 and 
2

k  is its k-th SV. 

The approach is illustrated in Fig. 1, where the flow-

chart boxes correspond to the titles of the Sections III-V. 
 

 
 

Fig. 1. Flow chart of the approach. 
 

III. THE OPTIMIZATION APPROACH 
To enable a satisfactory exploration of the objective 

functional landscape, the global optimization approach 

should be chosen to exhibit good convergence properties 

and to profit of the massive parallelization. In this sense, 

a less “complex”, but massively parallelizable algorithm 

should be preferred to a more “involved”, but “more 

sequential” scheme. The “genetic-like” differential 

evolutionary approach has been then chosen as the global 

optimization scheme due to its main features matching  

both the above mentioned requirements [7].  

The approach exploits a population of Np members, 

each member being represented by an array of D values, 

where D coincides with the number of optimization 

unknowns. At the g-th iteration (generation), the k-th 

member of the population is denoted by the D-

dimensional array ),...,,(
)()2()1( D

gkgkgkgk
pppp  . The initial 

population is randomly generated, accounting for some 

physical constraints enforced by the problem. Starting 

from the initial population, the algorithm generates a 

new one by first defining new arrays as (mutation): 
 )(

32
11 gkgkgkgk ppFpm  , (4) 

where k1, k2 and k3 belong to 1, 2, …, Np and three 

indices mutually different and different also from k, and 

F[0,2] is a user defined real and constant factor 

representing a scale factor of the differential variation 

gkgk
pp

32

 . 

Following mutation, new trial arrays 

),...,,(
)(

1

)2(

1

)1(

11

D

gkgkgkgk tttt    are generated as follows 

(crossover): 

 

















randD(k)j or CRjrand if   p

randD(k)j or CRjrand if   m
t

i

gk

i

gki

gk

)(,

)(,

)(

)(

1)(

1
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where rand(j)[0,1], j=1,2,…,D, is the j-th evaluation of 

a random uniform generator, CR[0,1] is a user defined 

crossover constant and randD(k)1,2,…,D is a 

randomly chosen integer to ensure that the trial array 

contains at least a mutated element. Following the 

crossover, the cost values of 
gk

p  and 
1gkt  are compared 

and the one with the largest cost becomes the new 

population member at generation g+1 (selection).  

The operations involved in mutation, crossover and 

selection and the random number generations are 

inherently parallel. An issue of the crossover stage is the 

“random” global memory access, so that particular care 

has been given to improve memory coalescence. 

 

Unknowns representation 

The problem concerns the optimization of the TX and 

RX antenna locations to maximize the MIMO CC. To 

profit from a reduction of the number of unknowns, both 

the TX and RX antennas are assumed to be located on 

lines and their positions are indirectly searched for by 

representing them by Legendre polynomials [8] as: 

 





1

0

)(
K

k

nkkn cx  . (6) 

In Eq. (6), xn is the generic antenna coordinate on the 

optimization line, K is the number of polynomials, k is 

the k-th Legendre polynomial, the n's are uniformly 

spaced points in [-1,1] and the ck's become the actual 

unknowns to be sought for. If K is less than the involved 

antennas, the number of problem parameters is reduced. 
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Notice that the representation in Eq. (6) is also amenable 

to enforcement of constraints on minimum and maximum 

antenna spacings [9]. 

IV. CHANNEL MATRIX CALCULATION

The method exploited to calculate H
~

 should trade 

off computational accuracy and speed to execute in an 

iterative optimization. Calculating at each generation the 

matrix H
~

 for a large number of antenna configurations by 

a full wave method would be unfeasible, especially for 

large scenarios. Opposite to that, Geometrical Optics 

(GO) is very appealing to quickly provide an approximate 

solution to Maxwell’s equations. 

Nevertheless, for electrically large scenarios GO must 

be properly accelerated by adequate algorithmic structures 

capable to properly handle the intersections of the rays 

with the scene objects. Indeed, ray tracing involves two 

main steps: the search for the intersection between a ray 

and the geometric primitives (e.g., triangles), and the 

electromagnetic field transport. The first step can be 

definitely the most time consuming one, if not properly 

managed. A brute force approach would be indeed 

unfeasible due to the large number of intersection tests to 

be performed. Fortunately, the problem can be faced by 

tree-like structures which, if properly setup, managed and 

explored, can significantly reduce the computational 

complexity. Data structures like KD-tree and BVH 

(Bounding Volume Hierarchy) [10] can be effectively 

applied to this purpose and may profit from a high degree 

of parallelization. Here, the Split BVH (SBVH) scheme 

set up in [10] has been exploited. 

V. GPU-BASED SVs CALCULATION
Computing the SVs of small or large matrices

should be dealt with different approaches. Accordingly, 

the computational scheme to be employed differs if 

considering conventional or massive MIMOs. In this 

paper, we address the former case. Furthermore, the 

number of involved matrices is related to the number of 

population members of the differential optimizer. Then, 

at each generation, the SVs of a large number of small 

sized matrices have to be computed. This task can be 

efficiently and effectively performed on a GPU as in 

[11]. 

The problem of computing the SVs can be recast to 

the computation of the SVs of a real-valued matrix A . To 

this end, the approach in [7] consists of three steps. The 

first step amounts at reducing A  to a bidiagonal matrix, 

say B , as: 

T
Q B PA  , (7) 

where B  is a NTX x NRX upper bidiagonal matrix, and 

P and Q  are NTX x NTX and NRX x NRX orthogonal 

Householder matrices, respectively. The bidiagonalization 

step consist of applying a sequence of Householder 

transformations [12] to the matrix A , which zero the 

elements below the diagonal and to the right of the first 

superdiagonal. In the second step, B  is transformed to a 

tridiagonal matrix BBT
T

 . Finally, in the third step, the

symmetric tridiagonal eigenvalue problem is solved by a 

bisection method based on the use of Sturm sequences by 

restricting the search range using the Gershgoring circle 

theorem [11]. 

The motivation for computing the tridiagonal matrix 

T  as above is due to the fact that the explicit formation 

of T  should be avoided for numerical reasons since it 

may introduce non-negligible relative errors, especially 

in the computation of the smallest SVs [12]. However, 

the exploited approach is meant for those applications, 

as the one at hand, in which the smallest SVs have very 

low relative weight and may be considered irrelevant. 

In summary, the problem of computing the SVs is 

recast as a “guided” bisection, which is amenable to 

parallelization. 

VI. NUMERICAL RESULTS
The optimizer, the ray tracer and the SVs calculation 

have been implemented in parallel GPU (CUDA) and 

multi-core CPU (C++ with OpenMP directives) languages. 

For the CPU case, the SVs have been achieved using the 

third party Eigen library. 

We consider a circular cylinder with radius 10 

centered at the origin of the Oxyz reference system and a 

plate of width 50, parallel to the yz plane and located at 

x=30. The cylinder and the plate are perfectly conducting 

and have a height of 15. The scene has been discretized 

with 95458 triangles. This example points out how much 

computation time can be saved by the approach and 

provides an answer to the points raised in Section I and 

a perspective to design tools. 

The optimizer can position an arbitrary number of 

transmitting and receiving antennas on lines with 

arbitrary spatial orientations. Here, NTX = 4 and NRX = 4. 

The TX and RX antennas have been located on lines 

lying on the xy plane, parallel to the x-axis and passing 

by (15, -40, 0) for the TX and by (15, 40, 0) for 

the RX antenna. The antenna positions have been 

represented using K=3 and minimum and maximum 

spacing of /4 and 2, respectively, have been enforced 

to control the maximum array size and mutual coupling. 

The SNR has been fixed to 20 dB. 

For computational convenience, the optimization 

has been run with a population of 1000 elements, 

grouped in 10 subgroups including those configurations 

sharing the same positions of the TX antennas and 

different positions of the RX ones. The optimization has 

been run for a number of 50 generations, with CR=0.4 

and F=0.7. 
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The code has been run on a workstation equipped 

with two Intel Xeon E5-2650 2.00GHz, Eight core 

processors each and four NVIDIA Kepler K20c cards, 

but with multi-GPU disabled. Figure 2 displays an 

OpenGL rendering of the MIMO channel with the 

optimized antenna locations. The figure also depicts the 

GO rays connecting the TX antennas (the pink dots) with 

the RX ones (not appearing in the image). As it can be 

seen, multiple interactions have been accounted for as 

well as diffraction from the plate border. Diffraction 

from the plate corners and the cylinder ends have  

been neglected for simplicity. The optimized antenna 

positions are reported in Table 1. As it can be seen, the 

TX and RX antennas occupy almost symmetric locations 

due to the problem symmetry. The GPU code has run in 

about 4.5 hours, gaining a speedup of about 5 as 

compared to the CPU execution obtained by running 32 

CPU threads. The optimized channel capacity has been 

22.3 bps/Hz, a value which well agrees with the statistical 

distribution of channel capacities for random channels 

with 4 transmitting and 4 receiving antennas reported in 

[2, Fig. 7].  

 

 
 

Fig. 2. OpenGL rendering of the MIMO channel with 

optimized antenna locations. 

 

Table 1: Optimized TX and RX antenna positions 

Antenna x-coord. Antenna x-coord. 

TX 1  RX 1  

TX 2 12.6 RX 2  

TX 3 18.0 RX 3  

TX 4 20.9 RX 4  

 

VII. CONCLUSIONS 
A GPU-based approach to accelerate MIMO CC 

optimization has been presented using ultrafast 

Geometrical Optics (GO), a very fast SV calculation 

scheme and a parallel version of the differential 

evolutionary algorithm. A speedup of 5 has been achieved 

against a multi-core CPU implementation.  
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Abstract ─ This paper presents fast computational 

techniques applied to modelling the RFX-mod fusion 

device. An integral equation model is derived for the 

current distribution on the active coils of the conducting 

structures, and the input-output transfer functions are 

computed. Speed-up factors of about 200 can be 

obtained on hybrid CPU-GPU parallelization against 

uniprocessor computation. 

 

Index Terms ─ Fusion plasma devices, GPUs, HPC, 

integral formulation, parallelism. 
 

I. INTRODUCTION 
Modelling fusion devices is computationally very 

challenging due to the electromagnetic interaction of the 

fusion plasma and the surrounding conducting structures, 

which makes the problem inherently multiphysics. The 

evolution of the plasma may exhibit unstable modes, thus 

exacerbating the aforementioned problems and requiring 

a feedback controller. The design of such control system 

requires rather accurate response model of the overall 

system plasma plus conductors. Therefore, fast parallel 

techniques are often required to make the computations 

affordable [1, 2]. In this paper, we analyze the RFX-mod 

device [3], a medium size (major radius R = 2 m, minor 

radius a = 0.46 m) toroidal device particularly suited to 

explore innovative concepts in plasma control. Passive 

and active conductors are very important to determine the 

overall properties and performances of such feedback 

system and therefore they should also be adequately 

represented in any realistic model. The main conducting 

structures are the vessel (needed to have the vacuum 

inside the machine), the shells (highly conducting sheets 

needed for passive stabilization), the mechanical 

structure, hosting the active control coils. Figure 1 shows 

the 3D hexahedral mesh used. 

In particular, RFX-mod is equipped with a state-of-

the-art control system made by 192 (4 poloidal x 48 

toroidal) independently fed active coils (Fig. 1), with 

more than 600 magnetic sensors acquired in real time. 

This makes RFX-mod on the one hand very challenging 

for numerical modelling but on the other hand an ideal 

test-bed for validating the predicting capabilities of 

computational tools. We compute the input-output 

transfer functions of the system, assuming as input the 

currents or the voltages of the active coils and as output 

suitable magnetic measures [4]. The presence of an 

axisymmetric plasma evolving through equilibrium states 

is self-consistently taken into account [1].  

The computer solution of such a problem is very 

expensive, due to the complexity of the 3D geometry and 

the plasma contribution. The use of High Performance 

Computing (HPC) cluster is mandatory. The GPU 

architecture has a large amount of cores designed to run 

a large number of execution threads at the same time; the 

computational model used is the single instruction, 
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multiple data (SIMD), where concurrent threads execute 

the same code (called Kernel) on different data. In the 

present work, we focus our attention on a hybrid multi-

node system for modeling RFX-mod devices. 

The paper is organized as follows. Section II 

describes the model, while in Section III we illustrate the 

computational technique. Section IV reports the results 

and draws the conclusions. 

 

 
 
Fig. 1. Mesh used for the analysis of the problem. 

 

II. MODEL 
We consider a system of 3D conductors Vc 

discretized with a finite elements mesh. We use an 

integral formulation, which assumes as primary 

unknown the current density in Vc. We introduce the 

electric vector potential T, such that TJ  , and then 

we expanded T in terms of edge elements kN , we have: 

 

k

kkI NJ . (1) 

Imposing Ohm’s law in weak form, we get [1,2,8]: 
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In these equations, I  is the vector of degrees of 

freedom Ik in (1), V  is the vector of externally applied 

voltages and  is the resistivity tensor. Matrix L is a fully 

populated square matrix, which is the 3D analogue of 

mutual inductance of a system of magnetically coupled 

conductors; conversely, R matrix is sparse and represents 

the resistance matrix of the 3D conductors. The quantity 

U is the magnetic flux due to plasma currents [1, 8]: 

S
jMU  , 

eS
Sj ̂ , IQ

e
̂ , (5) 

where 
S

j  are equivalent currents located on a coupling 

surface, M is a mutual inductance matrix between the 

equivalent current and the 3D conducting structures, 
e

̂

is the external magnetic flux, Q is a matrix representing 

Biot-Savart integral [1] and S is the plasma response 

matrix [8].  

Combining (2)-(5), finally we get [8]: 

VIR
dt

Id
L 

* ,    
*

,L L M SQ   (6) 

to which we can add the expression for the magnetic field 

and flux perturbations y at given points, linearly related 

to 3D currents through a suitable matrix C [1,8]: 

ICy  . (7) 

Equations (6)-(7) represent the model; they can be 

easily recast in standard state space form. In the present 

paper, they are used to get the frequency-domain transfer 

functions between the inputs (voltages or currents in 

active coils) and the outputs (linear combinations of 

magnetic measurements). In doing so, the inversion of  

a complex matrix is required. Indeed, we split the 

unknowns into three subsets; the corresponding subset  

of indices of the various matrices are identified with  

the following suffix: “p” (passive structures), “m” 

(measurement coils), “a” (active coils), so that Equation 

(6) reads as: 

 * *
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where 
m represent the fluxes induced at measurements 

coils (i.e., the output of the system). After some simple 

algebraic manipulations it turns out: 
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 (9) 

Equation (9) can be used to evaluate 
m  for a given 

assigned unitary current flowing in excitation coil. This 

transfer function can be used to design the feedback 

control. For each frequency and each active coil, we set 

Ia to 1 (the known terms in the Eq. (9)) and find the Flux 

for all measurement coils (unknowns variables). 

 

III. FAST TECHNIQUES 
In order to speed up the overall computation we 

move in two directions: 

 parallelize the matrix assembly phase;  

 accelerate the inversion of system (9). 

 

A. Parallel assembly strategies 

Matrices L and Q are very expensive to assemble. 

For L matrix, parallelization can be achieved grouping 

elements of nodes into boxes, distributing boxes among 

processors, and performing the element-element 

integration independently on each processor. The locally 

assembled matrix is then compressed (see [2]).  

The computation of matrix Q is the most time 

consuming part of the assembly algorithm. In order to 

reduce this cost, in the present work, parallel assembly  

is implemented on multi CPUs and multi GPUs 

environment. Here we take advantage of the fact that 
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Biot-Savart integral computation for elements and field 

points, are independent from each other. Of course, 

different implementations are necessary to adapt the 

parallel computation to the two different hardware 

architectures. In the following, we briefly recall the main 

features of the two algorithms. 

In multi CPUs environment we propose a standard 

parallel strategy using a simple domain decomposition 

approach that distributes the field points equally among 

the processors. After the local computations, a reduction 

operation is required to retrieve the complete matrix 

from each MPI process. This strategy scales linearly with 

the number of the processors.  

In multi GPUs environment we propose to assign  

to each computational thread the evaluation of a 

contribution of the Biot-Savart integral corresponding to 

a given element and a given field point. All the 

contributions are summed on the CPU. The algorithm is 

briefly summarized in the follow, see [1] for details: 

1) Allocate temporary data for storing the local 

contribute (CPU). 

2) Compute the considered element and source point 

from the thread and block index (GPU). 

3) Compute the shape function related to the considered 

element (GPU). 

4) Compute the local contribution (GPU). 

5) Return the partial matrix to the host memory (CPU). 

6) Scatter the output data on the complete matrix on the 

host (CPU). 

The final step is due to uncoalescent memory access 

needed to store the results in the final matrix and possible 

race conditions when two different contributions are 

summed in the same location. The dimension of the 

matrix can be huge compared to the on board GPU 

memory (which is typically of a few GB). Step 5 

involves memory transfer from GPU to Host memory, 

but fortunately this has no impact on the overall 

performance of the code. We point to [9] for more 

sophisticated approaches not considered here. 

 

B. Speed up of the linear system inversion 

As far as the inversion of the linear system involved 

in (9) is concerned, it is worth noting that *

xy
L  are fully 

populated submatrices of matrix *
L  and 

pp
R  is a sparse 

positive definite matrix. Using a direct solver, the cost of 

the inversion procedure is O(N3), N being the number of 

unknowns present in the passive part of the device. When 

geometric details are added and/or a great accuracy is 

required in the computation, it is easy to exceed quickly 

the computational resources available on a uniprocessor 

system. The use of powerful computing facilities can 

help in the search of additional speed and increase the 

size of the solvable problems [5]. 

Nevertheless, there are cases in which parallelization 

fails poorly. For this problem, an approximated 

compression technique is mandatory. The authors 

successfully applied these methods for the study of 

plasma fusion devices [2] as well as in other fields (e.g., 

NDT [6]). These techniques are based on an effective 

low-rank approximation of the submatrix representing 

the far interaction between well separated parts of the 

device. The matrix-by-vector product 
jij

IL
*  related to 

these parts is replaced by an accurate low cost operator 

(the complexity is asymptotically only O(N)). Finally, 

the inversion in (9) can be performed by an iterative 

method (such as the GMRES method). It is worth noting 

that the preconditioner (essential for any iterative solver) 

is 1

pp
R , which can be computed in fast and accurate way 

by the means of Cholesky decomposition. It is important 

to stress that its factorization and back substitution  

is very cheap using a single CPU. Moreover the 

preconditioner turns out to be very effective, being the 

number of iterations required to converge very small. 

 

IV. RESULTS 
The computational cluster used for the evaluation of 

the numerical performances is made by two nodes. Each 

node consist of 16x cores Intel Xeon CPU E5-2690  

(@ 2.90 GHz processor, 20 MB L2), 128 GB RAM, 

2×NVIDIA Kepler K20 (2496 cores, 6 GB VRAM). 

 

A. 2D validation and transfer function computation 

First of all, a numerical validation of the procedure 

is carried out. We generated a 3D mesh which fictitiously 

reproduce an axisymmetric geometry, so that a 2D  

code (CREATE_L [7]) can be used as benchmark. We 

computed the transfer function T defined in the previous 

section with the two codes, finding a very good 

agreement, as shown in Fig. 2. This confirms the 

correctness of the procedure. 

In order to show the actual effect due to the presence 

of the plasma, we compare the results obtained with and 

without plasma on the full 3D mesh described above. 

The plasmaless computation is in fact a purely magneto-

quasi-static calculation. The number of elements of the 

mesh is equal to 30907, the number of nodes is 81550. 

The number of unknowns in the passive structure (i.e., 

the dimension of the matrix to invert) is 22619. The 

results are reported in Fig. 3. Evidently, the presence of 

the plasma has an effect not only on the dynamical 

properties of the model (e.g., the phase behavior at high 

frequencies), but also on the static gain (amplitude at 

zero frequency limit). This is not surprising, since the 

plasma affects also the magnetostatic coupling between 

active coils and sensors, because it reacts to external 

static magnetic field perturbations, so as to reach a 

different equilibrium configuration and hence, modifying 

the whole magnetic field map in the surrounding regions. 
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Fig. 2. Comparison of one element of the transfer 

function T: proposed approach and reference 2D code. 

 

 
 

Fig. 3. Effect of plasma on the transfer function. 
 

B. Numerical issues 

Regarding the speedup of the matrix assembly, using 

25 cores the time required to compute the compressed 

matrix L is about 90 s, the total time required to compute 

the plasma matrices is about 549 s (540 s of this time is 

due to the computation of Q matrix ). In Fig. 4 we report 

the speedup for assembling Q matrix, defined as the 

assembly time required by one CPU divided by the time 

obtained using a parallel multi GPUs. Using standard 

parallel strategy (multi CPUs) the maximum achievable 

speed up on the proposed computational system is 

limited to 32.  
 

 
 

Fig. 4. Speedup for Q-matrix assembly 

 

The time required for each single inversion is about 

17.5 s. The total time for all inversions is about 7000s. 

The number of iterations required by GMRES to 

converge increases with the excitation frequency. 

Without the plasma (i.e., the response due to only the 

passive structures) the number of iterations required by 

GMRES to converge is 21 at a frequency of 100 Hz and 

9 at 10 Hz. If the plasma is present the number of iteration 

is 41 at frequency of 100 Hz and 9 at 10 Hz. This is 

coherent with the general expectation that the used 

preconditioner is more effective at lower frequencies and 

without plasma. 

 

V. CONCLUSIONS 
We have presented fast parallel techniques for the 

computation of input-output transfer functions on the 

RFX-mod fusion devices on hybrid architectures, 

featuring multiple CPUs and GPUs. The peculiarities of 

fusion devices make this approach particularly effective 

in significantly improving the performances of the 

computation, allowing speed-ups up to almost 200 with 

respect to standard computations.  
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Abstract ─ This paper investigates solving large-scale 

electromagnetic scattering problems by using the Multi-

level Fast Multipole Algorithm (MLFMA). A parallel 

implementation for MLFMA is performed on a 12-node 

Graphics Processing Unit (GPU) cluster that populates 

NVidia Tesla M2090 GPUs. The details of the 

implementations and the performance achievements in 

terms of accuracy, speed up, and scalability are shown 

and analyzed. The experimental results demonstrate that 

our MLFMA implementation on GPUs is much faster 

than (up to 37x) that of the CPU implementation. 

 

Index Terms ─ Graphics Processing Unit (GPU), 

Multilevel Fast Multipole Algorithm (MLFMA). 
 

I. INTRODUCTION 
Over the past twenty years, various numerical 

techniques have been developed to reduce the 

computational time and memory requirements of full-

wave electromagnetic models without significant loss of 

accuracy, including adaptive integral method (AIM) [1], 

impedance matrix localization (IML) [2], fast multipole 

method (FMM) [3], and multi-level fast multipole 

algorithm [4]. Compared with the others, MLFMA is 

among the most suitable techniques for large-scale 

problems. It reduces the computational complexity of the 

method of moments (MoM) from O(N2) to O(NlogN), 

where N denotes the number of unknowns, whereas 

AIM, IML and FMM have the complexities of 

O(N3/2logN), O(N2logN), and O(N3/2), respectively. 

Recently, many authors have investigated the 

parallelization of MLFMA on CPU clusters [5] in solving 

problems of hundreds of thousands to millions of 

unknowns. In [6], CPU clusters were used to implement 

MLFMA using Open MP and MPI library to solve a 

billion unknowns. Multi-GPU implementation was also 

investigated on a single node, multi-GPU computer without 

using the MPI library [7]. In this paper, we demonstrate 

the implementation of MLFMA for electromagnetics 

problems on GPU clusters by using the MPI library. 

We demonstrate the parallelization of MLFMA on a 

12-node GPU cluster each of which is populated with  

an NVidia Tesla M2090 GPU. An MVAPICH2 

implementation of MPI is used for cluster parallel 

programming. This paper is the continuation of our GPU 

implementation of FMM by using GPU clusters. In [9] 

and [10], GPU implementation for single level Fast 

Multipole Method (FMM) solves only the maximum 

problem size up to 656K unknowns on 13 nodes. In this 

paper, our MLFMA implementation on GPU cluster can 

solve up to 1.1 M unknowns. We demonstrate that the 

implementation of MLFMA on GPUs is faster than that 

of the CPU. The performance of the implementation is 

analyzed by using a PEC sphere. 

The rest of the paper is organized such that Section 

II provides an overview of MLFMA. Section III presents 

the parallel implementation of MLFMA on GPU 

clusters. Experimental results are discussed in Section 

IV, followed by the conclusions in Section V. 

 

II. OVERVIEW OF THE MULTILEVEL 

FAST MULTIPOLE ALGORITHM 
The fundamental principles of MLFMA and its 

applications in electromagnetics have been studied in 

literature [4]-[5]. In this section, we provide a brief 

overview to help our discussion on its parallel 

implementation, which is presented in Section III.  

MLFMA was invented based on the grouping 

concept to accelerate the iterative solution of the linear 

equation system ZI = V of the Method of Moment 

(MoM), where I represents the unknown currents, V 

depends on the incident field, and Z is the impedance 

matrix. The main idea of the grouping concept is shown 

in Fig. 1, where the M edges in the mesh of a given 

structure are categorized into an N-level tree structure 

connecting groups of different sizes from the finest (level 

N) to the coarsest level (level 0). Based on the groups’ 

proximity, the impedance matrix Z can be split into two 

matrices, Znear and Zfar, corresponding to near and far 

interactions as shown in Equation (1): 

 
' ' ' ' ' '

' ' '

,
M M M

near far

mm m mm m mm m m

m m m

Z I Z I Z I V    
 

(1) 

where m and m’ are observation and source edges in the 
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mesh, respectively.  

The Znear matrix comprises of interactions between 

edges in spatially nearby groups, and is computed and 

stored using the conventional MoM [8]. During the 

iterative solution, the near matrix is calculated by the 

regular sparse matrix-vector multiplications (MVMs). 

The remaining edges, whose parents are near, constitute 

the far term as shown in Fig. 1 (b). By treating the 

interactions between the edges that are spatially far-away 

using MLFMA, Zfar matrix does not need to be explicitly 

computed and stored. Instead, the far components can 

benefit from the fast MVMs during the iterative solution. 

The Zfar matrix is factorized into radiation, receive and 

translation functions, as explained in [4]. 
 

 
 (a) (b) 
 

Fig. 1. MLFMA general concepts: (a) concept of the 

MLFMA tree, and (b) MLFMA concept of far interactions. 
 

The far component is calculated through five main 

stages: aggregation, translation, and disaggregation, 

interpolation and anterpolation as shown in Fig. 1 (b). 

In the aggregation stage, radiated fields among the 

groups from level N (the finest level) to level 2 are 

calculated. At the finest level N, the radiation functions 

for a group are computed by combining the radiation 

patterns of the basic function of all edges in this group. 

From level N-1 to level 2, the radiation functions for 

each group are computed from the combination of the 

radiation function of its children group of the finer level 

using shifting and interpolation.  

In the disaggregation stage, the receive functions at 

each group are computed from level 2 to level N by 

combining the local incoming waves due to translation 

and the incoming waves from parent groups of the 

coarser level using shifting and anterpolation.  

The translation stage is identical to FMM [3], and the 

details of interpolation and anterpolation can be found in [5]. 
 

III. PARALLELIZATION OF MLFMA ON 

GPU CLUSTERS 
In this section, we provide an overview of our 

implementation on GPU. The implementation consists of 

pre-processing, processing and post-processing. The 

geometry mesh data resulting from the pre-processing 

step is transferred to the GPU memory, and the entire 

computation is performed on the GPU. The user defined 

results such as radar cross section, scattered fields are 

post-processed on CPU. 

The GPU cluster used for our implementation 

consists of 12 computing nodes. Each node has a dual 6-

core 2.66 GHz Intel Xeon processor, 48GB RAM along 

with one NVidia Tesla M2090 GPU running at 1.3 GHz 

supported with 6GB of GPU memory. The nodes are 

interconnected through the InfiniBand interconnection. 

The cluster populates CUDA v6.0 and MVAPICH2 

v1.8.1 (a well-known implementation of Message Passing 

Interface (MPI)). 

In the processing step, the workload of the 

computational task is equally distributed among the 

computing nodes, and the inter-node communication is 

minimized. This is achieved by uniformly distributing 

the total number of groups, M, among the n computing 

nodes. The parallelization of the GPU cluster 

implementation is performed at two levels: (i) among the 

computing nodes using MPI library, and (ii) within the 

GPU per node using CUDA programming model. 

Within each node, the CUDA thread-block model is 

utilized to calculate the workload assigned to that node. 

We only present the far interactions in this paper, since 

the near field and V vector calculations implementations 

can be found in [9]-[10]. 

All CUDA kernels are implemented to calculate 

Znear matrix, and far interactions which includes the 

radiation/receive functions, translation matrix, and 

interpolation/anterpolation matrices. In fast matrix-vector 

multiplication (MVM), CUDA kernel is also utilized to 

compute the radiated fields, translation fields and received 

fields in the aggregation, translation and disaggregation 

stages, respectively. MPI library is also used to gather 

results from each node in the end of MVM stage. 

 

A. Far interactions calculations 

This task comprises of five calculations: radiation, 

and receive functions, interpolation, anterpolation and 

translation matrices. 

 

(i) Radiation and Receive Function Calculations 

The first step in the far interaction calculations is the 

calculation of the radiation, TE, and receive, RE, functions 

for Zfar matrix. They are complex conjugates of each 

other. Thus their implementations are similar. Following 

the M group distribution, each node handles the calculations 

of K directions for Mnode groups. Given this amount of 

workload per node, the CUDA kernel is launched with 

Mnode.K blocks such that each block implements Mgroup 

radiation/receive function calculations at a given direction, 

resulting in a total of Mnode.K blocks per node. 

 

(ii) Translation Matrix Calculation 

The second task for far interactions is the calculation 

of the translation matrix, TL. The workload for the TL 

calculations is also distributed across the nodes following 
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the group-based technique. By careful investigations, 

allocating a CUDA block on a single row of the matrix 

is the efficient way for the translation matrix calculation 

to save memory requirements. Each CUDA block is 

assigned to compute one sparse row of the TL matrix for 

a given direction, and each thread computes one element 

in that row. 
 

(iii) Interpolation and Anterpolation Matrices 

The third task for the far interactions is the calculation 

of interpolation and anterpolation matrices. They are 

transposes of each other. Thus their implementation is 

similar. Each node handles the calculations of Kchildren/node 

rows of KchildrenxKparent interpolation matrix, where 

Kchildren is number of directions of a finer level, and Kparent 

is number of directions of a coarser level. The CUDA 

kernel is launched with Kchildren/node blocks per node. In 

each block, the maximum number of threads (1024 

threads) are utilized in order to implement the full 

number of Kparent directions. 
 

B. Fast matrix-vector multiplication 

The next stage for the processing is the solution for 

the linear system where we employ the iterative method 

known as the biconjugate gradient stabilized method 

(BiCGSTAB). The calculation of ZfarI comprises of five 

stages: aggregation, translation, interpolation, anterpolation 

and disaggregation, as shown in Fig. 2. Using a group-

based partitioning technique, the unknown current vector 

I (Nedgesx1) is distributed across the computing nodes on 

GPU clusters.  
 

 
 

Fig. 2. Far matrix-vector-multiplication in parallel. 
 

In the aggregation stage, at level N, each node 

computes the radiated fields for Mnode groups for K 

directions by multiplying the unknowns I with their 

corresponding radiation functions, TE, and accumulating 

within each group. After the aggregation step, an all-to-

all communication is employed by each node to 

broadcast the radiated fields to all other nodes. The 

radiated fields from level N-1 to level 2 are computed by 

multiplying interpolation matrices with radiated fields of 

children groups at lower levels.  

In the translation, the radiated fields at each 

direction are calculated from the sum of the multiplication 

of the translation matrix and the radiated fields, and the 

received fields from parent groups at upper levels using  

anterpolation.  

In the disaggregation stage, the received fields of all 

M group at level N are multiplied with the corresponding 

receive functions, and integrated over the partitioned K 

directions of the unit sphere. The far components of 

MVM are then incorporated with the near components of 

MVM. At the end of MVM, the partial results from all 

nodes are summed together and all nodes are updated. 
 

IV. EXPERIMENTAL RESULTS 

A. Accuracy 

First, we verify the accuracy of our GPU 

implementation by calculating the radar cross section 

(RCS) of a 9 diameter (corresponding to 0.27 m and 

100,000 unknowns) perfect electrically conducting (PEC) 

sphere illuminated by an 1 GHz x-polarized normally 

incident field. The results are compared to Mie scattering. 

It can be observed in Fig. 3 that the GPU results and the 

analytical solutions show a very good agreement. 
 

 
 

Fig. 3. RCS of a 9λ diameter PEC sphere. 
 

B. Implementation performance on GPU cluster 

In the first experiment, our GPU implementation is 

evaluated using the fixed-workload model (Amdahl’s 

Law). A 22.4 diameter PEC sphere (650K unknowns) is 

chosen such that it demands the use of at least 7 nodes to 

satisfy the required memory. Two metrics are used for the 

performance evaluation: speed up and scalability. The 

speed up is defined as the ratio of time required by multi-

node GPU implementation with respect to the 7-node CPU 

implementation. Scalability is the normalized speedup of 

multiple nodes in reference to the speedup of 7 nodes. As 

shown in Fig. 4, the speedup factor increases from 23.7 

for 7 nodes to 37 for 12 nodes. Since each node processes 

less workload, the GPU execution time decreases as the 

number of nodes increases. The inter-node communication 

overhead results in the difference between the speedup 

of total execution time and computation time. For 7 

computing nodes, the speed-up for the near-field system 

matrix is over 86 (CPU computation time: 848s, GPU 

computation time: 9.5s), while the speed-up of the BICGstab 

iterative solution is over 22 times for 100 iterations, 

which is restricted by the overhead communication between 

computing nodes (CPU computation time: 9100s, GPU  
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computation time: 415.1s). 

In order to investigate the scalability of this 

implementation, we compare how the speedup improves 

with increasing number of computing nodes as we keep 

the problem size constant, as observed in Fig. 5. The 

computation speedup scales similar to the theoretical 

linear behavior, demonstrating our efficient hardware 

implementation. The total speedup scales closely to the 

theoretical expectation demonstrating our efficiency in 

reducing the inter-node communication overhead. 
 

 
 

Fig. 4. Speedup analysis for the fixed-workload model 

(vs. 7 nodes CPU implementation, 100 iterations). 

Computational CPU exec time = 5573 sec, total CPU 

exec time = 5627 sec. 
 

 
 

Fig. 5. Scalability analysis for the fixed-workload model. 
 

In the second experiment, we investigate the largest 

problem size our GPU implementation can handle. As 

the number of nodes increases, the problem size is also 

increased so that the GPU memory in each node in fully 

utilized. As shown in Fig. 6, the GPU implementation 

can process a maximum problem size of 1.1 M unknowns 

with a speed up factor of 25.2. 
 

 
 

Fig. 6. Speedup analysis when the number of nodes 

increases along with problem size increases (vs. multi-

node CPU, 100 iterations).  

VI. CONCLUSION 
In this paper, the GPU implementation of MLFMA 

for electromagnetic scattering problems up to 1.1 million 

unknowns using our 12-node GPU cluster is demonstrated. 

The maximum problem size is determined by the available 

on-board GPU memory. For the same degree of 

accuracy, the GPU implementation outperforms the CPU 

implementation. Moreover, the GPU implementation has 

a good scalability as the number of computing nodes 

increases. 
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Abstract – Magnesium production process is highly 

energy intensive. Electrolysis process provides an 

effective route to reduce the energy consumption. In 

this paper, a three-dimensional electro-magneto-hydro-

dynamics coupling model of a 120 kA magnesium 

electrolysis cell using finite element method is 

presented. In this model, the electric field, magnetic 

field, and flow field are included. This paper concerns 

the effects of the Lorentz force on the motion of the 

electrolyte in the cell. The model predicts that the 

magnitude of Lorentz force is at its maximum near the 

region between the anode and cathode. The direction of 

the Lorentz force is beneficial to the motion of the 

electrolyte in the magnesium electrolysis cell. 

Index Terms – Electro-magneto-hydrodynamics, Lorentz 

force, magnesium electrolysis cell. 

I. INTRODUCTION
Magnesium has found a variety of applications due 

to a number of advantages including low mass density 

and high specific strength. Like the Hall-Herault process 

of aluminum production [1], the electrolysis process for 

magnesium is one of the most energy intensive industrial 

processes [2]. Over the years, lots of research efforts 

have been made on the investigations of the flow field, 

thermoelectric field, electro-hydrodynamic field, 

thermoelectromechanical model and magneto-

hydrodynamic model by using the commercial software 

packages [3-7].  

Over the years, much attention has been paid on 

aluminum reduction cell. Little effort, however, has been 

made on the magnesium electrolysis cell. Shilova and 

Shcherbinin investigated the distribution of the 

electromagnetic field with the effects of bus bar and 

electrode in the magnesium electrolysis cell [8]. The 

research indicated that the magnetic field will help to 

improve the circulation and convection of the electrolyte. 

Recent years some researches on the multi-physical 

fields including the electric field, magnetic field and 

flow fields in magnesium electrolysis cells have been 

reported [9, 10]. In summary, most of the reported 

studies of magnesium electrolysis cell only considered 

the mathematical model based on one physical fields. 

But little progress has been made on the effect of the 

Lorentz force on the motion of the electrolyte by using 

a 3D full cell coupling model of electro-magneto-

hydrodynamics fields.  

This paper presents an Electro-magneto-

hydrodynamics model for the magnesium electrolysis 

cells to investigate the distributions of electric filed, 

magnetic field and flow field simultaneously. Moreover, 

the main objective of the article is to show the Lorentz 

force distribution throughout the cell and its effects on 

the motion of the electrolyte. 

II. DESCRIPTION OF NUMERICAL

SIMULATION 

A. Structure of magnesium electrolysis cell

In the present article, a 3D full cell model of 120 kA

commercial magnesium electrolysis cell with a set top 

entry of graphite anodes and a set side entry of steel 

cathodes typically consists of the molten electrolyte of 

MgCl2, massive refractory lining, thermal insulating 

materials, asbestos board, steel shell, capping, and 

partition wall. The structural parameters used in this 

work have been reported elsewhere and only a brief 

description will be given here [11]. 

B. Governing equations

In the electrolysis process, DC current is fed from

the anodes, and flow out from the cathodes after passing 

through the electrolyte. The study consider the electric 

field, magnetic field and flow field as the main physical 

fields in the model. To ensure the feasibility of the 

model, the following hypotheses are made: 
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(a) The model only focuses on the resistance voltage 

without considering the voltage for the 

decomposition of magnesium chloride, overvoltage, 

and contact voltage drop in the cell. 

(b) Anodes are assumed to share all of the current in 

cells equally. 

(c) All the magnetic line are in the air region. 

The problem of electromagnetic analysis is solving 

Maxwell’s equations subject to certain boundary 

conditions. The Ohm’s law is used to predict current 

distribution as follows:  

 𝑱 = 𝜎(𝑬 + 𝒗 × 𝑩). (1) 

The Lorentz force of the electrolyte is: 

 F = J×B. (2) 

Magnetic induction is used for magnetic flux density 

calculation as follow: 

 
𝜕𝑩

𝜕𝑡
= ∇ × (𝒗 × 𝑩) +

𝟏

𝜎𝜇
𝛻2𝑩. (3) 

∇ × (𝒗 × 𝑩) is negligible in comparison with other 

terms, and reduces to the following: 

 
𝜕𝑩

𝜕𝑡
=

𝟏

𝜎𝜇
𝛻2𝑩. (4) 

On the supposition that the molecular viscous stress 

tensor can be neglected in comparison with the turbulent 

stress tensor, the momentum equation is given as follows: 

 𝛻 × 𝒗 = 0, (5) 

 
𝜕(𝜌𝒗)

𝜕𝑡
+ (𝜌𝒗 ∙ 𝛻)𝒗 = −∇𝑝 + 𝑣𝛻2𝒗 + 𝜌𝒈 + 𝑭.

  

(6) 

The k-ε model is used for computing velocity profile 

of electrolyte using the Lorentz forces (F) as source term. 

The k-ε model is a class of turbulent model, called the 

two-equation model, where the isotropic eddy viscosity 

is characterized by the turbulent kinetic energy (k) and 

its dissipation rate (ε), and the equations can be modified 

to satisfy no-slip boundary conditions at the walls. 
 

B. Boundary conditions 

The Neumann boundary condition is adopted at each 

top of anodes, with the normalized current density of 

inward current flow equals to the current intensity 

divided by the working area: 

 −𝑛 ∙ 𝑱 = 𝑱𝒏. (7) 

A voltage potential of zero is set at end of cathodes: 

 𝑉 = 0. (8) 

The magnetic vector potential at all of the exterior 

surfaces of air region is zero: 

 𝑛 × 𝑨 = 0. (9) 

The solutions to these equations are carried out by a 

finite element software of COMSOL. An optimum 

number of elements were chosen when two consecutive 

grid refine elements yield an error less than 1% on both 

magnetic field and Lorentz force calculations.  

 

III. RESULTS AND DISCUSSION 

A. Electromagnetic model validation 

It is necessary to validate the accuracy of the 

mathematical model developed in this article, before 

using them for numerical experiments. The predicted 

results are validated by an electromagnetic coil. The 

coils are shown in Fig. 1 and its structure parameters are 

shown in Table 1.  

 

Table 1: Technical specifications of the original vice coil 

of 24009 and 24010 

Coil 

Type 

Internal 

Diameter 

(mm) 

External 

Diameter 

(mm) 

Length 

(mm) 

Wire 

Diameter

（mm） 

Number 

of Coils 

24009 42.9 45.1 66.5 0.22 1150 

24010 27.0 29.2 51.7 0.22 370 

 
 

Fig. 1. Electromagnetic coil: (a) experiment, and (b) 

mathematical model. 

 

The comparison of the magnetic flux density 

between the experiments and simulations in the position 

A, B, C, and D of original vice coils are listed in Table 2. 

Almost all the relative error in the four test points are less 

than 10%, which shows that the mathematical model can 

predict the electromagnetic field accurately. 
 

Table 2: Magnetic flux density of experiments and simulations in the different positions of original vice coils 

Coil 

Type 

Voltage/ 

V 

A/Gs B/Gs C/Gs D/Gs 

Exp. Simul. 
Relative 

Error 
Exp. Simul. 

Relative 

Error 
Exp. Simul. 

Relative 

Error 
Exp. Simul. 

Relative 

Error 

24009 

2.57 47.7 43.6 -8.6% 49.1 43.8 -10.8% 2.5 2.3 -8.0% 9.9 10.8 9.1% 

4.25 77.5 72.2 -6.8% 78.6 72.4 -7.9% 3.5 3.8 8.6% 15.8 17.9 7.8% 

5.92 105.4 100.5 -4.6% 102.6 100.9 -1.7% 5.1 5.3 3.9% 21.9 24.8 8.3% 

24010 

2.52 70.1 63.2 -9.8% 71.4 63.1 -11.6% 2.1 2 -4.7% 25.2 24.5 -2.8% 

4.19 109.8 104.8 -4.6% 116.2 104.9 -9.7% 3.8 3.4 -10.5% 39.6 40.8 3.0% 

5.84 148.5 146.1 -1.6% 154 146.2 -5.1% 5.3 4.7 -11.3% 54.4 56.9 4.6% 
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B. Distribution of electromagnetic field 

In the magnesium electrolysis cell, current fed from 

up of the anodes, and flow out from the profile, which 

form a coil with a quarter of a turn. The magnetic flux 

density is plotted in Fig. 2. The max of the magnetic flux 

density is about 270 Gauss (27 mTesla) approximately at 

the position between the anode and cathode, where is the 

centre of the “electromagnetic coil”. The magnetic flux 

density of the magnesium electrolysis cell and aluminum 

reduction cell are at the same order of magnitude [12]. 
 

 
 

Fig. 2. Magnetic flux density in the magnesium 

electrolysis cell: (a) slide of electrolyte, (b) electrolyte, 

(c) anodes, and (d) cathode. 
 

As shown in the Fig. 3, the magnetic flux density in 

the magnesium electrolysis cell are mainly focused on 

region between the anode and cathode. The vectors 

distribution of the magnetic flux density is like a one-

fourth of electromagnetic coil. 
 

 
 

Fig. 3. Vectors of magnetic flux density in the magnesium 

electrolysis cell. 
 

C. Lorentz force  

Lorentz force is an important motive force of the 

motion of electrolyte in the magnesium electrolysis 

processing. In Fig. 4, the typical contour and vector plots 

of the Lorentz force are plotted in the cell. These results 

show a high Lorentz force appears between the 

electrodes in the electrolyte, which is because the higher 

current density and higher electrolyte velocity. The 

maximum Lorentz force reaching 93.1 N m-3 at corner. 

And the Lorentz force become lesser toward the 

collection from electrolysis compartment. This will 

result in a significant velocity gradient in electrolyte, and 

may have an influence on the overall flow pattern of the 

electrolyte in the cell. These results show a high Lorentz 

force between the electrodes, which is because of the 

higher current in the region.  
 

 
 

Fig. 4. Lorenz force vectors distribution in the 120 kA 

magnesium electrolysis cell. 
 

Figure 5 shows the velocity vector and contour plots 

of the velocity magnitude in the electrolyte of the cell 

under the effect of the electromagnetic force. The 

calculated maximum magnitude of the velocity are  

0.13 m s-1, at the regions between the electrodes. Velocity 

decreases toward the center of the cell as the magnetic 

flux density decreases. The direction of the flow patterns 

is clearly a function of Lorentz force. Because the 

Lorentz force is the only volume force in the electrolyte, 

the motion of the electrolyte in the magnesium electrolysis 

cell follows the direction of the Lorentz force.  
 

 
 

Fig. 5. Velocity vectors distribution in the 120 kA 

magnesium electrolysis cell. 
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Figure 6 shows the velocity vector and contour plots 

of velocity magnitude in the center of the cell (y = 2.05 

m). The results show a large vortice with clockwise 

rotation in the cell. It is note that, the directions of 

Lorentz forces will help improve the circulation of 

electrolyte and increase the electrolysis efficiency.  

Fig. 6. Velocity vectors and contour plots of velocity 

magnitude in the center of the cell. 

IV. CONCLUSION

A three-dimensional mathematical model of 120 kA 

magnesium electrolysis cell has been developed using 

the finite elements method. The electromagnetic field 

was computed, and its accuracy was validated by an 

electromagnetic coil. The Lorentz force acting in 

electrolyte was calculated based on a DC current passing 

through the cell and the induced magnetic field. On the 

basis of the electromagnetic field and flow field, the 

Lorentz force phase was coupled into the electromagnetic 

field and flow field. The model predicts that the 

magnitude of Lorentz force is at its maximum near the 

region between the anode and cathode. The direction of 

the Lorentz force is beneficial to the motion of the 

electrolyte in the magnesium electrolysis cell. 
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Abstract ─ This paper describes the design of a compact 

dual band monopole antenna for WLAN (2.4/5.2/5.8 GHz) 

applications. The antenna is printed on a 22.5×24×0.8 mm3 

FR-4 substrate with a partial ground plane and is fed by 

a microstrip line. The proposed structure consists of a 

simple hexagonal ring with a split arm along its center. 

The split in the arm in turn creates a quarter wavelength 

resonance in the higher frequency range. It also induces 

magnetic resonance which accounts for band notch 

between the WLAN lower (2.4 GHz) and upper bands 

(5.2/5.8 GHz). The extraction of negative permeability 

of the split ring structure is also discussed. A prototype 

of the proposed structure is fabricated and the measured 

results comply greatly with the simulated results. The 

antenna has consistent radiation pattern and stable gain 

over all the working region. 

Index Terms ─ Hexagonal monopole antenna, negative 

permeability, notch frequency, split ring, WLAN. 

I. INTRODUCTION
Wireless Local Area Network (WLAN) is a significant 

component of the wireless computer network which 

interconnects two or more devices. It is based on IEEE 

802.11 standard and operates in the 2.45 (2.4-2.48) GHz, 

5.2 (5.15-5.35) GHz and 5.8 (5.75-5.825) GHz frequencies. 

Design of single antenna capable of operating at all these 

specified frequencies have attracted many researchers in 

the recent past. Besides obtaining multiple frequencies, 

the antenna also demands compactness, cost effectiveness 

and flexibility to be integrated with other microwave 

integrated devices. Printed monopole antennas seem to 

be a good choice to meet these aforementioned challenges. 

Multi branched radiators [1, 2], slotted monopoles [3-5], 

meander monopoles [6], fractal shapes [7] are few 

among them to obtain dual band operation in the WLAN 

2.5/5.2/5.8 GHz range. However, these antennas suffer 

from either complicated geometry [1, 5] or larger 

dimensions. Reactive slots in the radiating patch [3] have 

compact dimensions, yet it resulted in poor impedance 

matching at the lower resonant band. Recently, 

electromagnetic (EM) metamaterials inspired split ring 

elements and its complementary are also used as 

radiating structures for achieving compact and dual band 

antennas in the WLAN range. Their role in antenna 

design becomes attractive because of their ability to 

achieve miniaturization [8, 9], multiband resonances 

[10] gain and bandwidth enhancement [11]. Split ring

monopole antenna proposed in [12] has impedance

matching problem in the lower WLAN band, whereas

the dual band antennas with CSRRs [13] and triangular

split ring resonators (SRRs) [14] has larger dimensions.

In general, the overall dimension of these antennas are

large compared with the proposed one as shown in

Table 1 below. Also, unlike these antenna analysis, this

paper emphasizes on the role of metamaterial property

(negative permeability) in antenna design, which many

papers have failed to prove. As a result, the antenna

designer can enjoy the privilege of tuning the operating

frequency to the desired range.

In this paper, a simple and compact hexagonal 

split ring radiating element is proposed for WLAN 

applications. The split in the ring element is capable of 

creating band separation (notch band) between the 

operating bands due to its induced magnetic resonance. 

The proposed geometry is very simple with good resonant 

and radiation characteristics, making it a good choice for 

commercial use. 

Table 1: Comparison of the existing antennas with the 

proposed antenna 

Ref. 
Dimensions, 

L x W (mm2) 

Metamaterial 

Property Verification 

[12] 20 x 32 Not verified 

[13] 34 x 30 Not verified 

[14] 40 x 35 Not verified 

Proposed 

antenna 
24 x 22.5 Verified 

II. PROPOSED ANTENNA DESIGN
The evolution of the proposed split ring radiating 

antenna is shown in Fig. 1. Configuration A shows a 

hexagonal ring monopole fed by a 50 Ω microstrip line 

and a partial ground plane. The monopole considered in 

our antenna design is hexagonal in shape whose resonant 

frequency will be similar to that of a circular monopole 
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[15], hence the resonant frequency is given as  

𝑓𝑟 ≈  
1.8412∗𝑐

4𝜋𝑆√𝜀𝑟
. Here, c is the velocity of light, S is the side 

length of the hexagon and 𝜀𝑟 is the dielectric constant of 

the substrate. Hence, for a side length of 9 mm, the 

antenna resonates at 2.4 GHz. Now, in configuration B, 

a vertical arm is introduced at the center which in turn is 

connected to the feed directly. This vertical arm, opens 

up the higher order resonance. Finally, in configuration 

C, a split is introduced at the center of the vertical arm, 

which in turn opens up the quarter wave resonance 

corresponding to length L1 and also, induces a narrow 

magnetic resonance due to its capacitive effect and 

creates a sharp notch corresponding to the split width, 

yielding two resonant bands centered at 2.4 GHz and at 

6 GHz. A detailed layout of the proposed antenna is 

shown in Fig. 2 along with its side view and its 

dimensions are listed in Table 2. Photograph of the 

proposed structure is shown in Fig. 3. 

 

 
 

Fig. 1. Evolution of the proposed antenna. 

 

 
 

Fig. 2. Geometry of the proposed antenna: (a) top view 

and (b) side view. 

 

Table 2: Dimensions of the proposed antenna 

Parameter Dimension 

(mm) 

Parameter Dimension 

(mm) 

L 24 W 22.5 

S 9 C 1.5 

G 0.3 L1 6.3 

Lf 7.2 Wf 1.5 

Lg 6 h 0.8 

 
 

Fig. 3. Photograph of the fabricated dual band antenna 

(top view and bottom view). 

 

III. SIMULATION RESULTS 
Simulations are performed using the Ansoft High 

Frequency Structure Simulator (HFSS) V.15.0 commercial 

software package. Figure 4 shows the simulated return 

loss characteristics of three configurations shown in Fig. 

1. Configuration A shows resonance around 2.4 GHz. 

When the vertical arm is introduced (configuration B), a 

higher order resonance is noted. The width of the vertical 

arm plays an important role in determining the higher 

order resonance. Finally, in configuration C, a split is 

introduced at the center of the vertical arm to induce 

magnetic resonance. Now, the higher order resonance is 

opened from 4 GHz to 7.5 GHz, covering the upper 

WLAN frequencies (5.15–5.35) and (5.75–5.825). 

Figure 5 shows the parametric study on the return loss 

characteristics of configuration C for various vertical 

arm’s width C, ranging from 1.5 mm to 6 mm in steps of 

1.5 mm. It is inferred that, as the width C increases, the 

notch frequency is shifted towards the lower frequencies, 

opening the upper WLAN band. The lower frequency 

limit of this band (5.2/5.8 GHz) is determined by the 

dimension L1 × C. For L1 = 6.3 mm and C = 1.5 mm, the 

lower frequency limit is the quarter wave resonance of 

length (6.3 mm + 1.5 mm). Thus, C = 1.5 mm is chosen 

to be optimum for our design, which corresponds to the 

notch around 4 GHz. It is also inferred that, for C = 6 mm, 

the WiMAX band (3.5 GHz) is also covered. 

 

 
 

Fig. 4. Simulated return loss characteristics of the three 

configurations A, B, and C. 
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Fig. 5. Simulated return loss characteristics of 

configuration C for various width G. 

 

Similarly, the split gap G plays an important role in 

determining the notch frequency. Figure 6 shows the 

parametric study on the return loss characteristics of 

configuration C for various split width G ranging from 

0.3 mm to 0.9 mm in steps of 0.2 mm. It is observed that, 

as the split gap G increases, the notch frequency also 

increases correspondingly. Hence, G = 0.3 mm is chosen 

for our design, for a notch to occur around 4 GHz. 

 

 
 

Fig. 6. Simulated return loss characteristics of 

configuration C for various width C. 

 

IV. SPLIT RING ANALYSIS 
The radiating element is itself a split ring structure 

which is analyzed using the classic waveguide theory 

approach. The transmission and reflection coefficients 

are noted and from which the effective material 

parameters, permeability and permittivity are extracted. 

Figure 7 shows the real parts of extracted effective 

permeability values plotted along with the return loss 

characteristics of the proposed structure. It is inferred 

that the permeability is negative around 4 GHz. This  

negative permeability region has in turn led to the notch 

frequency, which can be clearly understood by the 

dashed grey region. Due to the negative permeability, no 

transmission is practical in this region, thus the S11 curve 

exhibits notch band over this region. 

 

 
 

Fig. 7. Comparison of extracted real parts of effective 

permeability and S11 (dB). 

 

V. MEASUREMENT RESULTS 
The return loss characteristics are measured using a 

vector network analyzer. Figure 8 shows the simulated 

and measured return loss results. The measured data 

shows dual band resonance centered at 2.4 GHz (2.0 – 

2.7 GHz) and at 4.4 GHz and 7.12 GHz (4.12 – 7.66 GHz). 

The measured data greatly agree with the simulated 

results. The radiation pattern of the proposed antenna is 

measured in an anechoic chamber, which is shown in 

Fig. 9. A consistent omnidirectional pattern is observed 

in the H plane and a bidirectional pattern is observed in 

the E plane over all the operating region (2.4, 5.5 GHz). 

 

 
 

Fig. 8. Simulated and measured return loss 

characteristics of the proposed antenna. 
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Fig. 9. Measured H plane and E plane pattern of the 

proposed antenna at 2.4 GHz and 5.5 GHz. 

 

VI. CONCLUSION 
A dual band monopole antenna suitable for WLAN 

2.4/5.5 GHz applications is presented in this paper. The 

antenna makes use of a metamaterial inspired split ring 

structure for achieving the dual band resonance. The 

antenna geometry is very simple and also compact 

making mass production easy. The radiation pattern and 

gain are consistent over all the operating bands making 

the proposed antenna a good choice for wireless 

applications. 
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Abstract ─ In this work, for the first time the 

electromagnetic features of graphene are characterized 

by a circuit model derived instead of fitted from the 

electric field integral equation (EFIE). The atomically 

thick graphene is equivalently replaced by an impedance 

surface. When it is magnetized, the impedance surface is 

anisotropic with a tensor conductivity. Based on EFIE, 

the graphene’s circuit model can be derived by the partial 

element equivalency circuit (PEEC) concept. The 

anisotropic resistivity is modeled using a serial resistor 

with current control voltage sources (CCVSs). From the 

derived circuit model, electromagnetic properties of 

graphene can be conveniently analyzed. This work also 

provides a new characterization method for dispersive 

and anisotropic materials. 

Index Terms ─ Graphene, magnetized, non-magnetized, 

PEEC. 

I. INTRODUCTION
Graphene is an atomically thin nanomaterial with 

promising application potentials. However, its 

electromagnetic modeling is usually totally numerical 

[1] or physically empirical. This fact motivated us, in this

paper, to derive an equivalent circuit model based

on EFIE for both non-magnetized and magnetized

graphene. It employs the PEEC [2-7] process to convert

the electromagnetic interactions on the graphene surface

into resistive, inductive and capacitive effects on an

isotropic or anisotropic impedance surface. By solving

the derived circuit model, graphene’s electromagnetic

properties can be fully predicted conveniently and

efficiently.

In this paper, a novel circuit model based on the 

electric field integral equation (EFIE) is proposed to 

solve the dispersivity of non-magnetized and magnetized 

graphene. For the non-magnetized graphene, the 

conductivity is composed of intraband and interband 

contributions. The resistive part in the equivalent circuit 

model is modeled as a resistor, an inductor and they are 

in series with Zinter which accounts for the interband 

contribution of the surface conductivity of graphene. In 

the equivalent circuit model for magnetized graphene, 

the diagonal elements of the surface conductivity tensor 

intrinsically correspond to the resistance of each inductive 

branch, which is the same as the unbiased scalar 

conductivity of graphene. For the off-diagonal elements 

of the conductivity tensor, a new equivalent circuit 

model is developed to model the resistive characteristics 

by utilizing current-controlled voltage sources (CCVSs). 

The advantages of the proposed new method are: (i) 

The model is derived based on EM wave equations. It is 

not empirical or curve fitted. Hence, it is more reliable 

and general. Based on our search, this is the first derived 

model for graphene. (ii) The new method is much more 

efficient than the volumetric based graphene modeling 

process. (iii) Compared with the numerical process [8], 

the derived circuit model of graphene provides a 

convenient bridge to integrate graphene EM parasitic 

effects with lumped circuit designs. 

II. EQUIVALENT CIRCUIT MODEL

DERIVATION FOR GRAPHENE
The 2D atomically thin graphene can be considered 

as an impedance surface with the dispersive conductivity 

that is isotropic or anisotropic along tangential directions 

[9]. Based on the electric field integral equation, we 

have: 

( , ) ( , )
( , ) ( , )

( , ) ( , ) ,

inc

v

v

t t
t G dv

t

G q t dv











 




 




 





J r J r
E r r r

r r r

(1) 

where ( , ')G r r  is the full wave Green’s function. For one 

current filament on the graphene sheet, using the partial 

equivalence element concept, Eq. (1) becomes Kirchhoff’s 
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Voltage Law: 

 ,
dI

V RI Lp Q Pp
dt

     (2) 

where Lp is the partial inductance, and Pp is the partial 

coefficient of potential. The Lp between cell   and   

and Pp between cell i and j are: 

 ( ,, )
v v

Lp G dv dv
a a  

    

 


   r r  (3) 

 1
( , .)

i j
ij i j i j

S S
i j

Pp G dS dS
S S

   r r  (4) 

The 2-dimensional meshing scheme can be 

represented as Fig. 1 [2]. 

 

 
 

Fig. 1. This is the 2D discretization of thin conductive 

plate. Dark circles indicate nodes, dashed lines separate 

inductive cells, and dotted lines separate capacitive cells. 

 

A. Non-magnetized graphene 

The graphene dispersive conductivity   is a 

summation of both intraband and interband contributions 

[10]. For a one freestanding rectangular patch with the 

length l and width w, its surface resistance can be derived 

from Kubo’s formula: 

 ,surf r r interR R j L Z    (5) 

where Rr is from the real part of ,  Lr is from the 

imaginary part of ,  and Zinter is from the inter band part.  

Combining other parts of the cell model, the new non-

magnetized graphene unit model is illustrated in Fig. 2. 

 

 
 

Fig. 2. One cell’s model for a non-magnetized graphene 

patch. The left bottom model is the traditional equivalent 

model, where Lpmm, Ppii and Ppjj are self-inductance and 

self-coefficients of potential, respectively. 
( )

L

m kV  is the 

voltage control voltage source (VCVS) corresponding to 

mutual inductive couplings. 
( )

C

i jV  and 
( )

C

j iV  are the voltage 

control voltage sources (VCVSs) due to mutual capacitive 

coupling between two capacitors i and j. 

 

B. Magnetized graphene 

With the bias by a static magnetic field, the surface 

conductivity of graphene becomes an anisotropic tensor, 

which complicates the problem. Hence, the numerical 

methods have to settle the dispersive and anisotropic 

properties of graphene simultaneously. 

For the magnetized graphene, its surface conductivity 

becomes an anisotropic and dispersive tensor   [9]. 

Hence, the electric field has contributions from orthogonal 

current components. For example, the x-direction electric 

field is a function of Jx and Jy. Hence, for off-diagonal 

elements of the conductivity tensor, a current control 

voltage source (CCVS) can be used to represent each of 

these orthogonal contributions. CCVSs are in series with 

the intrinsic resistances that are derived from diagonal 

terms of  . In Fig. 3, the new equivalent circuit model 

for the magnetized graphene is sketched. 
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Fig. 3. A schematic diagram of the complete equivalent 

circuit for magnetized anisotropic conductivity graphene. 

This circuit model is for four nearby cells which share a 

common node, and two for x–directional cells and the 

other two for y–directional cells. The scripts for each cell 

are omitted for simplicity. 

 

III. NUMERICAL RESULTS 

A. Non-magnetized graphene 

The 25 0.5 m   graphene patch is illuminated by a 

plane wave linearly polarized along the patch length. The 

direction of propagation is normal to the surface of 

graphene. The absorption cross section of the graphene 

patch is shown in Fig. 4 for different relaxation times. By 

comparing with results from [10] (represented by circles), 

it is seen that perfect agreements are achieved including 

the positions of important resonant frequencies. 

 

 
 

Fig. 4. Absorption cross section (in logarithmic scale) of 

a non-magnetized graphene patch as a function of 

frequency, for different relaxation time: 10-14 s (green 

line), 10-13 s (red line), 10-12 s (blue line). The results are 

compared with [5] plotted using circles. f1, f2 and f3 are 

resonant frequencies. 

B. Magnetized graphene 

To validate the accuracy of the proposed algorithm 

for the magnetized graphene, a 210 2 m   graphene 

patch is studied first. Relaxation time t = 131.3 10 s. The 

magnetic bias B0=0.25 T. The graphene patch is biased 

by a z–directional static magnetic field and the same 

excitation plane wave in III.A is used. The absorption 

cross section and extinction cross section calculated by 

new method and discontinuous Galerkin method [9] are 

compared in Fig. 5. The definitions of the absorption 

cross section and extinction cross section can be found 

in [6]. 

 

 
 (a) 

 
 (b) 

 

Fig. 5. (a) 
abs  (absorption cross section) and (b) 

ext

(extinction cross section) of the magnetized graphene 

patch. 

 

IV. CONCLUSION 
In this paper, a novel equivalent circuit model is 

derived for the general graphene sheet based on EM 

integral equations. It provides a new bridge between EM 

parasitic effects and lumped circuit designs for 

researches on graphene and other dispersive anisotropic 

media. 
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Abstract ─ A perfectly absorbing metamaterial (PAMM) 

coupled with vibrational modes has varied applications 

ranging from surface-enhanced vibrational spectroscopy 

to biological sensing. This endeavor considers a 

subwavelength PAMM sensor design and analysis using 

a commercially available finite element method (FEM) 

solver and analytically with temporal coupled mode 

theory (TCMT). A carbon double oxygen bond (C=O) at 

52 THz or 1733 cm-1 that resides in poly(methyl 

methacrylate), PMMA, will be used as a stand-in 

analyte. Normal mode splitting that results from the 

resonant coupling between the PAMM and analyte’s 

molecular resonance is investigated and analyzed. 

Index Terms ─ Electromagnetic Induced Absorption 

(EIA), Electromagnetic Induced Transparency (EIT), 

metamaterial, perfect absorbing, PMMA, resonant 

coupling, superscattering. 

I. INTRODUCTION
Metamaterial are engineered materials that are 

designed with periodic or aperiodic elements known as 

meta-atoms [1]. A perfect absorbing metamaterial 

(PAMM), as the name implies, is designed to “perfectly” 

absorb incident fields, and have been described with a 

metamaterial impedance matched to free space [2-5]. A 

commercially available finite element method solver, 

Ansys high frequency structural simulator (HFSS), is 

employed to design and simulate a gold patch array 

metasurface with ground plane to form a subwavelength 

optical resonant cavity. 

Resonant coupling results in avoidance crossing 

dispersion relationships, or normal mode splitting, that is 

described with temporal coupled mode theory (TCMT) 

[2, 6-9]. Coupled resonant models have been used a 

classical analogy treatment of quantum phenomena, 

namely Fano resonance with bright/dark mode 

interactions [10-12], and electromagnetically induced 

transparency or absorption (EIT or EIA) [2, 13-17]. In a 

Fano resonance, EIT, or EIA treatment a molecular 

resonance is modeled as a dark mode. TCMT has also 

been used to describe light-matter interactions in 

polaritonic systems [18].  

In the case of this work, poly(methyl methacrylate) 

(PMMA), a thermal plastic for very-large-scale 

integration (VLSI) and material for plastic fibers, has a 

carbon double oxygen (C=O) molecular resonance at 52 

THz/1733 cm-1 with optical material properties measured 

using ellipsometry [19]. PMMA’s C=O infrared (IR) 

active molecular bond will be used as an analyte stand-

in to demonstrate the mode splitting. Metamaterial 

coupled to molecular resonances has varied applications 

including, but not limited to, biosensing and surface 

enhanced-vibrational spectroscopy [4, 9, 10, 13, 20, 21]. 

II. PAMM SENSOR
The PAMM unit cell under consideration is a gold 

patch stood-off above from a gold ground plane by a 

spacer of amorphous silicon as shown in Fig. 1. For the 

preliminary analysis of the PAMM, a thin overlay of 

material with the refractive index that of dispersionless 

PMMA is introduced to reduce the red shifting induced 

on the PAMM’s resonance [4]. The PAMM spacer 

thickness range is on the order of 20 to 200 nm which 

results in a subwavelength nanoresonator cavity.   

Fig. 1. PAMM unit cell modeled in Ansys HFSS. 

A. Theory

Derived from circuit theory or mass spring

relationships [2, 6, 21], it can be seen from the TCMT 

that the PAMM can be modeled as a single input 

uncoupled system (SI-US) as seen in Fig. 2. The TCMT 
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equations for normalized resonator energy “𝑎” at 

resonator frequency ω0 can be written as:   
𝑑𝑎

𝑑𝑡
 =  𝑗𝜔0𝑎 −  (𝛾0  +  𝛾𝑒)𝑎 +  𝛼𝑆+, (1.a) 

𝑆− = c𝑆++ da, (1.b) 

where [2, 6], 

|𝛼| = √2𝛾𝑒, (2.a) 

𝑑 = √2𝛾𝑒, (2.b) 

𝑐 = −|
𝛼

𝑑
| = −1, (2.c) 

and γ0 and γe represent internal and external losses, 

respectively. The internal loss can be thought of as 

Ohmic loss within the PAMM or circuit resonator. 

External loss results from excitation that does not couple 

into the PAMM or resonator, but reflects or scatters out 

of the structure. The excitation and reflected field is 

denoted as S+ and S- respectively.    

 

 
 

Fig. 2. Circuit visualization for a SI-US where the 

resonator circuit models the PAMM. 

 

Given the single input description of the PAMM and 

from (1) and (2) it can be seen that the only scattering 

parameter is the reflection coefficient:   

𝑆− = [
𝑗(𝛾𝑒−𝛾0)+(𝜔−𝜔0)

𝑗(𝛾𝑒+𝛾0)−(𝜔−𝜔0)
] 𝑆+, (3) 

and at resonance (3) becomes: 

𝑆11(𝜔0) =
𝛾𝑒−𝛾0

𝛾𝑒+𝛾0
. (4) 

Due to the ground plane in the PAMM the 

transmission spectrum can be taken as negligible; 

therefore,  

𝐴(𝜔) = 1 − |𝑆11(𝜔)|2, (5) 

where A(ω) is the absorbed power in the PAMM. It can 

be seen from (4) when γe = γ0 then |S11(ω0)| tends to zero, 

or A(ω) becomes unity. The condition γe = γ0 can be 

described via impedance matching and results in the 

“perfect absorption” condition in the metamaterial known 

as criticallycoupled [2, 3, 6]. The condition γe < γ0 and  

γe > γ0 is referred to as undercoupled and overcoupled 

respectively. The “coupling” in critically-(CC), under-

(UC), and overcoupled (OC) is in reference to the 

impinging field “coupling” into the PAMM and not 

related to the molecular resonance. 

 

B. PAMM numerical results 

While maintaining the PAMM at approximately at 

52 THz (molecular resonant frequency), the thickness of 

the A-Si spacers was varied. A case of OC, CC, and UC 

can be seen in Fig. 3 for spacer thickness of 150, 90, and 

50 nm respectively. From (4), it can be seen that the CC 

case is the only case where approximately the perfect 

absorption condition is met. Figure 4 is the spectral and 

angular resolution for the absorption for the CC case for 

both incident modes seen in Fig. 1. It can be seen that the 

design patch metamaterial provides a polarization 

insensitive to transverse electrical (TE), transverse 

magnetic (TM), or either mode orientation while 

providing a wide-field-of-view [3]. With the use of the 

TCMT equations, the damping rates, external (γe) and 

internal (γ0), were determined by a parametric fit and the 

absorption is plotted in Fig. 3 as seen as asterisks (*), and 

linear fit as seen in Fig. 5. 

 

 
 

Fig. 3. Numerical (*) and mathematical model (solid 

line) results are shown for case of over-(OC), critically-

(CC), and undercoupled (UC) cases. 

 

 
 

Fig. 4. Absorption spectra and angular-resolved for the 

criticallycoupled cases as seen in Fig. 1. Both TE (a, b) 

and TM (c, d) polarizations are shown for both mode 

orientations. 
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Fig. 5. Linear relationship between external (γe) and 

internal (γ0) loss as a function of amorphous space 

thickness. CC case is seen at around 90 nm Si spacer 

thickness.  

 

III. PAMM-MOLECULAR COUPLING 

A. TCMT description  

Similar to a EIT/EIA or Fano resonate description, 

the molecular resonance is a weak coupling to the 

incident field and is a spectrally narrow resonance, 

therefore; it can be model as a dark resonance mode [2, 

10, 12, 13] as seen in the circuit realization in Fig. 6. 

However, the PAMM provides a spectrally broad 

resonance and couples very strongly with the incident 

field, and thus can be thought as a bright mode as seen in 

Fig. 6. 

 

 
 

Fig. 6. Circuit visualization for a single input couple 

resonator system. 

 

Using TCMT, an addition equation describing the 

molecule resonance, “𝑎2”, with complex frequency  

ω2 + jγ2. The interaction or mode coupling between the 

PAMM and molecule resonance is describe with the 

coupling strength “V”. The coupling strength is a result 

of the interactions of the near field from the PAMM on 

to the PMMA molecular bond. The TCMT system of 

equations that results are as follow [2, 18]: 
𝑑𝑎1

𝑑𝑡
= 𝑗𝜔1𝑎1 − (𝛾1 + 𝛾𝑒)𝑎1 + 𝑗𝑉𝑎2 + 𝛼𝑆1

+, (6.a) 

𝑑𝑎2

𝑑𝑡
= 𝑗𝜔2𝑎2 − 𝛾2𝑎2 + 𝑗𝑉𝑎1, (6.b) 

 𝑆− = 𝑐𝑆+ + 𝑑𝑎1. (6.c) 

B. PAMM molecular resonance coupled numerical 

results 

With the introduction of the PMMA phonon 

resonance, it can be observed that for the CC and UC 

cases in mode splitting or EIT [12, 14] while OC case 

results in superscattering or EIA [15, 16] as seen in Figs. 

7 and 8. Figure 8 (b) shows the avoidance crossing 

dispersion relation [8] where the variation of the only the 

A-Si spacer thickness resulting changing the PAMM 

resonances or absorption maximum spectrally.      

 

 
 

Fig. 7. Numerical (*) and mathematical model (solid 

line) results are shown for resonant coupling between 

PAMM and molecular resonance. 
 

 
 

Fig. 8. Absorption spectra for PAMM resonantly 

coupled to a molecular resonance at 52 THz (white 

dashed line) for OC (a) and UC (b) cases for varies A-Si 

spacer thickness.  

 

IV. CONCLUSION 
With the use of finite element method and TCMT, a 

perfect absorbing patch metamaterial resonant coupled 
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to a C=O doubled bond at 52 THz of PMMA was 

investigated. EIT and EIA responses and anti-crossing 

dispersion are evident when resonated couple between a 

PAMM and molecule resonance is presented. 
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Abstract ─ Unmanned Aerial Vehicle (UAV) platforms 

are increasingly ubiquitous and an ideal platform for 

rapid deployment to conduct remote sensing. However, 

for radar sensors that measure the phase of the signal of 

interest, the platform must be stabilized to avoid signal 

distortion. Measurement of respiratory motion with a 

continuous wave Doppler radar sensor is vulnerable to 

platform motion and requires a stable platform and post-

detection motion compensation signal processing. We 

have investigated feedback stabilization techniques via 

simulation and empirical measurements using a bench 

top test fixture to remove the motion noise, where we 

observed a 86% reduction in motion, resulting in a SNR 

improvement of 29 dB after motion compensation. 

Index Terms ─ Motion compensation, radar, remote 

sensing, UAV. 

I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) have the 

potential for post-disaster search and rescue missions 

where triage can be conducted on victims using an on-

board radar sensor to detect respiratory motion [1]. 

Vital signs measurements using a stationary 

Continuous Wave (CW) Doppler radar sensor have been 

previously demonstrated [2]. Since the signal corresponds 

to the phase modulation resulting from the range 

variation between the radar and the subject, any sensor 

platform motion will induce an undesired phase 

component to the respiration signal. Other papers 

describe motion cancellation techniques for vital signs 

sensing when the subject motion interferes with the 

measurement [3]. For our scenario, the assumption is that 

the subject is stationary as is likely the case for a post-

disaster scenario where victims are prone on the ground. 

Our hypothesis is that the combination of 

mechanically stabilizing the platform in conjunction 

with baseband signal processing will improve the SNR 

of the target signal and improve the probability of 

detection. The concept is similar to camera stabilization 

systems that apply vibration reduction and pixel shifting 

to de-blur images resulting from camera shake. 

In this paper, we describe the concept of operations 

(CONOPS) for a UAV post-disaster search platform, 

platform motion compensation architecture and 

experimental results for ultrasonic sensor driven motion 

compensation. A programmable bench top test platform 

was constructed to mimic the unwanted UAV platform 

motion. A motion compensation sub-platform was 

mounted on the base platform and was programmed to 

compensate for the base platform motion based on inputs 

from an ultrasonic sensor that measured the unwanted 

motion in real-time. A 10 GHz radar sensor was mounted 

on the bench top test platform and pointed at a respiration 

phantom to assess the performance with and without the 

motion compensation. 

In the following sections, we describe the CONOPS, 

the motion analysis, simulation, experiment, ultrasonic 

ranging sensor and experimental results. 

II. CONCEPT OF OPERATIONS
The operational concept is for the system to have 

a search mode, a platform stabilization and signal 

acquisition mode as shown in Fig. 1. In the search mode, 

the UAV navigates to the area of interest using GPS 

waypoint coordinates or could navigate autonomously. 

An onboard camera with image recognition could be 

used to identify potential victims (targets) [4, 5]. In the 

stabilization mode, a suite of sensors, including GPS, 

IMU, LIDAR and/or ultrasonic range sensors, are used 

to adjust the UAV Electronic Speed Controllers (ESC) 

to maintain a steady altitude and fixed Yaw, Pitch and 

Roll (YPR) attitude. In the platform stabilization mode, 

the UAV hovers above the subject and uses the 

stabilization techniques described in this paper to 

improve the target SNR. 
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Fig. 1. System block diagram for the search and 

stabilization modes for the UAV radar sensor platform. 

Conventional sensors (GPS, IMU, barometric sensors) 

that determine altitude and yaw, pitch, roll (YPR) are 

supplemented with range sensors (ultrasonic, LIDAR) 

for motion compensation. The SNR of the on-board vital 

signs radar sensor pointed downward is improved by the 

platform stabilization and post detection baseband signal 

processing. 

 

III. MOTION ANALYSIS, SIMULATION 

AND EXPERIMENT 

A. Motion analysis 

The time domain representations for the respiration 

signal of interest (modeled as a sinusoid for simplicity) 

and platform motion components are: 

 respiration signal:  x1(t) = Asin(ω1t), (1) 

 UAV motion:  x2 (t) = sin(ω 2t). (2) 

The motion compensation signal x3 (t) is derived 

from the secondary sensors on board the UAV including 

the inertial measurement unit IMU(t), ultrasonic sensor 

U(t) and lidar sensor L(t) with the composite signal 

represented as: 

 x3 (t) = A*IMU(t) + B*U(t+τ u) + C*L(t+τ L), (3) 

where A, B, C are scaling factors applied to each sensor 

and τ i is the sensor signal delay for each sensor i. 

The IMU sensor signal is: 

 IMU(t) =  a(t) + m(t) + g(t), (4) 

where a(t), m(t) and g(t) are the accelerometer, 

magnetometer and gyroscope signals, respectively.  

It should be noted that IMU sensors are subject to 

position errors due to the double integration operation 

required to derive position from acceleration. However, 

the IMU can be used to determine yaw, pitch and roll to 

determine the platform attitude to account for the offset 

pointing angle of the ultrasonic and/or LIDAR sensor 

that are used to determine the range to ground. 

The ultrasonic sensor signal is: 

 U(t)  = u(t + φu +τ u) = x u(t), (5) 

the lidar sensor signal is: 

 L(t)  =  l(t + φL+τ L) = x L(t), (6) 

and φi is the measured sensor phase. Note that we 

explicitly include the sensor phase noise and delays (φu 

and τ u) as these parameters contribute to the phase  

compensation error. 

As described in the introduction, the range sensor 

outputs, x u(t) and x L(t), can be used to adjust the 

platform position by providing proportional inputs to the 

ESC that adjusts the thrust of each motor. Additionally, 

the same range sensor outputs can be used to extract the 

platform motion via baseband signal processing. 

The motion compensated radar signal x1'(t) in-phase 

(I) and quadrature component (Q) include the subtracted 

sensor phase components as shown below: 

 I = kAcos[(ω 1t )+ φr u(t - φu - τ u) + l(t - φL - τ L)], (7) 

 Q = kAsin[(ω 1t )+ φr u(t -  φu - τ u) + l(t - φL - τ L)]. (8) 

 

B. Motion compensation simulation 

A Matlab Simulink program was written to simulate 

the effect of the UAV platform motion on the respiration 

signal of interest. An example with sinusoidal respiration 

and platform motion is shown in Fig. 2. 

 

 
 

Fig. 2. Motion compensation simulation using Simulink: 

(a) UAV sinusoidal platform motion at 1 rad/s, (b) 

respiration sinusoid signal of interest at 1.56 rad/s, (c) 

motion distortion of signal of interest, (d) motion 

compensation error signal, and (e) recovered signal. 

 

C. Experiment configuration 

The motion compensation experiment block 

diagram is shown in Fig. 3. The target signal of interest 

is created with the Mover 1 linear actuator representing 

a respiration phantom. The UAV platform motion is 

injected with Mover 2 using a programmable linear 

actuator from Galil Motion Systems. The motion 

compensation corrective motion is created with Mover 

3. Mover 3 was implemented using a slide potentiometer 

linear actuator mounted on wheels to allow independent 

motion from the Mover 2 base platform. An Arduino 

controller was programmed to control the position of 

Mover 3 based on the ultrasonic sensor range value. If 

optimally implemented, Mover 3 will cancel the 

undesirable Mover 2 motion. The test platform hardware 

configuration is shown in Fig. 4. 
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Fig. 3. Motion compensation experiment configuration 

block diagram. The respiration signal of interest (Mover 

1) is detected by the radar that is mounted on the motion 

compensator (Mover 3) that is mounted on the base 

platform representing the unwanted motion from a UAV 

(Mover 2). 

 

Fig. 4. Top view of motion compensation test bench 

components. Motion compensator (top center) is mounted 

on white plate mounted on platform motion actuator. 

Ultrasonic sensor is pointed at flat plate to the left (not 

shown) representing the ground. Radar is pointed at 

respiration phantom (lower left). 

 

D. Ultrasonic sensor for feedback motion compensation 

We focused on the ultrasonic sensor for this paper. 

Ultrasonic sensors operate by emitting high frequency 

pulses that are then reflected by a target. After reflecting 

off the target, the echo is then received by the sensor  

and the time difference is measured. With the time 

difference, the distance of the object can be calculated 

using the speed of sound. The IMU and lidar sensors will 

be tested in the future when the sensor fusion algorithm 

is developed and refined. 

 

E. Motion compensation algorithm 

A motion controller from Galil and mover were 

operated using code designed in Galil Tools. The 

controller made the mover perform a sinusoidal motion 

emulating the undesired platform motion. Additional 

code was written for an Arduino Uno controller that 

controlled the motion compensation mover. The Arduino 

code reads the output from the ultrasonic sensor and 

moves the motion compensation actuator relative to the 

difference between the received distance value and a 

reference distance value.  

A PID (Proportional, Integral, Derivative) stage was 

also implemented in the feedback algorithm as shown in 

Fig. 5. The PID parameters allows for tuning of the 

feedback response to optimize the motion compensation. 

The optimal PID values were empirically derived as  

P = 68, I = 7.6 and D = 73. We also modeled the system 

transfer function using the Matlab System ID Toolbox to 

reduce the number of PID empirical permutations. 
 

 
 

Fig. 5. PID controller in the motion compensation 

feedback loop.  
 

IV. EXPERIMENT RESULTS 
With the motion compensation enabled, the platform 

motion was reduced from 4.6 cm to 1.1 cm peak-to-peak 

for a 76% reduction in unwanted motion as shown in  

Fig. 6. This result was based on a constant gain feedback 

signal. After tuning the PID loop, we were able to reduce 

the compensated peak-to-peak motion to 0.6 cm for an 

86% reduction in unwanted motion. 

We also attempted to improve the compensation 

response with a position dependent gain factor, where 

the gain was proportional to the error voltage, resulting 

in faster convergence of the motion compensation. The 

result was not as significant as the PID result and was 

abandoned. 
 

 
 

Fig. 6. Platform motion with 4.6 cm peak-to-peak 

sinusoidal waveform and 1.1 cm peak-to-peak 

compensated motion for a 76% reduction in unwanted 

platform motion amplitude using the constant gain 

feedback loop. 
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To assess the motion compensation system 

performance, we plotted the spectrum of the respiration 

signal alone (Fig. 7 (a)), the platform motion spectrum 

(Fig. 7 (b)), and the compensated simultaneous respiration 

and platform motion spectrum (Fig. 7 (c)). The spectra 

were obtained by performing a FFT in MatLab from the 

baseband radar signal. As shown in Fig. 7 (b), the 

respiration signal is masked by the platform motion 

noise. In Fig. 7 (c), the respiration signal is recovered 

after motion compensation is enabled. 

The SNR for each case shown in Fig. 7 is 

summarized in Table 1. 

 

 
 

Fig. 7. Baseband radar spectra for: (a) respiration signal 

at 0.4 Hz, (b) platform motion at 1.1 Hz, and (c)  

both respiration and platform motion with motion 

compensation enabled. 

 

Table 1: SNR with and without motion compensation 

 Voltage (V) Power (V2) 
SNR 

(dB) 

 Respiration Motion Respiration Motion  

No 

compensation 
0.028 0.07 0.0008 0.0049 -8.0 

Motion 

compensation 
0.17 0.015 0.0289 0.0002 21.1 

SNR 

improvement 
    29.1 

 

V. CONCLUSION 
We demonstrated that unwanted platform motion 

can be compensated for, thereby improving the SNR of 

a Doppler radar signal. Analysis and simulation of 

secondary sensors to derive motion compensation 

signals in a feedback control system and empirical 

measurements with an ultrasonic sensor were conducted 

to compensate for unwanted platform motion. The 

experimental result was a 29 dB improvement in SNR. 

Future work will investigate other sensor types and 

multiple sensors with sensor fusion to further increase 

the system performance. 
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Abstract ─ A 2.4 GHz continuous wave Doppler radar 

sensor is utilized to carry out occupancy detection 

through detection of human presence over an empty 

room based on time domain root-mean-square (RMS) 

values. An existing system-on-chip with custom-made 

baseband board is employed for developing the radio. 

Index Terms ─ Doppler radar, noise level, occupancy 

detection, Root-Mean-Square (RMS). 

I. INTRODUCTION
Previously, occupancy detection has been 

conducted through detection of large motions or heat 

detection. Occupancy sensing technology is now moving 

away from such methods towards vital sign detection. In 

an effort to design such an occupancy sensor, noise level 

in conjunction with root-mean-square (RMS) is utilized 

[4]. 

Additionally, by rapid increase in global energy use, 

majority coming from fossil fuels, energy efficiency and 

conservation are becoming increasingly important. 

Studies show occupancy sensors can save up to 50% of 

that energy use [1]. Passive infrared and ultrasonic 

sensors are the two most common occupancy sensors in 

the market, however, they suffer from high rates of false 

alarms due to inconsistent ability to distinguish 

occupancy [2]. The feasibility of Doppler radar as an 

occupancy sensor is investigated in [3]. In [4] we 

investigated the effects of motion on the noise floor of a 

room and the potential to use that as a measure to discern 

an occupied room vs. an unoccupied one. In this paper 

we present experimental results with a human occupant, 

confirming that this technique can be used to discern 

human presence. 

II. EXPERIMENTAL SETUP
A custom radar with single antenna is used for the 

measurements (Fig. 1). Radar transmits 2.4 GHz signal. 

The radiated signal will be reflected back and received 

by same antenna. The received signal after down 

conversion and a conditioning circuit is digitized by the 

onboard ADC. The digitized signal is sent to a computer 

via usb port. 

Fig. 1. Block diagram of system. 

National Electrical Manufacturers Association 

(NEMA) standards are adhered to in order to obtain valid 

data during collection. NEMA requires that occupancy 

sensors be tested in an indoor area. The indoor area 

should be split into uniform cells in a grid pattern. By 

standards, these cells should be 3ft by 3ft in area. The 

testing environment should be controlled, such that 

temperature and humidity remain constant. In order to 

meet these requirements, a room with dimensions 3.5 m 

by 4.5 m with no windows was utilized. Additionally, the 

room was broken into 27 cells where the mechanical 

target/human subject used for vital-sign modeling could 

be moved through. See Fig. 2 for cell layout in room. 

Blue tapes in Fig. 3 mark the mechanical target locations 

throughout the room. The occupancy sensor along with 

passive infrared/ultrasonic hybrid sensor were wall-

mounted. As per standard, the direction of motion 
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produced by the mechanical target was perpendicular to 

the sensor face. 

Radar is used to detect presence in the room by 

detecting small periodic motions such as respiration in 

each individual cell. A precision single-axis linear stage 

is from Galil motion control (CDS-3310) with a pulse-

width modulation (PWM) driver is employed for 

generating such periodic motions simulating human 

respiration. This mechanical target was moved 

throughout 27 full cells and radar return from the target 

at each of the 27 cells was recorded. The duration of 

recordings in each of the 27 cells was 90 seconds. A 

similar test with a human subject in place of the 

mechanical target was also performed under same 

conditions. Additionally, data collections were taken 

consisting of radar reflected signal from the same empty 

room with no mechanical target for estimating noise 

level in our measurements. 

 

 
 

Fig. 2. Room layout consisting of 27 cells used for data 

collection. Note Cell 5 location in front of sensor face. 

 

 
 

Fig. 3. Test setup [4]. 

 

III. EXPERIEMENTAL RESULTS 
Analysis of data included plotting time-domain 

profiles to qualitatively observe the radar return from 

different cells, and noise return. Additionally, RMS was 

applied to all data collects to further quantify signal level 

for comparison purposes. 

 

A. Results of tests with mechanical target 

In the time domain, radar data from tests using a 

mechanical target can look similar to data collected from 

the radar with an empty room. This results in difficulty 

distinguishing between noise and radar signals. The 

similarities between radar signal from a mechanical 

target and noise are observed in comparing amplitudes 

of Figs. 4 and 5 to that of Fig. 6. These figures depict the 

reflected signal from a mechanical target at different 

locations in the testing room. After studying the raw 

radar data from each of the 27 cells tested, we found Cell 

5 to have the strongest signal due to the closeness (0.5m) 

and perpendicularity to the radar antenna. Cell 21 is 

farther away from the radar field of view and has the 

weakest signal. The RMS value of Cell 5 is .2432 units 

and the RMS value of Cell 21 is .2538 units, 

comparatively the RMS of one set of empty room data 

(noise) is 0.2439 units. These values illustrate the 

similarities in return. 

In order to account for the amplitude fluctuations 

observed in the signal the root mean square (RMS) of the 

time-domain data from various cells were taken. RMS is 

also used because it can account for both non-periodic 

variability associated with signal return from radar and 

noise, and also be compared easily. The built-in RMS 

function provided in Matlab was used to take the RMS 

of data matrices. The used RMS in these tests are defined 

in [4]. RMS was taken of the time domain data of radar 

from mechanical target in all 27 cells/locations in the 

room and compared with the RMS values of multiple 

noise recordings. The result of plotting both noise and 

radar data from mechanical target is shown in Fig. 6. 

 

 
 

Fig. 4. Radar data from mechanical target in region of 

strong radar return. 
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Fig. 5. Radar data from mechanical target in region of 

weak radar return. 

Fig. 6. Radar signal from empty room no mechanical 

target. 

Figure 7 illustrates that despite the raw noise data 

and radar data with mechanical target seeming 

qualitatively similar; there is a distinction between their 

time domain RMS values. The mean of the RMS values 

of mechanical target return is 0.2523 units while the 

mean of RMS values of noise (empty room return) is 

0.2430 units. These values yield an average difference of 

0.0093 units. This difference is low due to the low 

frequency utilized in data collection (0.2 Hz). Radar 

baseband filters may have contributed to the low 

difference between radar signals with the mechanical 

target and noise data. The difference between 

mechanical target return and noise is consistent. 92.6% 

radar signal from the mechanical target could be 

distinguished from noise, as two RMS values 

(corresponding to data collects from two unique cells) 

from mechanical target are within noise region and 

therefore undistinguishable. 

Fig. 7. Time domain RMS with and without mechanical 

target [4]. 

B. Results of tests with human subject

There is a qualitative difference between RMS

amplitudes of return from a mechanical target in Fig. 7 

and a human target (Fig. 10). Using a mechanical target 

resulted in a more distinct signal level from motion due 

to the more similar and concentrated amplitudes. In Fig. 

10, the RMS amplitudes from the human target are less 

concentrated than that of the mechanical target. This may 

be due to the less-controlled frequency of periodic 

motion observed in human respiration in comparison to 

the constant frequency that the mechanical target 

operates at. The result of radar return from human 

respiration matches the result of radar return from a 

mechanical target. In these tests, a human was placed in 

each of the same 27 cells used to test the mechanical 

target. Similar to the results of the mechanical target, 

strongest return from the target was yielded from Cell 5 

which is located right in front of radar antenna (see Fig. 

8). The RMS amplitude of return from this cell was .2495 

V. The ability of radar to detect vital signs is observed

through the sinusoidal waveform (Fig. 8). This

sinusoidal motion corresponds to human respiration. As

the human target is moved into cells farther from the line

of sight of antenna, radar return degrades. In Fig. 9, Cell

22 yields the lowest RMS amplitude of radar return

(.2436 V). This lower amplitude is due to the distance

between the radar antenna and test subject, and the

location of cell 22 is not in direct path of antenna but

rather on a side of the room. Despite the lower amplitude,

the presence of a human target is still detected over the

mean noise level of .2430 V.
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Fig. 8. Human respiration observed through sinusoidal 

waveform in time-domain. 

 

 
 

Fig. 9. Radar return from human target at distance away 

from antenna line of sight. Note similar profile to noise. 

 

 
 

Fig. 10. Return from human target at generally higher 

signal level than noise level. 

IV. CONCLUSION 
A Doppler radar occupancy sensor was used for 

detecting presence. Noise floor of a room is used as a 

measure to detect occupancy. Experiments were 

performed to distinguish empty room radar return versus 

radar return from a mechanical target simulating 

respiration signal and human target with a resting 

respiration rate. Tests with a mechanical target agree 

with tests with a human target. In both cases, stronger 

human presence is observed in cells closest to the radar. 

Additionally, both cases result in 93% accuracy in 

detection of human presence over noise. The gap 

between RMS values can be utilized to distinguish 

movement from noise. Future work would focus on 

testing radar at different frequencies and quantifying the 

noise floor for the system. Additionally, future work 

could include modeling performance of radar and 

finding limits to which this method of occupancy 

detection is valid by attempting human presence 

detection over different environments. 
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Abstract ─ Feasibility and fabrication of components of 

a life-sign radar system on unmanned aerial vehicle 

(UAV) has been studied. A signal conditioning circuit 

has been simulated, fabricated, and tested for data 

preparation and acquisition. Application such as, vital-

sign detection, using UAV in real-time requires wireless 

transmission of baseband data to the monitoring station. 

Methods have been devised to achieve this goal. A 

quadrature Doppler radar has been assembled using two 

single channel x-band MDU1020 radars. The united 

radars can avoid null point distortion in physiological 

monitoring. Examinations were performed with both 

mechanical targets. 

Index Terms ─ Amplifier, demodulation, Doppler radar, 

filter, microwave, phase, phase noise. 

I. INTRODUCTION
Short distance Doppler radars have been thoroughly 

studied and reported in RF based noninvasive 

measurements. Short distance radars can detect small 

motions (mm or submillimeter, based on frequency of 

operation) and hence can be used in vital sign 

measurements based on respiratory effort. In vital sign 

measurements continuous wave (CW) Doppler radar 

uses RF echo reflected from human torso. The phase of 

echo is proportional to the variable displacement across 

the body surface corresponding to the motion of heart 

and lungs. Due to the high sensitivity of short distance 

radar any motion artifact will distort the received RF 

signal bounced of any moving surface. Some potential 

application of vital sign measurements from a mobile 

platform can be very useful. For example, a UAV 

carrying a vital sign radar can be used as first responder 

in a battle field or a search and rescue robot during 

natural catastrophe. Such a system requires a portable 

vital-sign radar system, a data acquisition and processing 

system as shown in Fig. 1.  

Single channel vital sign radar has major limitation 

since a null case may arise in numerous positions in front 

of the radar which gives inaccurate measurement [1]; 

hence, quadrature radar is preferred. Some manufacturers 

produce cheap single channel motion detector radars for 

specific purposes, i.e., MDU1020 motion detector by 

Microsemi. These radars are application specific and 

subject to null point distortions depending on the 

nominal distance of the target and the radar. However, 

two of these radars can be placed in a way to avoid the 

single channel radar’s constraint providing a cost 

effective means of vital sign detection [2]. Commercial 

motion detection units (MDU) or vital sign radars have 

reasonably good power output; 13-dBm, for instance, in 

a MDU 2400 module mass-produced by Microwave 

Solutions Ltd. 

(a) 

(b) 

Fig. 1. An illustration of life sign detection using shot 

distance radars reveals: (a) UAV mounted radar (MDU-

1020) for vital sign detection, and (b) shows a block 

diagram of the system components [3]. 

However, the baseband signal output is only a small 

portion of 13-dBm, due to the fact that vital sign related 

motion is very small compared to the radar’s full range of 

exposure ability. This imposes the fact that the radar 

signal needs to be enhanced prior to sending the output to 

a communication link. A feasible solution is to apply 

ZigBee based on the IEEE 802.15.4 protocol. ZigBee 

device’s analog sampling is limited to the range of 0 to 

1.2 volts. Testing several MDU’s over a range of a meter, 

the MDU’s voltage output swing was found to be -20 mV 

to 20 mV for respiration which may easily be buried in 
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the noise during wireless transmission [3]. Moreover, 

since the ZigBee device cannot sample negative voltages, 

the radar output needs to be shifted, amplified and 

filtered. Integrating these functions requires a custom 

design of signal conditioning circuitry. 
 

II. SYSTEM ARCHITECTURE 
Radar measurement from a mobile platform is 

modulated by the motion artifact introduced by the 

mobile platform. The combined motion may show phase 

distortion, and saturation problems in received 

backscattered signal. Additionally, the occurrence of 

null points in the received radar signal makes the 

extraction of life signs challenging [4], [5]. These issues 

stem from inconstant traveling distance seen by 

backscattered RF between the radar antenna and the 

target [5]. A motion compensation technique for mobile 

CW Doppler vital signs radar has been demonstrated 

using high precision cameras [5]. Another work included 

development of a new, field applicable, low-cost 

methodology for motion artifact compensation using 

only a small RF tag [5]. Some other techniques related to 

vital sign measurements were reported in [6]-[8]. 

However, these works either focused on body motion 

cancellation, whereas, our work focuses on vital sign 

detection from a UAV. Additional sensors can 

characterize UAV platform motion to filter out the noise 

introduced by vibration and drift. The output of these 

sensors also requires some conditioning (amplification 

and filtering) as shown in the detailed system 

architecture in Fig. 2. 
 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Fig. 2. A detail system diagram of UAV radar system for 

vital sign monitoring. 
 

Application of ultrasound sensor can generate and 

approximate spatial map (in a confined space, or ground 

elevation for open space) of a moving object within the 

range of speed and sensitivity. This can help characterize 

platform motion, hence, useful data for radar signal 

processing in noise cancellation.  

To test the concept by starting from the scratch, we 

needed low cost radars, able to perform demodulation of 

signal with greater quality. On the other hand, recorded 

signal needs to be cleaned up for further processing and 

filtering unwanted components. So, this worked focused 

on finding an engineering solution to a low cost radar 

also creation of custom signal conditioning circuit. 
 

III. LOW COST RADAR SENSOR 
We proposed a low cost solution to an IQ radar 

system. The price is well under of exisitng solutions. A 

typical qudrature radar MDU-4200 from Microwave 

Solution Ltd. Costs about $120, whereas, a single-channel 

MDU 1020 can be found as low as $7. A theoritical 

explanation presentated below justifies the composition 

of two single channel radars for making an alternate 

solution to qudrature radar. 
 

A. Radar theory of vital sign detection 

A typical coherent continuous wave vital sign 

Doppler radar system sends an RF signal towards human 

torso, the echo is phase modulated due to the positional 

variation of moving body parts. The echo is mixed and 

down converted to retrieve the target’s displacement. The 

output of a single channel receiver is given by [1]: 

B(𝑡) ≈ 𝐴𝐵 𝑐𝑜𝑠 (𝜃 +
4𝜋𝑥(𝑡)

𝜆
+

4𝜋𝑦(𝑡)

𝜆
+ ∆∅ (𝑡 −

2𝑑0

𝑐
)), (1) 

where 𝜃 is constant phase shift and ∆∅ is residual phase 

noise. 𝐴𝐵, 𝜆, 𝑥(𝑡), 𝑦(𝑡), and 𝑑0  are baseband amplitude, 

wavelength, chest movement, heart movement and 

nominal distance between the radar and the target. Now, 

if somehow  
𝜋

2
 phase change is introduced, (1) will result 

in: 

B(𝑡) ≈ 𝐴𝐵 𝑠𝑖𝑛 (𝜃 +
4𝜋𝑥(𝑡)

𝜆
+

4𝜋𝑦(𝑡)

𝜆
+ ∆∅ (𝑡 −

2𝑑0

𝑐
)). (2) 

Our work proves that physical offset between two 

single-channel radars can achieve proper phase shift for 

quadrature radar channels. 
 

B. Null and optimum demodulation 

The constant phase shift in (1) is related to nominal 

distance and can be expressed as: 

 𝜃 =  
4𝜋𝑑0

𝜆
+ 𝜃0;  𝑑0 =

𝜆(𝜃− 𝜃0)

4𝜋
;  𝑑0 =

𝜆(
𝑘𝜋

2
− 𝜃0)

4𝜋
. (3) 

If 𝜃 is denoted as the k multiple of  
𝜋

2
, the baseband output 

B(𝑡) will be either null or optimum for an integer value 

of 𝑘 when small signal approximation is applicable [1]. 

From (1) and (2) we see that null and optimum baseband 

output occurs for the nominal distances as: 

 𝑑𝑁𝑈𝐿𝐿 =
𝜆(𝑚𝜋− 𝜃0)

4𝜋
;  𝑑𝑂𝑃𝑇 =

𝜆(𝑚𝜋+ 
𝜋

2
− 𝜃0)

4𝜋
, (4) 

where m is an integer. (3) reveals that the adjacent null 

and optimum separation is: 

 |𝑑𝑁𝑈𝐿𝐿 −  𝑑𝑂𝑃𝑇| =   
𝜆

8
. (5) 

This examination proves the fact that if two single 

channel radars are oriented in similar way with a 

separation of  
𝜆

8
 in the plane of nominal distance between  
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the target and the radar transceivers, one of the radars will 

be in optimum position given that the other is in null 

position and vice versa [2]. One fundamental assumption 

is that the difference of the residual phase noise of the 

radars is negligible. 

 

C. Fabrication and testing 

Two MDU1020 radars were used for the experiment. 

MDU1020 has the operating frequency is 10.525 GHz. 

The theoretical distance between consecutive null and 

optimum points is 3.5629 mm; 
𝜆

8
 in other words [2]. Now 

creating the physical separation of this length in traveling 

plane of the wave should ensure fail-safe design. In case 

the nominal distance between one of the radars is in null 

position, the other will be in optimum position. The two 

radars were physically separated approximately 3.5 mm, 

as shown in Fig. 3. A mechanical mover was programmed 

to move in 0.5 Hz sinusoidal motion. The nominal 

distance between the radar pair and target was varied in 

the range of [0.5 m (0.5+.0035) m]. Linear demodulation 

has been performed using the output (voltage proportional 

to displacement) of the two radars as shown in Fig. 4.  

 

 
 

 
 
Fig. 3. Quadrature radar assembly is illustrated. A physical 

offset of approximately 3.5 mm has been kept between 

the two MDU1020 single channel k band radars [2]. 

 

 
 

Fig. 4. Shows the two radar output and combined output 

when the nominal distance is gradually changed. It is 

evident that one radar suffers distortion, but the other 

radar helps demodulating the correct signal [2]. 

IV. SIGNAL PROCESSING MODULE 

A. Design requirment 

The design requirements of the signal conditioning 

circuit are amplification, filtering, light-weight, DC 

offsetting capability for level shifting. 
 

B. Simulation 

General purpose uA741 operational amplifiers were 

selected for design and fabrication of the quick prototype. 

The circuit has two stages as shown in Fig. 5. The first 

stage is a voltage follower while the second stage is a 

summing inverting amplifier. Passive components have 

been used for filtering, i.e., variable resistors along with 

capacitors were used to provide DC offset, tunable band 

and gain. Figure 6 shows some tuning simulation.  
 

 
 

 

 

 

 

 

 (a)  

 (a) (b) 
 

Fig. 5. Software simulation and layout is shown: (a) 

depicts the circuit diagram of the single channel 

amplifier, and in (b) fabricated circuit containing four 

amplifier blocks [3]. 
 

 
 

   (a) 

 
 

   (b) 
 

Fig. 6. Bandwidth and gain variation by tuning resistance 

in (a), and capacitance in (b). R1 and C1 in Fig. 5 (a) were 

varied. 
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C. Fabrication and testing 

PCB layout was made using a LPKF mid-range PCB 

milling machine. A double sided FR-4 board was used to 

print the layout. A four-channel signal conditioning 

circuit was designed, so the circuit is capable of 

conditioning four channels. 
 

V. RESULTS 
Experiments were to check the performance of 

signal conditioning, wireless data acquisition. Target’s 

motion and a simple platform motions were simulated 

using mechanical moving stages, as demonstrated in Fig. 

7. The radar sensor and signal conditinging circuitry was 

mounted on a linear stages. Figure 8 illustrates the 

presense of noise in radar signal due to motion artifact 

simulated using linear stage. The radar sensor data was 

recorded via ZigBee communication link. 
 

 

 

. 

 

 

 

 
 

 
Fig. 7. (a) Shows experimental assembly, a DJI phantom 

quadcopter carrying the circuitry, and (b) shows 

experiments, simulating platform motion and target 

motion with two different linear stage. 
 

 
 

 

Fig. 8. Shows the time and frequency domain plots of 

radar data that contains two motion signature, platform 

motion was 2 Hz and target motion was 0.5 Hz simple 

periodic motion. Both platform motion and target’s 

motion are in composite signal. 

 

VI. CEM APPLICATION 
This work implemented off-the-shelf radar having 

vertical and horizontal polarization of 36 degree, and  

72 degree respectively in patch antenna. For motion  

artifact compensation low-IF RF tags can be used. A 

computational EM (CEM) simulation will help making a 

robust system. 

 

VII. CONCLUSION 
UAV-Life sign Radar system has been studied and 

system components were built to provide a low cost 

fabrication of the platform. A low noise lightweight four-

channel amplifier with DC offsetting and frequency 

tuning capability was fabricated. A low cost solution for 

quick prototyping of distortion-less radars system has 

been proposed with practical implementation. Overall, 

our work opens up the potentials for using UAV for life 

sign monitoring. 
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Abstract ─ This paper describes an efficient simulation 

method to solve the large scale electromagnetic 

problems with thin unit cells in the finite-difference 

time-domain (FDTD) simulation. The proposed method 

is based on the hybrid implicit-explicit and multi-GPU 

techniques, which can choose a larger time step size than 

that in the conventional one, and using the multiple 

graphic processing units (GPUs). In the proposed 

method, the computational time is significantly reduced. 

 

Index Terms ─ Electromagnetic simulation, FDTD 

method, multi-GPU, time domain analysis. 

 

I. INTRODUCTION 
The finite-difference time-domain (FDTD) [1] 

method is one of the numerical simulation techniques for 

solving the electromagnetic problems. The FDTD 

method is a conditionally stable method. Therefore, the 

maximum time step size is constrained by the Courant-

Friedrichs-Lewy (CFL) condition. If the time step size is 

not satisfied with the CFL condition, the FDTD method 

becomes unstable. For the analysis of the large scale 

electromagnetic problems with thin structures such as 

printed circuit boards, the time step size must be small 

and it can make the FDTD simulation a huge time 

consuming task. Thus, the efficient electromagnetic 

simulation technique is strongly demanded for the 

efficient designs. In order to overcome the CFL 

condition problem, the several unconditionally stable 

methods have been proposed for an arbitrary time step 

size [1], [2]. However, these methods are unsuitable for 

the parallel implementation because several overheads 

degrade the efficiency of parallel computing.  

In order to alleviate the CFL condition problem, the 

hybrid implicit-explicit (HIE)-FDTD method has been 

proposed and studied for the fast electromagnetic 

simulation with thin unit cells in the FDTD simulation 

[3]-[7]. The HIE-FDTD method can adopt a larger time 

step size than that for the conventional FDTD method. 

The implicit technique is employed partially, and the 

computational domain can be easily divided for the 

parallel computing. Therefore, the message passing 

interface (MPI)-based parallel-distributed HIE-FDTD 

method [6] and the general purpose computing on 

graphic processing unit (GPGPU) based massively 

parallel HIE-FDTD method [7] have been proposed  

for the efficient simulation. However, the parallel 

distributed HIE-FDTD method is required to be faster 

since CPU is slower than the graphic processing unit 

(GPU). On the other hand, the memory size of the GPU 

boards is not sufficient for the large scale problems. 

Hence, the combination of the MPI based method and 

the GPGPU based method is demanded for solving the 

large scale problems. As a result, the proposed method 

can solve the large scale problems and can reduce the 

elapsed time drastically from MPI-based and single 

GPU-based method.  

In this paper, the multi-GPU based HIE-FDTD 

method with MPI and CUDA is proposed for the 

efficient electromagnetic simulation of the object with 

thin structures. First, the HIE-FDTD method is reviewed 

briefly. Next, the proposed method is described. Finally, 

the efficiency of the proposed method is evaluated 

through several FDTD simulations.  

 

II. HIE-FDTD METHOD  
The HIE-FDTD method [4] has been proposed for 

the efficient 3-D electromagnetic simulation of the  

given object with thin unit cells in the FDTD-based 

computational domain. Here, it is assumed that the given 

object has the fine scale dimension in the z direction such 

as printed circuit boards. In such a case, the updating 

formulas of the HIE-FDTD method consist of the two 

explicit equations which do not contain the derivatives 

with respect to z direction and four implicit equations 

which include the derivatives with respect to z direction. 

The updating formulas are described in [6].  

The updating procedures of the HIE-FDTD method 

are partially different from the conventional FDTD 

method. First, Ez and Hz are explicitly updated. Next, Ex 

and Ey are updated by numerical solution method of 

simultaneous linear equations such as LU decomposition 
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method. After updating Ex and Ey, Hx and Hy are 

explicitly updated. 

The CFL condition of the HIE-FDTD method is 

alleviated than that of the conventional FDTD method, 

which is given by: 

 
2
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2
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2

min

1





zyxc

tFDTD
, (1) 

where 
FDTDt  is maximum time step size for the 

conventional FDTD method, c is the speed of light, 

minx , 
miny  and 

minz  are minimum cell sizes along the 

x, y, and z direction in the computational domain. The 

CFL condition of the HIE-FDTD method is determined 

as follows: 
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where 
HIEt  is maximum time step size for the HIE-

FDTD method. From (2), the z  is removed from the 

CFL condition of the HIE-FDTD method. Therefore, the 

time step size can choose the larger time step size than 

that for the conventional FDTD method. In the case of 

thin cell along with z direction, the HIE-FDTD method 

can efficiently simulate.  
 

III. MULTI-GPU HIE-FDTD METHOD 
The multi-GPU HIE-FDTD method is combination 

of the parallel distributed HIE-FDTD method and the 

GPGPU HIE-FDTD method. In the proposed method, 

the arithmetic operations are performed by a GPU 

instead of a CPU. In order to employ multi GPUs,  

the proposed method uses the three types of domain 

decomposition techniques. One is the domain 

decomposition technique for allocating a GPU to a 

subdomain. The others are the domain decomposition 

techniques for the GPU computing. In this section,  

the domain decomposition techniques and updating 

procedure are described. Here, the MPI library is 

employed for network communication between the 

neighboring subdomains and the CUDA is done for the 

GPU computing.  
 

A. Domain decomposition 

First, the domain decomposition technique for 

allocating a GPU to a subdomain is described. In the 

proposed method, the whole 3D spatial domain is 

divided into the several subdomains along the x and y 

directions. The number of subdomains is same as the 

number of GPUs. Note that the boundary cells of 

subdomain are overlapped with the neighboring 

subdomains. The overlapping boundary cells are 

employed to communicate magnetic components 

between the neighboring subdomains. Furthermore, the 

dummy cells are added to each subdomain in order to 

correct the total number of cells of x-y plane to a multiple 

of 64. The dummy cells are employed for the GPU 

computing. In the updating process, the electromagnetic 

components at the dummy cells are not updated.  

Next, the domain decomposition techniques for 

GPU computing are shown. The partitioned subdomains 

for GPU computing are illustrated in Fig. 1. Here, NX, 

NY, and NZ are the numbers of cells for the x, y, and z 

directions, respectively. In the proposed method, the 

domain decomposition techniques are different in the 

explicit updating procedure and the implicit updating 

procedure. Figure 1 (a) shows the divided subdomain for 

explicit updating procedure. The subdomain is partitioned 

by the blocks which are composed of the 64 threads. A 

cell is allocated to a thread and is updated by the thread. 

The thread is smallest element of the process. Therefore, 

in the explicit updating procedure, the subdomain is 

divided into (NX×NY×NZ)/64 blocks. On the other 

hand, the domain decomposition technique for implicit 

updating procedure is illustrated in Fig. 1 (b). In the 

implicit updating procedure, x-y plane of the sub-domain 

is partitioned by the blocks. Thus, each block is assigned 

to 64×NZ cells. Each thread in the block is allocated to 

the NZ cells. These cells are updated by using the LU 

decomposition method [8].  
 

 
   (a) 

 
   (b) 
 

Fig. 1. The domain decomposition and block structure for 

GPU computing. (a) Domain decomposition for explicit 

updating procedure, and (b) domain decomposition for 

implicit updating procedure. 
 

B. Updating procedure 

In the proposed method, two types of updating 

procedures are employed. One is the updating procedure 

which invokes the blocking data communication 
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function. The other is the updating procedure which calls 

the nonblocking data communication function. In the 

case of invoking the blocking data communication 

function, each magnetic component at boundary cells is 

communicated after updating each magnetic component. 

On the other hand, in the case of calling the nonblacking 

data communication function, the updating process is 

divided into two parts. One is the boundary part. The 

other is except the boundary part. Figure 2 shows the 

pseudo-code of updating procedure for calling the 

nonblocking data communication function. From Fig. 2, 

the data communication and the computation is over 

lapped by the nonblocking data communication function. 

Therefore, it is efficiently performed than invoking the 

blocking data communication function.  
 

Transient() 

{ 

    COMMUNICATE Hx and Hy of boundary part 

between neighboring subdomains 

    WHILE Current Time < Ending Time 

        COMPUTE Hz of the boundary part 

        COMMUNICATE Hz of boundary part between 

neighboring subdomains  

        COMPUTE Hz except boundary part 

        COMPUTE Ez except boundary part 

        WAIT for completion of Hx and Hy of boundary 

part communicate 

        COMPUTE Ez of boundary part 

        COMPUTE Ex and Ey except boundary part  

        WAIT for completion of Hz of boundary part 

communicate 

        COMPUTE Ex and Ey of boundary part  

        COMPUTE Hx and Hy of boundary part 

        COMMUNICATE Hx and Hy of boundary part 

between neighboring subdomains 

    ENDWHILE 

} 
 

Fig. 2. Pseudo-code of the proposed method.  
 

IV. NUMERICAL RESULTS 
First, in order to estimate the accuracy of the 

proposed method, the simulation has been performed for 

multi conductor transmission lines illustrated in Fig. 3. 

Each transmission line is terminated with the resistor 

(100 Ω). The voltage source is appended to the near  

end of the trace2. A pulse excitation with 0.5×10-9 sec 

rise/fall time, a width 4×10-9 sec, a period 1×10-8 sec, and 

an amplitude 3.3V was used. Mur’s first order absorbing 

boundary condition is used for the absorbing boundary 

condition. The computational domain consists of 

46×40×50 cells and discretized by nonuniform meshes. 

The minimum cell sizes are Δx=0.2mm, Δy=1 mm, 

Δz=0.01 mm, respectively. The time step size is  

3.33×10-14 sec in the FDTD method and 6.53×10-13 sec 

in the HIE-FDTD method. All of the simulations are 

performed by PC cluster, which is composed of two PCs. 

These PCs are connected by the gigabit Ethernet. Each 

PC has an Intel Xeon E5-2650 2GHz and four GPU 

boards, which are Tesla C2075. Tesla C2075 is one of 

the GPU boards for the high performance computing. In 

this simulation, the Intel Xeon E5-2650 was used for the 

FDTD method and the HIE-FDTD method and eight 

GPU boards were used for the proposed method. Open 

MPI is employed for MPI library. Figure 4 shows 

waveform results of the far end of the trace2 and the 

trace3. From Fig. 4, the waveform results show good 

agreement between these methods.  

Next, in order to verify the efficiency of the 

proposed method, the large scale problem has been 

performed. The number of cells is 1270×1270×102 cells. 

The minimum cell sizes are Δx=Δy=1 mm, Δz=0.01 mm. 

Mur’s first order absorbing boundary condition is 

adopted. The time step size for the FDTD method is 

3.33×10-14 sec. That for the HIE-FDTD method is 

1.89×10-12 sec. Table 1 shows the simulation results, 

which are the elapsed time and the speed up ratio, by the 

FDTD method, the multi-GPU FDTD method, the HIE-

FDTD method and the proposed method. The proposed 

method is performed with single precision floating  

point and double precision floating point. The peak 

performance of the Tesla C2075 by using the single 

precision floating point is two times faster than the peak 

performance by using the double precision floating 

point. In the bracket, the communication time is 

described. From Table 1, the proposed method is about 

4000 times faster than the FDTD method by using the 8 

GPUs with single precision floating point.  

 

 
  (a) 

 
  (b) 
 

Fig. 3. Example printed circuit board: (a) overhead view 

of the example circuit, and (b) cross section view of the 

example circuit. 
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  (a) 

 
  (b) 

 

Fig. 4. Waveform results: (a) far end of the trace2, and 

(b) far end of the trace3.  

 

Table 1: Elapsed time and speed up ratio 

 
Elapsed 

Time (sec) 

Speed up Ratio 

(vs FDTD Method) 

FDTD method 499395.0 1.00 

Multi-GPU FDTD 

method 
6189.88 80.68 

HIE-FDTD method 15110.43 33.05 

Proposed method 

(double precision 

and blocking) 

287.39 

[221.23] 
1737.69 

Proposed method 

(single precision 

and blocking) 

145.62 

[117.33] 
3429.44 

Proposed method 

(double precision 

and nonblocking) 

244.86 2039.51 

Proposed method 

(single precision 

and nonblocking) 

126.64 3943.42 

 

V. CONCLUSION 
The multi-GPU HIE-FDTD method proposed for the 

efficient simulation of the large-scale electromagnetic 

problems including thin structures. In the case of suitable 

given objects for the HIE-FDTD method, it has been 

verified that the proposed method is more than about 

4000 times faster than the conventional FDTD method 

in the case of using 8 GPUs with single precision floating 

point.  
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Abstract ─ Beamforming is a serious problem in wireless 

communication. Many deterministic and numerical 

techniques are proposed to achieve beamforming. 

However, the application of evolutionary computing 

techniques produced better results over many existing 

conventional methods. In this paper, one such attempt of 

applying a novel nature-inspired technique known as 

Firefly algorithm (FFA) to demonstrate beamforming  

in linear arrays and compared with particle swarm 

optimization (PSO). The desired objectives of the 

synthesis process are defined as sidelobe level (SLL) 

suppression and null positioning. The optimal set of 

amplitude distribution for the elements in the linear array 

is obtained using the technique in order to achieve the 

desired objectives. The results are evaluated in terms of 

radiation pattern plots. 

 

Index Terms ─ Antenna array, Firefly algorithm, particle 

swarm optimization. 
 

I. INTRODUCTION 
Beamforming, on one hand it involves in observing 

deep nulls in the direction of the undesired signal and, on 

the other hand, it involves in positioning the main beam 

in the direction of the desired signal. Antenna array 

which have perfect control of radiation characteristics 

like sidelobe level (SLL), control on beam width (BW) 

along with beam steering (BS) capabilities have emerged 

as the best candidates for beamforming applications [1]. 

Linear arrays are the simplest form of array antenna 

geometry. All the elements of the array are oriented 

along a straight line defined in terms of array length and 

number of elements. These linear arrays are the best 

candidates for beamforming applications with efficient 

sidelobe level suppression [2-4] and null control [5] 

characteristics. These arrays are capable of interference 

suppression through beam-forming technique. Nulls are 

located in the direction of arrival (DOA) of the 

interference signal while the main beam is steered to the 

DOA of the desired signal in order achieve the above 

said characteristics. Many conventional techniques are 

proposed to solve the problem of beamforming. 

Unfortunately, these are time-consuming as well as 

provide poor performance. In order to overcome these 

hurdles, in the recent past several evolutionary techniques 

are proposed [3-6]. These techniques are quite efficient 

and often express the supremacy over traditional 

techniques. 

In this paper, novel nature-inspired metaheuristic 

evolutionary computing algorithm known as Firefly 

algorithm (FFA) [6, 7] is employed to achieve the 

specified two objectives of SLL suppression and null 

position in linear arrays. The rest of the paper is 

organized as follows. Sections 2 and 3 are dedicated to 

description of the problems statement and formulation of 

cost function. Implementation of the algorithm for the 

proposed problem is given in Section 3. The case wise 

presentation of results is given in Section 4 which is 

followed by overall conclusion in Section 5. 

 

II. PROBLEM STATEMENT 
The problem statement can be considered as to 

determine the amplitude distribution of linear array 

which produces the desired radiation pattern. The 

geometry of the broadside linear array of N equi-spaced 

isotropic elements with symmetric excitation positioned 

along Z-axis is shown in Fig. 1. 

Mathematically, the array factor can be stated as: 

     
1

exp 1 cos .
N

n

n

E I j n kd  


      (1) 

Here, xn is Amplitude of excitation of the nth element of 

the array, k is wave number, d is spacing between the 

elements (λ/2), β = cos dkd   and 
d = Scan angle and  
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N = Number of elements in the array. Progressive phase 

β is zero as pattern maxima is directed towards d = 900 

for broadside linear array. However, in scanned array 

pattern maxima is oriented at an angle d . 
 

 
 

Fig.1. Geometry of broadside linear array. 
 

III.COST FUNCTION FORMULATION 
The two objectives considered in this work 

corresponding to linear array synthesis are SLL 

suppression and null positioning. The cost functions 

corresponding to these two objectives are given as 

below. 

For SLL optimization: 

    f1= max[Eϴ=FN to π/2] 

  cf1     = |f1-40| if f1<40 

    = 0 otherwise, (2) 

where cf1 is cost function and FN is first null. 

For null positioning: 

 Enmax= max[E(ϴ=n1), E(ϴ=n2), E(ϴ=n3)] 

 cf2         = |Enmax-60| if Enmax<60 

   = 0  otherwise, (3) 

where n1, n2 and n3 are desired null positions in degrees. 
 

IV. OPTIMIZATION ALGORITHMS 

A. Firefly algorithm 

Genesis 

FFA is proposed by Yang [6]. Like several other 

swarm intelligence based algorithms, FFA is also 

inspired by the natural behaviour of fireflies and the 

phenomenon of bioluminescent communication. Firefly 

species produce short and rhythmic flashes. These 

flashes of light play a vital role in bioluminescent 

communication. Mostly the flash pattern is unique for 

every species in terms of frequency, colour and time for 

which the flash of light is generated. These patterned 

flashes are used by the fireflies to attract other fireflies 

for mating. According to inverse square law the intensity 

of light at a certain distance r from the light source. 

Which means that the intensity of the light I goes on 

decreasing as the distance r increase in terms of I α 1/r2. 

In addition to this another phenomenon known as 

absorption, the light becomes weaker as it travels along 

the distance. Due to these factors when combined make 

most fireflies visible at a limited distance, normally to a 

few hundred meters at night, which is quite enough for 

fireflies to communicate with each other. The following 

are the rules that are used to describe the structure of the 

FFA: 

1) All fireflies are unisex so that one firefly will be 

attracted to other fireflies regardless of their sex. 

2) Attractiveness depends on the brightness of the 

flashed light. Accordingly, firefly with brighter flash 

is supposed to have good attractiveness than the 

firefly with less brightness. 

3) Brightness is defined by the objective function or 

the landscape of the species. 
 

Algorithm Construction 

The construction of the algorithm considers several 

base rules which mimic the actual behaviour of the 

fireflies. It is interesting to note that these fireflies (FF) 

are unisex and are capable of drawing the attention of 

any companion FF. The degree of attraction is referred 

as individual’s brightness. The brightness or light 

intensity of a firefly is influenced by the landscape of 

fitness/cost function. The basic steps of the FA can be 

summarized as the pseudo code in Fig. 2. 
 

 
 

Fig. 2. Flowchart of Firefly algorithm. 
 

Implementation of FFA for LA Synthesis 

The adoption of the algorithm for the array synthesis 

problem starts with population initialization. Every 

individual FF in the population is considered as a 

respective array and the amplitude distribution for each 

array in the population is randomly generated. If P 

individual FF are considered, then the population is a 

vector of size 1xK. However, each individual FF is again 

a vector of size equal to the number of elements in each 

array. For example, the ith FF is given as follows: 

 1 2 3, ,i Kx x x x x , (4) 

Similarly, the population matrix is given as: 

















































PK2P1P

K22221

K11211

P

2

1

x....xx

.......

.......

x....xx

x....xx

x

.

.

x

x

X .
 

(5) 

MUBEEN, PRASAD, RANI: LINEAR ARRAY BEAMFORMING USING NATURE INSPIRED COMPUTING 217



After the population initialization the immediate 

step if FF evaluation, which means to evaluate the fitness 

of the FF and the corresponding amplitude distribution: 

 Ii = ObjFunc (xi). (6) 

The calculation of the attractiveness of an FF is given 

by: 

   2

ijo rexp*r  . (7) 

Here, r is the distance between any two fireflies, o  is  

the initial attractiveness at r=0 and   is the absorption 

coefficient which controls the decrease of the light 

intensity. The distance between any two fireflies i and j at 

xi and xj respectively can be defined as a Cartesian 

distance ‘rij’ using the following equation: 

 



n

1k

2

jkijjiij xxxxr . (8) 

The movement of a firefly ‘i’, which is attracted by 

a more attractive (i.e., brighter) firefly ‘j’ is given by the 

following equation: 

     2/1randxxrexpxx ij

2

ijoii  . (9) 

 

B. Particle swarm optimization 

PSO is developed by Kennedy and Eberhart and 

applied to several engineering problems. PSO belongs to 

the class of population based optimization technique 

which is inspired by social behaviour of bird flocking or 

fish schooling. The population in PSO constitutes 

particles. Each particle refers to the position in the search 

space. Every particle is subjected to move around the 

search space in search of the target and updates in every 

iteration. The displacement is governed by both velocity 

and position of the particle. The velocity depends on 

personal best position and the global best position of the 

particle. Personal best refers to the best position of the 

particle from the displacement history of the particle, 

while the global best refers to the best position among 

the flock in the current iteration. This is mathematically 

modelled using the following equation: 

 1

1 1

* ( ) ( )i i g i
i i k k k
k k

i i i

k k k

rand p x rand p x
v wv

t t

x x t v




 

 
   

 

  

, (10)
 

i

kv = velocity of ith particle in the kth iteration,  
i

kp = personal best of ith particle in the kth iteration,  
g

kp = global best in the kth iteration, w = inertial weight, 

β and α are cognitive and communal coefficients. In this 

case both are equal to 0.5. 

 

V. RESULTS AND DISCUSSION 
The simulation based experimentation is carried out 

for two different objectives. As discussed earlier, one of 

the objective is to obtain very low SLL than uniform 

distribution under scanned and un-scanned beam 

conditions. Un-scanned beam refers to position of main 

beam at 00 while scanned beam refers to main beam 

positioned at 300. In both the cases, the SLL is 

maintained well below the level observed with uniform 

distribution in which all the elements in the array are 

uniformly excited. Suppressed SLL to -40 dB is achieved 

by applying FFA to obtain non-uniform amplitude 

distribution. The results pertaining to this discussion are 

mentioned in Fig. 3. The pattern with dashed line refers 

to uniform distribution where the SLL is -13 dB while 

the solid line and dotted line refers to un-scanned and 

scanned radiation patterns with non-uniform distribution 

using FFA respectively. 
 

 
 

Fig. 3. SLL suppression in unscanned and scanned 

patterns. 

 

As a second objective the problem of null positioning 

is considered for both unscanned and scanned beams. As 

a frst case in this objective, multiple nulls with fixed 

main position at 00 using both PSO and FFA is considered. 

The DOA of the interference signals are -250, 400 and 

600. This is demonstrated in terms of radiation pattern in 

Fig. 4 (a) and the corresponding convergence plots in 

Fig. 4 (b). The amplitude distribution obtained using the 

FFA and PSO is given in the corresponding column of 

Table 1. As a second case beamsteering along with three 

nulls is considered. This is shown in the Fig. 5 (a), where 

the main beam is scanned to an angle of 300 which is 

considered as the DOA of the desired signal. The 

respective convergence plot is as shown in Fig. 5 (b). The 

corresponding amplitude distribution using PSO and 

FFA are as given in Table 1. 
 

 
 (a) 
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 (b) 
 

Fig. 4. (a) Radiation pattern with nulls at -250, 400  

and 600 while main beam positioned at 00, and (b) 

convergence plot for PSO and FFA. 
 

 
 (a) 

 
 (b) 
 

Fig. 5. (a) Radiation pattern with nulls at -250, 400  

and 600 while main beam positioned at 250, and (b) 

convergence plot for PSO and FFA. 
 

Table 1: Amplitude distribution obtained using FFA for 

different cases 

Element 

Number 

Amplitude Distribution 

Fig. 3 Fig. 4 Fig. 5 

00 300 FFA PSO FFA PSO 

1&1' 0.76 0.80 0.54 0.76 0.99 0.47 

2&2' 0.72 0.76 0.04 0.36 0.86 0.57 

3&3' 0.64 0.68 0.11 0.56 0.56 0.14 

4&4' 0.53 0.56 0.77 0.75 0.41 0.38 

5&5' 0.41 0.44 0.71 0.75 0.48 0.50 

6&6' 0.29 0.31 0.46 0.85 0.59 0.13 

7&7' 0.18 0.20 0.60 0.55 0.37 0.00 

8&8' 0.13 0.15 0.85 0.73 0.38 0.68 

VI CONCLUSION 
FFA has been successfully applied to array synthesis 

problems in beamforming applications with multiple 

objectives. The technique of generating nulls in the 

desired directions in order to suppress the interference 

signals is well demonstrated under un-scanned and 

scanned conditions for beamforming characteristics. 

FFA has shown its efficiency and simplicity in terms of 

computation time and complexity. It is evident from the 

plots that the convergence is achieved earlier with FFA 

than PSO in all the cases mentioned above. Moreover, 

the convergence is delayed when the beam is scanned to 

a certain angle. The technique demonstrated in this paper 

can easily be extended to any multimodal problems with 

several constraints. 
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Abstract ─ Dipole antennas have a limited bandwidth 

which restricts their use to narrow bandwidth 

applications. To improve the functionality of a dipole 

antenna, additional wire elements can be added to the 

dipole antenna to increase the impedance matching and 

bandwidth. A design for a modified dipole antenna is 

proposed and analyzed using multiple computational 

electromagnetic software to determine how the 

additional wire elements affect the input impedance 

bandwidth and radiated fields. The antenna was then 

fabricated and tested and compared to simulation results. 

The modified dipole antenna shows a bandwidth 

improvement of more than four times, approaching 31%, 

while maintaining radiation patterns similar to a 

traditional dipole antenna with slightly higher gain. 

 

Index Terms ─ Antenna, bandwidth, dipole, far field, 

gain, impedance. 

 

I. INTRODUCTION 
Many modern wireless communication systems 

require antennas that can provide omnidirectional 

radiation coverage. As such, the classic half-wavelength 

dipole antenna which provides a uniform omnidirectional 

coverage is a popular candidate for these systems. The 

primary drawback for these antennas however is the fact 

that they operate in a very narrow bandwidth, which 

limits their application in modern communication 

systems. In this work, we propose a new configuration 

for the classic wire dipole antenna, to improve its 

bandwidth. The presented design is an extension of the 

configuration proposed in [1]. Four wire elements 

connected to the wire dipole antenna, as shown in Fig. 1. 

This essentially creates a quasi-log periodic wire 

antenna, which minimizes the reactive part of the 

impedance and improves the matching at the input port 

of the antenna, resulting in a wider bandwidth. It is 

shown that by proper tuning of these parasitic wires,  

the bandwidth of the classic dipole antenna can be 

increased by more than four times, while maintaining an 

omnidirectional radiation pattern and slightly increasing 

the gain. 

 

 

Fig. 1. Dipole antenna models: (left) dipole antenna, 

(center) modified dipole antenna, and (right) the modified 

dipole configuration along with design parameters. 

 

II. DESIGN 
The initial design for this study is based on the work 

reported in [1]-[3]. The objective of this study is to 

further the analysis of the modified dipole antenna 

configuration shown in Fig. 1. To this end, we compare 

the performance of the classic wire dipole antenna, with 

the modified dipole. The analysis is conducted using 

three computational electromagnetic software: FEKO 

[4], Ansys HFSS [5], and CEMS [6]. A parametric study 

for design parameters A, B, and C was conducted using 

HFSS to understand how the impedance matching of the 

antenna is effected by the additional wire elements. The 

parameters R and L were set to 0.2 mm and 128 mm 

respectively in all used software packages and for the 

parametric study. 

Figures 2-4 show the result of the parametric study. 

Figure 2 shows the results when varying A with B=10 mm 

and C = 18 mm. As the length of A increases the real part 

of the input impedance decreases. The imaginary part of 

the input impedance curve straightens out as the length 

of A increases. From the results depicted here, it can be 

seen that the length of A that corresponds to a real input 

impedance close to 50 Ohms and an imaginary input 

impedance around zero, i.e., best matching over a broad 

frequency range, is for A = 33 mm. 
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(a) 

(b) 

Fig. 2. Input impedance versus frequency: (a) real and 

(b) imaginary.

(a) 

(b) 

Fig. 3. Input impedance versus frequency: (a) real and 

(b) imaginary.

 (a) 

 (b) 

Fig. 4. Input impedance versus frequency: (a) real and 

(b) imaginary.

Figures 3 and 4 show the parametric study results 

for B and C. For the parametric study with B, A = 33 mm 

and C = 18 mm. For the parametric study with C, 

A = 33 mm and B = 10 mm. Parameters B and C show 

similar behaviors as for A, but to less extent. From the 

study reported here it can be seen that A is the main 

tuning parameter for impedance matching in this 

modified dipole configuration. The dimensions of the 

design parameters were chosen based on the results 

reported here and are A = 33 mm, B = 10 mm, C = 18 mm, 

L = 128 mm, and R = 0.2 mm. 

III. RESULTS
Using the design dimensions determined in the 

previous section, the antenna was built and measured as 

well as simulated using three different computational 

electromagnetic software, namely: FEKO, Ansys HFSS, 

and CEMS. For comparison purposes a dipole antenna 

with the same length as the modified dipole antenna 

design is also simulated and tested. Figure 5 shows the 

magnitude of 𝑆11 versus frequency for the dipole antenna

modeled in FEKO and the modified dipole configuration 

in the three different software packages. 

Table 1 shows the original bandwidth and the 

corresponding improvement for each dipole simulation. 

The center frequency was determined by finding the 

-10 dB crossings and calculating the frequency in the

middle. For the three modified dipole antennas results in

HOCH, ELSHERBENI, NAYERI: BANDWIDTH ENHANCEMENT OF DIPOLE ANTENNAS USING PARASITIC ELEMENTS 221



Fig. 5, the curves are different regions below -10 dB but 

exhibit a similar behavior. The slight differences can be 

due to the nature of the three different software packages 

and how they represent the antenna and the source of 

excitation. All of the modified dipole models operate at 

a higher frequency than the traditional dipole antenna 

and the reflection coefficient curves have two local 

minimums. The mean improvement in bandwidth is 

more than four times when comparted to the traditional 

dipole antennas as can be seen in Table 1. Figure 6 shows 

the measured reflection coefficient for the two models 

shown in Fig. 1. The curve does not closely resemble 

what was simulated, but the overall result is similar. The 

difference is due to the un-professional construction of 

the antenna, SMA connector, and from the solder joints 

which was not accounted for in simulations. The 

bandwidth of the fabricated modified dipole was 

improved by approximately four times when compared 

to the fabricated dipole antenna. 

To study the effect of the additional wire elements 

FEKO was used to examine the radiated far-field 

patterns. The electric field was examined for the 

modified dipole antenna as well as a dipole antenna 

operating at the center frequency of the modified dipole 

antenna.  

 

 
 
Fig. 5. Reflection coefficient for a regular dipole and the 

modified dipole using three different software packages. 

 

 
 

Fig. 6. Measured reflection coefficient for a regular 

dipole and the modified dipole. 

Table 1: Bandwidths of the dipole antennas 

Antenna BW (%) 
% BW 

Improvement 

FEKO dipole 7.05 - 

CEMS mod. dipole 30.37 23.32 

FEKO mod. dipole 31.17 24.12 

HFSS mod. dipole 30.35 25.36 

Measured dipole 8.24 - 

Measured mod. dipole 31.78 23.54 

 

From Figs. 7 and 8 it is observed that the addition of 

the wire elements does not drastically change the 

magnitude of 𝐸𝜃  in all three planes across the frequency 

band. Table 2 shows the gain for both the modified 

antenna and dipole antenna at three different frequencies 

within the band. 
 

 
   (a) 

 
   (b) 

 
   (c) 

 

Fig. 7. Electric field in the XY-plane: (a) 1.202 GHz, (b) 

1.306 GHz, and (c) 1.410 GHz. 
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  (a) 

  (b) 

  (c) 

Fig. 8. Electric field in the XZ-plane and YZ-plane: (a) 

1.202 GHz, (b) 1.306 GHz, and (c) 1.410 GHz. 

Table 2: Realized gain of modified dipole using FEKO 

Realized Gain (dBi) 

Antenna 1.202 GHz 1.31 GHz 1.41 GHz 

Modified 

dipole 
2.117 1.92 1.92 

Due to the better matching at the input port of the 

modified dipole, the realized gain of the modified 

antenna remains around 2 dBi for all three frequencies. 

The calculated gain of the traditional dipole antenna is 

1.94 dBi. 

VI. CONCLUSION
A modified dipole antenna configuration is 

proposed and investigated using three different software 

packages as well as measured results from built 

antennas. Additional wire elements are added to a 

traditional half wave length antenna that enable 

impedance matching across the band. It is shown 

numerically and experimentally that this configuration 

can increase the input impedance bandwidth four 

times when compared to a traditional dipole antenna. 

The additional wires do not change the radiation 

characteristics of the dipole antenna as demonstrated 

using simulations. The resulting cross polarized electric 

field component 𝐸𝜙 is found to be less than 40 dB of the

𝐸𝜃  component. The gain of the modified antenna is close

to 2 dBi over a broad range of frequencies. Based on this 

study, the proposed modified dipole antenna has the 

potential to expand the use of dipole antennas in a wide 

range of applications. 
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Abstract ─This paper investigates the Fast Multipole 

Method (FMM) for large-scale electromagnetics 

scattering problems for dielectric objects. The algorithm 

is implemented on a Graphical Processing Unit (GPU) 

cluster using CUDA programming and Message Passing 

Interface (MPI). Its performance is investigated in terms 

of accuracy, speedup, and scalability. The details of  

the implementation and the performance achievements 

are shown and analyzed, demonstrating a scalable 

parallelization while maintaining a good degree of 

accuracy. 

 

Index Terms ─ Dielectric objects, Fast Multipole Method 

(FMM), Graphics Processing Unit (GPU), Message 

Passing Interface (MPI). 
 

I. INTRODUCTION 
Modelling electrically large dielectric objects plays 

an important role in the research of target identification 

or the stealth and anti-stealth technology. The excessively 

heavy requirements of memory and computational 

resources of such applications pose a challenging problem 

in the computational electromagnetics community. The 

past two decades have witnessed many numerical 

techniques developed to reduce this burden without 

significant loss of accuracy, including Adaptive Integral 

Method (AIM) [1], Impedance Matrix Localization 

(IML) [2], and Fast Multipole Method (FMM) [3]. Among 

others, FMM is the most suitable technique for large-

scale problems in reducing the computational complexity 

of the conventional technique, Method of Moment 

(MoM) [4] from O(N3) to O(N1.5), where N denotes the 

number of unknowns. Some other approaches such as 

AIM and IML have the complexity of O(N1.5logN) and 

O(N2logN), respectively. Many authors have investigated 

the parallelization of FMM on CPU clusters for solving 

the dielectric problems [5]. However, to the best of our 

knowledge, FMM has not been studied for dielectric 

electromagnetics problems on GPU clusters. Recently 

our group has applied single-level FMM for perfect 

electric conductor (PEC) objects [6]-[7], and good 

speedup factors compared to the CPU implementations 

were achieved. However, our previous implementations 

focused only on PEC objects, which can be limiting for 

simulating real-life scenarios.  

In this paper, we investigate the parallelization of 

FMM for dielectric electromagnetics structures using the 

PMCHW formula [8] on a multi-node GPU cluster with 

CUDA and MPI programing. We demonstrate that the 

implementation of FMM on GPU clusters outperforms 

that of the CPU counterpart in terms of speedup and 

scalability.  

The rest of the paper is organized such that Section 

II provides an overview of FMM for dielectric objects. 

Section III describes the parallelization of FMM on GPU 

clusters. Experimental results are discussed in Section IV. 

Finally, our findings are summarized in the conclusions 

section.  

 

II. OVERVIEW OF THE FAST MULTIPOLE 

METHOD FOR DIELECTRIC OBJECTS 
In this section, we provide a brief overview to help 

our discussion on the parallel implementation of FMM 

for dielectric objects, which is presented in detail in 

Section III.  

FMM solves for the linear equation system created 

in the form of ZI = V, where I represents the unknown 

currents, V depends on the incident field, and Z is the 

impedance matrix. The main idea of FMM is the 

grouping concept as shown in Fig. 1, where N edges in 

the mesh of a given structure are categorized into M 

localized groups based on their proximity. According to 

this approach, two interaction types can be defined: near 

and far, as depicted in Fig. 1. The Z matrix is split into 

two components, Znear and Zfar, as shown in (1): 
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and m and m’ are observation and source edges in the 

mesh, respectively.  

The near term comprises of interactions between 
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spatially close edges, and is computed and stored in  

a similar manner to MoM [4]. For dielectric objects, 

PMCHW formula [8] is used in this paper and the four 

components of Znear is shown in (2)-(4): 

 
', ' 1

1 '

( ) ( , ) ( ) '
4

1
( )) ( , ) ( )) '

4

near

mm JJ m m
S S

m m
S S

j
Z G dS dS

G dS dS
j





 



  

 

 

f r r' f r

( f r r' ( f r'

r'

r

, (2) 

 
2

', ' 1

2

1 '

( ) ( , ) ( ) '
4

( )) ( , ) ( )) '
4

near

mm MM m m
S S

m m
S S

j
Z G dS dS

G dS dS
j







 



  

 

 

f r r' f r

( f r r' ( f r'

r'

r

, (3) 

 
', ' 1

',

( ) ( , ) ( ) '
4

near

mm MJ m m
S S

near

mm JM

Z G dS dS

Z






  

 

 f r r' f rr'
. (4) 

The interactions between the remaining edges that 

are spatially far from each other constitute the far term. 

The advantage of separating the Z matrix into two 

components is that the Zfar matrix does not need to be 

computed and stored ahead of time. Instead it is 

factorized into the radiation, TE/TED, receive, RE, and 

translation functions, TL. Equations (5)-(11) depict these 

functions based on PMCHW formula: 
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Fig. 1. FMM grouping concept. 
 

In the equations above, the prime syntax denotes the 

source points, and i refers to the groups in the mesh. The 

unit vector k̂  denotes the K possible field directions in k 

space, f(r) denotes the basic functions, 2 ( )lh r  is the 

spherical Hankel function of the second kind, and ( )lP r  

is the Legendre polynomial. 
 

III. PARALLELIZATION OF FMM ON GPU 

CLUSTERS 
The platform utilized in our FMM implementation 

is a GPU cluster, which consists of 13 computing nodes. 

Each node has a dual 6-core 2.66 GHz Intel Xeon 

processor, 48 GB RAM along with one NVidia Tesla 

M2090 GPU running at 1.3 GHz with 6 GB memory. 

The nodes are interconnected through the infiniBand 

interconnection. The cluster populates CUDA v7.0 and 

MVAPICH2 v1.8.1. (a well-known implementation  

of Message Passing Interface (MPI)). Two parallel 

programming approaches of CUDA and MPI are 

combined to provide the use of GPU programming 

across the cluster.  

In this section, we provide an overview of our 

implementation on GPU. Figure 2 shows the main blocks 

which consist of pre-processing, processing and post-

processing, where processes which utilize GPU are 

shown in solid green line, and CPU based operations are 

shown in dashed black line. The geometry mesh data 

resulting from the pre-processing step is transferred to 

the GPU memory, and the entire computation is 

performed on the GPU. The user defined results such as 

radar cross section, scattered fields are post-processed on 

the CPU. 

The parallelization of the processing step in GPU 

cluster implementation is performed at two levels: (i) 

among computing nodes using MPI library, and (ii) 

within GPU per node using CUDA programming model. 

The workload of the computational task is equally 

distributed among the computing nodes, and the inter-

node communication is minimized. This is achieved by 

uniformly distributing the total number of groups, M, 

among the n computing nodes. We only present the far 

interactions in this paper, since the near field and V 

vector calculations implementations can be found in [6]-

[7]. 
 

A. Far interactions calculations 

This task comprises of three calculations: radiation, 

and receive functions and translation matrices. The first 

step in the far interaction calculations is the calculation 

of the radiation, TE/TED and receive, RE, functions for Zfar 

matrix as seen in Fig. 2. It is worth noting that the 

radiation and the receive functions as well as the 

translation matrix have to be evaluated at all K directions 

for the unit sphere integration. The computational 

workload is distributed across the nodes using the group-

based partitioning scheme such that Mnode groups are 

allocated for each node. K evaluations for the radiation 

and receive functions are required for each node. The 

threads are grouped into blocks such that each block of 

threads performs Ngroup radiation/receive functions at a 

given group, then a total number of blocks per node  
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equal to MnodeK. 

The second task for far interactions is the calculation 

of the translation matrix, TL. Similar to the calculation of 

the radiation/receive functions, the translation matrix has 

to be evaluated at all K directions for the unit sphere 

integration. The workload for the TL calculations is also 

distributed across the nodes following the group-based 

technique. Each CUDA block is assigned to compute one 

sparse row of the TL matrix for a given direction, and 

each thread computes one element in that row. 

 

 
 

Fig. 2. FMM flow chart implementation. 

 

B. Fast matrix-vector multiplication 

The processing step is followed by solving linear 

equation iteratively. In this paper, the Biconjugate 

Gradient Stabilized method (BICGSTAB) is employed 

where each iteration involves the Matrix-Vector 

Multiplication (MVM). In this part, MVM of the far 

interactions are focused and the calculation of ZfarI 

comprises of aggregation, translation, and disaggregation. 

By using the group-based scheme, the inter-node 

communication is required only at two steps: (i) at the 

beginning of the MVM to exchange the estimated values 

for the unknowns among the nodes, and (ii) after the 

aggregation step and before performing the translation 

step in order to update all nodes with the aggregated 

fields. The flow chart of the implementation is shown in 

Fig. 3.  
 

 
 

Fig. 3. Far-interaction flow chart implementation. 
 

Each node already calculates its own portion of the 

radiation/receive functions, and the translation matrix. In 

the aggregation stage, each unknown is multiplied with 

its corresponding radiation functions, and is summed in 

each group. The aggregation stage can be performed 

independently for all K directions, and thus can be 

performed concurrently with minimal need for inter-

node communication. An all-to-all communication is 

employed by each node to broadcast the aggregated 

fields to all other nodes. Then the received fields at each 

direction are determined by multiplying the aggregated 

fields with the translation matrix. Next the received 

fields are multiplied with the receive functions to obtain 

the field for each group at a given direction. Finally, an 

integration over the K directions of the unit sphere is 

performed to calculate the fields at each observed edge. 

The far MVM is incorporated with the near MVM to get 

the full ZI. 
 

IV. EXPERIMENTAL RESULTS 

A. Accuracy 

To validate the accuracy of FMM implementations 

on GPU clusters, we calculate the radar cross section 

(RCS) of a 14 diameter (254,274 unknowns) sphere with 

permittivity  = 4 – 0.1j. It is illuminated by a normally 

incident 1 GHz x-polarized plane wave. The RCS based 

on our GPU implementation is compared to the results 

of the analytical Mie scattering. Figure 4 shows that the 

GPU and Mie solutions achieve a good agreement. 
 

 
 

Fig. 4. RCS of a 14λ diameter dielectric sphere 
 

B. Implementation performance on GPU cluster 

Our GPU implementations is evaluated using the 

fixed-workload model in the first experiment. We choose 

a sphere diameter of 12.4, ~ 200K unknowns for the 

fixed problem size such that it demands the use of at least 

8 nodes to satisfy the required memory. Speedup and 

scalability are used to evaluate the GPU implementations. 

The speed up is defined as the ratio of time required by 

multi-node GPU implementation with respect to the 8-

node CPU implementation. Scalability is the normalized 

speedup of multiple nodes in reference to the speedup of 

8 nodes. In our analysis, we consider the total executional 

time and computational time. Figure 5 shows the 

speedup factors and the measured time of two cases. It is 

observed that the computation time achieves a speedup 

factor of 171.5 on 8 nodes, and takes 158.9 seconds. Due 

to the nature of the fixed workload model, each node 

carries less workload when the number of computing 

nodes increase. Therefore the computation time decreases 

linearly with the increase in nodes (274.5 seconds for 

computation and 229.9 seconds for total). The slightly 

smaller speedup factors for the total time as compared  

to the computation time are due to the inter-node 
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communications for transferring the data in our GPU 

implementations.  
 

 
 

Fig. 5. Speedup analysis for the fixed-workload model 

(vs. 8 nodes CPU implementation, 100 iterations) 

Computational CPU exec time = 24,421 sec, total CPU 

exec time = 26,315 sec. 
 

It is observed in Fig. 6 that both computation and 

total time scale closely to the theoretical linear expectation 

for the fixed workload problem. This good scalability 

demonstrates that our implementation has efficiently 

parallelized the algorithm and reduced the communication 

overhead.  

The second experiment is the fixed-time model. As 

the problem size is increased, the number of nodes also 

increases, so that the GPU memory in each node is  

fully utilized. Our GPU implementation can process a 

maximum problem size of 254K unknowns with a 

speedup factor of 169.6 for the computation, and 137 for 

total execution time as shown in Fig. 7.  
 

 
 

Fig. 6. Scalability analysis for the fixed-workload model. 
 

 
 

Fig. 7. Speedup analysis when the number of nodes 

increases along with problem size increases (vs. multi-

node CPU, 100 iterations). 

VI. CONCLUSION 
In this paper, the GPU implementation of FMM for 

dielectric electromagnetic scattering problems using our 

13-node GPU cluster is demonstrated. The maximum 

problem size is determined by the available on-board 

GPU memory. For the same degree of accuracy, the GPU 

implementation outperforms the CPU implementation. 

Moreover, the GPU implementation has a good scalability 

as the number of computing nodes increases. 
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Abstract ─ This article established with the modeling 

and the field oriented control of permanent magnet 

synchronous machines, with a focus on their applications 

in variable speed domain in photovoltaic source. 

 

Index Terms ─ Field oriented control, inverter, permanent 

magnet synchronous machine, photovoltaic. 

 

I. INTRODUCTION 
The permanent magnet synchronous motor (PMSM) 

has three phases winding on stator represented by the 

three axes (a, b, c) phase-shifted of 120° with respect to 

each other (Fig. 1) and has permanent magnets in the 

rotor ensuring its excitation. Depending on how the 

magnets are placed, we can distinguish two types of 

rotors; in the first type, the magnets are mounted on the 

surface of the rotor with a homogeneous air gap, the 

motor is called “smooth air gap PMSM” and inductors 

are independent on the rotor position. In the second type, 

the magnets are mounted inside the rotor mass and the 

air gap will vary because of the salience effect. In this 

case, inductors are highly dependent on the rotor 

position. Synchronous motors have a remarkable feature; 

the speed is constant regardless of the load. The field 

oriented control (FOC) is used for many years. It 

implements Park transformation which shows, like a 

separately excited dc machine, the expression of the 

instantaneous torque as a product of magnetic flux and 

current. In addition, there is the possibility to reduce the 

oscillations for a desired torque, to save energy delivered, 

to reduce the current harmonics and to improve power 

factor. When the motor model used is correct, the FOC 

works well [1-6]. 

 

II. DYNAMIC MODEL OF SYNCHRONOUS 

MOTOR 

A. Mathematical model of PMSM 

The dynamic model of a permanent magnet 

synchronous motor with rotor reference frame can be 

described by the equations below, considering the 

conditions of non-saturation of the magnetic circuit and 

the magneto motive force MMF is a sinusoidal 

distribution created by the stator windings: 
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with abcabcabc iV ,,  representing the stator phases’ voltages, 

the stator phases’ currents and the total flux produced by 

the stator currents. R indicates the resistance of a stator 

phase. 
 

 
 

Fig. 1. Equivalent circuit of a permanent magnet 

synchronous motor in the dq frame. 
 

Total fluxes are expressed by: 
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abcabcabc iL    

 



















ssss

ssss

ssss

LMM

MLM

MML

L , (3) 

ssL  and 
sM  representing the self-inductance and the 

mutual inductance between stator windings. abc
'  is the 

rotor flux seen by the stator windings. It represents the 

amplitudes of the voltages induced in the stator phases 

without load. Substituting (3) in (1): 
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LiRV  . (4) 

The electromagnetic torque is expressed by: 

    abc

t

abc

r

e ieT


1
 , (5) 

where 
 
dt

d
e abc

abc


  represents the electromotive forces 

generated by the stator phases. r  is rotation speed of 

the rotor in [rad/s]. Note that the system (4) leads to 

joined and highly non-linear equations. To simplify this 

problem, the majority of research in literature prefer to 

use the Park transformation which, by a transformation 

applied to real variables (voltages, currents and flux), 

provides fictive variables called dq components of 

Park’s equations. Physically, this transformation is 

interpreted as a substitution for stationary windings 

(a,b,c) by rotating windings (d,q) which rotate with the 

rotor. This transformation makes the dynamic equations 

of AC motors simpler. The Park transformation is 

defined as follows: 

   abcdq xKx )( 0
, (6) 

where X may be a current, a voltage or a flux and    

is the rotor position. dqX  represent longitudinal and 

transversal components of the stator variables (voltages, 

currents, fluxes and inductances). The transformation 

matrix 
K  is by: 
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The inverse matrix: 
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Applying the transformation (6) to the system (1), 

we have the electrical equations in the 
qd  reference: 

     sqr
sd

sdsd
dt

d
IRV 




)(
, (9) 

     sdr

sq

sqsq
dt

d
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. (10) 

The flux equation: 
 

fsdsdsd iL   , (11) 

 
sqsqsq iL , (12) 

f  is the flux created by the magnets in the rotor. By 

replacing (11) and (12) and in 
dq vv ,

 we obtain the  

following equations: 

 
sqsqr

sd
sdsdsd iL

dt

di
LiRV  , (13) 

  
fsdsdr

sq

sqsqsq iL
dt

di
LiRV   . (14) 

Equations (13) and (14) form a second order differential 

equation system that models the electrical behaviour of 

the synchronous permanent magnet [1], [2]. 

 

III. FIELD ORIENTED CONTROL 
We can determine the reference torque to impose  

on the motor and the speed reference from the 

electromagnetic torque equation expressed in terms of 

Park’s components, if we impose the current. To 

preserve the torque Te proportional to the current isq, we 

must control the angle α = π/2, and the angle α is 

determined by the following formula. 

 

A. Inverter modeling 

The inverter transforms a DC voltage into an 

alternating voltage with a varying amplitude and 

frequency. Its bridge structure is composed mostly of 

electronic switches such as IGBTs, power transistors or 

thyristors. Its operating principle is based on controlled 

switching in a suitable manner (usually a pulse width 

modulation), the source is modulated to obtain a wanted 

AC signal frequency. Two types of inverters are used; 

the voltage inverter and the current inverter. The voltage 

inverter with six switches, supplied by the photovoltaic 

generator and operating in pulse-width modulation 

(PWM) is commonly used for this application in Fig. 2. 
 

 
 

Fig. 2. PMSM supply using voltage inverter. 

 

B. The hysteresis current control technique 

It is a simple technique directly interested in current 

control; it limits the maximum current and is less 

sensitive to load variations. This method is used to 

control the current of a to follow a sinusoidal reference 

current calculated from the currents sqrefsdref ii ,  
and from 

the rotor position  . If the error, which is the difference 

between the reference current of a phase and the same 

phase current reached the upper limit  Iiref  , the switch 
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arm of the inverter corresponding to the same phase is 

started and connected to the (-) pole of the power source 

to reduce the current; while if the error reached the lower 

limit  Iiref  , the switch connected to the positive 

terminal of the power source should be started to 

increase the flow of the corresponding phase. The lower 

and upper limits of the hysteresis band ΔI are set by the 

motor absorbed current and the maximum switching 

frequency of switches respectively. A narrow band of 

hysteresis implies a current more similar to the sine wave 

with a low harmonic content, and a switching frequency 

higher and higher, and vice versa. 

The current references are given by voltage inverter 

in such to force the phase currents of the motor these 

currents are sinusoidal functions of rotor position. They 

create in the gap a field with magnetic axis in quadrature 

with the axis of the magnets’ field. They are in phase 

with the electromotive forces induced in these windings 

by the magnets. When the reference current in a phase 

deviates from its reference, each controller requires 

switching the switches of each inverter arm and keeps it 

within the hysteresis band ΔI in Fig. 3. 
 

 
 

Fig. 3. Representation of hysteresis current control. 

 

C. Modeling of the photovoltaic cell 

The photovoltaic generator which produces a 

continuous electrical current is represented by a standard 

model with a single diode, established by Shockley for a 

single PV cell and generalized to a PV module by 

considering it as a set of identical cells connected in 

series-parallel [4]. 

 

IV. SPEED CONTROLLER DESIGN 
The design of the speed controller is important from 

the point of view of imparting desired transient and 

steady state characteristics to speed controlled PMSM 

drive system. A proportional pulse integral controller is 

sufficient for many industrial applications. Selection of 

the gain and time constant of such a controller by using 

the symmetric optimum principle is straightforward if 

the d axis stator current is assumed to be zero in Fig. 4. 

In the presence of a d axis stator current, the d and q 

current channels are cross couples, and the model is 

nonlinear, as a result of the torque term [5], [6]. A 

proportional plus integral (PI) controller is used to 

process the speed error between the speed reference and 

filtered speed feedback signals, the transfer function of 

the speed controller is given as in Fig. 5. 

 

 
 

Fig. 4. Characteristics of the power function of the 

current and the voltage. 

 

 
 

Fig. 5. Block diagram of a speed controlled PMSM drive. 

 

A. Current loop 

This induced emf loop crosses the q axis current 

loop, and it could be simplified by moving the pick-off 

point for the induced emf loop from speed to current 

output point. This gives the current loop transfer function 

in Fig. 6. 
 

 
 

Fig. 6. Implantation the speed controller with saturation 

in Simulink. 

 

V. LOAD TESTING WITH CONSTANT 

RESISTANCE TORQUE 
The system established in Simulink for a drive 

system of PMSM with reference current hysteresis 

control method. 
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Figures 7-8 shows phase currents of the synchronous 

motor with permanent magnet. It is clear that the currents 

are not sinusoidal at startup and becomes sinusoidal 

when the motor reaches the steady state. The motor 

absorbs a high current at start-up. 
dqi  currents increase 

when the motor is controlled by oriented flux, the current 

di  is zero ( di = 0), while 
q

i  current increases at start up 

then stabilizes in steady state. The torque Te developed 

by the motor follows the instructions properly; its value 

at startup is five times the value of the rated torque. 

Steady speed is the same as that of the commanded 

speed reference (1790 tr/mn). Simulink program of 

Matlab is used for simulation tests The PMSM parameters 

used in the tests are as follows: stator Resistance  

Rs = 1.4 Ω, stator inductance  qd LL 0.0006 Henry 

Magnet flux linkage f  0.1679 Tesla/m2 System 

inertia J = 0.01176 kgm2, viscous friction coefficient  

B = 0.00338818 N.s/rad, DC link voltage using the 

Lookup Table block in Simulink. We insert the values of 

the voltage at the PV generator. rated electrical speed  

n  = 1850 tr/mn, pole pairs np = 3 The phase voltages 

are reconstructed from DC-bus voltage and duty cycle; 

motor currents are filtered by a three-order low pass filter 

with pass band edge frequency equal to 12666 rad/s. 

 

 
 

Fig. 7. Diagram of 
abcI  versus time. 

 

 
 

Fig. 8. Diagram of speed versus time. 

 

VI. CONCLUSION 
The vector control is introduced in order to control 

the permanent magnet synchronous machine with 

maximum power. It is based on a transient model. It 

allows precise adjustment of the torque of the machine 

and can ensure torque at zero speed. In this paper, we 

have presented the principle of the permanent magnet 

synchronous motor field oriented control, fed by a 

voltage inverter in the presence of a speed loop with a PI 

corrector. We can conclude that the field oriented control 

has a good dynamic and static torque and flux results. 

View that the radiation and temperature are variable in 

the day it would be interesting in future work to 

introduce a buck or boost chopper between the PV 

generator and the inverter to extract maximum energy 

delivered by the photovoltaic generator. 
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Abstract ─ Recently, we reported a novel absorbing 

boundary condition (ABC), surface impedance absorbing 

boundary (SIABC). SIABC has a comparable absorbing 

performance compared to CPML, but requires a sufficient 

long distance between the boundary and the scatter. In 

this paper, we focus on this issue and introduce the non-

uniform SIABC. Non-uniform SIABC archives a similar 

absorbing performance as the uniform SIABC at a same 

distance, while the number of the air buffer cells is 

much smaller. Therefore, it is possible for us to make it 

more efficient relative to uniform SIABC or CPML. An 

example of a patch antenna is discussed to explore the 

accuracy and efficiency of non-uniform SIABC. We also 

compare the memory usage for uniform SIABC, non-

uniform SIABC, and 10-layers CPML. All the results 

indicate that non-uniform SIABC requires much less 

memory, needs much less time for simulations, which 

makes it a potential of being one of the most popular 

ABCs in FDTD method. 

Index Terms ─ CPML, FDTD, Non-uniform, SIABC. 

I. INTRODUCTION
Surface impedance absorbing boundary condition 

is first introduced by us in [1]. SIABC comes from the 

concept of surface impedance boundary condition (SIBC) 

proposed by Leontovich in 1940s [2]. It is implemented 

by setting the impedance the same as free space. 

Compared to CPML [3], SIABC is extremely easy for 

understanding and for programming, meanwhile, it has a 

comparable absorbing performance relative to 10 layers 

CPML. Despite of these advantages, the disadvantage of 

SIABC is also obvious. In order to absorb the incident 

waves efficiently, a sufficient long distance between 

SIABC and the scatter is always required. Therefore, the 

memory requirement enlarges with the increase of number 

of air buffer cells. In some situations, this increase may 

be significant. 

On the purpose of reducing the memory usage, we 

propose the non-uniform SIABC. Non-uniform gridding 

is a good way to reduce the simulation time with an 

acceptable accuracy. Non-uniform gridding is proposed 

originally to deal with complex geometrically details by 

changing large grids into smaller grids. However, for 

non-uniform SIABC, the general purpose of non-uniform 

gridding is inverted. We build larger grids for the air 

buffer between the boundaries and the scattering objects, 

in order to reduce the number of air buffer cells. There 

are a few non-uniform methods proposed [4-6], and in 

this paper, we will apply the gradually changing grid 

method as described in [7]. 

In the first section of this paper, we briefly described 

non-uniform sub-gridding and how it is combined with 

SIABC method. Later, we test the accuracy and efficiency 

of non-uniform SIABC with a mircostrip antenna example. 

The results are compared with 8-layers CPML and show 

a good agreement. The memory requirements are also 

compared to 10-layers CPML for general simulations.  

It can be concluded that non-uniform SIABC is an 

excellent ABC, and has the potential of being one of the 

most popular ABCs in FDTD method. 

II. NON-UNIFORM FORMATTING
The geometrical illustration of grid discretization of 

non-uniform grid SIABC is displayed in Fig. 1 [7]. 

Fig. 1. Geometrical illustration of non-uniform SIABC. 
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In Fig. 1, the air buffer between the SIABC 

boundary and the objects inside the simulation domain is 

divided into 3 sub-regions: coarse uniform sub-region, 

non-uniform transition sub-region, and fine uniform sub-

region. The objects in the simulation domain are located 

in the fine uniform sub-region. In the coarse uniform 

sub-region, the cell size is ds; in the non-uniform 

transition sub-region, the cell size changes from ds to de 

gradually with the same decreasing ratio, and in the fine 

uniform sub-region, the cell size is de. The length of the 

first cell in the transition sub-region is set as: 

1 ,d Rds (1) 

where R is the ratio of change between subsequent half 

cells. In the transition sub-region, the length of each cell 

is changing gradually, hence, the length of each cell in 

the transition sub-region can be represented as: 

,MdM R ds (2) 

where M is the index of the Mth cell in the transition sub-

region. At the beginning of the fine uniform sub-region,

the length of the fine cells should be: 
1 ,Nde R ds (3) 

where N is the number of the cells in the transition sub-

region. If the transition is desired to happen on a given 

length ΔT, the total length of the transition sub-region,

in addition to one cell at both ends from the uniform 

regions is: 

1

0
.

1

N k

k

ds deR
T ds de dsR

R






    


 (4) 

Therefore, ratio R can be calculated as: 

.
T de

R
T ds

 

 

(5) 

Then, the number of cells, N, can be determined using: 

log(de/ ds)
1

log(R)
N   . (6) 

One should notice that N must be an integer number. 

It can be rounded to its closest appropriate integer. A 

smoother transition can be archived if the transition sub-

region is selected to be appropriately long. 

Another important thing is that the size of the coarse 

grid should be chosen properly. As is known to all, the 

larger the coarse grid is, the smaller number of air 

buffer cells there will be. However, larger grid will cause 

instability during the simulation [8-10]. Therefore, a 

proper selection of coarse grids will reduce the cells 

needed meanwhile keep the stability of the simulation. 

As time duration is determined by the fine grids, there is 

no need to consider it separately. 

The format of updating equations for non-uniform 

SIABC are totally the same as those of uniform SIABC 

method, while the cell size, dx, dy and dz, should be 

replaced with coarse grids.  

III. VERIFICATION EXAMPLES

A. Microstrip patch antenna

In this example, a patch antenna as described in [7]

is used to examine the performance of non-uniform 

SIABC. A microstrip rectangular patch antenna is 

constructed, as shown in Fig. 2. The problem domain is 

identified with grid size Δx=2 mm, Δy=2 mm, Δz=0.95 mm, 

which are regarded as fine grids in this example. A 

rectangular brick represents the substrate of the antenna 

with 60 40 1.9mm mm mm   dimension and 2.2 dielectric 

constant. A PEC plate for the ground of the antenna is 

placed at the bottom side of the substrate covering its 

entire surface area. A PEC patch is centered on the top 

surface of the substrate with 56 mm width and 20 mm 

length in the x and y directions, respectively. The feeding 

point to the top patch is at the center of the long edge of 

the patch. A voltage source with 50 internal resistance 

between the ground plane and the feeding point is 

defined. This patch antenna operates at 3.45 GHz. The 

simulation with 8-layers CPML, uniform SIABC and non-

uniform SIABC are employed in turn. In each simulation, 

the number of time steps is 8000. These simulations are 

executed on a personal computer operating with Inter(R) 

Core(TM) i7-4700MQ, running at 2.4 GHz. 

Fig. 2. A microstrip patch antenna configuration. 

The performance of non-uniform SIABC is 

compared to uniform SIABC and 8-layers CPML. For 

the CPML case, the number of air buffer cells is 10. For 

the uniform SIABC case, the number of air buffer cells 

is 20. For the non-uniform SIABC cases, the number of 

air buffer is 20 and 30. The coarse grid is 5 mm in x and 

y directions, and 2.85 mm in z direction. The transition 

length is 21 mm in x and y directions and 8.55 mm in 

z direction. There are 2 fine grids before the transition 

region starts. A domain size comparison (in terms of 

number of cells) of 8-layers CPML, uniform SIABC, and 

non-uniform SIABC is shown in Table 1 along with 

the required CPU time. The comparison of the power 

reflection coefficient is shown in Fig. 3. 
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Table 1: Comparison of CPML, uniform SIABC and non-

uniform SIABC in dimension size and simulation time 

ABCs nx×ny×nz Domain Size 
CPU Time 

(m) 

CPML-8 66×56×38 140,448 8.01 

SIABC-uniform 70×60×42 176,400 7.98 

SIABC-non 20 52×42×22 48,048 1.35 

SIABC-non 30 60×50×26 78,000 2.22 

Fig. 3. Comparison of 8-layers CPML, uniform SIABC 

and non-uniform SIABC for power reflection coefficient. 

From Table 1 and Fig, 3, one can figure out that 

compared to uniform SIABC or 8-layers CPML, non-

uniform SIABC requires much less memory storage, and 

needs much less time for the simulation with the same 

reflection coefficient performance. For this example, the 

domain size for non-uniform SIABC is almost half of
that for 8-layers CPML, while the time needed for the 

simulation is just around 1 fourth. That is because from 

the complexity aspect, SIABC is much easier than CPML. 

B. Memory comparison

In this section, we compare the memory storage

requirement for 10-layers CPML, uniform SIABC with 

its number of air buffer cells ranging from 20 to 50, and 

non-uniform SIABC with the same air buffer length as 

uniform SIABC has. Due to the fact that for non-uniform 

SIABC, the coarse grids will vary with different problems, 

we made an assumption that for all situations, the coarse 

grid is three times of the fine grid, and the transition 

length between coarse sub-region and fine sub-region is 

3 times of a coarse grid. Also, there are 2 fine grids in 

front of the scattering object. Therefore, ratio R can be 

calculated as: 

9 5
,

9 3 6

T de ds ds
R

T ds ds ds

  
  
  

(7) 

and the number of cells in the transition sub-region, N, 

should be: 

log(de/ ds)
1 5.0.

log(R)
N    (8) 

The air buffer gridding is illustrated in Fig. 4. 

There are 20 fine grids for uniform SIABC case and 

correspondingly, there are 10 cells for non-uniform 

SIABC case. There are 3 coarse grids and 2 fine grids. 

The other 5 cells comes from the transition sub-region, 

with their cell size decreasing from ds to de. 

In order to reduce the number of cells for a certain 

length, the number of coarse grids should be as many as 

possible. In our discussion, as the number for fine grids 

is settled down, we should adjust the length of transition 

sub-region to ensure that we can have as many coarse 

grids as possible. Table 2 shows the number of air buffer 

cells comparison for uniform SIABC and non-uniform 

SIABC. In the first column, we list the number of air 

buffer cells for uniform SIABC, which is changing from 

20 to 50. The rest of the columns list the corresponding 

number of cells for non-uniform SIABC: the number of 

course cells, the length for transition length in terms of 

de, the number of cells for the transition sub-region, N, 

the number of cells in the fine region, and the total 

number of cells used. 

Fig. 4. Air buffer cells configurations for uniform SIABC 

and non-uniform SIABC with fixed air buffer length. 

Table 2: Number of air buffer cells comparison 

Uniform 

(cells) 

Non-uniform (cells) 

Coarse 
Transition 

Length (de) 
N Fine Total 

20 3 9 5 2 10 

30 6 10 6 2 14 

40 9 11 6 2 17 

50 13 9 5 2 21 

The memory comparison result is shown in Fig. 5. 

Generally speaking, by using non-uniform SIABC, the 

memory requirement is significantly smaller than 10-
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layers CPML, especially for problems with small domain 

size.  

Fig. 5. Memory increase relative to 10-layers CPML. 

IV. CONCLUSION
In this paper, an advanced absorbing boundary 

condition, non-uniform SIABC is proposed which is 

a combination of non-uniform grid and SIABC. By 

applying non-uniform grid, we significantly reduced 

the number of air buffer cells between the SIABC 

boundaries and the scattering objects leading to much 

smaller memory requirements relative to uniform SIABC 

or CPML with acceptable accuracy. Hence, non-uniform 

SIABC has the potential of being one of the most easy to 

implement with good performance and less memory 

requirements ABC for electromagnetic simulations. 
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Abstract ─ A time-dependent discrete adjoint algorithm 

for electromagnetic problems is presented. The governing 

equations are discretized with a semi-discrete Petrov-

Galerkin method. Time advancement is accomplished 

using an implicit, second-order backward differentiation 

formula (BDF2). An all-dielectric metamaterial is 

proposed and gradient-based shape design optimization 

is conducted. Hicks-Henne functions are utilized for 

shape parameterization to ensure smooth surfaces, and 

linear elasticity employed to adapt interior mesh points 

to boundary modifications. The cost function used in the 

design optimization attempts to widen the bandwidth 

of the metamaterial over a desired frequency range. 

Optimization results demonstrate an increase of the full 

width at half maximum (FWHM) of reflection from 

111 THz to 303 THz. 

Index Terms ─ Adjoint-based sensitivity analysis, design 

optimization, finite element method, metamaterial, 

Petrov-Galerkin. 

I. INTRODUCTION
In recent years, the Petrove-Galerkin (PG) method 

has become a popular approach in solving a wide range 

of convection-dominated problems, such as computational 

fluid dynamics and electromagnetics [1, 2]. The primary 

benefits of using PG methods arise from their suitability 

for efficient parallel computing and their high 

performance of efficiency over DG methods [1]. Since 

sensitivity analysis is required for gradient-based 

optimization, the PG method has been extended to 

provide sensitivity derivatives for both steady-state and 

time-dependent problems.To this end, a discrete adjoint 

approach for time-dependent acoustic problems is 

described in [3, 4] for a Petrov-Galerkin method. 

Metamaterials [5] are artificially structured materials 

with sub-wavelength scale building blocks. The optical 

properties of metamaterials depend on the constituent 

materials and geometries of the building blocks. The 

ability to design such metamaterials opens the pathway 

for creating materials with designer optical properties. 

Over the past decade, metamaterials have shown the 

ability of controlling light propagation [6], absorption 

and emission [7, 8]. The rapid development of metamaterial 

research has lead to many scientific breakthroughs such 

as negative refraction, invisible cloaking, and ultra-

compact optical elements [5-9]. 

In this paper, the research described in [3, 10] is 

extended for optimization of metamaterials at optical 

frequencies. A time-dependent discrete adjoint method 

is employed to obtain sensitivity derivatives. An all-

dielectric metamaterial is proposed and optimization 

is conducted. To follow, the governing equations and 

discretization method, the adjoint-based sensitivity 

analysis and shape optimization algorithm, and numerical 

results are presented. 

II. GOVERNING EQUATIONS AND

DISCRETIZATION METHOD
The governing equations considered are the two-

dimensional source-free Maxwell’s equations, which 

can be written in the conservative form: 
∂q(x,t)

∂t
+

∂F(q(x,t))

∂x
+

∂G(q(x,t))

∂y
= 0, (1) 

where q, F and G are given by: 

q = {Dx, Dy, Bz}
T

,

F = {0, Bz μ⁄ , Dy ε⁄ }
T

, G

= {−Bz/μ, 0, −Dx/ε}T,

(2) 

or 

q = {Bx, By, Dz}
T

,

F = {0, −Dz/ε, −By/μ}
T

, G

= {Dz/ε, 0, Bx/μ}T,

(3) 

for a transverse-electric (TE) mode or a transverse-

magnetic (TM) mode, respectively. In the equations 

above, μ and ε represent the relative permeability and 

permittivity, respectively. These parameters are assumed 

to be constants in the current work. 

The Petrov-Galerkin discretization begins by 

formulating a weighted-integral statement of the 

governing equations by multiplying Eq. (1) by a set of 

weighting functions, and integrating within each element, 

as: 
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∫ [ϕ] (
∂q

∂t
+

∂F

∂x
+

∂G

∂y
) dΩkΩk

= 0, (4) 

where  ϕ is a weighting function defined by the 

Streamline Upwind/Petrov-Galerkn (SUPG) method 

given by: 

[ϕ] = N[I] + (
∂N

∂x
[A] +

∂N

∂y
[B]) [τ]

= N[I] + [P], 

(5) 

where [τ] represents the stabilization matrix and can be 

obtained using the following definitions: 

[τ]−1 = ∑ |
∂Nk

∂x
[A] +

∂Nk

∂y
[B]|n

k=1 , (6) 

|
∂Nk

∂x
[A] +

∂Nk

∂y
[B]| = [T][|Λ|][T]−1, (7) 

where [T] and [Λ] are the right eigenvectors and 

eigenvalues of the matrix on the left hand side of Eq. (7) 

respectively, and [T]−1 represents the inverse of [T].
Integrating Eq. (4) by parts, the weak formulation of 

the problem for each elementcan be written as: 

∫ 𝑁𝑖
𝜕𝒒𝑝

𝜕𝑡
𝑑Ω𝑘Ω𝑘

− ∫ [
𝜕𝑁𝑖

𝜕𝑥
𝐹(𝒒𝑝) +

Ω𝑘

𝜕𝑁𝑖

𝜕𝑦
𝐺(𝒒𝑝)] 𝑑Ω𝑘 + ∫ [𝑃] [

𝜕𝒒𝑝

𝜕𝑡
+

𝜕𝐹(𝒒𝑝)

𝜕𝑥
+

Ω𝑘

𝜕𝐺(𝒒𝑝)

𝜕𝑦
] 𝑑Ω𝑘 + ∫ 𝑁𝑖𝐻(𝒒𝑝

+, 𝒒𝑝
−, 𝒏)𝑑S

Γ𝑘
= 0, 

(8) 

where the solution is approximated as qp = ∑ q̃pi

M
i=1 Ni(x). 

In Eq. (8), H(qp
+, qp

−, n) represents the flux on the

element boundaries, which is determined from the data 

on either side of the interface using a Riemann solver 

described in [1]. Equation (8) can be written as an 

ordinary differential equation in time, which is integrated 

using an implicit, second-order backward difference 

formula (BDF2). 

III. ADJOINT-BASED UNSTEADY SHAPE

OPTIMIZATION 
In gradient-based optimization, sensitivity derivatives 

of the objective function are utilized to construct an 

appropriate search direction for improving the design. 

For the direct approach a linear system is formed and 

solved for each design variable. Numerical evaluation, 

such as central finite-difference, requires two high 

converged solutions for each design variable. When the 

number of design variables is greater than the number of 

objective functions, adjoint-based sensitivity analysis is 

the most efficient option for obtaining these derivatives. 

The number of linear systems requiring solution is equal 

to the number of objective functions. 

A. Design variables and shape parametrization

During a design cycle, the geometry is modified

through surface node displacements according to a 
defined parameterization. The specific method will 
dictate the set of geometric design variables. A number 
of surface parameterization methods have been utilized 
for this purpose in the literature, such as Bezier, 
B-spline, Hicks-Henne functions, basis vectors, free-

form deformation, etc. In this paper, the Hicks-Henne 

sine bump function is utilized to ensure smooth surface 

shape, given by: 

𝑏𝑖(𝑥𝑠𝑖 , 𝛽𝑚) = 𝛽𝑚𝑠𝑖𝑛4(𝜋𝑥𝑠𝑖
ln(0.5) ln(𝑥𝑠𝑚)⁄ ), (9)

where the design variables are set to be the magnitudes 

of the bump functions 𝜷 = {𝛽𝑚, 𝑚 = 1, ⋯ , 𝑁𝑑}, where

𝑁𝑑 represents the total number of design variables. In Eq.

(9), 𝑏𝑖 represents the surface node displacement at 𝑥𝑠𝑖

due to the displacement of the surface node at 𝑥𝑠𝑚, and

𝛽𝑚 denotes the 𝑚𝑡ℎ component of the design variables

associated with the surface node at 𝑥𝑠𝑚. The modified

surface coordinates are computed by: 

𝑥𝑠𝑖
𝑛𝑒𝑤 = 𝑥𝑠𝑖

𝑜𝑙𝑑 + ∑ 𝑏𝑖(𝑥𝑠𝑖 , 𝛽𝑚)
𝑁𝑑
𝑚=1 . (10)

As the surface mesh deformation is obtained, the 

interior mesh points are deformed using linear elasticity 

to prevent the generation of overlapping elements. This 

system of equations may be expressed as [𝐾]Δ𝑥 = Δ𝑥𝑠,

where [𝐾] represents the stiffness matrix as found in 

solid mechanics applications. 

For gradient-based optimization the function I 

refers to a scalar-valued objective function used for 

minimization. A general formulation for the objective 

function is expressed in terms of the design variables as 

𝐼 = 𝐼 (𝑋(𝜷), �̃�(𝑋(𝜷))), where �̃� represents the computed 

unsteady solution, 𝑋 represents the computational mesh 
and 𝜷 represents the set of design variables, which 
control the modification of the surface geometry.  

B. Adjoint-base sensitivity calculation

The unsteady residual for time step n can be

expressed as: 

𝑅𝑛(𝜷, 𝑋, �̃�𝑛 , �̃�𝑛−1, �̃�𝑛−2) = 0. (11)

The sensitivity derivative can be computed using a 

forward mode direct differentiation by examining the 

function dependencies of the objective function. The 

total differential of 𝐼 with respect to 𝛽 can be expressed 

as: 

𝑑𝐼

𝑑𝛽
=

𝜕𝐼

𝜕𝑋

𝜕𝑋

𝜕𝛽
− ∑

𝜕𝐼

𝜕𝑞𝑛 [
𝜕𝑅𝑛

𝜕𝑞𝑛]
−1

(
𝜕𝑅𝑛

𝜕𝑋

𝜕𝑋

𝜕𝛽
+

𝑛𝑐𝑦𝑐
𝑛=1

𝜕𝑅𝑛

𝜕𝑞𝑛−1

𝜕𝑞𝑛−1

𝜕𝛽
+  

𝜕𝑅𝑛

𝜕𝑞𝑛−2

𝜕𝑞𝑛−2

𝜕𝛽
). 

(12) 

The adjoint method eliminates the computational 

overhead caused by repetitive calculations of the 

solution sensitivities by transposing the inverse of the 

Jacobian matrix. While a detailed derivation of the 

procedure is given in [3], the total differential of the 

objective function may be expressed in terms of the 

adjoint vector as: 

𝑑𝐼

𝑑𝛽
=

𝜕𝐼

𝜕𝑋

𝜕𝑋

𝜕𝛽
+ ∑ ([𝜆𝑞

𝑛]
𝑇

(
𝜕𝑅𝑛

𝜕𝑋

𝜕𝑋

𝜕𝛽
))

𝑛𝑐𝑦𝑐
𝑛=1 , (13) 

where 

𝜆𝑞
𝑛 = − [

𝜕𝑅𝑛

𝜕𝑞𝑛]
−𝑇

([
𝜕𝐼

𝜕𝑞𝑛]
𝑇

+ [𝜓1
𝑛+1]𝑇 +

[𝜓2
𝑛+2]𝑇),

(14) 
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𝜓1
𝑛 = [

𝜕𝑅𝑛

𝜕𝑞𝑛−1]
𝑇

𝜆𝑞
𝑛, 𝜓2

𝑛 = [
𝜕𝑅𝑛

𝜕𝑞𝑛−2]
𝑇

𝜆𝑞
𝑛 , (15) 

are the adjoint variables. 

C. Shape optimization algorithm

Once the sensitivity derivatives of the objective

function are evaluated, they are utilized to predict an 

appropriate search direction. The basic algorithm can be 

written as: 

Algorithm. A discrete adjoint formulation for time-

dependent sensitivity derivatives: 

(1) Set ψ1
n+1, ψ2

n+1, ψ2
n+2 to be zero. Set 𝑛 to be ncyc.

(2) Solve Eq. (14) for the adjoint variable.

(3) Set the sensitivity derivatives by:
dI

dβ
=

dI

dβ
+

∂I

∂X

∂X

∂β
+ [λq

n]
T

(
∂Rn

∂X

∂X

∂β
). (16) 

(4) Set n = n − 1.

(5) Set ψ2
n+2 = ψ2

n+1, solve Eq. (15) for ψ1
n+1 and ψ2

n+1. 

(6) If n = 1, stop; otherwise go to step 2.

IV. NUMERICAL RESULTS

A. All-dielectric metamaterial and objective function

All-dielectric metamaterials offer a potential low-

loss alternative to plasmonic metamaterials at optical 

frequencies [11]. In the current work, an all-dielectric 

metamaterial made of silicon on SiO2 substrate is 

proposed as the initial design model. Figures 1 (a-b) 

illustrate the schematic of metamaterial unit cell and 

array. The silicon resonators with dimension of 

W = 200 nm and H = 100 nm are placed on top of a 

SiO2 substrate (regarded infinite) with periodicity of 

P = 300nm. As shown the Fig. 1 (a), the metamaterial 

is illuminated with polarized light. The electric field is 

polarized along the x-direction and the magnetic field 

along the y-direction with wave vector k in z-direction. 

In this case, the light transmits from the air to the SiO2 

through the silicon resonators. 

The metamaterial proposed above is modeled and 

simulated by an in-house code developed at the 

Simcenter. The results of reflection over frequency range 

of 350-650 THz are shown in Fig. 1 (c), with full width 

at half maximum (FWHM) of 111 THz (479~590 THz) 

in reflection. For comparative purposes, the current 

results are shown with those from the commercial 

software ANSYS© HFSS [12]. The reflection indicates 

that the metamaterial has the maximum reflection at 

516 THz. The electric field distribution at 516 THz, 

depicted in Fig. 1 (d), clearly illustrates this reflection.  

The objective of the current design optimization is 

to widen the bandwidth of the metamaterial. Accordingly, 

an objective function is proposed as: 

𝐼 = ∫ (1 − 𝑅𝑒𝑓𝑙𝑒𝑐𝑡𝑖𝑜𝑛)2𝑓2

𝑓1
𝑑𝑓, (17) 

where 𝑓1 and 𝑓2 represent the lower and upper bound of

the desired frequency range. 

B. Optimization results

In the current research the DAKOTA toolkit [13]

was utilized. DAKOTA’s optimization capabilities 

include a wide variety of optimization methods, and 

an interface to link with third-party routines. The 

optimization is performed using a quasi-Newton method 

(DAKOTA’s OPT++ library [14]) based on the 

Broyden-Fletcher-Goldfard-Shanno (BFGS) variable-

metric algorithm, and the line searching approach of 

More and Thuente [15]. 

Utilizing the objective function given in Eq. (17), 

with 𝑓1 = 300 𝑇𝐻𝑧 and 𝑓2 = 700 𝑇𝐻𝑧, the optimization

was performed using different numbers of design 

variables. Increasing the number of design variables 

allows for greater geometric flexibility. Figure 2 

illustrates the optimization results with 1, 3, and 9 design 

variables. As seen in Fig. 2 (a), at 426 THz no reflection 

can be observed from the electric field distribution for 

the initial model, while high reflection can be observed 

for the optimized geometries in Figs. 2 (b)-(d) using 

different number of design variables. 

As shown in Fig. 3, the FWHM of reflection for the 

all-dielectric metamaterial increases from 111 THz to 

277 THz, 285 THz, and 303 THz with 1, 3, and 9 design 

variables, respectively. For the optimized result with 9 

design variables, the FWHM of reflection ranges from 

376 to 679 THz. As shown in Fig. 4, the electric field 

distributions at 404 THz, 505 THz and 620 THz are 

simulated to demonstrate the high reflection property of 

the optimized metamaterial over the wide frequency 

range. 

(a) Metamaterial unit cell (b) Metamaterial array

(c) Reflection (d) Electric field at 516 THz 

Fig. 1. Proposed initial metamaterial model. 
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(a) Original (b) 1 dv (c) 3 dv (d) 9 dv

Fig. 2. Electric field distribution at 426 THz. 

Fig. 3. Comparison of reflection over 300-700 THz. 

(a) 404 THz (b) 505 THz (c) 620 THz

Fig. 4. Electric field distribution of model with 9dv. 

V. CONCLUSION
This paper presents an unsteady discrete adjoint 

approach for performing sensitivity analysis as required 

by gradient-based optimization algorithms. The simulations 

are performed by discretizing the source-free Maxwell 

equations using a Petrov-Galerkin finite-element method. 

Temporal accuracy is achieved with an implicit, 

second-order backward differentiation formula (BDF2). 

Electromagnetic shape optimization is conducted on 

an all-dielectric metamaterial working at optical 

frequencies, and considers multiple numbers of design 

variables. Furthermore, utilizing the current shape 

optimization procedure the FWHM of reflection was 

increased from 111 THz to 303 THz. 
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Abstract ─ Rotman lenses offer broad bandwidth, and 

render to planar structures making them ideal for a 

variety of applications. However, a limitation of the 

Rotman lens is that it is based on the assumption of 

supporting linear arrays. In this paper, we develop a new 

design technique to enable the lens to feed a conformal 

array antenna. 

Index Terms ─ Beam Forming Networks (BFNs), 

conformal array antennas, Particle Swarm Optimization 

(PSO), Rotman lens. 

I. INTRODUCTION
Rotman lens, which was invented by Rotman and 

Turner in 1962, is an analog beam former that creates a 

specific phase taper at its output ports to feed an array 

antenna. Based on the input parameters (such as the 

scanning angle (φ), the focal angle (α), number of input 

and output ports; the lens equations can be solved to 

determine its receive contour, delay lines (wi) and the 

focal arc to generate a desired phase taper [1]. In the past 

few decades, numerous Rotman lens designs have been 

developed [2-5]. However, a limitation of these designs 

is the assumption of a uniform linear array at the output 

ports. This prohibits their applications to conformal 

array antennas. 

The ability to feed conformal array antennas with a 

Rotman lens would be of interest as these systems can be 

applied to a variety of applications such as antennas 

residing on the surface of an airplane’s wing, the body of 

a missile or a high-speed train, which are used for 

communications or navigation purposes. In this paper, 

we develop a new design inspired by Rotman lens to feed 

a cylindrically conformal array. We solve for the lens 

equations to satisfy the constraints of the design by 

employing the Particle Swarm Optimization (PSO) [4]. 

Our approach applies to other conformal geometries as 

well. For the purposes of this paper, we will use our 

method to design a lens with 3 input ports feeding an 8-

element conformal array operating at a center frequency 

of 10 GHz.  

The remainder of the paper is organized as follows. 

Section II introduces the overview of our system design. 

Section III gives a brief overview of the PSO algorithm. 

Section IV discusses the optimization of phase values for 

the conformal array, and Section V reviews the proposed 

design procedure of the non-focal lens. The performance 

of the optimization process is discussed in Section VI. 

Simulation results are presented in Section VII, followed 

by the conclusions in Section VIII. 

II. OVERVIEW OF THE SYSTEM DESIGN
In this paper, we demonstrate the design of a Rotman

lens inspired, non-focal microwave lens to support an 

array conforming to a cylindrical surface as shown in 

Fig. 1.  

Fig. 1. Overall system design. 

Two tasks are considered in order to design the lens. 

The first task is to optimize the required phase information 

to scan the conformal array in the desired directions. The 

second task is to use the phase information obtained in 

the first task as an objective function to design the non-

focal lens that generates the desired phase values 

identified in the first task. Both tasks require an 

optimization method for which we choose PSO for its 
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ease of use and reliable performance. The optimization 

in the first task is straightforward while the second task 

can be challenging as it involves numerous variables to 

be optimized under a set of constraints.  

III. OVERVIEW OF PSO
Particle Swarm Optimization (PSO) is a random 

search algorithm, which simulates the behavior of bees 

in their search for the best location in the field [6]. As 

with all random search algorithms, the objective is to 

minimize a cost function defined for the specific 

problem. In the optimization process, the bees sample the 

optimization space and decide where to go next as they 

search for the best location based on the collective 

intelligence of the swarm and their personal experiences. 

The velocity that determines the next position of an agent 

is based on these two factors and the user defined 

constants 𝑤, 𝑐1, 𝑐2, which correspond to the weights of

velocity along the original direction of the bee and towards 

the personal and global best values, respectively. The 

user also specifies the total number of agents, maximum 

number of iterations for termination and the boundary 

conditions for the search space. 

IV. OPTIMIZATION OF PHASE

EXCITATION FOR CONFORMAL ARRAY 
Our design of the cylindrically conforming array 

antenna is based on the parameters shown in Fig. 1, 

where a is the radius of the cylinder, b represents the 

width of the array, and 𝜃 is the angle measured with 

respect to the z-axis in radians, and determines the total 

length l of the array by the relation: 𝑙 = 2𝑎𝜃. The phase 

distribution for each element of the array to acquire 

the desired scan direction depends on the curvature 

characteristics of the surface it resides on.  

Our paper investigates two different array geometries 

as depicted in Table 1. Both arrays will be designed at a 

center frequency of 10 GHz; the center-to-center spacing 

between the radiating elements is 𝜆0/2 (where 𝜆0 is the

wavelength at 10 GHz). 

Table 1: Design parameters of array for two cases 

Parameters Case 1 Case 2 

𝜃 (°) 16 32 

a (cm) 30 15 

b (cm) 5 5 

l (cm) 16.8 16.8 

In this paper, we first employ PSO to optimize the 

phase distribution for the 8-element conformal array for 

a desired scanning angle. The desired scan positions are 

[-30°, 0, 30°], where the angle is calculated with respect 

to the z-axis. This results in 8 variables in the interval of 

[0, 2π] to be optimized for each scan position. We employ 

100 agents, and terminate the search after 500 iterations. 

The user defined parameters 𝑐1 = 𝑐2 and w are chosen to

be 2 and 0.9, respectively. We minimize the cost function 

as given in (1) to achieve the desired solution: 

𝐹(⍺⃗⃗ ) = 𝑤(|𝑆𝐿𝐿|𝑑𝐵 − |𝑆𝐿𝐿𝑚𝑎𝑥|𝑑𝐵) − 𝐺𝑎𝑖𝑛(𝜃, 𝜙, ⍺⃗⃗ ), (1)
 

where Gain is the power gain in the (𝜃, 𝜙) direction, 

𝛼  is a 24 element vector corresponding to the phase 

distribution for each input port, 𝑆𝐿𝐿𝑑𝐵  refers to sidelobe

levels achieved from the PSO algorithm and 𝑆𝐿𝐿𝑚𝑎𝑥𝑑𝐵

is the maximum level allowed. The PSO stops the search 

when F ≤ -15 dB (when Gain ≥ 15 dB and 𝑆𝐿𝐿𝑑𝐵

achieved is approximately equal 𝑆𝐿𝐿𝑚𝑎𝑥𝑑𝐵  required) or

the maximum number of iterations is reached. The 

radiation patterns of arrays for both cases are shown in 

Figs. 2 (a) and 2 (b), respectively. The maximum gain 

we obtain is 15 dB for each scanning angle while the 

SLL is about 10 dB down from the peak. 

(a) (b) 

Fig. 2. Radiation pattern of conformal array in: (a) case 

1 and (b) case 2. 

V. OPTIMIZATION OF THE NON-FOCAL

LENS 
Figure 3 shows a general concept of the optimized 

lens. Due to the curvature dependence of the phase 

values feeding the conformal array, it is not possible to 

directly apply the Rotman lens formulation in [1] to 

solve for the receiving contour, delay lines and beam 

contour since the Rotman lens formulation assumes a 

linear array at its output. We modify the general equations 

in finding the path length from an input port on the beam 

contour to an output port on the receiving contour. By 

optimizing the locations of input and output ports as well 

as the delay lines, we obtain the expected phase value at 

the input of conformal array as described in (2): 

𝜙𝑖,𝑗 = 𝑘𝑟√(𝑥𝑗 − 𝑥𝑓𝑖)
2
+ (𝑦𝑗 − 𝑦𝑓𝑖)

2
+ 𝑘𝑒𝑓𝑓 . 𝑤𝑗, (2)

where (𝑥𝑓𝑖 , 𝑦𝑓𝑖) is the coordinate of the input port,

(𝑥𝑗 , 𝑦𝑗) is the coordinate of the output port, 𝑤𝑗  is the

length of the delay line corresponding to each output 

port, 𝑘𝑟 =
2𝜋

𝜆
√𝜀𝑟 and 𝑘𝑒𝑓𝑓 =

2𝜋

𝜆
√𝜀𝑒𝑓𝑓 where 𝜆 is the

free space wavelength at the center frequency and 𝜀𝑒𝑓𝑓

is the effective dielectric constant of the microstrip line 

feeding the array. 

In our formulation, we assume that the receiving 

contour lies on an ellipse. This constraint ensures a 
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smooth curvature at the output. There are a variety of 

options in choosing the shape of the receiving contour. 

We choose an elliptical arc because it resembles the 

shape in a conventional Rotman lens. As shown in 

Fig. 3, we have 24 variables to optimize, which include 

the coordinates of input ports (𝑥𝑓1 …𝑥𝑓3, 𝑦𝑓1 …𝑦𝑓3),

y-coordinates of output ports (𝑦1 …𝑦8), radii of elliptical

receiving contour (𝑙1,  𝑙2) and corresponding delay line

lengths (𝑤1 …𝑤8). For cases with higher number of input

or output ports, the number of optimization variables

increase, which would inevitably slow down the

convergence of the PSO to good solutions.

Fig. 3. Concept of non-focal lens design. 

The fundamental challenges of this problem are how 

to design a lens so that it not only supports a conformal 

array, but is also practical for fabrication. Thus, we must 

implement a suitable cost function in PSO to guarantee a 

smooth curvature, and to position all output ports well 

for maximum power reception. Below are the constraints 

we choose for the PSO algorithm to design an appropriate 

lens: 

i. Ports are randomly distributed on the receiving

contour with spacing requirement 𝝀𝒓/𝟐 ≤ 𝑺𝒊 ≤ 𝟑𝝀𝒓

where 𝝀𝒓 = 𝝀/√𝜺𝒓 is the effective wavelength

inside the substrate, and 𝑺𝒋 is the arc length between

two adjacent output ports (𝒙𝒋, 𝒚𝒋) and (𝒙𝒋+𝟏, 𝒚𝒋+𝟏).

The minimum spacing between two adjacent ports

is 𝝀𝒓/𝟐 to make sure that it is posible for the lens to

be fabricated while the maximum spacing is 𝟑𝝀𝒓

constrains the overall dimensions of the lens.

ii. Beam ports are positioned randomly with a constraint

on the minimum distance between each pair, such

that 𝒅𝒊 = √(𝒙𝒇𝒊 − 𝒙𝒇𝒊+𝟏)
𝟐
+ (𝒚𝒇𝒊 − 𝒚𝒇𝒊+𝟏)

𝟐
≥

𝝀𝒓

𝟒
. 

Unlike the conventional lens, our approach has no 

limitations for the beam ports to lie on a circular or 

elliptical arc. 

iii. An important constraint is to make sure beam ports

do not block each other. We define an illuminating 

region from a beam port to the output ports (the 

regions are separated by the dashed blue and solid 

yellow lines as shown in Fig. 3). If the other input 

ports happen to lie in this region, the PSO algorithm 

will not accept these cases as solutions. 

VI. PERFORMANCE OF PSO
After all the constraints are satisfied, the phases at 

the output ports are calculated and compared with the set 

of desired phase values to assess the cost function for this 

optimization problem. We use 600 agents and a maximum 

of 10000 iterations, where the user defined variables are 

chosen as 𝑐1 = 𝑐2 = 2 and 𝑤 = 0.9. The optimization

aims to minimize the cost function (3): 

𝐹 = √∑ ∑ (𝜙𝑖,𝑗 − 𝜙𝑖,𝑗𝑟𝑒𝑓)
2𝑁𝑜𝑢𝑡𝑝𝑢𝑡

𝑗=1

𝑁𝑖𝑛𝑝𝑢𝑡

𝑖=1
, (3) 

where 𝜙𝑖,𝑗 is calculated in (2) and 𝜙𝑖,𝑗𝑟𝑒𝑓 is the desired

phase values. To limit the overall dimensions of the 

lens, we set the search space for input ports, output ports 

and length of a delay line in appropriate intervals. 

For example, for a 3-input, 8-output Rotman lens, we 

would want 𝑥𝑓𝑖 ∈ [−10𝜆𝑟 , 0],  𝑦𝑓𝑖 , 𝑦𝑗 ∈ [−10𝜆𝑟 , 10𝜆𝑟],

𝑎, 𝑏 ∈  [4𝜆𝑟 , 10𝜆𝑟], 𝑤𝑗 ∈ [𝜆𝑟 , 10𝜆𝑟]. Figure 4 shows the

convergence rate of the optimized lens in case 1 and 2 

over 10000 iterations. 

 (a)  (b) 

Fig. 4. Performance of PSO for optimized lens in case 1 

and case 2. 

VII. RESULTS FOR NON-FOCAL LENS
To verify the robustness of our lens design, we design

a 3-input, 8-output used to feed a slightly bent conformal 

array with parameters specified in case 1 and case 2, 

Table 1. The substrate we are using is Duroid 5880 with 

𝜀𝑟 = 2.2. Figures 5, 6 show the simulation model of the

lens using commercial software package FEKO and its 

performance over a bandwidth from 9 GHz to 11.5 GHz. 

Figures 7, 8 show the radiation pattern of the array fed 

by the output of the lens at 10 GHz. 

The overall dimensions of the non-focal lens design 

in each case are greater compared with the conventional 

Rotman lens working at 10 GHz and using the same 

substrate. 
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 (a)  (b) 

 (c)  (d) 

Fig. 5. 3-input, 8-output lens to feed conformal array in 

case 1: (a) CAD model, phase performance, (b) Port 1, 

(c) Port 2, and (d) Port 3.

(a)  (b) 

Fig. 6. (a) Bent array in case 1, and (b) radiation pattern 

of the array at -30°, 0°, 30°. 

  (a)  (b) 

  (c)   (d) 

Fig. 7. 3-input, 8-output lens to feed conformal array in 

case 2: (a) CAD model, phase performance, (b) Port 1, 

(c) Port 2, and (d) Port 3.

  (a) (b) 

Fig. 8. (a) Bent array in case 2, and (b) radiation pattern 

of the array at -30°, 0°, 30°. 

VIII. CONCLUSIONS
In this work, we investigated a new design technique 

to extend the design equations of Rotman lens to feed 

conformal array antennas. The applicability was shown 

using a cylindrical curvature, but the method applies to 

other curvatures as well. The results show that with 

similar total dimensions compared with conventional 

Rotman lens working at the same frequency and 

substrate, this lens design is able to support a cylindrical 

array. The proposed design works with any array antenna 

on different singly curved surfaces. While the concept 

has been shown for a 3-input port lens, the optimization 

can be run for higher number of input and output ports. 

However, for such cases, the number of optimization 

variables increase, which would inevitably slow down 

the convergence of the PSO algorithm to good solutions. 
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Abstract ─ A fast and accurate method is derived and 

simulated to compute the mutual coherence function 

(MCF) of an electromagnetic beam wave propagating 

through atmospheric turbulence over a large interval of 

structure constant. This method is based on expanding 

the integral equation solution for one value of structure 

constant into its Pade’ approximation to cover large 

fluctuation interval. The expansion is compared with 

numerical results, and a very good agreement was 

obtained. Such computations are important in practical 

fields as remote sensing, imaging systems, and optical 

communications. 

Index Terms ─ Atmospheric scattering, atmospheric 

turbulence, coherence, mutual coherence function, Pade’ 

approximation. 

I. INTRODUCTION
Electromagnetic wave scattering problem by a 

turbulent atmosphere was solved several decades ago 

[1], and does not represent a challenging problem 

anymore. Solutions were over and done with the Rytov 

method or by perturbation theory for several moments 

such as the second order statistical moment known as 

mutual coherence function (MCF) [1, 2]. MCF within 

Rytov approximations were compared to that which 

resulted from the parabolic equation for the case of 

weak and strong fluctuations, including cases of plane, 

spherical and beam waves [3]. In recent years, the 

advent of advanced processors and modern applications 

in astronomy, remote sensing, free space optical 

communications, and imaging [4] renewed the interest in 

atmospheric scattering of beam electromagnetic waves. 

Consequently, finite element methods [5] and finite 

difference methods [6] were applied extensively to solve 

the scattering problem [7]. 

In all mentioned methods, field solutions were 

obtained for a single value of structure constant or at a 

single or double excitation frequencies, and none were 

obtained over an interval of structure constant. Several 

authors succeeded in obtaining the solution over wide 

range of frequency [8], and over a range of complex 

permittivity [9]. Nevertheless, those methods dealt with 

deterministic media. In this work, solution for MCF is 

found over a continuous interval of structure constant in 

a turbulent atmosphere. The solution method is based on 

computing the MCF integral at a single value of structure 

constant, expanding integral solution into its truncated 

power series, finding power series coefficients from 

which Pade’ approximants [10] are calculated, then 

approximations are established. 

Generally, solving Maxwell’s equations or the wave 

equations for non-symmetric geometries or obstacles 

usually requires resorting to numerical techniques. 

Domain discretization in such techniques, in either finite 

difference methods or finite element methods, is a 

necessity. Such procedures consume computer time and 

memory, especially for large scale problems, which put 

limits on the electrical size of problems under study, 

specifically when the solution is required for several 

values of some parameter of interest. Pade’ approximation 

offers a method of reducing computer CPU time and 

memory, while maintaining the high accuracy of the 

solution. 

II. FORMULATION
Consider a beam electromagnetic wave propagating 

along the z direction in a randomly turbulent atmosphere. 

The wave length is assumed to be much smaller than 

eddies forming fluctuating permittivity field. Such wave 

satisfies the stochastic Helmholtz equation [1-3]: 

𝛻𝑡
2𝑈(𝝆) + 2𝑗𝑘

𝜕𝑈(𝝆)

𝜕𝑧
+ 𝑘2𝜀(̃𝝆)𝑈(𝝆) = 0, (1) 

where 𝜀̃ is the stochastic permittivity field, ∇𝑡
2 is the

transverse scalar Laplacian, 𝝆 is the transverse radial 

vector, 𝑗 is the imaginary unit, 𝑈(𝝆) is the transverse 

electric field component, 𝑘 = 2𝜋 𝜆⁄  is the free space 

wave number, and 𝜆 is the free space wave length. 

The important parameter of interest characterizing such 

waves, is the mutual coherence function MCF, defined 

[1, 2]: 

𝛤2(𝝆1, 𝝆2, 𝑧) = 〈𝑈(𝝆1, 𝑧)𝑈∗(𝝆2, 𝑧)〉, (2)

where 〈∙〉 represent ensemble average, 𝝆1 = 𝑥1�̂� + 𝑦1�̂�,

𝝆2 = 𝑥2�̂� + 𝑦2�̂�, and 𝑈∗ indicates conjugation. Assuming
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a beam with Gaussian amplitude distribution at the 

transmitting aperture 𝑧 = 0, with a waist radius 𝑤𝑜 and

a phase front with radius of curvature 𝑅𝑜, an expression

for MCF within the second order Rytov approximation 

was derived and evaluated for a beam wave propagating 

through a turbulent atmosphere [1-3]: 

Γ2(𝝆𝑐 , 𝝆𝑑, 𝑧) =
𝑤𝑜

2

𝑤2 𝑒𝑥𝑝(𝑔1)𝑒𝑥𝑝(𝑔2),

𝑔1 = −
𝑘

2
(

𝑤𝑜
2

𝑤2) (𝑔3 − 𝑗2𝑔4),

𝑔2 =

−4.352𝑘𝐶𝑛
2 ∫ (𝛾𝐼(𝑧)

𝐿𝑧−𝑧

𝑘
)

5 6⁄

F11 (−
5

6
, 1; 𝑔5) 𝑑𝑧

𝐿𝑧

0
, 

𝑔5 = −
𝑘|𝛾𝑅𝝆𝑑−𝑗2𝛾𝐼𝝆𝑐|2

4𝛾𝐼(𝑧)(𝐿𝑧−𝑧)
, 

𝑔3 = 2𝛼1 (𝜌𝑐
2 +

𝜌𝑑
2

4
),

𝑔4 = [𝛼2 − (𝛼1
2 + 𝛼2

2)𝐿𝑧](𝝆𝑐 ∙ 𝝆𝒅),

𝑤2 = 𝑤𝑜
2[(1 − 𝛼2𝐿𝑧)2 + 𝛼1

2𝐿𝑧
2],

𝝆𝑐 =
𝝆1+𝝆2

2
,

𝝆𝑑 = 𝝆2 − 𝝆1,

𝛼 = 𝛼1 + 𝑗𝛼2 =
2

𝑘𝑤𝑜
2 + 𝑗

1

𝑅𝑜
, 

𝛾(𝑧, 𝐿𝑧) =
1+𝑗𝛼𝑧

1+𝑗𝛼𝐿𝑧
= 𝛾𝑅 − 𝑗𝛾𝐼, (3) 

where 𝐹11  is the confluent hypergeometric fuction, 𝐶𝑛
2

is the refractive index structure constant, 𝐿𝑧 is the distance

from the output aperture. Expanding the unknown MCF 

in Eq. (3) into its power series about an arbitrary structure 

constant 𝐶𝑛𝑜
2 , as:

Γ2 = ∑ 𝑎𝑖(𝐶𝑛
2 − 𝐶𝑛𝑜

2 )𝑖∞
𝑖=0 , (4)

where 

𝑎𝑖 =
1

𝑖!

𝜕Γ2

𝜕𝐶𝑛
2

|
𝐶𝑛

2=𝐶𝑛𝑜
2

=
1

𝑖!

𝑤𝑜
2

𝑤2 (
1

𝐶𝑛
2 𝑔2)

𝑖

𝑒𝑥𝑝(𝑔1)𝑒𝑥𝑝(𝑔2)|
𝐶𝑛

2=𝐶𝑛𝑜
2

. (5) 

[𝐿 𝑀⁄ ] Pade’ approximants are obtained by truncating 

the power series at 𝑁, then matching to a rational: 

∑ 𝑎𝑖(𝐶𝑛
2 − 𝐶𝑛𝑜

2 )𝑖𝑁
𝑖=0 ≈

∑ 𝑝𝑙(𝐶𝑛
2−𝐶𝑛𝑜

2 )
𝑙𝐿

𝑙=0

1+∑ 𝑞𝑚(𝐶𝑛
2−𝐶𝑛𝑜

2 )
𝑚𝑀

𝑚=1

. (6) 

𝑁 + 1 equations reached from expansion of Eq. (6). The 

𝑞′𝑠 are attained from the last 𝑀 of these equations: 

[

𝑞1

𝑞2

⋮
𝑞𝑀

] =

− [

𝑎𝐿 𝑎𝐿−1 … 𝑎𝐿−𝑀+1

𝑎𝐿+1 𝑎𝐿 … 𝑎𝐿−𝑀

⋮
𝑎𝐿+𝑀−1

⋮
𝑎𝐿+𝑀−2 ⋯

⋮
𝑎𝐿

]

−1

[

𝑎𝐿+1

𝑎𝐿+2

⋮
𝑎𝐿+𝑀

], (7) 

whereas the 𝑝′𝑠 are found from the rest of equations: 

[

𝑎𝑜 0 … 0
𝑎1 𝑎𝑜 … 0
⋮

𝑎𝐿

⋮
𝑎𝐿−1 ⋯

⋮
𝑎𝑜

] [

1
𝑞1

⋮
𝑞𝐿

] = [

𝑝𝑜

𝑝1

⋮
𝑝𝐿

]. (8) 

III. NUMERICAL APPLICATIONS AND

VALIDATION 
With the derivation of asymptotic expansion 

coefficients accomplished, an investigation must now 

be made with regard to their applicability and validity. 

To demonstrate the efficiency of the technique, three 

simulations will be carried out on a 1.6 𝐺𝐻𝑧 personal 

computer. In all simulations, 41 structure constant 

values and 9 transverse space points are implemented 

for direct numerical solution. As a first check, power 

series expansion around 𝐶𝑛0
2 = 10−16 with [2 5⁄ ] Pade’

approximants used, and both expansions compared 

with direct numerical solution as shown in Fig. 1. 

The propagation parameters given by 𝑤0 = 0.05 𝑚,

𝐿𝑧 = 2.5 𝑘𝑚, 𝜆 = 630 𝑛𝑚. It requires 145.9531s to

obtain the solution with direct solution, though, it only 

takes 4.3281s for single point expansion. It may be 

inferred that the power series approximates well for 

small values of 𝐶𝑛
2, but drops sharply for larger values,

while Pade’ expansions shows very good approximation 

even deep in lager 𝐶𝑛
2 values region.

Fig. 1. Normalized mutual coherence function Γ2(0,0, 𝐿𝑧)
versus 𝐶𝑛

2.

In Fig. 2, simulation parameters are 𝐶𝑛0
2 = 10−16

𝑤0 = 0.005 𝑚, 𝐿𝑧 = 2.5 𝑘𝑚, 𝜆 = 630 𝑛𝑚. To study

the effect of numerator and denominator degrees on 

quality of Pade’ expansions, three different values are 

taken, namely, [𝐿 𝑀⁄ ] = [3 3⁄ ], [𝐿 𝑀⁄ ] = [2 4⁄ ] and 
[𝐿 𝑀⁄ ] = [4 2⁄ ]. Simulations show that when the 

denominator degree is larger than numerator degree, 

Pade’ expansions approximated the solution very well. 

In the contrary, other orders did not for larger values 

of 𝐶𝑛
2, the approximation skyrockets when numerator

degree is larger, and drops steeply when numerator and 

denominator degrees are equal. The difference in time 

between the three cases is a fraction of a second and can 

be neglected. However, it should be noted that as the 

number of power series coefficients is increased to larger 

integers, their values become very prohibitive and Pade’ 

matrix becomes close to singular. This is expected since 

their values increase as powers of wave number. 
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Fig. 2. Normalized mutual coherence function Γ2(𝜌𝑐 =
0.1,0, 𝐿𝑧)/Γ2(0,0, 𝐿𝑧) versus structure constant 𝐶𝑛

2 for

different Pade’ orders. 

Turning into another case, and shifting the 

expansion point toward larger fluctuations, namely, 

𝐶𝑛0
2 = 10−14, as shown in Fig. 3. An obvious observation

is that power series does not approximate in larger 

fluctuations region, and has an almost constant error  

in smaller fluctuations region, which is expected, since  

the solution has almost constant slopes for smaller 

fluctuations. Amazingly enough, Pade’ expansions agrees 

very well with direct solution for both small and large 

fluctuations. Simulation parameters given by 𝑤0 = 0.05 𝑚, 

𝐿𝑧 = 2.5 𝑘𝑚, 𝜆 = 630 𝑛𝑚, [𝐿 𝑀⁄ ] = [2 5⁄ ].

Fig. 3. Mutual coherence function Γ2(0,0, 𝐿𝑧) versus

structure constant 𝐶𝑛
2 for a different expansion point

𝐶𝑛0
2 = 10−14.

IV. CONCLUSION
Numerical methods offer a strong technique to 

compute the mutual coherence function of 

electromagnetic beam waves scattered by atmosphere. 

The efficiency is extremely increased when combined 

with Pade’ approximation. It is shown that direct 

solution takes about 32 times the required time for Pade’ 

expansion in presented simulations. In this research, it is 

also shown that a rational expansion with denominator 

degree larger than numerator gives much more accurate 

solution. Finally, rational asymptotes work very fine for 

small fluctuations region as well as for larger fluctuations. 
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Abstract – In this paper, a multi frequency microstrip 

antenna (MSA) for wireless applications is designed. The 

proposed MSA comprised of elliptical patch antenna with 

T-slot. This antenna is fed by coaxial probe. The design

parameters are major and minor axis of elliptical patch,

length and width of T-slot and feeding point of probe. The

proposed antenna can provide optimized multi frequency

by varying the above design parameters. FR-4 substrate

with dielectric constant 4.4 is chosen. The multi

frequencies are 1.57 GHz, 1.96 GHz and 3.4 GHz, which

covers the applications such as GPS and 4G LTE.

The simulation of the antenna is performed using the

ANSOFT HFSS and it is analyzed for S11 (dB) and

radiation pattern. The prototype antenna is fabricated for

optimized dimensions and tested using vector network

analyzer. Simulation and experimental results are

compared with each other.

Index Terms ─ Coaxial feed, elliptical patch antenna, 

multi-frequency, T-slot. 

I. INTRODUCTION
The microstrip antenna (MSA) is one of the most 

preferred antenna structures for wireless applications and 

handheld devices. They are small in size, light weight and 

low volume. Generally, the multi-frequency MSA are 

divided into two categories: i) multi-resonator antennas 

and reactively loaded antenna. In the first category, 

the multi-frequency operation is achieved by means of 

multiple radiating elements, each supporting strong 

currents and radiation at its resonance. It includes the 

multilayer stacked-patch antennas using circular, annular, 

rectangular and triangular patches [1], [2]. A multi-

resonator antenna in coplanar structures can also be 

fabricated by using aperture-coupled parallel microstrip 

dipoles [3]. As these antenna structures usually involve 

multiple substrate layers, they are of high cost. Large size 

is another drawback of the multi-resonator antenna, 

which makes it difficult for the antenna to be installed in 

hand-held terminals. The second category is reactively 

load MSA, to obtain multi frequency operation of the 

antenna such as multi-slotted patch, rectangular patch 

with two T-slots, truncated circular patch with double 

U-slot, square spiral patch antenna and pi-shaped slot on

rectangular patch [4-9]. These structures involve complex

calculation, design, higher frequency ratio and lower

bandwidth as compared to proposed antenna. Therefore,

the proposed antenna consists of a simple T-slot which is

loaded on the elliptical patch antenna and it is fed by

coaxial probe. The dimensions of the proposed antenna

are optimized using HFSS in such a way that it provides

multi-frequency. The paper is organized as, proposed

antenna design is discussed in Section 2, followed by

simulation and experimental results in Section 3, and

Section 4 concludes the paper.

II. ANTENNA DESIGN
The proposed antenna is shown in Fig. 1 (top view) 

and Fig. 2 (side view). The elliptical patch of semi major 

axis ‘a’ and semi minor axis ‘b’ is printed on the FR-4 

substrate (εr=4.4). A T-slot of length ‘l’ and width ‘w’ is 

slotted in the elliptical patch. 

Fig. 1. Top view of proposed antenna. 

Fig. 2. Side view of proposed antenna. 

The resonant frequency of elliptical patch is given as 

[10]: 

𝑓𝑟 =
𝑐√𝑞

𝜋𝑎𝑒√𝜀𝑟
-, (1) 
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where c is velocity of light, (3*108 m/s), e is eccentricity 

of elliptical patch as: 

𝑒 = √1 − (𝑏|𝑎)², (2) 

where ‘a’ is the semi major axis of the elliptical patch, ‘b’ 

is semi minor axis of the elliptical patch, 𝜺r is dielectric 

constant of the substrate, q is the approximated Mathieu 

function of the given mode and eccentricity is calculated 

from [11]. The order of few modes of elliptical patch 

antenna is TM11 and TM21 and is based on the q value 

function. In this paper, TM11 mode is chosen. Then the q 

value for TM11 mode is given. 

For the e values between 0 and 0.4: 

q11 = 0.847e2 - 0.0013e3 + 0.0379e4, (3) 

For the e value between 0.4 and 1.0: 

   q11 = - 0.0064e + 0.8838e2 – 0.0696e3 + 0.082e4, (4) 

Here, the eccentricity of 0.5 is chosen and the canter 

frequency is taken as 2 GHz. By substituting the canter 

frequency and eccentricity values in the above equations, 

the dimensions of the elliptical patch can be calculated. 

The T-slot length and width can be determined by 

parametric study. 

For TM11 mode, the theoretical value of resonant 

frequency for elliptical patch of semi major axis 21 mm 

is found to be 2 GHz. This is the theoretical resonant 

frequency value for elliptical patch without T-slot. The 

multi frequency resonance can be obtained by properly 

designing the length and width of the T-slot and also the 

feed point of the probe. This plays a major role in 

optimizing the frequency. 

III. SIMULATION AND EXPERIMENTAL

RESULTS 
The simulation of the above designed antenna was 

performed using ANSOFT HFSS software. The FR-4 

substrate size of 10 0mm*100 mm*1.6 mm is chosen as a 

dielectric material. Coaxial probe is used for exciting the 

patch. Return loss (dB) is defined as that the difference in 

dB between power sent towards antenna under test (AUT) 

and power reflected [12]. The requirement for reflection 

co-efficient of wireless devices specifies 10 dB return loss 

bandwidth. 

The parametric study of the antenna is performed 

using Ansoft HFSS. Table 2 shows the S11 (dB) values for 

different lengths of T slot, keeping the width constant. 

As the length of the T-slot is increased, the resonant 

frequency is decreased. The length and width of the T-slot 

is chosen as 17.8 mm and 4 mm to obtain the optimized 

desired multi-frequency. A prototype is fabricated for the 

dimensions given in Table 1. The photograph of the 

antenna is shown in Fig. 3. The fabricated antenna is 

tested using vector network analyzer. Figure 4 shows the 

comparison of both simulated and measured S11 (dB) vs. 

frequency (GHz). 

Table 3 shows the comparison of simulated and 

measured output. 

Table 1: Design specifications 

Design Parameters Values 

Semi major axis ‘a’ 21 mm 

Semi minor axis ‘b’ 18.18 mm 

Eccentricity ‘e’ 0.5 

Substrate thickness h 1.6 mm 

Dielectric constant ‘𝜺r’ 4.4 

Length of the T-slot ‘l’ 18.4 mm 

Width of the T-slot ‘w’ 4 mm 

Feed point (6,3) 

Table 2: Parametric study (w = 4 mm) 

Length 

(mm) 

Resonant Frequencies 

(GHz) 

Corresponding S11

(dB) 

17.8 

1.57 

1.96 

3.43 

-31.06

-19.83

-21.76

17 

1.58 

1.94 

3.25 

-18.73

-24.6

-15.73

16.5 

1.63 

1.99 

3,41 

-16.61

-21.06

-15.34

16 

1.67 

1.99 

3.4 

-14.26

-20.79

-12.28

Fig. 3. Photograph of fabricated antenna. 

Fig. 4. S11 (dB) vs. frequency (GHz). 
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Table 3: Simulated and measured S11 (dB) 

Parameters Simulation Output Measured Output 

Frequency 

(GHz) 

1.57 

1.96 

3.4 

1.58, 

1.946 

3.5 

S11 (dB) 

-31.06, 

-19.83 and 

-21.76 respectively 

-11.26, 

-16.36 and 

-19.09 respectively 

 

Figure 5 shows the radiation pattern at 1.57 GHz. It 

is simulated using HFSS for φ=0° E plane (XZ plane) and 

φ=90° (YZ plane). The coordinate system is XYZ and the 

antenna is placed in XY plane. It has very low gain of  

-4.53 dB and HPBW of 84 degrees. Figure 6 shows the 

radiation pattern at 1.96 GHz has a very low gain of  

-0.3357 dB and HPBW of 84 degrees. Figure 7 shows 

radiation pattern at 3.43 GHz, which has butterfly pattern. 

FR4 is lossy substrate. The loss tangent of the substrate is 

high, which affects the performance of the antenna. It may 

be the reason for low gain. Moreover, size of the patch is 

very small. The gain of the antenna is directly proportional 

to cross sectional area of the patch. The T shaped slot is 

etched from this patch, which also reduces the area of the 

patch; hence, further reduces the gain. In [13], a truncated 

elliptical patch is discussed, which also has a low value of 

gain. 
 

 
 

Fig. 5. Radiation pattern at 1.57 GHz. 
 

 
 

Fig. 6. Radiation pattern at 1.96 GHz. 

 
 

Fig. 7. Radiation pattern at 3.4 GHz. 

 

The proposed antenna may be compared with some 

of antennas given in references. It is described below. In 

[4], multi-slotted antenna of size 39.6 mm*47.9 mm is 

patched on the FR-4 substrate. The antenna is very large 

size and of very complicated structure than proposed 

antenna. The square patch of size 30 mm*30 mm with  

T-slot and defective ground structure is discussed in [5]. 

The antenna resonates at multi-frequency. The structure 

is simple but it does not provide better return loss than 

proposed antenna. In [6], the truncated circular patch  

of radius 40 mm is patched on the FR-4 substrate with 

double U slot. Air gap is introduced between the substrate 

and ground plane. Use of air gap may increases the size 

of the antenna. This air gap is avoided in the proposed 

antenna. In [7], the antenna of rectangular patch with  

size 23.4 mm*18.2 mm is patched on the substrate and 

two T-slots are made on this patch. The antenna is fed  

by microstrip feed. But this antenna uses two T-slots to 

produce multi frequency. In [8], the square spiral patch 

antenna with size 33.7 mm*33.7 mm is patched on the 

FR-4 substrate. The antenna is of very large size and 

complicated design as compared to proposed antenna. 

The proposed antenna is an elliptical shape of semi 

major axis 21 mm and semi minor axis 18.18 mm with T-

slot on the elliptical patch. The antenna is fed by coaxial 

feed. There is no air gap. FR-4 substrate of thickness  

2 mm with dielectric constant 4.4 is chosen. The antenna 

structure is simple and provides better return loss.  

 

IV. CONCLUSION 
From the analysis, it is concluded that the proposed 

antenna resonates at three different frequencies. The 

frequencies are 1.57 GHz, 1.96 GHz and 3.4 GHz, which 

has S11 (dB) of -31.06, -19.83 and -21.76 respectively. 

The frequencies can cover applications such as GPS and 

LTE. Simulation and measurement results are presented 

for validation of the design and slight deviation is  

observed, which is below the tolerable limit of 5%. It  
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is due to substrate, connector losses and fabrication 

tolerances. 
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