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Abstract ─ In this work, an efficient domain 

decomposition scheme is introduced into the 

unconditionally stable finite-difference time-domain 

(FDTD) method based on the Newmark-Beta algorithm. 

The entire computational domain is decomposed into 

several subdomains, and thus the large sparse matrix 

equation produced by the implicit FDTD method can be 

divided into some independent small ones, resulting in a 

fast speed lower-upper decomposition and backward 

substitution. The domain decomposition scheme with 

different subdomain schemes and different subdomain 

numbers is studied. With a generalized auxiliary 

differential equation (ADE) technique, the extraordinary 

optical transmission through a periodic metallic grating 

with bumps and cuts is investigated with the domain 

decomposition Newmark-Beta-FDTD. Compared with 

the traditional ADE-FDTD method and the ADE-

Newmark-Beta-FDTD method, the results from the 

proposed method show its accuracy and efficiency. 

 

Index Terms ─ Domain decomposition, extraordinary 

optical transmission (EOT), Newmark-Beta-FDTD, 

surface plasmons. 
 

I. INTRODUCTION 
Enhanced transmission through subwavelength 

metallic openings has inspired great attention since  

the observation of extraordinary optical transmission 

(EOT) through a thick metal film perforated with a two-

dimensional (2-D) array of subwavelength holes was 

reported [1]. Due to the vast potential applications of 

EOT, such as photolithography, optical data storage, 

organic light-emitting diodes, and photodetectors,  

many theoretical and experimental studies have been 

performed in understanding the interaction of light with 

metals in various subwavelength structures [2]-[4].  

In general, the finite-difference time-domain (FDTD) 

method is used for the analysis of periodic metallic 

gratings. However, the surface plasmon polaritons (SPPs) 

are highly localized along the metal-dielectric interface. 

To simulate the effect of SPPs accurately, fine spatial 

mesh should be used in this interface region. This  

result in an extremely small time step by the Courant-

Friedrich-Levy (CFL) constraint [5], causing a long 

computing time. To remove this limitation in simulation, 

some unconditionally stable FDTD methods were 

introduced [6]-[9]. Recently, a new unconditionally stable 

FDTD method based on the Newmark-Beta algorithm 

has been proposed [10]. For large or multiscale problems 

with a tremendous number of unknowns, however, the 

calculation of its large and sparse linear equations leads 

to a heavy computation burden. 

A promising solution for the calculation of large-

scale matrices is the domain decomposition (DD) 

scheme [11-13]. In this paper, an efficient DD scheme is 

originally introduced into Newmark-Beta-FDTD for the 

analysis of two-dimensional (2-D) dispersive metallic 

gratings. As SPPs are highly localized near the metal-

dielectric interfaces, graded grids with the fine spatial 

size are used for accuracy. A number of FDTD-based 

algorithms for the analysis of dispersive materials have 

already been proposed in literature, such as the auxiliary 

differential equation (ADE) method [5], the Z-transform 

method [14], and the method based on the discrete 

convolution of the dispersion relation [15]. Since the 

ADE method offers a more general representation for  

the dispersion relation, it is employed to simulate the 

dispersion effect caused by SPPs. The DD-Newmark-

Beta-FDTD method decomposes the whole computational 

domain into several small subdomains. With the theory 

of Schur complement system, the solution of the large-

scale matrix can be converted to the solutions of some 

small independent ones. With the reverse Cuthill-Mckee 

(RCM) technique to preprocess the coefficient matrix in 

each subsystem before performing the lower-upper (LU) 

decomposition, the small linear systems can be solved 

efficiently. The EOT through a periodic metallic grating 

is investigated, and the results verify the efficiency and 

accuracy of the proposed method. 

 

II. NUMERICAL FORMULATION 
The formulation of the Newmark-Beta-FDTD 
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method based on the ADE technique has been presented 

in [16]. The dispersion relation of the Drude medium is 

given by: 

  
 

2

p
=1

i


 

  



, (1) 

where ωp is the plasma frequency, γ is the absorption 

coefficient, and ω is the angular frequency of the wave. 

Here, the implementation process of ADE-

Newmark-Beta-FDTD in domain decomposition will  

be elaborated in detail. Without loss of generality, the 

whole computational domain is decomposed into four 

subdomains, marked as D1, D2, D3, and D4, and the 

interfaces between neighboring subdomains are named 

as Γ12, Γ14, Γ23, and Γ34, as shown in Fig. 1. For a specific 

simulated structure, different size grids can be adopted 

in different subdomains. For simplicity, the uniform 

mesh is used for all subdomains in Fig. 1, and the 

information in adjacent subdomains can be directly 

coupled by the interfaces. 

 

D1

Γ12 

D2

Γ23 

D3

Γ34 

D4

Γ14 

 
 

Fig. 1. Four subdomains in a 2-D computational domain. 

 

For the original system, the implicit updated matrix 

equation in Newmark-Beta-FDTD can be written as: 

 1n n

z

 AH b , (2) 

where A is a large banded-sparse matrix. After the whole 

computational domain is divided into four subdomains, 

the unknowns, namely the magnetic field variables on 

the grids, are reordered starting with those in D1, 

followed by those in D2, D3, and D4, and ending with 

those on interfaces. We use ni (i = 1, 2, 3, and 4) to 

represent the number of unknowns in each subdomain 

and nΓ to represent the number of unknowns on the 

interfaces, where Γ = Γ12∪Γ14∪Γ23∪Γ34. Thus, the new 

matrix system is written as: 
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, (3) 

where Aii corresponds to the interior-to-interior system, 

AiΓ corresponds to the interior-to-interface coupling 

between Di and Γ, AΓi corresponds to the interface-to-

interior coupling between Γ and Di, and AΓΓ corresponds 

to the interface-to-interface contribution. The vectors of 

Hzi and HzΓ represent the magnetic field components 

corresponding to the subdomain Di and interface Γ, 

respectively. And the vectors bi and bΓ are known terms 

in accordance with Hzi and HzΓ. The orders of Aii and AiΓ 

are ni × ni and ni × nΓ, respectively. To elaborate the 

matrix generation in each subdomain, the implicit 

updated equation of Hz in [16] is rewritten here: 
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, (5) 

ε and ε0 are the electric permittivity of the medium and 

free space, respectively, μ0 is the magnetic permeability, 

γ is the absorption coefficient, and ωp is the plasma 

frequency. 

Since the magnetic field is updated in an implicit 

way, the interface between difference subdomains is 

placed on the location of Hz. Taking A22 and A2Γ in (3) 

for example, the interface Γ23 located at x = i+5/2 

between D2 and D3 is placed on the middle of the grids 

due to the sample location of magnetic fields, as shown 

in Fig. 2. As we know, the central difference scheme is 

adopted in spatial derivatives. For the region x ≤ (i+1/2), 

the five magnetic fields in (4) are located in the interior  
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of D2 and there is only interior-to-interior coupling 

between them. So the elements in A22 can be filled in  

the same way as the original implicit matrix. For the 

magnetic field component Hz (i+3/2, j+1/2), from (4) and 

Fig. 2, its three neighboring components of Hz (i+3/2,  

j-1/2), Hz (i+3/2, j+3/2), and Hz (i+1/2, j+1/2) are located 

in D2, and their coefficients are loaded in A22 normally. 

However, the component Hz (i+5/2, j+1/2) is located on 

the interface of Γ23, and its coefficient should be loaded 

in A2Γ. The other sub-matrices can be filled in the same 

way. Moreover, there is no direct coupling between the 

interior unknowns of any two isolated subdomains due 

to the center difference scheme in space domain, so the 

elements in Aij (i ≠ j) are equal to zero. Besides, it is 

worth noting that AΓi = AiΓ
T.  

 

D2 D3Γ23

Hz

y

x

 ,i j

 , 1i j 

 1,i j

5 2i 
 

 

Fig. 2. Local mesh between D2 and D3.  

 

While the matrices are filled, we rewrite (3) into 

several small equations as: 

 11 1 1 1z z  A H A H b , (6a) 

 22 2 2 2z z  A H A H b , (6b) 

 33 3 3 3z z  A H A H b , (6c) 

 44 4 4 4z z  A H A H b , (6d) 

1 1 2 2 3 3 4 4

T T T T

z z z z z          A H A H A H A H A H b . (6e) 

From (6a)-(6e), we obtain the updated equation of HzΓ as: 
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 A A A A H b A A b . (7) 

It is called as the Schur complement system [17] and 

the coefficient matrix on the left side and the vector on 

the right side are known. Once the magnetic fields on the 

interface have been solved from (7), the other magnetic 

fields in the subdomains can be solved from (6a)-(6d).  

It should be noted that (6a)-(6d) are independent 

from each other, and then, they can be solved in a parallel 

manner. In order to solve those equations efficiently, the 

RCM technique is used to reduce the bandwidth of  

the coefficient matrix, resulting in an efficient LU 

decomposition. More importantly, the LU decomposition 

needs to be performed only once at the beginning of the 

calculation since the coefficient matrix keeps unchanged 

in the whole time-marching process. 

When several small matrix equations are solved 

independently, much less time and memory are required 

than solving a large one. Furthermore, if the 

electromagnetic fields on an interface or in a subdomain 

are to be obtained, there is no need to solve all the 

subdomain systems. 

 

III. NUMERICAL RESULTS AND 

DISCUSSION 
To validate the accuracy and efficiency of the 

proposed DD-Newmark-Beta-FDTD method for solving 

the multiscale problem with dispersive materials, the 

transmission resonances of periodic metallic grating 

structures are investigated in the visible and near infrared 

regions in this section.  
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Fig. 3. Schematic of a unit cell of the periodic metallic 

grating with bumps and cuts. 

 

The unit cell of the periodic metallic grating with 

bumps and cuts is investigated, as shown in Fig. 3. The 

computational domain is truncated by the perfectly 

matched layer (PML) on the left and right sides and 

periodic boundary condition (PBC) on the top and 

bottom. A modulated Gaussian pulse is used as the 

source excitation, and its time variation is given by: 

    
2 2

0 /

0( ) sin 2 e
t t

F t f t



 

  , (8) 

where the center frequency f0 = 215 THz, τ = 1/(2f0) and 

t0 = 3τ. The metal loaded on the grating is gold and the 

considered wavelength range is from 700 nm to 2500 nm. 

Hence, the corresponding parameters are ωp = 1.37×1016 

rad/s and γ = 4.08×1013 rad/s [18]. To simulate the effect 

of SPPs around the bumps and cuts accurately, graded 

cells are used in both x- and y-directions. The minimum 

cell size is 1 × 0.1 nm2 and the total cell number of the 

computational domain is 129 × 176. The traditional 

FDTD method, the Newmark-Beta-FDTD method, and 

the proposed DD-Newmark-Beta-FDTD method are 

employed for this simulation, where ∆tFDTD = 1.6667×10-4 

fs is chosen for FDTD according to the CFL constraint, 

while ∆tNewmark = 1100∆tFDTD = 1.8333×10-1fs (CFLN = 

∆tNewmark /∆tFDTD = 1100) is chosen for Newmark-Beta-
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FDTD and DD-Newmark-Beta-FDTD. Figure 4 shows 

that the results of the transmission and reflection 

spectrums of this grating structure from the three 

methods, in which the whole computational domain is 

decomposed into four subdomains for DD-Newmark-

Beta-FDTD. From this figure, it can be seen that the 

results from DD-Newmark-Beta-FDTD are in good 

agreement with those from FDTD and Newmark-Beta-

FDTD. In addition, the transmission spectrum shows the 

transmission peaks of four waveguide resonances which 

are associated with different standing wave modes of  

the slit acting as the Fabry-Pérot (F-P) cavity [19]. 

Furthermore, compared with the grating without bumps 

and cuts [16], the transmission peaks for the four 

resonance modes in the F-P cavity exhibit a red shift. 

This transmission behavior can be explained by the 

localized waveguide resonance mode [19]. The resonant 

wavelength of the F-P mode in a smooth slit array is 

given by 2kLFP+θ = 2Nπ, where k = 2nπ/λ is the wave 

number (λ is the wavelength of the Nth order mode, and 

n is the effective refractive index of the fundamental 

Bloch mode propagating in the slit), LFP is the length of 

the cavity, and θ, an N-dependent value, is the total phase 

reflected at the ends of the slits. The loading of the 

perpendicular bumps and cuts enlarges the effective 

length of F-P cavity for both odd and even modes. Hence, 

the resonance wavelengths of all modes become large 

and show a red shift. This method can be used to 

minimize the volume of the light-wave devices. 
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Fig. 4. Transmission and reflection spectrums of the 

grating with bumps and cuts from FDTD, Newmark-

Beta-FDTD (CFLN = 1100), and DD-Newmark-Beta-

FDTD (CFLN = 1100 and four subdomains). 

 

In order to evaluate the computational accuracy  

of those methods, the mean absolute percentage error 

(MAPE) of the four resonance wavelengths is written as: 

 
4

peak peak-FDTD

1 peak-FDTD

1
MAPE= 100%

4 n

 




 , (9) 

where λpeak-FDTD is the transmission peaks from FDTD 

and it acts as the referenced result. Table 1 presents  

the computational efforts for the three methods, where 

CFLN = 1100 (MAPE < 1%) of Newmark-Beta-FDTD 

and DD-Newmark-Beta-FDTD is chosen to guarantee 

simulation precision. Since the time step of Newmark-

Beta-FDTD is chosen 1100 times of FDTD, its CPU time 

can be reduced to about 1.18% of FDTD, but its memory 

requirement is about 4.68 times of FDTD. Applying  

the DD scheme to Newmark-Beta-FDTD with four 

subdomains, almost 40% of the CPU time and 65% of 

the memory requirement is saved.   

 

Table 1: Comparison of the computational efforts for the 

three methods  

Method CFLN MAPE 
CPU  

Time (s) 

Memory 

(Mb) 

FDTD 1 - 51913 33.14 

Newmark- 

Beta-FDTD 
1100 0.90% 611 155.24 

DD-Newmark- 

Beta-FDTD 

(4 subdomains) 

1100 0.90% 381 54.64 

 

Table 2: Comparison of the computational efforts for 

DD-Newmark-Beta-FDTD and Newmark-Beta-FDTD  

Method 
Domain 

Number 
MAPE 

CPU 

Time (s) 

Memory 

(Mb) 

Newmark-

Beta-FDTD 
1 0.90% 611.46 155.24 

DD-

Newmark-

Beta-FDTD 

2 0.90% 467.65 74.59 

3 0.90% 420.62 62.03 

4 0.90% 381.27 54.64 

5 0.90% 347.79 50.43 

6 0.90% 314.80 47.95 

 

Furthermore, the whole computational domain is 

sequentially decomposed into two to six subdomains 

along the x-direction for DD-Newmark-Beta-FDTD 

simulations. With CFLN = 1100, the computational 

efforts of DD-Newmark-Beta-FDTD and Newmark-

Beta-FDTD are compared in Table 2. From this Table, 

both the CPU time and memory requirement are reduced 

by using the domain decomposition scheme, and a larger 

subdomain number results in higher efficiency both in 

CPU time and memory requirement. The reason is that 

the LU decomposition of several small matrices costs 

much less time and memory than a huge one. In addition, 

it can also be seen from Table 2 that MAPE of DD-

Newmark-Beta-FDTDs remains unchanged when the 

whole computational domain is divided into different 

subdomains. This is because the DD scheme based on 

the Schur complement system does not involve any 

approximation in the calculation process. 
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Fig. 5. Two different decomposition structures for four 

subdomains: (a) Case 1 and (b) Case 2. 

 

Finally, the different spatial structures of the DD 

scheme are investigated. In the first case, the 

computational domain of the grating is decomposed into 

four subdomains with the same number of unknowns 

along the x-direction, as shown in Fig. 5 (a). In the 

second case, the whole domain is decomposed into four 

subdomains along the x- and y-directions, as shown in 

Fig. 5 (b). Table 3 shows that the computational accuracy 

and memory requirement of the two cases are the same. 

However, since the bandwidth of the matrix AiΓ in Case 

1 is smaller than that in Case 2, Case 1 costs less time  

in preconditioning coefficient matrices and solving 

equations.  

 

Table 3: Comparison of the computational efforts for 

different decomposition structures 

Case 
Domain 

Number 
MAPE 

CPU 

Time (s) 

Memory 

(Mb) 

Case 1 4 0.90% 381.27 54.64 

Case 2 4 0.90% 416.59 54.64 

 

IV. CONCLUSION 
This work introduces an efficient domain 

decomposition scheme to the unconditionally stable 

Newmark-Beta-FDTD method for periodic metallic 

grating analysis. Since the original computational domain 

can be decomposed into several small subdomains, the 

huge matrix equation can be transformed into several 

small independent ones. With the preconditioning RCM 

technique to the LU decomposition, which is executed 

only once at the beginning of the calculation, those small 

updated equations can be solved independently. The 

accuracy and efficiency of the proposed method are 

verified from the numerical example of the periodic 

metallic grating. The effects of different decomposition 

structures are also investigated. It has been proved  

that the DD-Newmark-Beta-FDTD method has high 

efficiency and low memory requirement while remaining 

high accuracy. This method is very suitable for the 

simulation in electrically large size structures involving 

multiscale grid division, such as photonic gratings, 

photonic crystals, microwave devices and antennas.  
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Abstract ─ An interpolation scheme is put forward to 

accelerate the calculation of free space Green’s function. 

Through theoretical analysis, a universal rule on how to 

build value lists for the phase item of Green’s function 

is discussed. And this rule can guarantee accuracy of 

the interpolation scheme. Accuracy and efficiency of 

the scheme are verified in the calculation of impedance 

matrix for method of moment. Besides, this scheme can 

also be applied to other applications which contain the 

calculation of Green’s functions and is especially useful 

for the analysis of large scale problems. Moreover, this 

scheme can be combined with other existing improved 

approaches of method of moment.  

  

Index Terms ─ Green’s function, impedance matrix, 

interpolation scheme, method of moment. 

 

Green’s function of free space can be viewed as the 

electric field of ideal point source. Thus, it is the basis 

of electromagnetic problems and is frequently used in 

computational electromagnetics [1-4]. In this work, a 

typical application of Green’s function in method of 

moment (MoM) is discussed.  

MoM is a classic frequency-domain algorithm and 

was first applied to the analysis of electric field integral 

equation by Harrington in 1968 [5]. It transforms a 

vector integral equation into a scalar matrix equation by 

two processes called discretization and test. 

The discretization process discretizes the unknown 

vector into a series of basic functions and the test 

process uses a series of test functions to make inner 

products. Usually, to ensure accuracy, a sampling rate 

of λ/10 is required. This makes MoM unsuitable for 

large scale problems due to the limitations on memory 

cost O(N2) and computational complexity O(N3).  

To overcome or improve drawbacks of MoM and 

accelerate the calculation of its impedance matrix, 

several approaches are proposed in the past decades. 

Among which, fast multi-pole method (FMM) and 

multi-level fast multi-pole method (MLFMM) [6-8] 

attracts most attention due to its excellent performance 

in efficiency and accuracy. Apart from FMM/MLFMM, 

other improved approaches such as multilevel matrix 

decomposition algorithm (MLMDA) [9], wavelet-based 

modelling method [10], improved impedance matrix 

localization method (IML) [11], triangular expansion 

method [12], synthetic basis functions method (SBFM) 

[13] and etc. also made great progresses. To summarize, 

these improved approaches accelerate the calculation of 

impedance matrix through mathematical operation.  

Unlike the above, in this work, we put emphasis on 

the calculation of Green’s functions. As is known to all, 

the calculation of Green’s function takes a considerable 

part in the calculation of impedance matrix for MoM. 

Then, considering periodic properties of phase term of 

Green’s function, an interpolation scheme is presented 

to improve the efficiency of the calculation of Green’s 

function. This work first discusses the calculation of 

impedance matrix and analyzes the proportion of 

Green’s function in the total calculation. Then, based on 

the periodic properties of Green’s function, a value list 

for the phase term is built to accelerate the calculation 

process. Moreover, we theoretically analyze and prove 

the determination of the number of segments for the 

value list to acquire a constant accuracy. Efficiency and 

accuracy of the interpolation scheme are validated by 

numerical examples in the calculation of impedance 

matrix for MoM. Notably, this scheme can also be 

perfectly combined other applications those contain the 

calculation of Green’s function as it is an independent 

process.  

 

II. BASIC THEORY 
For PEC bodies, MoM usually bases on the EFIE, 

which can be compactly written as: 
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I. INTRODUCTION 



 ˆ ˆ( ) incn L n  J E , (1) 

Where Einc represents the incident wave, J is the 

surface current, L is the electric integral operator and 

defined as: 

 
2

1
( ) [ ( )]

S
L j gdS

k
   X X X . (2) 

Usually, Rao-Wilton-Glisson (RWG) functions [14] 

are adopted to discretize (1) and transform it into a 

linear matrix equation: 

 ZI V , (3) 

Where Z={zmn}N×N is the impedance matrix, VN×1 is 

the exciting matrix, and IN×1 is the current coefficients 

matrix of RWG functions. The impedance matrix is 

calculated as (4). 

Where fm(r) is the m-th RWG function, g and k  

is the Green’s function of free space and the wave 

number. 

Equation (4) contains two parts which are computed 

in (5) and (6). Where ρ represents the vector in a couple 

of triangular patches Tn
±, ln is the edge length of the 

common edge of Tn
±, An

± is the areas of Tn
±. These 

symbols are the basic definitions of RWG function, and 

we are not going to introduce them for the sake of 

simplicity. 
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From (5) and (6) we can see that, the calculation of 

Green’s function takes a considerable part of the total 

calculation. For each Zmn, Green’s function needs to be 

calculated 4 times. Thus, for a problem with N RWG 

functions, the scale of impedance matrix will be N2 

which means Green’s function need to be calculated 

4N2 times. Moreover, considering the singularity of 

Green’s function, if nine-point approximation [14] is 

adopted, the calculation of Green’s function will be 

36N2 times. Besides, (5) and (6) indicate the calculation 

of Green’s function is independent of the calculation of 

impedance matrix. Thus, we can obtain the values of 

Green’s functions in advance.  

Green’s function is defined as: 

 ( ) / 4jkRg R e R . (7) 

For brevity, we ignore the constant coefficient of g 

and define h=4πg. h contains two parts: the magnitude 

item 1/R and the phase item e-jkR. We plot the values of 

h changing with R, as shown in Fig. 1. From Fig. 1 we 

can see that values of h exhibit a periodic distribution 

around origin point with the decrease of R. And the 

periodic properties are caused by the phase item e-jkR. 

Considering trajectory of Green’s function’s phase 

item is a circle whose radius is 1. We can discretize the 

trajectory into numerous segments and build a value list 

for each segment, as shown in Fig. 2. With the value 

list, we no longer need to calculate the phase item and 

we can get the value directly from the list according to 

kR. Accuracy of the value list is controlled by the total 

number of segments M. And the larger of M, the higher 

accuracy it will be. To determine the proper number of 

segments M, we do the derivation for h: 
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   . (8) 

Then, 
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Fig. 1. Values of Green’s function changing with R. 
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Fig. 2. Trajectory of Green’s function phase item which 

is divided into N segments. 

 

In fact, |dh| represents the absolute error of h which 

is a circle around the real value as shown in Fig. 3 and 

accurate relationship between |dh| and |dR| is shown in 

Fig. 4. 
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Fig. 3. Fake value trajectory of Green’s function. 
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Fig. 4. Relationship between |dh| and |dR|. 

However, from (9) we see that |dh| are determined 

by |dR|, k, and R. For a constant |dR| and k, |dh| increases 

with the decrease of R. Extremely, |dh|→|dR|/R2 (R→0). 

Thus, if we need a constant precision of δ, it will be: 

 

2

4 2

1
/

k
dh dR

R R
     . (10) 

Then, we can get the number of segments M by: 

 

2 2

4 2 4 2

2 1 2 1
/

k k
dR M
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      . (11) 

In fact, (11) is unsolvable for if R=0, the number  

of segment M=+∞ which is impossible in reality. 

However, in MoM, to avoid singularity of Green’s 

function, nine-point approximation method is adopted 

which makes the minimum of R is determined by  

the minimum length of edges of triangular patches,  

as shown in Fig. 5. Here, we consider a generalized 

situation: in most occasions, a sampling rate of λ/10 is 

required to ensure the accuracy. It will be: 

 min
3 30

l
R


  . (12) 

 

Rmin











l

 
 

Fig. 5. Sketch map of nine-point approximation. 

 

Substituting Rmin into (11), we can get the number 

of segments M. And in a specific application, Rmin can 

be obtained from the information of triangulations. 

More significantly, with (11), accuracy of the approach 

can be controlled which is the main contribution of this 

work. Having got the number of segments, we can build 

a value list of Green’s function phase item for each 

segment as shown in Table 1.  

Then, if we want to get the value of a specific 

Green’s function, we no longer need to calculate the 

phase item and can directly get the phase item by 

searching the value list according to the index in (13) 

where operator mod(•) represents getting the remainder 

after division: 

 mod( / 2 )n kR  . (13) 

If n locates in the i-th range of kR, we can directly 

assign e-jkR≈vi. More importantly, the value list is 

independent of the problems we are analyzing and is 

universal for all problems. Thus, we can compute and 

store it in advance; which is helpful for improving 

efficiency, especially for large scale problems. For 

example, in an electromagnetic problem, if there are 
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N=104 RWG functions, the size of impedance matrix 

will be N2=108. For each couple of RWG functions, 

Green’s functions between them need to be calculated 4 

times. Moreover, if nine-point approximation is adopted 

to avoid singularity, there will be more than 36×108 

time calculations of Green’s functions. 
 

Table 1: A value list for the phase item of Green’s function (M0 is the number of segments) 

No. 1 2 … i … M0 

Range of kR [0,2π/M0] [2π/M0,4π/M0] … [2π(i-1)/M0,2πi/M0] … [2π(M0-1)/M0,2π] 

Value v1 v2  vi … vM0 
 

III. NUMERICAL RESULTS 
To validate efficiency and accuracy of the approach, 

we compare the elapsed time and approximation errors 

between direct calculation method and the interpolation 

scheme with working frequency being f=1 GHz and the 

number of segments being M0=1.9×107, as shown in Fig. 

6 and Fig. 7. And from the results we can see that, the 

elapsed time of direct calculation method is about 3.5 

times of the interpolation scheme with approximation 

error of the interpolation scheme being less than 10-6.  
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Fig. 6. Changing tendency of computational time varies 

with the number of calculations. Figures are obtained in 

a 64-bit personal computer whose dominant frequency 

is 3.2 GHz. 
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Fig. 7. Approximation error of the interpolation scheme 

in comparison to direct calculation method. 

This demonstrates that the interpolation scheme not 

only can maintain accuracy but can also improve the 

efficiency to some extent. Especially, the advantages of 

the interpolation scheme become bigger with growth of 

computational scales and this is meaningful for the 

analysis of large scale problems. More appealing, since 

the value list of Green’s function phase item is built on 

the basis of kR, it has taken working frequency into 

consideration which means the value list built for one 

case can be also reused for other applications. And if 

we want to get a higher accuracy, we only need to make 

the value of segments M bigger according to Rmin. 

Then, to further demonstrate efficiency and accuracy 

of the proposed interpolation scheme, we calculate the 

elapsed time in filling impedance matrix for a sphere 

whose radius is 0.3m with working frequency ranging 

from 0.5 GHz to 2.0 GHz. Figure 8 shows the comparison 

between direct calculation method and the proposed 

interpolation scheme. Results exhibit advantages of the 

proposed interpolation scheme in improving efficiency. 

Specifically, for 2.0 GHz, the elapsed time of filling 

impedance matrix is improved about 15% compared to 

direct calculation method. This may seem not to be  

very appealing to us. But, it should be noted that, this 

improvement is obtained only on the calculation of 

Green’s function. And this scheme can be combined 

with other fast calculation methods such as FMM to 

further speed up the solution of MoM matrix. 
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Fig. 8. Elapsed time of filling impedance matrix for a 

sphere whose radius is 0.3m with working frequency 

ranging from 0.5 GHz to 2.0 GHz. Sampling rate of 

triangulation is λ/10. 
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Moreover, we also compare the impedance 

matrices calculated by the proposed interpolation 

scheme and direct calculation method as shown in Fig. 

9. From Fig. 9 we know that, in general, discrepancy 

between the interpolation scheme and direct calculation 

method is close to 0 dB which reflects that the proposed 

scheme has a satisfying accuracy.  
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Fig. 9. Impedance matrix (20log10|Z|) of a sphere whose 

radius is 0.3m with working frequency being 1.25 GHz. 

(a) Direct calculation method; (b) the interpolation 

scheme; (c) discrepancy of (a) and (b): 20log10|Za/Zb|. 

V. CONCLUSION 
An interpolation scheme is proposed to accelerate 

the calculation of Green’s function. Through theoretical 

analysis, we explore the method on how to build a 

universal value list to ensure a constant accuracy and 

this is the main contribution of this work. Finally, via 

numerical examples and the calculation of MoM matrix, 

accuracy and efficiency of the proposed interpolation 

scheme is fully validated. Moreover, the scheme is not 

only limited to the calculation of impedance matrix but 

also suits for all problems including the calculation of 

Green’s functions. 
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Abstract ─ An empirical formula for calculating the 

shifted resonant frequencies of Jerusalem-cross frequency 

selective surfaces (FSSs) with different substrates is 

derived based on extensive calculations made on widely 

varying in shifted dual resonant frequencies for substrates 

with different relative dielectric constants and thickness. 

The coefficients in the empirical formula were determined 

by using least-square curve fitting technique to fit 672 

sets of shifted resonant frequencies obtained by the 

HFSS simulator. Numerical results of shifted resonant 

frequencies obtained from the empirical formula are 

generally in good agreement with those calculated by  

the HFSS simulator and measurement. The average error 

in the shifted resonant frequencies is less than 5 percent. 

The empirical formula thus provides a simple, 

inexpensive, and quick method for obtaining optimum 

geometrical parameters of a dual-band Jerusalem-cross 

FSS with a substrate consisting of different dielectric 

constants and thickness for arbitrarily specifying two 

resonant frequencies. 

 

Index Terms ─ Empirical formula, Jerusalem-cross 

frequency selective surface, least-square curve fitting, 

shifted resonant frequencies. 

 

I. INTRODUCTION 
Frequency selective surface (FSS) has a wide 

variety of applications including design of antennas  

[1-14], realization of polarizers [15], improvement of 

transmission for signals through energy-saving glass 

[16-19], synthesis of artificial magnetic conductors 

(AMCs) and electromagnetic band-gap surfaces (EBGs) 

[20-23], design of spatial microwave and optical filters 

[24-36], invention of electromagnetic absorbers [37-42], 

and creation of planar metamaterials [43]. The FSS is 

usually formed by periodic arrays of metallic patches or 

slots of arbitrary geometries. For a patch FSS, it is 

designed where transmission is minimum but reflection 

is maximum in the neighborhood of the resonant 

frequency. Reverse situation happens to the slot FSS. 

Here transmission is maximum but reflection is 

minimum in the neighborhood of the resonant frequency.  

Three numerical methods are often used to analyze 

different types of FSS parameters. They are method of 

moments (MoM) [24], finite-difference time-domain 

(FDTD) method [44-46], and finite-element method 

(FEM) [47]. However, these numerical methods can be 

costly and labor intensive due to the many electromagnetic 

equations governing FSS theory which should be solved. 

Alternatively, the equivalent circuit method [48-50] is 

much simpler than numerical methods for the design of 

FSS parameters. A limitation of the equivalent circuit 

method is that it can be used only for a FSS constructed 

without substrates. It is expected that the presence of the 

dielectric substrate will shift the resonant frequencies 

downwards [51-52]. For a Jerusalem-cross FSS with 

substrate on one side, resonant frequency will be shifted 

by a factor between unity and [(r+1)/2]1/2 depending on 

the substrate thickness [25, 53], wherer is the relative 

dielectric constant of the substrate. 

Based on equivalent circuit models [49], we proposed 

the least-square curve fitting technique [54] to quickly 

obtain optimum values of geometrical parameters of a 

dual-band Jerusalem-cross FSS without substrate for 

arbitrarily specifying any dual resonant frequencies [55]. 

The computational time of the proposed technique is  

less than 30 seconds for obtaining optimum parameters 

of a dual-band Jerusalem-cross FSS without substrate. 

However, the proposed technique has a limitation which 

is only available for a dual-band Jerusalem-cross FSS 

without substrate. In order to investigate the shift effect 

of resonant frequency on a dual-band Jerusalem-cross 

grid with different substrates, one higher resonant 

frequency and one lower resonant frequency were first 

arbitrarily specified. Then optimum geometrical 

parameters of the dual-band Jerusalem-cross FSS 

without substrate were quickly obtained by using our 

proposed technique [55] for the dual resonant frequency 

response. Based on the same optimum geometrical 

parameters, the shifted dual resonant frequencies of the 

Jerusalem-cross grid with different substrates on one 

side were studied by using the Ansoft high-frequency 

structure simulator (HFSS, Ansoft, Pittsburgh, PA). After 

further study on shift effects, we derived an empirical 
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formula for quickly obtaining optimum parameters of  

a dual-band Jerusalem-cross FSS with substrate for 

arbitrarily specifying any dual resonant frequencies. The 

empirical formula was derived based on extensive 

calculations made on widely varying in shifted dual 

resonant frequencies for substrates with different relative 

dielectric constants, conductivities, and thickness. 
 

II. JERUSALEM-CROSS FSS WITHOUT 

SUBSTRATE 
Figure 1 shows a Jerusalem-cross FSS without 

substrate. Its geometrical parameters p, w, s, h, and d are 

also shown in Fig. 1. Where p is the periodicity of a  

unit cell, w is the width of the conductive strip, s is the 

separation distance between adjacent units, h is the width 

of the end caps of the Jerusalem-cross, and d is the length 

of the end caps of the Jerusalem-cross. Based on Langley 

and Drinkwater’s studies [49], for any array of thin, 

continuous, infinitely long, and perfectly conducting 

Jerusalem-cross FSSs, the Jerusalem-cross FSS can be 

replaced by an equivalent circuit model. This equivalent 

circuit can generate one lower resonant frequency f0L (in 

reflection band), one higher resonant frequency f0H (in 

reflection band), and a transmission band frequency ft. 

For arbitrarily specifying any dual resonant frequencies, 

the optimum values of geometrical parameters of a  

dual-band Jerusalem-cross FSS without substrate can be 

quickly obtained by using our proposed technique [55]. 

The specified dual resonant frequencies will have a 

downward trend if the dual-band Jerusalem-cross FSS is 

constructed with substrate on one side [25], [51-53]. 

Therefore, it is worth studying further on the down-

shifting effect of the dual resonant frequencies on 

Jerusalem-cross FSS with different substrates. 
 

 
 

Fig. 1. Geometrical parameters of a FSS constructed with 

Jerusalem-Cross grids. 
 

III. SUBSTRATE EFFECTS  
The FSS is usually printed on a substrate for 

mechanical strength as shown in Fig. 2. Definitions of 

geometrical parameters p, w, s, h, and d shown in Fig. 2 

are described in Section II. Geometrical parameters t and 

T are the thickness of the copper foil and the substrate, 

respectively. Using our proposed technique [55], optimum 

geometrical parameters (p = 5.33 mm, w = 0.5195 mm, 

s = 0.3897 mm, h = 0.4311 mm, d = 3.168 mm) of a dual-

band Jerusalem-cross FSS without substrate are easily 

obtained for arbitrarily specifying two resonant 

frequencies of 16.2 and 50.7 GHz. Based on the same 

optimum geometrical parameters and assuming t = 0.1 mm 

and T = 0.0 mm (in air), simulation results of transmission 

for the Jerusalem-cross FSS without substrate obtained 

by using the HFSS simulator are shown in Fig. 3. In the 

simulation, the relative dielectric constant r = 1.0 and 

conductivity = 5.8×107 S/m of the copper foil were 

adopted. Obviously, the dual resonant frequencies f0L 

and f0H are found at 16.2 and 50.7 GHz, respectively.  

In the following studies, the optimum geometrical 

parameters (p = 5.33 mm, w = 0.5195 mm, s = 0.3897 mm, 

h = 0.4311 mm, d = 3.168 mm) and the thickness of 

copper foil t = 0.1 mm of the dual-band Jerusalem-cross 

FSS with substrate are always kept unchanged. However, 

one of the parameters T (thickness of the substrate), r 

(relative dielectric constant of the substrate), and  

(conductivity of the substrate) is changed in each study. 

Figure 4 shows the comparison of frequency responses 

of transmission for the Jerusalem-cross FSS with and 

without substrate. In HFSS simulations, the relative 

dielectric constant of the substrate is changed from  

r = 1.0 to r = 10.0. The thickness and the conductivity 

of the substrate T = 0.8 mm and = 1.3×10-3 S/m are 

kept unchanged, respectively. The relative dielectric 

constant r = 1.0 means that the substrate is replaced by 

air. As shown in Fig. 4, the higher resonant frequency fH 

decreases from 50 .7 GHz to 23.6 GHz and the lower 

resonant frequency fL decreases from 16.2 GHz to 7.5 

GHz when the relative dielectric constant increases from 

r = 1.0 to r = 10.0, respectively. Figure 5 also shows  

the comparison of frequency responses for transmission 

of the Jerusalem-cross FSS with and without substrate. 

In Fig. 5, the thickness of the substrate is changed from 

T= 0.0 mm to 3.0 mm. The relative dielectric constant 

and the conductivity of the substrate r = 3.0 and =  

1.3 × 10-3 S/m are kept unchanged, respectively. The 

thickness of the substrate T = 0.0 mm also means that  

the substrate is replaced by air. Figure 5 shows that the 

higher resonant frequency fH decreases from 50 .7 GHz 

to 34.6 GHz and the lower resonant frequency fL decreases 

from 16.2 GHz to 11.5 GHz when the thickness of  

the substrate is changed from T = 0.0 mm to 3.0 mm, 

respectively. From the resonant frequency responses 

shown in Fig. 5, it is found that the shift of resonant 

frequency is a function of the substrate thickness. In 

terms of resonant wavelength, the variation of the 

thickness of the substrate is in the range of 0 - 0.27040H 

and 0 - 0.0864 0L, where 0H and 0L are the higher and 

the lower resonant wavelengths of the FSS without 

substrate, respectively. The shifting factors of the higher 

and the lower resonant frequencies are found to be 1.0 - 

0.682 and 1.0 - 0.709 for the thickness of the substrate 
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ranging from 0.0 to 0.2704 0H and from 0.0 to 0.0864 

0L, respectively. Figure 6 shows the frequency response 

of transmission for the Jerusalem-cross FSS with substrate. 

In Fig. 6, the conductivity of the substrate is changed 

from = 1.0 × 10-5 to 1.0 × 10-1 S/m. The relative dielectric 

constant r = 3.0 and the thickness of the substrate T = 

0.8 mm are kept unchanged. In Fig. 6, it is found that the 

shift of resonant frequency resulting from the variation 

of the conductivity of the substrate is insignificant. 
 

 
 

Fig. 2. A Jerusalem-cross FSS with a supporting substrate. 
 

 
 

Fig. 3. The frequency responses of transmission of the 

Jerusalem-cross FSS without substrate. 
 

 
 

Fig. 4. Comparison of frequency responses of 

transmission for the Jerusalem-cross FSS with and 

without substrate. The thickness and the conductivity of 

the substrate T = 0.8 mm and = 1.3 × 10-3 S/m are kept 

unchanged, respectively. 

 
 

Fig. 5. Comparison of frequency responses of 

transmission for the Jerusalem-cross FSS with and 

without substrate. The relative dielectric constant and  

the conductivity of the substrate r = 3.0 and = 1.3 × 

10-3 S/m are kept unchanged, respectively. 

 

 
 

Fig. 6. Frequency responses of transmission for the 

Jerusalem-cross FSS with substrate. The relative dielectric 

constant and the thickness of the substrate r = 3.0 and 

= 0.8 mm are kept unchanged, respectively. 
 

IV. LEAST-SQUARE CURVE FITTING 

TECHNIQUE 
Figure 7 and Fig. 8 show that the resonant frequencies 

of a Jerusalem-cross FSS with a substrate are shifted 

downwards due to increases in the relative dielectric 

constant of the substrate from 1.0 to 10 and to increases 

in the thickness of the substrate from 0.0 to 3.0 mm. 

Based on observation from Figs. 7 and 8, the following 

empirical formula (1) is proposed to calculate the dual-

band resonant frequencies for a Jerusalem-cross FSS 

with different substrates: 

 

4
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)T()(
A

A
A

A

fA
f







, (1) 

where f denotes the higher resonant frequency fH or the 

lower resonant frequency fL of a Jerusalem-cross FSS 

with different substrates. f0 denotes the higher resonant 

frequency f0H or the lower resonant frequency f0L of a 

Jerusalem-cross FSS without substrate. r and T (mm) 

are the relative dielectric constant and thickness of the 

substrate, respectively. A1, A2, A3, A4, and A5 are unknown 

coefficients to be solved for the empirical formula. 
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Fig. 7. Resonant frequencies of a Jerusalem-cross FSS 

with a substrate are shifted downwards due to increases 

in the relative dielectric constant of the substrate from 

1.0 to 10. The thickness and the conductivity of the 

substrate are T = 0.8 mm and = 1.3×10-3 S/m, respectively. 

The geometrical parameters of the FSS are p = 5.33 mm, 

w = 0.5195 mm, s = 0.3897 mm, h = 0.4311 mm,  

d = 3.168 mm, respectively. 
 

 
 

Fig. 8. Resonant frequencies of a Jerusalem-cross FSS 

with a substrate are shifted downwards due to increases 

in the thickness of the substrate from 0.0 to 3.0 mm. The 

relative dielectric constant and the conductivity of the 

substrate are r = 3.0 and = 1.3×10-3 S/m, respectively. 

The geometrical parameters of the FSS are p = 5.33 mm, 

w = 0.5195 mm, s = 0.3897 mm, h = 0.4311 mm,  

d = 3.168 mm, respectively.  
 

Basically, the resonant frequency f is a nonlinear 

function expressed by (1) in terms of the relative 

dielectric constant r and thickness of the substrate T. 

The method of differential corrections, together with 

Newton’s iterative method [54], can be used to fit the 

nonlinear function f. The differential corrections method 

approximates the nonlinear functions with a linear form 

that is more convenient to use for an iterative solution. 

By estimating approximate values of the unknown 

coefficients (0)

1 ,A   ( 0 )

2 ,A   ( 0 )

3 ,A   
( 0 )

4 ,A   and (0)

5 ,A   and 

expanding (1) in a Taylor's series with only the first-

order terms retained, we obtain: 
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1 2 3 4 5
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The superscript (0) is used to indicate values obtained 

after substituting the first guess ( (0)

1 ,A (0)

2 ,A
(0)

3 ,A (0)

4 ,A  

and (0)

5A ), for the unknown coefficients in (1). Equation (2) 

is a linear function of the correction terms 
1,A 2 ,A 3 ,A

4 ,A  and 
5 ,A  and hence the least-square curve fitting 

method can be used directly to determine these correction 

terms. The correction terms, when added to the first 

guess, give an improved approximation of the unknown 

coefficients,  i.e.,  (1) (0)

1 1 1,A A A     
2

)0(

2

)1(

2 AAA   , 

(1) (0)

3 3 3 ,A A A    ( 0 )

5 ,A   and (1) (0)

5 5 5.A A A    When the 

improved estimates )1(

1A  , )1(

2A  , )1(

3A  , )1(

4A  , and )1(

5A   are 

subsequently substituted as new estimates of the unknown 

coefficients, the Taylor's series reduces to: 

(1) (1) (1) (1) (1) (1)

1 2 3 4 5

1 2 3 4 5

( ) ( ) ( ) ( ) ( ) ,
f f f f f

f f A A A A A
A A A A A
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where f 
(1) as well as its derivatives are obtained by 

substituting the values of )1(

1A , )1(

2A , )1(

3A , )1(

4A , and )1(

5A  
in (1), respectively. Again, the correction terms 

1,A

2 ,A 3 ,A
4 ,A  and 

5A  are determined using the least-

square curve fitting method. The procedure is continued 

until the solution converges to within a specified accuracy. 

The criterion of best fit of the technique of least-

square curve fitting is that the sum of the squares of the 

errors be a minimum expressed by: 

 




N

i

iS
1

2 = minimum, (4) 

where the term errors 2

i  means the difference between 

the measured (observed) values of the resonant 

frequencies )(if M  and computed values from (3) for the 

ith case, respectively. N is the total number of cases. 

Substituting (3) into (4), the result yields: 
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A necessary condition that a minimum for the error 

function S exists is that the partial derivatives with 

respect to each of the correction terms 
1,A 2 ,A  

3 ,A  

4 ,A  and 5A  be zero. For example, in the first iteration, 
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 (6) 

where j= 1, 2, 3, 4, and 5. Equation (6) can be expressed 

as a matrix equation: 
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One can easily solve for the correction terms 
1,A 2 ,A

3 ,A
4 ,A and

5A  in (7) by Gaussian elimination method. 
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V. VALIDATION OF THE EMPIRICAL 

FORMULA 
After curve-fitting 672 sets of shifted resonant 

frequencies calculated by the HFSS simulator, the 

coefficients A1 = 3.009, A2 = 0.55, A3 = 10.185 (mm), A4 

= 0.249, and A5 = 3.66 are obtained by the least-square 

curve fitting technique. In order to validate the empirical 

formula, we compared the shifted resonant frequencies 

calculated by the HFSS simulator with those obtained  

by the empirical formula for four different dual-band 

Jerusalem-cross FSSs with a substrate on one side. 

Comparisons of shifted resonant frequencies calculated 

by the HFSS simulator and the empirical formula are 

shown in Figs. 9-20. From Figs. 9-20, it is shown that 

numerical results of shifted resonant frequencies 

obtained from the empirical formula are generally in 

good agreement with those calculated by the HFSS 

simulator. The average error in the shifted resonant 

frequencies is less than 5 percent. 
 

 
 

Fig. 9. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 1. The conductivity of the substrate is 

= 1.3 × 10-3 S/m (p = 5.33, w = 0.5195, s = 0.3897,  

h = 0.4311, d = 3.168, and t = 0.1. Unit: mm).  
 

 
 

Fig. 10. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 1. The conductivity of the substrate is 

= 1.3 × 10-3 S/m (p = 5.33, w = 0.5195, s = 0.3897,  

h = 0.4311, d = 3.168, and t = 0.1. Unit: mm). 

 
 

Fig. 11. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 1. The conductivity of the substrate is 

= 1.3 × 10-3 S/m (p = 5.33, w = 0.5195, s = 0.3897,  

h = 0.4311, d = 3.168, and t = 0.1. Unit: mm). 
 

 
 

Fig. 12. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 2. The conductivity of the substrate is 

= 1.3 × 10-3 S/m.(p = 5.701, w = 0.5038, s = 0.5413,  

h = 0.4483, d = 3.895, and t = 0.1. Unit: mm). 

 

 
 

Fig. 13. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 2. The conductivity of the substrate is 

= 1.3 × 10-3 S/m (p = 5.701, w = 0.5038, s = 0.5413,  

h = 0.4483, d = 3.895, and t = 0.1. Unit: mm). 
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Fig. 14. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 2. The conductivity of the substrate is 

= 1.3 × 10-3S/m (p = 5.701, w = 0.5038, s = 0.5413,  

h = 0.4483, d = 3.895, and t = 0.1. Unit: mm). 
 

 
 

Fig. 15. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 3. The conductivity of the substrate is 

= 1.3 × 10-3 S/m.(p = 7.265, w = 0.7234, s = 0.7829,  

h = 0.5545, d = 5.276, and t = 0.1. Unit: mm). 

 

 
 

Fig. 16. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 3. The conductivity of the substrate is 

= 1.3 × 10-3 S/m (p = 7.265, w = 0.7234, s = 0.7829,  

h = 0.5545, d = 5.276, and t = 0.1. \ Unit: mm). 

 
 

Fig. 17. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 3. The conductivity of the substrate is 

= 1.3 × 10-3 S/m (p = 7.265, w = 0.7234, s = 0.7829,  

h = 0.5545, d = 5.276, and t = 0.1. Unit: mm). 
 

 
 

Fig. 18. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 4. The conductivity of the substrate is 

= 1.3 × 10-3 S/m (p = 22.77, w = 2.212, s = 1.414,  

h = 1.524, d = 16.4, and t = 0.1. Unit: mm). 
 

 
 

Fig. 19. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 4. The conductivity of the substrate is 

= 1.3 × 10-3 S/m (p = 22.77, w = 2.212, s = 1.414,  

h = 1.524, d = 16.4, and t = 0.1. Unit: mm). 
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Fig. 20. Comparisons of shifted resonant frequencies 

calculated by the HFSS simulator and the empirical 

formula for case 4. The conductivity of the substrate is 

= 1.3 × 10-3 S/m (p = 22.77, w = 2.212, s = 1.414,  

h = 1.524, d = 16.4, and t = 0.1. Unit: mm).  
 

Optimum geometrical parameters of a dual-band 

Jerusalem-cross FSS with a substrate at arbitrarily 

specifying two resonant frequencies can be easily and 

quickly obtained. With Rogers RO4003 substrate as an 

example, the relative dielectric constant is r = 3.31, 

dielectric loss tangent = 0.0027, and thickness of substrate 

is T = 0.8 mm. The dual operating frequencies are 

arbitrarily given at f1 = 5.8 GHz and f2 = 24.0 GHz. The 

lower resonant frequency f0L = 8.1 GHz and the higher 

resonant frequency f0H = 33.5 GHz are directly calculated 

by putting the two specific frequencies of f1 and f2, 

relative dielectric constant, and thickness of substrate in 

the empirical formula (1), respectively. It takes 20.66 

seconds to obtain the optimum geometrical parameters 

of the dual-band Jerusalem-cross FSS without substrates 

at the operating frequencies f0L = 8.1 GHz and f0H = 33.5 

GHz by the technique presented in [55]. The obtained 

optimum geometrical parameters are p = 7.577 mm,  

w = 0.6059 mm, s = 0.1294 mm, h = 0.3793 mm, and  

d = 4.931 mm. The resonant frequencies of this dual-band 

Jerusalem-cross FSS without substrate obtained by the 

HFSS simulator are founded to be f0L = 8.1 GHz and  

f0H = 31.1 GHz as shown in Fig. 21. There are 0% and 

7.1% differences in the lower and higher resonant 

frequencies calculated by the HFSS simulator and the 

technique presented in [55], respectively.   

The optimum geometrical parameters of the dual-

band Jerusalem-cross FSS with substrates at operating 

frequencies of f1 and f2 will be the same as those obtained 

for the dual-band Jerusalem-cross FSS without substrates 

at operating frequencies of f0L = 8.1 GHz and f0H =  

31.1 GHz. The frequency response of this dual-band 

Jerusalem-cross FSS with substrate calculated by the 

HFSS simulator is shown in Fig. 21. The optimum 

geometrical parameters of the dual-band Jerusalem-cross 

FSS with substrates are p = 7.577 mm, w = 0.6059 mm, 

s = 0.1294 mm, h = 0.3793 mm, d = 4.931 mm, t = 0.035 

mm, and T = 0.8 mm. From Fig. 21, the dual resonant 

frequencies of this dual-band Jerusalem-cross FSS with 

substrate are found to be fL =5.6 GHz and fH = 23.3 GHz, 

respectively. Compared with the arbitrarily given 

frequencies f1 = 5.8 GHz and f2 = 24.0 GHz, there are 

3.4% and 2.9% differences in the lower and higher 

resonant frequencies, respectively. In order to compare 

with simulation results, the prototype of this dual-band 

Jerusalem-cross FSS with substrate is fabricated as shown 

in Fig. 22 and measurements are conducted. Measurement 

setup is shown in Fig. 23. Comparison of frequency 

response of this FSS with substrate between simulation 

results and measurement data is also made as shown in 

Fig. 21. Good agreement between the simulation results 

and measurement data has been shown in Fig. 21. From 

measurement data shown in Fig. 21, it is clear that the 

lower and higher resonant frequencies are found to be fL 

= 5.9 GHz and fH = 23.4 GHz, respectively. Compared with 

the arbitrarily given frequencies f1 = 5.8 GHz and f2 = 

24.0 GHz, there are 1.7% and 2.5% differences in the 

lower and higher resonant frequencies, respectively.     
 

 
 

Fig. 21. Frequency responses of a dual-band Jerusalem-

cross FSS with and without substrate obtained by HFSS 

simulator. The geometrical parameters of the FSS are  

p = 7.577, w = 0.6059, s = 0.1294, h = 0.3793, d = 4.931, 

t = 0.035, and T = 0.8(or 0.0). Unit: mm. 
 

 
 

Fig. 22. The prototype of the dual-band Jerusalem-cross 

FSS with substrate. The geometrical parameters of the 

FSS are p = 7.577, w = 0.6059, s = 0.1294, h = 0.3793,  

d = 4.931, t = 0.035, and T = 0.8. Unit: mm. 
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Fig. 23. Measurement setup. 

 

VI. CONCLUSIONS 
Based on equivalent circuit models, we proposed  

a technique to quickly obtain optimum geometrical 

parameters of a dual-band Jerusalem-cross FSS without 

substrate for arbitrarily specifying any dual resonant 

frequencies in the Applied Computational Electro-

magnetics Society Journal in June, 2015. The drawback 

of this proposed technique is that it is only available for 

a dual-band Jerusalem-cross FSS without substrate. In 

order to overcome the drawback of the proposed 

technique, firstly, the shifted effects of dual resonant 

frequencies of Jerusalem-cross FSS with different 

substrates on one side were extensively studied. After 

curve-fitting 672 sets of shifted resonant frequencies 

calculated by the HFSS simulator, we derived an 

empirical formula for calculating the optimum 

geometrical parameters of a dual-band Jerusalem-cross 

FSS with a substrate at arbitrarily specifying two 

resonant frequencies. The empirical formula is in terms 

of relative dielectric constant and thickness of substrate. 

It takes a few seconds to obtain the optimum geometrical 

parameters of a dual-band Jerusalem-cross FSS with 

substrates by applying the empirical formula combined 

with our previous technique. The validity of this 

empirical formula is checked by comparing simulation 

results and measurement data of frequency response. The 

accuracy of the empirical formula is better than 5%. The 

empirical formula provides a very simple, inexpensive, 

and quick method for obtaining optimum geometrical 

parameters of a dual-band Jerusalem-cross FSS with 

substrate for arbitrarily specifying any dual resonant 

frequencies. The accuracy of this empirical formula may 

be within a reasonable error of 5% for substrates with 

relative dielectric constants in the range from 1.0 to 10, 

thickness in the range from 0.0 to 3.0 mm, conductivities 

in the range from 1.0 × 10-5 to 1.0 × 10-1 S/m, and 

operating frequencies below 50 GHz.  
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Abstract ─ The objective of this paper is to propose  

a simplified model of a human body to be used in 

electromagnetic problems involving high frequency field 

scattering. Canonical geometric shapes, analytically 

described, represent the body. The accuracy of the model 

was tested comparing the field scattered by the simplified 

body representation with the one scattered by a more 

realistic phantom. At first, the influence of anatomical 

details of the body was analysed, comparing the 

electromagnetic field reflected by a realistic human head 

with the backscattering of spheres and of an ellipsoid.  

A second test concerns the human body, modelled by 

sphere, parallelepiped and cylinders. In this case, the 

possibility of reconstructing a wideband pulse scattered 

by the whole body with the superposition of pulses 

scattered by its separated parts was demonstrated. Both 

analyses were carried out in the frequency range 3- 

5 GHz using a full wave numerical simulator. 

 

Index Terms ─ Computationally body model, on body 

model, scattering. 
 

I. INTRODUCTION 
The optimal design of contact-less monitoring 

systems of the main human physical and physiological 

activities involves analysis of the interactions between 

the human body and electromagnetic (EM) waves [1,2]. 

These studies are widely carried out by means of 

computer simulations, which are well suited for a careful 

study, but involve the use of detailed human body 

models [3-5]. Most EM solvers perform an automatic 

meshing on the simulated objects, choosing an arbitrary 

number of cells per wavelength. 

Starting from the S-band, the human body becomes 

an electrically large structure, and several cells per 

wavelength are required to model the target and to 

decrease the numerical dispersion error [6-8]. 

This implies simulations that are highly memory and 

time intensive, depending on the body model and the 

frequency of interest [9-11]. 

Several research works have focused on modelling 

simplified human body mannequins to reduce the 

computational burden. Perfectly electric conductor 

cylinders were employed to reproduce the body [12] or 

to predict the effect of people on indoor propagation 

channel [13]. The validation of the models was carried 

out with experimental investigations, comparing the 

signal attenuation between the transmitting and the 

receiving units and antennas located on the simplified 

human model and on a real target. Nevertheless, to our 

knowledge, very few studies have been done to assess 

the characteristics of a body model to be used in scattering 

problems, guaranteeing accuracy and computational 

efficiency at the same time. This issue is dealt with in  

the paper, and an efficient simplified human model is 

accurately analysed. 

In detail, a human body represented by canonical 

geometrical shapes is proposed. It exhibits many 

advantages: 1) all the elements are analytically described; 

2) it is simple and easy to implement; 3) it is very flexible, 

because all postures can be represented; 4) movements 

and animations are possible; 5) it is effective in a wide 

frequency range.  

The accuracy of the model was tested by comparing 

the waveforms of EM pulse, reflected by a realistic 

human body and by the proposed model. 

A human head and the effect of anatomical details 

such as nose, mouth and ears were evaluated. A further 
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investigation was extended to the whole body, analysing 

the possibility of retrieving the field backscattered by the 

whole body as superposition of the field reflected by 

separated body parts. 

 

II. HUMAN FACE REPRESENTED BY 

CANONICAL GEOMETRIC SHAPES 
A previous work [2] pointed out that the most proper 

frequency range to detect the breathing rate or body 

activities during real-time monitoring is 2-6 GHz. In  

this frequency range, approximate skin depth is lower 

than 1.5 cm. Therefore, a body representation with an 

accurate knowledge of internal tissues is useless, because 

only a thin external layer is involved in the evaluation of 

the scattered field. 

Another aspect concerns the representation of 

external details of the body, such as the nose, mouth and 

ears. The great variability of such anatomical details 

from one individual to another makes an excessively 

accurate modelling ineffective. 

In this section, the relevance of the anatomical 

details for the evaluation of EM backscattering was 

analysed, both in time and in frequency domain. The EM 

field reflected by the head of a Specific Anthropomorphic 

Mannequin (SAM) was compared with the backscattering 

of canonical geometric shapes, using a full wave 

numerical tool (CST Microwave Studio [14]). The chosen 

targets are shown in Fig. 1. 

 

 
 

Fig. 1. Geometric configurations implemented in CST 

Microwave Studio: head on the left side; spheres of 

different radii and an ellipsoid on the right side. 

 

More precisely, four spheres and one ellipsoid were 

analysed. The first sphere has a radius r = 109 mm, 

providing a volume equivalent to SAM’s head. The other 

spheres have a radius of 80 mm, 126 mm and 132 mm, 

which correspond to the dimensions of the head, along 

the frontal, sagittal and longitudinal axes respectively. The 

ellipsoid has dimensions of 80 mm x 126 mm x 132 mm. 

The head and solids were filled with a homogeneous 

dielectric material with the same properties as the skin  

(relative permittivity εr = 42, and conductivity σ = 3.6 S/m 

[15]). Both targets were placed at a distance of D = 1.5 m 

from a horn antenna along the z-direction. The excitation 

signal is a modulated Gaussian pulse, generated by the 

CST Microwave Studio’s time domain solver, whose 

spectrum is in the range 3-5 GHz. The wave travels in 

free space along the z-direction and the electric E-field 

is polarized in the y-direction. Figure 2 and Fig. 3 show 

the E-fields reflected by the solids and by the head, 

observed at 1 m along the z-axis, in time (TD) and 

frequency (FD) domain respectively. For a better 

comparison among the waveforms, the cross-correlation 

rxy was evaluated between the E-fields diffracted by each 

solid (y) and by the head (x). Table 1 reports the absolute 

value of the maximum amplitude of the backscattered 

electric fields, and the results of the corresponding rxy in 

both TD and FD. 

 

 
 

Fig. 2. E-fields backscattered by the head and the solids, 

observed in time domain. 

 

 
 

Fig. 3. E-fields backscattered by the head and the solids, 

observed in frequency domain. 

 

We may appreciate that the sphere (r = 109 mm) 

with equivalent volume to the head provides a response 

that best fits the realistic situation.  

Moreover, the reflected waves were normalized to 

the maximum peak value and correlated, in order to 

observe how their distortion depends on the scattering 

surface. All the chosen geometric shapes present a 

correlation of 0.99. The result proves that the 

representation of the anatomical details can be neglected 

in the range of a few GHz. 
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Table 1: Maximum field intensity and cross-correlation 

between the E-field waveforms diffracted by the spheres, 

the ellipsoid and the head 

Target E-field [V/m] TD: rxy FD: rxy 

SAM 0.058 1 1 

Sphere 

(r = 80mm) 
0.025 0.44 0.46 

Sphere 

(r = 109mm) 
0.059 0.99 0.98 

Sphere 

(r = 126mm) 
0.055 0.95 0.95 

Sphere 

(r = 132mm) 
0.077 0.74 0.74 

Ellipsoid 0.047 0.82 0.83 

 

III. NUMERICAL RESULTS OF THE E-

FIELDS SCATTERED BY THE HUMAN 

BODY PARTS 
The results achieved in the preceding section were 

extended to the whole body, analysing the possibility to 

retrieve the electric field backscattered by the whole body 

as superposition of the electric fields backscattered by 

separated body parts. The error due to the approximation 

of neglecting mutual electromagnetic coupling between 

body parts was estimated to quantify the trade-off 

between accuracy and computational efficiency. 

The human body was modelled as a collection of 

sphere, cylinders and parallelepiped to reproduce head, 

chest, arms and legs, whose dimensions are defined 

according to those of a realistic body. The height of the 

human model is 1.68 m and each part is characterized by 

the dielectric properties of the skin. Furthermore, the 

mutual coupling among body parts was neglected. 

The analysis was carried out with the same simulation 

set-up described in the previous section. Figure 4 shows 

the E-fields scattered by each body parts and observed at 

the distance D of 1.5 m in the time domain. As expected, 

at this position, the E-field reflected by the chest is 

greater than any other E-fields, because of its dimension 

and flat surface. 

The comparison between the E-fields reflected by 

the total body E r 1  (mutual coupling considered) and by 

its individual parts Er2 (mutual coupling neglected) was 

examined both in time and in frequency domain. 

The results are shown in Fig. 5 and Fig. 6, 

respectively. The cross-correlation pointed out a similarity 

between the two curves equal to 0.85 in both domains. 

Since the waveforms are quite similar, we can infer that 

the different field contributions due to each body part are 

combined with the proper time delay; the peak amplitude 

difference is due to the numerical accuracy, and is not 

significantly affected by the assumption of negligible 

mutual coupling among body parts. 

To highlight this aspect, further simulations were 

performed to evaluate the influence of spatial 

discretization. 

 

 
 
Fig. 4. Electric fields backscattered by individual elements 

of the human body (time domain). 

 

 
 

Fig. 5. E-field scattered by the whole body phantom and 

the sum of the E-fields scattered by each body part (time 

domain). 

 

 
 

Fig. 6. E-field scattered by the whole body phantom and 

the sum of the E-fields scattered by each body part 

(frequency domain). 
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The total calculation times required to simulate 

separately the body parts as a function of the spatial 

resolution, and the cross-correlation coefficient rxy 

between the resulting curves mentioned above, are 

shown in Table 2. 

The computer employed for the simulations has the 

following characteristics: processor Intel(R) Core(TM) 

i5-5200 CPU, 8GB RAM DDR4, graphics card NVIDIA 

GEFORCE 820M 1800MHz. 
 

Table 2: Analysis of the numerical accuracy as a function 

of spatial discretization 

Resolution (Cells 

per Wavelength) 

Calculation 

Time 

Cross- 

Correlation 

λ/8 26 h, 14 m, 28 s 0.83 

λ/10 45 h, 34 m, 25 s 0.85 

λ/12 87 h, 50 m, 39 s 0.89 
 

As expected, a finer grid provides better accuracy  

in the computation of the peak values and improves  

the correlation coefficient, but the waveform is not 

significantly affected by this parameter and no distortion 

can be appreciated. 
 

IV. CONCLUSION 
In this paper, we have demonstrated that in the S and 

C bands a simplified model of a human body compared 

to realistic model can be efficiently employed to evaluate 

the reflected electric fields. The correlation coefficients 

were analysed to compare in time and in frequency 

domain the realistic and the approximate solutions. The 

results outline that from a computational point of view, 

the body elements can be replaced with homogeneous 

geometric solids, and the anatomical details, as well as 

the mutual coupling among body parts, can be neglected. 

The simplified model proves to be efficient, light in 

terms of computational burden, and sufficiently accurate 

to analyse the interactions between the human body and 

the EM fields. 
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Abstract ─ Since the demand for self-sustained wireless 

systems is increasing, there is a trend towards RF energy 

harvesting. It is a key solution to energize the low power 

systems such as the Internet of Things (IoT) devices 

without replacing the batteries periodically. This paper 

presents the design and analysis of RF energy harvesting 

system that consists of dual-band microstrip patch 

antenna operating at 2.4 GHz and 5.8 GHz, an impedance 

matching network, 4-stage voltage doubler and a storing 

circuit. The antenna is designed using ADS Agilent and 

sonnet suites software that provides a directivity of 5.5 

dBi and 6.3 dBi at 2.4 GHz and 5.8 GHz respectively. 

The measured results of the fabricated antenna are well 

agreement with the simulated results. Simulated results 

show that for an input received power of 10 mW, the 

proposed system can provide 4.5 mW power at the output 

of 4-stage voltage rectifier with an overall efficiency of 

45%. 

 

Index Terms ─ Dual-band, impedance matching, 

microstrip patch antenna, RF energy harvesting and 

voltage rectifier. 
 

I. INTRODUCTION 
With the rapid growth of low power wireless 

devices, the last few years have witnessed enhanced 

research trends towards energy efficient wireless 

systems. Conventionally, these devices were powered by 

batteries, which have limited life time and were needed 

to be replaced/recharged manually once the energy is 

consumed. This challenge leads to an upsurge of research 

interests in wireless energy harvesting technique from 

ambient green sources (e.g., solar, thermal, vibrational, 

RF). Among other sources, RF source is a potential 

candidate for energy harvesting due to continuous 

availability of RF signals irrespective of geographical 

area and weather conditions. Moreover, RF energy 

harvesting is considered as a revolutionary technology 

that helps to develop the energy efficient wireless 

networks. It converts the received RF ambient signals 

into usable form i.e. electricity and enables the efficient 

use of available spectrum and provides an efficient 

solution to empower low-power wireless devices [1], [2]. 

Energy can be harvested from several digital and analog 

RF sources such as analog/digital TV broadcasting 

stations, FM/AM radio towers, WLAN access points, 

and cellular base stations [3]. Although a limited amount 

of energy can be harvested from these RF sources, it can 

still be used to energize the low power devices, which 

may solve the problem of replacing the batteries [1],  

[2]. Despite certain critical challenges in design and 

implementation of RF energy harvesting system, it is still 

preferred due to the high availability of free RF signals. 

The concept of RF energy harvesting is shown in 

Fig. 1. It constitutes of receiving antenna that captures 

the RF signal of a certain frequency from the transmitter, 

matching network, RF-DC converter, and load circuitry 

[4]. The proposed work details the design, implementation, 

and analysis of energy harvesting system with dual-band 

microstrip patch antenna operating at WLAN frequencies. 

The designed antenna is integrated with the energy 

harvester and DC voltage has been measured at the output. 
 

 
 

Fig. 1. General architecture of RF energy harvesting system. 
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The amount of harvested energy depends on the type 

of source, transmitted power, environment, path loss 

exponent and distance between the source and receiving 

antenna, etc. [2]. Moreover, it is significantly affected  

by the characteristics of the antenna; therefore suitable 

receiving antenna is very important in this regard. In  

past few years, different types of antennas have been 

proposed for RF energy harvesting, for example, dipoles, 

Yagi-Uda, microstrip, monopole, loop, spiral, and 

coplanar patch antennas [5]. The design of RF energy 

harvesting system generally utilized microstrip patch 

antennas because of their low profile, lightweight and 

planar structure. 

In today’s wireless communication systems, 

development of multiple frequency bands has provided 

the multi-band antennas structures for RF energy 

harvesting, which is quite useful. The design and 

implementation of energy harvesting antennas from 

3G/4G cellular base stations and WLAN RF sources are 

presented in [6]. In [7], a 2.45/5.8 GHz simultaneously 

operating dual-band rectenna for an integrated wireless 

energy harvesting system has been implemented and 

analyzed. A dual-frequency circular patch antenna with 

a gain of 8.3 and 7.8 dBi at 1.95 and 2.45 GHz, 

respectively has been shown in [8]. A microstrip patch 

antenna with novel slot resonator for compact RF energy 

harvesting modules operating at 2.4 GHz is proposed in 

[9]. The energy harvesting system presented in [10], has 

been integrated with dual-core wireless multimedia 

sensor networks to enhance the capability of the system. 

Within short distances, limited amount of energy can be 

harvested from a typical WLAN router with transmitting 

power of 50-100 mW. It is an omnipresent source of 

renewable energy in an indoor environment and size of 

resonating antennas is in the order of 10-50 cm2 [11].  

In comparison to the past research that only 

considered the single band for RF energy harvesting this 

paper focuses on dual-band RF energy harvesting system 

that operates at Wi-Fi frequencies of 2.4 GHz and 5.8 

GHz. In the simulation setup, we have used our designed 

dual-band microstrip patch antenna published in [3]. 

Moreover, the antenna is fabricated on FR4 substrate and 

the measured and simulated results are compared. In 

Section II, the design consideration of energy harvesting 

systems is explained including antenna design, impedance 

matching, and voltage rectification. Section III presents 

the results of the designed antenna and overall RF energy 

harvesting system. Section IV concludes our findings 

and analysis. 

 

II. DESIGN CONSIDERATION IN RF 

ENERGY HARVESTING 
In RF energy harvesting the most important 

component is the receiving antenna, which captures the 

ambient RF signals of a particular frequency band from 

transmitting source via wireless channel and converts 

these signals to AC voltages. The matching network, 

composed of capacitive and inductive elements ensures 

the maximum power delivery from receiving antenna to 

the voltage rectifier by reducing the transmission loss. 

The matching network has AC type voltage at the output; 

therefore the voltage rectifier is used to convert this 

voltage into usable DC power. The obtained power is 

either directly supplied to energize the low power device 

or stored in the energy storage unit. The storage circuit 

allows uninterrupted power delivery to the load and 

serves as a backup reserve when external energy is not 

available. 

 

A. Proposed antenna design 

The antenna can be designed to operate on either 

single frequency or multiple frequency bands, in which 

the device can simultaneously harvest from single or 

multiple sources. Previously, research motivation on RF 

energy harvesting was restricted to a single band which 

was not much efficient. However, recently there has been 

more focus towards design and implementation of dual-

band and antenna arrays for RF energy scavenging. In 

this regard, the design of high directive dual-band 

microstrip patch antennas for wireless applications also 

received much importance [5], [6]. 

The proposed antenna in this paper is microstrip-fed 

patch antenna with a rectangular slot to operate at 

WLAN dual frequencies, i.e., 2.4 GHz and 5.8 GHz. The 

antenna has been designed on ADS Agilent software and 

Sonnet Suites. An FR4 epoxy substrate with a thickness 

of 1.6 mm and dielectric constant εr = 4.4 is used. Figure 

2 shows the front and back view of the designed antenna. 

The dimensions of the antenna are given in Table 1. A 

prototype of the fabricated antenna is shown in Fig. 3. 

The feed line for excitation is provided having an 

impedance of 50 Ω. The slot dimensions are optimized 

such that maximum efficiency can be achieved in terms 

of return loss. 
 

 
 

Fig. 2. Front and back view of the proposed dual-band 

antenna. 
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(a)  (b) 

 

Fig. 3. Prototype of the designed antenna: (a) front view 

and (b) back view. 
 

B. Impedance matching network 

Impedance matching decreases the transmission 

loss and ensures the maximum power transfer from 

antenna to the rectifier circuit such that the output 

voltage of rectifier circuit is increased [12]. The input 

impedance of the rectifier at each frequency is calculated 

using the modular block provided in the ADS schematic 

design. Further, ADS Smith chart utility has been used 

to match the input impedance of the rectifier to the 

antenna impedance of 50 Ω. Two separate LC matching 

networks with a capacitor C1 = 6.8 pF and an inductor 

L1 = 5.35 nH for 2.4 GHz and a capacitor C1 =1.3 pF 

and an inductor L1= 0.68 nH for 5.8 GHz are obtained. 

However, in a practical scenario two separate band pass 

filters can be deployed at the output of matching 

networks. The each band pass filter allows the frequency 

band to pass, whose power transfer is being maximized 

by the respective impedance matching network and rejects 

the high-frequency components which consequently 

results in the undesired harmonic re-radiation and 

electromagnetic interferences [13]. 
 

Table 1: Physical parameters of the proposed antenna 

Parameters Dimensions (mm) 

Rectangular patch 
Length LP = 21 

Width WP = 24 

Ground plane 
Length LB = 41 

Width WB = 44 

Rectangular slot 
Length h4 = 5.98 

Width W1 = 20 

Microstrip feed line Width W2 = 3 

Inset gap 
Length h3 = 5.2 

Width W3 = 2 

Circle Radius r = 3 

Remaining parameters 
h1 = 26 

h2 = 10 

 

C. Voltage rectifier circuit 

RF signals are converted into DC voltage at the 

given frequency band to energize the low power devices/ 

circuits. The main elements of the voltage rectifier are 

diodes; we have used the silicon-based HSMS-2850 

Schottky diodes with a threshold voltage of 250 mV and 

diode capacitance of 0.18 pF. It provides low forward 

voltage, low substrate leakage and has a unidirectional 

flow of current [14]. Figure 4 shows the proposed RF 

energy harvesting system. A coupler is used to combine 

the antenna model with the rest of circuit. Selection of 

the number of stages is very crucial so that output voltage 

can be maximized. An optimal number of stages should 

be added to the system because parasitic losses of 

nonlinear devices also increase by increasing the number 

of stages. 
 

 

 
 

Fig. 4. Schematic diagram of 4-stage RF energy 

harvesting system for: (a) 2.4 GHz and (b) 5.8 GHz. 
 

III. SIMULATION RESULTS 
The proposed antenna is designed and simulated 

using ADS software. It can be seen in Fig. 5 that, the 

antenna has two operating bands around the center 

frequencies of 2.4 GHz and 5.8 GHz with sharp 

resonance. In a low band, the simulated 10 dB bandwidth 

is between 2.39-2.52 GHz, and similarly, at 5.8 GHz, the 

bandwidth is between 5.65-5.85 GHz. Moreover, it can 

be noticed that measured and simulated results agree 

well. 
 

 
 

Fig. 5. Input reflection coefficients (S11) of the proposed 

antenna. 
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In order to analyze the complete energy harvesting 

system the designed antenna model that contains the S11 

information and retains its resonant frequencies after 

impedance matching is exported to the schematic for co-

simulation with rest of the energy harvesting circuit as 

shown in Fig. 4. The S-parameter and harmonic balance 

methods are used to interpret the relation between RF 

source parameters with output power. It is clearly seen 

in Fig. 5 that the two resonant frequencies at 2.4 GHz 

and 5.8 GHz are excited with good impedance matching. 

Best possible values of matching network are obtained 

using smith chart tools, which ultimately provides 

minimum input return loss (S11). Our results mainly 

focus the output power obtained versus input power, a 

gain of the proposed antenna, maximum power transfer 

from source to load and antenna efficiency in terms of its 

radiation pattern.  
 

A. Effect of input power on output 

The parameter sweep for an input power of -15 dBm 

to 0 dBm is plotted against the output power. Figure 6 

shows that the output power increases with the increase 

of input power. Moreover, it can also be inferred that, at 

high resonating frequency power obtained is low as the 

higher frequencies are more vulnerable to path-loss and 

attenuation. 
 

 
 

Fig. 6. Output power versus input received power at 2.4 

GHz and 5.8 GHz. 
 

B. Antenna directivity and radiation intensity 

Directivity describes the direction in which the 

antenna has maximum gain. Radiation pattern shows the 

variation of the power radiated by an antenna as a 

function of the direction. From Fig. 7, it can be observed 

that antenna’s maximum gain (directivity) at 2.4 GHz  

is 5.53 dBi in θ = 0° direction and at 5.8 GHz, the 

directivity is 6.3 dBi. It can also be noticed that the 

simulated and measured results of radiation patterns  

are in well agreement with each other. At both the 

frequencies, the radiation patterns are almost the same, 

thus they maintain the same polarization. Moreover, the 

graph shows clear deterioration at θ = 90° when operates 

at 2.4 GHz. Similarly, when the antenna operates at  

5.8 GHz, deterioration appears at θ = 90°. 
 

 
(a) 

 
(b) 

 

Fig. 7. Directivity of the antenna: (a) at 2.4 GHz and (b) 

at 5.8 GHz. 
 

D. Effect of number of stages of rectifier 

The output voltage at the first stage of the rectifier 

is usually too low for energizing a low power device  

and the conversion efficiency is also not very high. 

Therefore, for designing RF energy harvesting system 

multiple stages of voltage rectifier are connected in 

series one after the other stage, so as to achieve sufficient 

amount of voltage at the output to power the particular 

device. Figure 8 shows the effect of number of stages on 

the output voltage versus input power. It can be seen that 

voltage is directly proportional to the stages. Four stages 

have been used in the designed circuit which provides 

enough voltage at the output that can be used to power 

the required WSN applications.  
 

 
 

Fig. 8. Effect of number of stages on the output voltage. 
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IV. EFFICIENCY OF PROPOSED SYSTEM 
In the proposed system two separate circuits for dual 

resonating frequencies are designed with different LC 

matching networks as shown in Fig. 4. HSMS-2850 

Schottky diodes are used which provide higher conversion 

efficiency as they have low built-in voltage [12]. The 

overall efficiency of the energy harvesting system is 

defined as the ratio of DC power at the output to the  

input received power on the receiving antenna. The 

graph that measures the efficiency of the system against 

the input received power is called efficiency curve. It is 

of paramount importance to measure the efficiency of the 

designed system. Figure 9 shows the system response, 

when the input received power is varied between 1 mW 

to 10 mW. The proposed system can provide maximum 

output power of 4.5 mW for an input received power of 

10 mW with an efficiency of 45%. The efficiency of RF 

energy harvesting system depends on accurate matching, 

efficient antenna and the power efficiency of the voltage 

rectifier that converts the received RF signals to DC 

voltage. 
 

 
 

Fig. 9. Effect of incident RF power on efficiency of the 

proposed system. 
 

V. CONCLUSION 
In this paper, energy harvesting from WLAN source 

with dual-band antenna is designed in ADS Agilent and 

Sonnet Software. The designed antenna is fabricated  

on FR4 substrate and S-parameter and radiation pattern 

are measured. The results show that the simulated and 

measured results are in well agreement. Furthermore, the 

designed antenna is integrated with the rest of energy 

harvesting circuit that includes an impedance matching 

network, 4-stage voltage rectifier and a storing circuit. 

Our proposed network is designed to be used for RF 

energy harvesting from Wi-Fi frequency bands. The 

results show a reflection coefficient of almost -22 dB  

and maximum gain of 5.5 dBi at 2.4 GHz. Similarly, at 

5.8 GHz reflection coefficient of -48 dB and maximum 

gain of 6.3 dBi is obtained. Moreover, result shows that 

10 mW of RF incident power on antenna can generate 

4.5 mW power at output resistance of 10 kΩ with an  

overall efficiency of 45%. 
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Abstract ─ A compact triple stop-band filter based on 

different defected microstrip structures is proposed, 

fabricated and measured to filter out the undesired 

narrowband signal interferences against UWB systems. 

A meander line slot (MLS), a U-shaped slot (USS) and  

a spur line (SL) are etched on a 50-Ohm microstrip line 

to achieve the expected triple stop-band function and  

to provide a good tunable characteristic by selecting  

the proper dimensions of the MLS, USS and SL. The 

equivalent circuit model and its simulations are 

presented to evaluate the designed triple stop-band filter. 

Simulated and measured results are given to demonstrate 

that the proposed triple stop-band filter has controllable 

center frequencies and compact size. 

 

Index Terms ─ Defected microstrip structure, meander 

line slot, spur line, triple stop-band filter, U-shaped slot. 
 

I. INTRODUCTION 
Recently, high data rate wireless communication 

systems have achieved much more attention such as 

ultra-wideband (UWB) system [1-3]. However, there  

are several narrowband systems overlap with the UWB 

system and these narrowband systems have been used  

for a long time, and hence, they may give potential 

interferences to the UWB system [3]. To give resistant 

to these interferences, stop-band filters are necessary to 

suppress these unexpected interference signals. Then, 

many filters have been reported in recent years. On the 

other hand, defected ground structure (DGS) has been 

widely used to design low-pass and stop-band filters [4-

9]. However, the DGS may leak electromagnetic wave 

and might give harmful radiation from the defected 

ground plane.  

To overcome this drawback of the DGSs, defected  

microstrip structures (DMSs) have been presented and 

used to develop stop-band and low pass-band filters [9-

13]. The DMSs are carried out by cutting various slots in 

the microstrip line rather than etching slots in the ground 

planes. These DMSs can effectively reject unwanted 

electromagnetic waves in special frequencies and 

directions, which is similar to the DGSs. Moreover, The 

DMS is easy to integrate with the planar microwave 

circuits owing to its simpler circuit model and less 

electromagnetic radiation noise interferences. In addition, 

the DMS has smaller size because it has higher effective 

inductance in comparison with the DGSs. A basic DMS 

has been realized by a T-shaped or L-shaped slot which 

consists of a horizontal slot and a vertical slot in [10-21]. 

The horizontal slot and vertical slot can control the 

equivalent inductance and capacitance of the DMS [10], 

respectively. Based on the advantages of the DMSs, they 

have been widely studied and utilized for filter designs 

and crosstalk reductions. Although many DMS-based 

filters have been reported, most of them can only provide 

single or dual filtering bands. 

In this paper, a compact triple stop-band filter is 

proposed, fabricated and measured to suppress the 

undesired narrowband signal interferences, which is 

implemented by using different defected microstrip 

structures (DMSs). The DMSs are etched on a 50-Ohm 

microstrip line to achieve the expected triple stop-band 

function and each stop-band can be controlled by the 

corresponding DMS. The proposed tri-stop-band filter is 

optimized by using the HFSS, and its equivalent circuit 

model and electromagnetic simulations are presented to 

evaluate the designed triple stop-band filter. Also, the 

proposed filter is fabricated and measured to verify the 

simulations. Simulated and measured results demonstrate 

that the proposed triple stop-band filter has controllable  
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center frequencies and good stop-band characteristics. 

 

II. TRIPLE STOP-BAND FILTER DESIGN 
The configuration of the proposed triple stop-band 

filter is well designed and described in Fig. 1. The 

proposed filter consists of a meander line slot (MLS),  

a U-shaped slot (USS) and a spur line (SL) which are 

etched on a 50Ω microstrip line. Each DMS cell controls 

a stop-band, and hence, these three stop bands can be 

designed independently. The three stop bands are first 

designed based on the DMS theory presented in [10]. 

The proposed triple band-stop filter is printed on a 

Rogers RT/Duroid 5880 substrate with a relative 

dielectric of 2.2 and a thickness of 0.784mm. The stop-

band characteristic of the DMS is controlled by changing 

the effective capacitance and inductance of the DMS 

because of the variable electric length, which can be 

implemented by adjusting the dimensions of the DMSs. 

In fact, the MLS controls the lower stop-band operating 

at 3.5GHz, while the USS controls the middle stop-band 

which operates at 5.8GHz. The upper band operating at 

8.5GHz is controlled by the SL and the high-order of 

DMS-1. Then, the HFSS is used to analyze the effects of 

the dimensions on the stopband characteristics to get the 

desired stop bands. The proposed filter is optimized by 

using the high-frequency structure simulator (HFSS) 

based on finite element method (FEM) and the optimized 

parameters are X=32, Y=2.5, x1=7, x2=5, x3=10.5, 

x4=5.8, s1=0.1, s2=0.1, s3=0.55, s4=0.25, s5=0.6, 

s6=0.2, h1=0.3, h2=0.4, h3=0.35 (All units: mm). 
 

 
 

Fig. 1. Geometry of the proposed triple stop-band filter. 

 

III. RESULTS AND DISCUSSIONS 
To study the performance of the proposed triple 

stop-band filter, parameters x1, x3, and x4 are selected 

in this section to analyze their effects. Herein, to well 

understand the effects of the key parameters, only one 

parameter is investigated by using the HFSS with 

different values while all the other parameters are fixed 

as the optimized values. The effects of S11 and S21 are 

shown in Figs. 2, 3 and 4, respectively, where the S11 is 

to analyze the impedance characteristics and the S21 is 

to depict the transmission characteristics.  

With an increment of x1, the center frequency of  

the lower stop-band operating at 3.5GHz moves to the 

low frequency, which is shown in Fig. 2. In this case,  

the increased length of x1 increases the value of the 

equivalent inductance of DMS-1 and, hence, the center 

resonance frequency of lower stop-band changes. 

Additionally, the upper stop-band is affected since it  

is controlled by both the high-order resonance of the 

DMS-1 and the resonance of DMS-3. As x3 increases 

from 9.4mm to 9.9mm, the center frequency of the 

middle stop-band shifts toward low frequency and the 

simulation results are given in Fig. 3. This means that  

the prolonged length of x3 increases the equivalent 

inductance of the DMS-2. In this case, the lower and 

upper stop-bands keep constant. Since the upper stop-

band is generated by the high-order mode of the DMS-1 

and the DMS-3, the bandwidth and the center frequency 

of the upper stop-band can be controlled by the 

dimensions of both DMS-1 and DMS-3. The effects of 

the x4 on the S11 and S21 are given in Fig. 4. It can be 

seen that the bandwidth of upper stop-band has obvious 

effects and x4 also affects the lower resonance because 

of the coupling between the SL and the USS. 

 

 
 

Fig. 2. Effects of x1 on the S11 and S21. 

 

 
 

Fig. 3. Effects of x3 on the S11 and S21. 
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Fig. 4. Effects of x4 on the S11 and S21. 
 

In order to analyze the proposed triple stop-band 

filter, its equivalent circuit model is extracted and 

presented to confirm the effectiveness of the simulation, 

which is obtained based on the Butterworth low-pass 

filter theory. Based on the defected grounded structure 

circuit analysis theory, the DMS cell can be analyzed 

herein. The basis circuit model of the DMS is given in 

Fig. 5 in comparison with the Butterworth low-pass filter 

model. 
 

g0 g1 g2

Butterworth low-pass prototype

 

Z0 Z0

L

C

DMS equivalent circuit

 
 

Fig. 5. Equivalent circuit models. 
 

From the previous studies, we know that the 

impedance of the 1st Butterworth low-pass filter can  

be modeled as:  

 '

0 1,LX Z g  (1) 

where ω  is the normalized angular frequency that  

the filter operates, 𝑔1 represents the normalized 1st 

Butterworth low-pass parameter, 𝑍0  denotes the 

characteristic impedance which is always equal to 50-

Ohm in the engineering design. Then, the resonance of a 

basis DMS cell can operate at: 

 10

0

0

[ ( ) ] ,LCX C
 


 

   (2) 

where 𝜔0  is the desired resonance frequency given by 

the modeled parallel inductance and capacitance. In 

order to simplify the analysis of the proposed triple band-

stop band filter, the mentioned Equations (1) and (2)  

are equal when 𝜔 = 𝜔𝑐 , where 𝜔𝑐  denotes the cut-off 

frequency of the parallel LC resonator illustrated in the 

Fig. 5. Thus, we can get:  

 ' 1/ / .
CLC LX X     (3) 

According to the Equations (1)-(3), the capacitance 

and inductance can be obtained by using the following 

equation: 

 
2 2
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.

4
L

f C
  (5) 

By using the formulas (1)-(5) presented above, the 

capacitance and inductance of single DMS based stop-

band filter parameters can be obtained. 

Then, the all the DMS cells have been analyzed to 

get an integration analysis of the proposed triple band-

stop filter. Here, the couplings between the DMS cells 

have been included in the circuit of the proposed filter to 

get the effects of the different DMS cells. According to 

the equivalent circuit model and the analysis of the basic 

DMS cell in [9-10], the equivalent circuit model of the 

proposed triple stop-band filter is extracted and is given 

in Fig. 6. The circuit parameters are obtained by using 

the formulas given above and the circuit parameters  

are optimized by using the Advanced Design System 

(ADS) produced by the Keysight. The parameters are 

L1=0.344nH, L2=0.316nH, L3=0.306nH, L4=0.372nH, 

C1=6.291pF, C2=1.098pF, C3=2.567pF, C4=1.098pF, 

Ls1=-0.4776nH, Ls2=-0.65nH, Ls3=0.6021nH, Ls4= 

-0.6264nH, Cp1=-0.2596pF, Cp2=0.01532pF. 
 

 
 

Fig. 6. Equivalent circuit of the proposed tri-stop-band filter. 
 

To verify the performance of the proposed triple 

stop-band filter, the optimized filter is fabricated and  

its performance is measured by using Agilent N5224A 

vector network analyzer. It can be seen from Fig. 7 that 

LI, LUO, YU: A COMPACT TUNABLE TRIPLE STOP-BAND FILTER 754



the measurement approaches well to both the circuit  

and HFSS simulations. The proposed filter has good 

frequency selectivity. These transmission zeros are 

obtained by the coupling of the DMSs and are tunable  

by adjusting the coupling strength which is implemented 

by changing the distances between the DMSs. It is worth 

noting that there are some differences between the 

measured and simulated results, which may be caused  

by fabrication tolerances and inaccuracies introduced by 

manual welding. The measured bandwidths of the designed 

triple stop-band are 3%, 3.5% and 12.3%, respectively, 

while the insertion losses at the center frequency are  

-0.54dB, -0.32dB and -0.43dB, respectively. The triple 

stop-band filter has a small size of 32mm×2.5mm. 

Compared with the previously proposed filters [15,20], 

the proposed triple stop-band filter has a size reduction 

of 55% and 92%, respectively.  

Furthermore, it has a size reduction of 60% in 

comparison with the DMS filter in [14]. Additively, the 

proposed filter is flexible in design because of its 

independently controllable center frequencies and 

tunable bandwidth, and it has simple structure and 

compact size, which render it suitable for integrating into 

a UWB system to mitigate the unexpected interferences. 
 

 
 

Fig. 7. Comparisons of S11 and S21 of the proposed 

triple stop-band filter. 

 

IV. CONCLUSION 
A compact triple stop-band filter by using DMSs has 

been proposed and its performance has been investigated 

by HFSS, circuit simulations and measurement. The 

proposed tri-stop-band filter with simple and compact 

structure highly reduced the size in comparison with the 

previously deigned filters. Additionally, the proposed 

tri-stop-band filter is easy to design, and its center 

frequencies and bandwidth of the stop-band can be 

controlled individually, which gives a high flexibility 

and wide application. The equivalent circuit and HFSS 

simulations are presented to evaluate the designed triple 

stop-band filter. The filter has been fabricated and 

measured, and the experiment result agrees well with the 

circuit and HFSS simulations. 
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Abstract ─ A 3-D metamaterial structure (3DMMS) is 

proposed and is used to reduce mutual coupling of a two-

element patch antenna array. The 3DMMS consists of an 

upper M-shaped patch and two lower U-shaped patches, 

which are connected by two shorted pins. The proposed 

3DMMS has a negative permeability at 2.35-2.45 GHz 

band, which covers the operation band of the patch 

antenna array with an edge-to-edge array-element 

distance of 0.13λ0. Five designed 3DMMS cells are 

embedded into the substrate between two antenna 

elements, which has a 0.1mm vertical distance to the 

patch antennas. The proposed antenna is optimized, 

fabricated and measured. The results show that about  

18 dB mutual coupling reduction is achieved by using 

the 3DMMS without affecting the operating bandwidth 

and radiation characteristics. 

 

Index Terms ─ Metamaterial structure, microstrip patch 

antenna array, mutual coupling reduction. 
 

I. INTRODUCTION 
Recently, planar antennas have been extensively 

studied and integrated into various portable and compact 

mobile terminals [1, 2]. To improve the spectrum 

efficiency of a wireless communication system, one of 

the effective methods is to use the multiple-input 

multiple output (MIMO) technology [3-4]. As a MIMO 

system, multiple antennas are used for both the 

transmitters and receivers to improve the channel 

capacities. Thus, small and broadband MIMO antennas 

are required to construct desired high-capacity next-

generation mobile communication systems.  

Moreover, smaller and higher data transmission 

devices are needed to install a MIMO antenna in a 

limited space. As a result, the distance between the 

antenna elements are becoming narrower, which will not 

only result in a strong mutual coupling between the  

array elements but also increase the spatial correlation. 

Additionally, the mutual coupling between antenna 

elements is an urgent problem, because the inter-

coupling will affect wireless system performance, 

antenna efficiency, as well as amplitude and phase errors 

[5-19]. 

In order to reduce the mutual coupling of planar 

antenna array, various decoupling methods have been 

presented. Defected ground structure (DGS) is proved to 

be an effective method to reduce the mutual coupling and 

enhance the isolation, which is etched various slots in the 

common ground plane. Then, an S-shaped periodic DGS 

is utilized to obtain more than 40 dB mutual coupling 

reduction between antenna elements. After that, a novel 

fractal DGS (FDGS) is designed to enhance the isolation 

of a dual elements antenna array [6-7]. Then, the stub 

technologies have been investigated to reduce the  

mutual coupling in MIMO array [8-11]. Moreover, 

electromagnetic band gap (EBG) structure has been 

utilized to reduce the mutual coupling in a two-element 

antenna array [12-15]. Then, several EBG structures 

have been reported to improve the isolation between the 

antenna elements [12-15]. However, some of the EBG 

structures are complex and others have high profile, 

which is difficult in the practical terminal applications. 

Furthermore, many other solutions have been presented 

to reduce the strong mutual coupling, including 

conducting wall [16], neutralization line [17], parasitic 

structures and meta-material based decoupling structures 

[18-19]. However, the mutual coupling is reduced only  

6 dB by the wave-guided meta-material given in [19].  

In this paper, a 3-D meta-material structure developed 

and integrated into a two-element MIMO antenna array 

to reduce the mutual coupling. The designed meta-

material unit is comprised of an upper M-shaped patch 
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and two lower U-shaped patches, and which are 

connected by two shorted pins. Then, five 3-D meta-

material cells are embedded into the substrate into the 

substrate between two antenna elements, which has a 

vertical distance of 0.1mm from 3-D meta-material cells 

to the top surface of the substrate. By using the proposed 

meta-material structures, more than 18 dB mutual 

coupling reduction is achieved, which greatly enhances 

the isolation without affecting the operating bandwidth 

and radiation characteristics. The proposed structure is 

embedding in the FR4 substrate, which effectively 

reduce the profile of the MIMO array and give small 

effects on the bandwidth and the radiation patterns. Also, 

the proposed structure provides better isolation. 
 

II. METAMATERIAL UNIT AND ANTENNA 

CONFIGURATION 
The configuration of the proposed two-element 

MIMO antenna array with developed 3-D meta-material 

structure is depicted in Fig. 1, which is fabricated on a 

FR-4 substrate with a relative permittivity of 4.4, a loss 

tangent of 0.02, and a thickness of 1.6mm. The total size 

of the MIMO antenna is 60 × 60mm2. Two rectangle 

patch antennas with 50-Ohm coaxial feeding are utilized 

to construct the two-element MIMO antenna array 

whose edge-to-edge antenna element distance is 0.13λ0. 

To reduce the mutual coupling, a 3-D meta-material is 

developed and incorporated into the MIMO antenna. It 

is found that the MIMO antenna consists of two identical 

rectangle patch antennas fed by coaxial lines, five 3-D 

meta-material cells are embedded in the FR-4 substrate 

to improve the isolation of the MIMO antenna. The 

vertical distance from the upper M-shaped patch of the 

designed 3-D meta-material to the top surface of the FR-

4 substrate is very small. The 3-D meta-material cell is 

shown in Fig. 1 (b). It is noted that the proposed meta-

material is a non-planar structure, which is composed  

of an upper M-shaped patch and two lower U-shaped 

patches. Both of the upper and lower patches are 

connected via two shorted pins, which is a 3-D meta-

material structure. The proposed MIMO antenna and the 

3-D meta-material are optimized by using the HFSS  

and the optimal parameters are: W=60, L=60, W1=15, 

L1=30, d1=7, d2=15, m=11, n=7.5, s=0.8, a1=6.3, a2=3, 

a3=2.5, a4=2.5, a5=5.2, a6=6.3, h=1.6, h1=0.8, h2=0.1, 

(unit:mm). 
 

III. PERFORMANCE OF THE PROPOSED  

3-D META-MATERIAL AND THE MIMO 

ANTENNA 
In order to master the electromagnetic properties of 

proposed 3-D meta-material cell, S-parameters retrieval 

method is utilized to retrieve the electromagnetic 

parameters of the cell. The reflection coefficient (S11) 

and transmission coefficient (S12) are obtained by the 

HFSS, which are shown in Fig. 2 (In order to write well, 

S11 and S12 are also denoted as S11 and S12, respectively). 

It is observed that a band-gap characteristic appears 

around 2.4 GHz, where the electromagnetic waves are 

almost reflected. Moreover, the retrieved permeability of 

developed 3-D meta-material cell is given in Fig. 2. We 

can see that the real of permeability of the 3-D meta-

material cell is negative from 2.35 GHz to 2.45 GHz, 

which can be used to block the surface wave 

propagation. 
 

 
 (a) 

 
 (b) 
 

Fig. 1. Geometry structure of the proposed MIMO 

antenna: (a) MIMO antenna and (b) meta-material cell. 
 

 
 

Fig. 2. Characteristics of the proposed 3-D meta-material 

cell. 
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Then, five proposed 3-D meta-material cells are 

integrated into the designed two-element MIMO antenna. 

The performance of the MIMO antenna with and without 

the proposed 3-D meta-material is investigated by using 

the HFSS, and the simulation results are compared in 

Fig. 3. It can be seen that the proposed MIMO antenna 

provide about 100MHz bandwidth. The resonance 

frequency of the MIMO antenna is almost same. 

However, the mutual coupling of the MIMO antenna 

with the proposed 3-D meta-material cells drops more 

than 18 dB in comparison with the MIMO antenna 

without the meta-material structure. That is to say that 

the proposed MIMO antenna with proposed 3-D meta-

material cells provides a significant improvement with 

respect to the isolation. 
 

 
 

Fig. 3. Impedance bandwidth and mutual coupling of the 

MIMO antenna. 
 

 
 

Fig. 4. Current distribution of the proposed MIMO 

antenna array at 2.38 GHz. 
 

To further understand the effects of proposed 3-D 

meta-material cells in the MIMO antenna, the current 

distributions on the MIMO antenna are investigated and 

shown in Fig. 4 at the 2.38 GHz operation band. Obviously, 

without the proposed 3-D meta-material structure, strong 

currents are coupled from one antenna to another patch 

antenna, whereas only weak surface currents are induced 

on another patch when the proposed 3-D meta-material 

structure is loaded. In this case, a large current appears 

on the proposed 3-D meta- material structure, which 

blocks the surface current and reduces the mutual  

coupling of the closed assignment MIMO antenna array. 

Next, the key parameter effects on the impedance 

bandwidth and isolation of the MIMO antenna with 

respect to S11 and S21 are presented by considering a1, 

a3, h1 and h2. Figure 5 (a) gives the effects of a1 on the 

S-parameter of the MIMO antenna. It is found that the 

operating band of the MIMO antenna is almost constant, 

while the isolation is improved in terms of S12. 

Moreover, the S12 moves from high frequency to 

low frequency when a1 ranges from 6.1mm to 6.5mm. 

Parameter a3 has an important effect on both the 

bandwidth and the isolation and the simulation results 

are illustrated in Fig. 5 (b). It can be seen that the mutual 

coupling is reduce when a3 increases from 2.3mm to 

2.5mm. When a3 continues to increase, both the isolation 

is deteriorated since the a3 changes the dimensions of the 

M-shaped patch and the U-shaped patch of the 3-D meta-

material cells, which alters the resonance characteristics 

of the meta-material. The parameter h1 and h2 affect the 

impedance bandwidth and the mutual coupling and their 

performance is shown in Figs. 5 (c) and (d), respectively. 

When h1 increases from 0.8mm to 0.9mm, the shorted 

pins are increased, which increase the inductance of the 

3-D meta-material. Thus, the center resonance frequency 

of the 3-D meta-material shifts to the high frequency,  

and hence, the mutual coupling is also increased. The 

parameter h2 control the distance between the top of  

the 3-D meta-material and the top surface of the FR-4 

substrate. With the increment of h1 and h2, the 3-D meta-

material is pushed to the direction of the ground plane of 

the MIMO antenna, which also increases its equivalent 

capacitance. Thus, the center frequency and the isolation 

of the MIMO antenna are affected. Thus, we can optimize 

the parameters of the 3-D meta-material to select the 

proper dimensions to obtain an optimal performance.  

The optimized antenna is fabricated and measured 

in an anechoic chamber. The fabricated prototype of the 

MIMO antenna with the proposed embedded 3-D meta-

material is shown in Fig. 6 and the measured results are 

given in Fig. 7. It can be seen that the measured results 

agree well with the simulated ones. The proposed MIMO 

antenna operates at 2.4 GHz band, and it also shows a low 

mutual coupling of -35 dB. Thus, the proposed MIMO 

antenna with 3-D meta-material achieves an isolation 

improvement of 18 dB in comparison of the simulated 

MIMO antenna without the proposed meta-material 

structure. The differences between the measured and 

simulated results may be caused by the fabrication errors. 

The Envelope correlation coefficient (ECC) is also given 

in Fig. 7 to discuss the mutual coupling of the MIMO 

antenna. Herein, the ECC of a two-port MIMO antenna 

in a uniform propagation environment is given by [12]: 
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We find that the ECC is almost zero at 2.35 GHz  

to 2.42 GHz, which means that the two antennas are 

irrelevant. Thus, our proposed 3-D meta-material 

structure effectively reduces the mutual coupling and 

helps to improve the isolation between the two antenna 

elements. The measured radiation patterns at center 

operating frequency are shown in Figs. 8 (a) and (b). It 

is found that the MIMO antenna has directional radiation 

patterns in both XOZ- and YOZ-planes. Some deviations 

from the measured and simulated radiation patterns arise 

from the errors in fabrication and experiment. The gain 

of the MIMO antenna array is 5 dBi in the center of the 

operation band.  
 

 
(a) Effects of a1 on the S-parameter of the MIMO antenna 

 
(b) Effects of a3 on the S-parameter of the MIMO antenna 

 
(c) Effects of h1 on the S-parameter of the MIMO antenna 

 
(d) Effects of h2 on the S-parameter of the MIMO antenna 

 
Fig. 5. Parameter effects on the MIMO antenna. 

 

 
 
Fig. 7. Performance of the fabricated antenna. 

 

 
  (a) XOZ plane 
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  (b) YOZ plane 
 

Fig. 8. Radiation patterns of fabricated antenna. 
 

IV. CONCLUSION 
A 3-D meta-material structure has been proposed 

and it has been integrated into a MIMO antenna to  

reduce the mutual coupling between two rectangle patch 

antennas. The proposed 3-D meta-material cell is a  

two-layer connected by the shorted pins. The 3-D  

meta-material cell has been investigated to catch its 

characteristics. Then, five 3-D meta-material cells have 

been incorporated into a MIMO antenna with a distance 

of 0.13λ0 to improve the isolation. Both the numerical 

and experimental results showed that more than 18 dB 

mutual coupling reduction has been obtained without 

affecting the operating bandwidth and radiation 

characteristics. Furthermore, the proposed 3-D meta-

material structure has a flexible and adjustable 

characteristic, which can easily integrate into antenna 

array to improve the isolation. 
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Abstract ─ The design of a multi-port network integrated 

by symmetrical alignment of four 3-dB branch-line 

couplers (BLCs) for wideband communication applications 

is presented. The BLC is designed with the implementation 

of stub impedance at each port’s transmission line and 

defect ground structure (DGS) underneath the shunt 

branches of BLC to improve bandwidth. The designs of 

the BLC and the multi-port network are performed by 

using CST Microwave Studio, a three-dimensional (3D) 

electromagnetic wave simulator. The designed wideband 

BLC and multi-port are fabricated, and their wideband 

performances of 2.3 to 5.3 GHz are verified. 
 

Index Terms ─ Branch line coupler, defect ground 

structure, multi-port, stub impedance, wideband. 
 

I. INTRODUCTION 
The rapid development of wireless communication 

demands high-performance devices for future 5th 

Generation (5G) technologies considering spectrum below 

6 GHz and higher than 6 GHz, which yet to be finalized. 

This future 5G-communication system is envisioned as 

the possibility of boundless and continuous communication 

and connection among any devices and machines at 

anywhere and anytime [1]. This vision prompts an 

enormous challenge to design and plan a network and 

front-end system that include antenna and RF/microwave 

components.  

The multi-port network is one of the RF/microwave 

components that have been growing steadily, owing to  

its outstanding potential for the future technology of 5G. 

The multi-port network can be used in various wireless 

communication applications, such as a modulator or 

demodulator for modulation and demodulation purposes 

[2-4]. The common modulator is basically built up based 

on the mixer-based approach, which involves active 

devices that require biasing voltage, resulting in design 

complexity [2-3]. Therefore, in favor of reducing the 

complexity of the design, the multi-port network 

integrated by passive devices such as the quadrature 

coupler and power divider is proposed as an alternative to 

the common modulator.  

An impressive bandwidth of a multi-port network has  

been demonstrated by [5], which implements the design 

technique of the multilayer microstrip-slot. It consists of 

two substrates, which are sandwiched by three layers of 

conductive copper. The microstrip patches on the top and 

bottom layer are broadside-coupled through slotlines that 

are placed at the middle layer. In contrast to its wide 

bandwidth, the design faces the production of an air  

gap and misalignment between the two substrates. 

Furthermore, it may encounter a connection problem to 

other components since the ports are located at both top 

and bottom layers.  

Consequently, to deal with these drawbacks in [5], 

the branch line coupler (BLC) is an alternative that can be 

used in the multi-port network configuration. However, 

the conventional BLC is only capable of offering limited 

bandwidth. Accordingly, various studies have been 

conducted, specifically to improve the bandwidth 

performance of BLC. As reported in [6], a technique of 

implementing the defect ground structure (DGS) onto the 

single-section BLC is used. The purpose of implementing 

the DGS is to increase the phase velocity delay [6, 7, 8] of 

the design that contributes to bandwidth improvement. 

Another technique in improving the bandwidth is by 

implementing the stub impedance onto the single-section 

BLC as proposed in [9]. The implementation of stub 

allows the design to have wideband operation with very 

flat coupling [9].  

However, the bandwidth of the proposed single-

section BLC reported in [6, 9] is still inadequate. Therefore, 

to overcome the limited bandwidth in [6, 9], another 

technique can be used to broaden the bandwidth, which  

is by increasing the sections of BLC [10]. Thus by 

considering the design techniques in [6, 9, 10], it is worth 

applying the stub impedance and DGS to the two-section 

BLC, whereby well-tuning the stub impedance, matching 

can be improved and, consequently, bandwidth is 

enhanced. In addition, the DGS also contributes to 

improving the bandwidth.  

In this article, a multi-port network integrated by four 

two-section 3-dB BLCs is proposed. The BLC is designed 

with the implementation of DGS underneath the shunt 

branches at the ground plane and stub impedance at each 

port’s transmission line, which can operate across 2.3 to 
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5.3 GHz. The designs of the two-section 3-dB BLC and 

multi-port network are executed in an electromagnetic 

simulator known as CST Microwave Studio. The 

performance of the scattering parameters and phase 

characteristics of the proposed multi-port network and 

BLC are studied and verified experimentally.  
 

II. DESIGN OF MULTI-PORT NETWORK 
The proposed multi-port network is formed by 

integrating four BLCs that are denoted as blocks of ‘Q’, 

which are placed symmetrically as in Fig. 1 (a). Its CST 

generated layout is shown in Figs. 1 (b) and (c) and is 

integrated by the enhanced BLCs. As shown in Fig. 1, the 

input ports are depicted by Ports 1 and 2, while other 

corresponding ports are labelled as Ports 4 to 7. The other 

two remaining unused ports (Ports 3 and 8) are terminated 

by 50Ω to maintain well-matching operation of the multi-

port network. 
 

 
   (a) 

 
   (b) 
 

Fig. 1. (a) The configuration of the proposed multi-port 

network, and the CST generated layout of proposed multi-

port network; (b) top and (c) bottom view. 
 

The proposed design is initially utilizing two-section 

BLC with step impedance at four ports as presented in  

the following Fig. 2. The implemented step impedance  

is functioning as one of the matching techniques in this 

proposed design to reduce the reflections occurred at the 

transition between ports' transmission lines and BLC's 

branches. Referring to [10], the initial characteristic 

impedances of a and d are set to 157Ω, while, b and c are 

set to 29Ω. These initial values are determined through the 

deliberation on the correlation of cascade parameters, 

transmission and reflection coefficients, perfect matching 

isolation at design frequency with S11 = S41 = 0, the equal 

power ratio between output ports (Port 2 and 3) and the 

assumption of the characteristic impedance, Z0 = 50Ω. 

Afterward, the optimization is performed to improve 

bandwidth in which the finalized impedances are a = c = 

d = 121Ω and b = 35Ω. 
 

 
 

Fig. 2. The CST generated layout of the two-section 

branch-line coupler with step0 impedance at ports. 
 

The step impedance at four ports is denoted by width, 

W1 and length, L1, which has admittance of Y02. This Y02 

can be determined from the following relation of (1) [11]: 
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where Y01, Δ and C are the admittance of the port 

transmission line, load impedance and numerical coupling 

coefficient, accordingly. In this design, Y01 is fixed at  

1/Z0 = 0.02 S. Meanwhile, to obtain equal power division 

at Ports 2 and 3, C is set to 0.707. Thus, admittance of Y02 

is 0.0083 S, which corresponds to 120Ω. Whereas, the Δ 

is set to 0 to have maximally flat solution with a perfect 

matching at center frequency, which also enhanced the 

bandwidth performance. Whilst, the initial dimension of 

step impedance length, L1 is λ/4. However, transmission 

loss has occurred, which degrades the performance of the 

coupler. Hence, the length is varied and optimized, where 

the optimal length of λ/73 is accomplished. 

Afterward, stub impedance is placed at 0.07λ from 

the branch that determined through the conducted 

parameter sweep to avoid junction discontinuities and 

improve matching, which corresponds to 3.7mm as  

shown in Fig. 3. Theoretically, the half-wavelength stub 

impedance with higher impedance is required in order  

to achieve optimal performance [11]. However, the half-

wavelength of stub impedance in this design has 
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contributed to mismatch problems. Thus, the length of 

stub impedance, Ls1 is varied and optimized that resulting 

the optimal length of 50λ/657. While, its optimized 

impedance is 121Ω. Next, the H-shaped DGS is employed 

at the ground plane of the BLC, where the DGS 

employment can improve the bandwidth performance due 

to its slow-wave characteristic [16]. The implementation 

of DGS is only suitable on the microstrip line with higher 

impedance. Therefore, it is placed underneath each of 

parallel branches that having impedance of 121Ω as 

shown in Fig. 3. The DGS characteristic impedance, ZD, 

is expressed as in (2) [6]:  

0 ,D inZ Z Z  (2) 

where Zin is the input impedance towards DGS section that 

can be determined by the following Equation (3): 

0

1
,

1
inZ Z

 


 
 (3) 

where Γ is the reflection coefficient prior to the addition 

of DGS in the design. Hence, ZD for this design is 122Ω. 

Whilst, the initial length of the DGS, Lm is computed by 

referring to [13]. In order to improve the performance of 

S21, the size of DGS at the center is designed to be slightly 

larger, which also influences the flatness of the phase 

difference performance.  
 

 
 

Fig. 3. The CST generated layout of the proposed design 

with its dimensions. 
 

As shown in Fig. 3, the width dimensions of Wo, W1, 

Wp1 and Wp2 that correspond to the respective impedances 

of 50Ω, 120Ω, 35Ω and 121Ω are determined by the 

microstrip line equation as expressed in the following (4) 

[12]: 
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where h and εr are the thickness of the substrate and 

dielectric constant, respectively. Meanwhile, the length 

dimensions of Lp1, Lp2, L1 and LS1 are calculated to 

correspond to λ/2, λ/4, λ/73 and 50λ/657, accordingly. The 

wavelength, λ is computed from (5) [12]:  

,
c
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where c, and f are the respective speed of light and design 

frequency. Meanwhile, εe is the effective dielectric 

constant that can be presented by (6) [12]: 
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The width dimension of DGS, Wm is determined from 

ZD = 122Ω using the following Equation (7) [14-15]: 
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The proposed design of 3-dB BLC is realized 

utilizing a substrate of Rogers RO4003C. This substrate 

has 0.508 mm thickness with 0.017 mm copper cladding 

at both sides, a 3.38 dielectric constant and a very low loss 

tangent of 0.0027. The coupler, as shown in Fig. 3, has final 

optimized dimensions of Wo = 1.15 mm, W1 = 0.48 mm, 

Wp1 = 1.85 mm, Wp2 = 0.4 mm, Wm = 0.3 mm, Ws = 0.35 mm, 

L1 = 2.2 mm, Lp1 = 26.28 mm, Lp2 = 13.14 mm, Ls1 = 4.0 mm. 

The BLC design occupies an area of 54 mm x 29 mm. 

 

III. RESULTS AND DISCUSSION 
The performance of the BLC and multi-port are 

evaluated based on the S-parameters and phase 

characteristics, which are split into two subsections. The 

initial design of the two-section BLC with step impedance 

at ports is assessed and presented, followed by the 

enhanced BLC design with DGS and stub impedance,  

and the multi-port network design. The proposed BLC 

and multi-port network designs are fabricated and verified 

through the measurement using a vector network analyzer 

(VNA) in the laboratory. 

 

A. Analysis and verification of enhanced two-section 

branch-line coupler 
The first concern involves the performance of the 

initial design of the two-section BLC with step impedance 

at ports, whose configuration is presented in Fig. 2. Figure 

4 (a) shows the initial BLC’s simulated performance of 
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the S-parameter. It can be observed that the good return 

loss and isolation performance of greater than 10 dB are 

both within 2.5 to 4 GHz. Furthermore, the transmission 

coefficient of S21 demonstrates the performance of -3 dB 

with oscillated deviation of -2 dB across the similar 

frequency range. Meanwhile, this initial design offers an 

oscillation of S31 between -4 dB and -5 dB. 

The plotted response in Fig. 4 (b) shows the simulated 

performance of phase differences among output ports. It 

demonstrates that the simulated phase difference between 

Port 2 and 3 is at 90° ± 10° between 2.5 and 4 GHz. The 

performance of this initial design of the proposed coupler 

is summarized in Table 1. This initial design offers a 

fractional bandwidth of 46% compared to a conventional 

single-section BLC and conventional two-section BLC 

presented in [10] with respective bandwidths of 32% and 

34.4%. 
 

 
 (a) 

 

 (b) 
 

Fig. 4. The simulated (a) S-performance and (b) phase 

difference of the initial design of two-section BLC with 

step impedance at ports. 
 

Following this, the proposed design of a two-section 

BLC with stub impedance and DGS is fabricated. Figure 

5 shows the fabricated prototype of the proposed two-

section BLC, where each port is connected to subminiature 

A (SMA) connectors. Its wideband performance is then 

practically measured in the laboratory using a vector 

network analyzer (VNA). Afterward, the comparison is 

made in terms of the simulated and measured S-parameters 

and phase characteristic performances.  
 

Table 1: The simulated performance of the initial design 

of two-section BLC with step impedance at ports 

Parameters Performance 

S11 & S41 ≤ -10 dB 

S21 -3 dB  -5 dB 

S31 -4 dB  -5 dB 

Phase Difference 90° ± 10° 

Operating Frequency 2.5 GHz – 4 GHz 

 

 
 (a) 

 
 (b) 
 

Fig. 5. The prototype of the two-section BLC design with 

DGS and stub impedance: (a) front and (b) bottom view. 
 

Figure 6 and Fig. 7 depict the simulated and measured 

performances of the proposed BLC, which exhibits a good 

wideband operation of 2 GHz bandwidth, between 2.3 and 

5.3 GHz. Within this frequency range, the simulated and 

measured reflection coefficient performances of S11 at 

Port 1 are lower than -10 dB. Meanwhile, the isolation 

performance is better than 11 dB.  

The simulated and measured coupling coefficients 

show the respective performance between 2.2 dB to 5 dB 

and 4 dB to 5 dB, as plotted in Fig. 6 (b). Moreover, the 

simulated and measured transmission coefficients between 

the through port (Port 2) and the input port (Port 1), which 

are presented by S21, are fluctuating within -2.4 dB to  

-5 dB and -3.2 dB to -4.5 dB, accordingly. Meanwhile,  

the plotted responses in Fig. 7 show that the simulated  

and measured phase difference between output ports are  

90° ± 2° and 90° ± 4°, accordingly. These S-parameter 
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and phase difference performances are then summarized 

in Table 2 for better comparison purposes. The analysis  

of the reflection coefficient, transmission coefficient, 

coupling coefficient, isolation and phase characteristic 

performance of the proposed coupler summarized in 

Table 2 shows that employing stub impedance improves 

the matching of the designed coupler.  
 

 
  (a) 

 
   (b) 
 

Fig. 6. The simulated and measured (a) S11 and S41,  

and (b) transmission coefficients of S21 and S31 of the 

proposed BLC with stub impedance and DGS. 

 

Consequently, stub impedance also improves the 

performance of phase characteristic with less deviation 

compared to the initial design. Meanwhile, the 

implementation of DGS enhances the bandwidth 

performance of the proposed coupler with a fractional 

bandwidth of 79% compared to the initial design, which 

exhibited a bandwidth of 46%. Following the wideband 

performance verification of the proposed BLC, the next  

concern is to evaluate the performance of the multi-port 

network. 

 

 
 

Fig. 7. The simulated and measured phase difference of 

the proposed BLC with stub impedance and DGS 

 

Table 2: The performance of the designed BLC with stub 

impedance and DGS 

Parameters 
Performance 

Simulation Measurement 

S11 ≤ -10 dB 

S21 -2.4 dB  -5 dB -3.2 dB  -4.5 dB 

S31 -2.2 dB  -5 dB -4 dB  -5 dB 

S41 ≤ -11 dB 

Phase Difference 90° ± 2° 90° ± 4° 

Operating 

Frequency 
2.3 GHz – 5.3 GHz 

 
B. The performance of multi-port network 

The proposed multi-port network is fabricated using 

Rogers RO4003C substrate, where each port is connected 

to subminiature A (SMA) connectors for testing purposes, 

as shown in Fig. 8. The multi-port design has a total size 

of 144 mm x 144 mm. 

 

  
 (a)  (b) 

 

Fig. 8. The photography of the fabricated multi-port 

network: (a) top view and (b) bottom view. 
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As observed in Fig. 9 to Fig. 11, the proposed multi-

port network has a good wideband performance of 2.3 to 

5.3 GHz. The performances of simulated and measured 

reflection coefficients of S11 and S22 are less than -10 dB, 

as denoted by the plotted responses in Fig. 9. These 

indicate good return loss performance at the input ports of 

Port 1 and Port 2. The next concern involves the simulated 

and measured transmission coefficients referenced against 

Port 1 and Port 2, which are presented in Fig. 10. 

 

 
 

Fig. 9. Simulated and measured reflection coefficients of 

the proposed multi-port network. 

 

Referring to Fig. 10 (a), the simulated and measured 

transmission coefficients referenced to Port 1 oscillate in 

the range of -8 dB ± 1.5 dB, and -8 dB ± 2 dB across 2.3 

to 5.3 GHz, respectively. Meanwhile, Fig. 10 (b) presents 

the respective simulated and measured transmission 

coefficients referenced to Port 2, which fluctuate around -

8 dB ± 1.8 dB and -8 dB ± 2 dB in a similar frequency 

range. As expected, the measured results exhibit more 

deviation compared to the simulation. This can be 

attributed by the inaccurate width of transmission lines 

that may occur during the fabrication process. The slight 

changes in the width of transmission lines can affect the 

performance of the overall design. However, the 

measurement results still demonstrate good performance 

across the designated frequency range. 

Then, the analysis proceeds with performances of the 

phase characteristics. The phase characteristics can be 

analyzed based on Equation (8): 

4(deg ) (deg ) (deg ),ijk ij kS ree S ree S ree     (8) 

where i = 4, 5, 6, 7, j = 1, 2, and k = 1, 2. Figure 11 (a) 

shows that the performances of the simulated and measured 

phase characteristics of S∆711 and S∆421 are 90° ± 10° from 

2.3 to 5.3 GHz, respectively. Meanwhile, the simulated 

and measured phase characteristics of S∆511, S∆621 and 

S∆721 are approximately 0° within the similar range  

frequency. Next, the simulated and measured phases of 

transmission coefficients S∆611 and S∆521 are -90° ± 10°. 

 

 
    (a) 

 
    (b) 

 
Fig. 10. Simulated and measured transmission coefficients, 

Sij (i = 4, 5, 6, 7 and j = 1, 2): (a) Si1 and (b) Si2 of the 

proposed multi-port network. 

 
Figure 11 (b) depicts the simulated and measured 

phases of transmission coefficients that are plotted against 

the transmission coefficient phase of S42. As seen in the 

plotted graph, the simulated and measured transmission 

coefficient phases of S∆412, S∆512, S∆622 and S∆722 are -90° 

± -10° across 2.3 to 5.3 GHz. The simulated and measured 

transmission coefficients' phases of S∆612 and S∆522 show 

the worst deviation of 20° from 180° within the similar 

frequency range. Meanwhile, the phase of transmission 

coefficient of S∆71 is almost 0°. Based on Figs. 9 to 11, the 

multi-port network demonstrates comparable performance 

between simulation and measurement, which offers a 

good wideband operation with a fractional bandwidth of 

79%, covering 2.3 to 5.3 GHz. 
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     (a) 

 

     (b) 
 

Fig. 11. Multi-port network’s simulated and measured 

phase characteristics referenced to: (a) S41 and (b) S42. 
 

IV. CONCLUSION 
A wideband multi-port network integrated by four two-

section BLCs implemented with DGS and stub impedance 

techniques with an overall size of 144 mm x 144 mm  

has been presented. The design and optimization have 

been executed using CST Microwave Studio, an 

electromagnetic (EM) simulator. The performances of 

transmission coefficients, reflection coefficients and 

phase characteristics of the designed couplers and multi-

port network have been assessed and analyzed. The 

designed two-section BLC and multi-port network have 

been fabricated. Their wideband performances from 2.3 

to 5.3 GHz are proven via measurement in the laboratory. 

This wideband multi-port can be employed in the front-end 

system of various wireless communication applications  

as a modulator or demodulator for modulation and 

demodulation purposes. 
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Abstract – Metamaterial absorbers have recently
attracted a lot of interest for applications span-
ning from microwave to terahertz, near infrared and
optical frequencies, such as electromagnetic com-
patibility, thermal emitters, solar cells and micro-
bolometers. In this paper, a procedure for the ef-
ficient design of metamaterial absorbers based on
parametric macromodels is presented. These models
are used to describe the frequency-domain behaviour
of complex systems as a function of frequency and
design parameters (e.g., layout features). Paramet-
ric macromodels are very efficient and can be used
to speed up the design flow in comparison with us-
ing electromagnetic simulators for design tasks. The
use of quasi-random sequences for the sampling of
the design space and of radial basis functions and
polynomial functions for the model construction is
proposed. Numerical results validate the efficiency
and accuracy of the proposed technique for multiple
optimizations.

Index Terms – Efficient Design, Metamaterial Ab-
sorbers, Optimization, Parametric Macromodeling.

I. INTRODUCTION
Recently, metamaterial absorbers (MMAs) have

aroused a huge interest and a large amount of re-
search has been dedicated to the design of such de-
vices [1] with specific characteristics ranging from
the wide-angular response [2–4], to the polarisation
insensitivity [4–8] and the bandwidth enhancement
[9, 10]. Moreover, their applications span from mi-
crowave [11] to terahertz (THz) [12], near infrared

and optical frequencies [13, 14], such as electromag-
netic compatibility, thermal emitters [15], solar cells
and micro-bolometers [16,17].

The Salisbury screen was one of the first mi-
crowave absorbers [18], constituted of a resistive
sheet and a dielectric layer backed by a metallic
plate capable of achieving impedance matching with
free space through quarter-wave antireflection inter-
ference, but with the disadvantage of a λ/4 thick
dielectric spacer. Other examples, in the microwave
range, are the Jaumann absorber [19] which exploits
multiple resistive sheets to broaden the bandwidth
and the high-impedance surfaces [20], i.e., periodic
structures able to perform near-unity absorption at
the desired frequency through the introduction of an
amount of Ohmic or dielectric losses.

In the THz regime, instead, these absorbing de-
vices are suitable for many applications in sensing,
spectroscopy, monitoring, imaging and THz detec-
tors, allowing to overcome the so-called “THz gap”
[21,22].

As pointed out in [23], it is not a challenging
task to design an absorber working at a single fre-
quency, at normal incidence, and with an arbitrary
thickness. In the last decades, many efforts have
been spent to reduce the absorbers thickness, and
to improve the working bandwidth and the angu-
lar response. Moreover, another important prop-
erty of an absorber is the polarisation insensitiv-
ity, i.e., the possibility to absorb the incident ra-
diation independently of its polarisation. Several
techniques have been implemented to achieve such
requirements. Metamaterial absorbers, i.e., stratifi-
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cations of metamaterial surfaces and dielectric slabs,
usually allow to realize thin absorbers, at least for
narrow-band applications. In order to obtain the
polarisation insensitivity with a metamaterial ab-
sorber, it is enough to consider isotropic surfaces,
i.e., isotropic unit cells in the directions transverse
to the stratification one. In order to increase the
bandwidth, the most common strategy is to super-
pose several layers, covering the upper layer with a
dielectric superstrate [23–25].

Among the configurations of MMAs proposed
in the literature, the most performable is composed
of subwavelength frequency selective surfaces (FSSs)
[24] printed on a grounded dielectric slab, i.e., a com-
pact three-layer system in which the FSS is formed
by electric ring resonators (ERRs) that allow con-
trolling and independently tune the effective permit-
tivity of the device.

While this setting has been found effective,
to authors’ knowledge its efficient optimization
or design space exploration have never been ad-
dressed. These tasks are usually performed by mul-
tiple frequency-domain electromagnetic (EM) sim-
ulations for different design parameter values (e.g.,
layout features), trying to meet the desired require-
ments. It is also obvious that both design space
exploration and optimization can be very time con-
suming since multiple EM simulations are needed,
even for a single unit cell that is assumed to consti-
tute a periodic structure.

In this paper, we focus on design optimization.
In the literature, multiple optimization approaches
have been proposed, e.g., based on particle swarm
and genetic algorithms [26] and based on space map-
ping methods [27–31].

A different framework to efficiently and accu-
rately perform design activities is based on para-
metric macromodels. These models [32–36] are able
to accurately and efficiently model the behaviour
of complex systems as a function of frequency (or
time) and additional parameters (such as layout fea-
tures). Once built, these models can be used to ef-
ficiently perform multiple design tasks such as de-
sign space exploration, optimization and variability
analysis, which will otherwise result very computa-
tionally expensive if only based on EM simulations.
We show that parametric macromodels are not only
useful for a single design optimization, but they can
be re-used to optimize the design to meet multiple
sets of specifications. This is the main feature that
distinguishes the proposed method from existing op-
timization methods proposed for EM systems. Also,
the proposed technique leads to a model in a state-
space form that provides an engineering interpre-
tation: for example, poles and zeros of the system

transfer function can be computed and analyzed as
a function of design parameters.

The paper is organised as follows. Section II
briefly reviews the metamaterial absorbers with a
special focus on the ultra-thin narrow-band MMA
discussed in [37]. Then, the parametric macromod-
eling technique adopted to capture the dependence
of the metamaterial absorber frequency-domain be-
haviour on the design parameters is presented in Sec-
tion III. A design space composed of six design pa-
rameters has to be handled. We propose the use
of quasi-random sequences for the sampling of the
design space and of radial basis functions and poly-
nomial functions for the model construction. Such
a high-dimensional design space and model gener-
ation procedure have not been investigated in pre-
vious parametric macromodeling techniques. The
effectiveness of the proposed approach is confirmed
by the numerical results presented in Section IV. Fi-
nally, the conclusions are drawn in Section V.

II. METAMATERIAL ABSORBERS
The analysed ultra-thin narrow-band MMA

with a four-fold rotational symmetry with respect
to the incidence z-direction (see Fig. 1), follows a
three-layer arrangement as discussed in [37, 38]. Its
unit cell with a lattice constant a = 80 µm consists
of a top metallic ERR and a lower ground plane
separated by a 5.8 µm thick dielectric layer of ben-
zocyclobutane (BCB) with relative permittivity εr
= 2.5 and dielectric loss tangent tanδ = 0.005. Both
the top and bottom layers are made up of lossy gold
with a conductivity of 1× 107 S/m and a thickness
of 270 nm. In [37], an equivalent circuit is proposed
in order to have a circuital (and more intuitive) in-
terpretation of the EM phenomena related to the
absorber. The numerical values of the circuit ele-
ments are identified only after the EM response of
the absorber is obtained by an EM solver. There-
fore, it is not a circuit model based on analytical
equations, which can replace the EM solver to cal-
culate the EM response of the absorber. It is to be
noted that the equivalent circuit does not provide
the same level of accuracy as the EM simulations.

In order to consider an infinitely periodic MMA,
the unit cell has been simulated through the RF
module of the EM solver of Comsol Multiphysics [39]
based on the finite element method (FEM) applying
Floquet periodic boundary conditions along the x
and y axes and assuming an EM wave impinging at
normal incidence along the z direction. We note that
the use of a FEM solver is not mandatory for the pro-
posed technique. Any EM solvers can be used. We
employ perfectly matched layers (PMLs) on the top
and bottom of the unit cell to absorb the excited
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mode from the source port and any higher order
modes generated by the periodic MMA along with
port boundary conditions on the interior boundaries
of the PMLs to retrieve the reflection and transmis-
sion coefficients in terms of scattering parameters.
In fact, the absorbed power can be expressed as
A(ω) = 1−R(ω)−T (ω) = 1−|S11(ω)|2−|S21(ω)|2,
meaning that in a perfect MMA, the reflection and
transmission need to be simultaneously minimised.
Since, in this case, the backside is grounded by
metallic plane thicker than the skin depth, the ab-
sorption equation reduced to A(ω) = 1−R(ω), and
as the effective impedance is matched to the free
space impedance, it is possible to obtain a perfect
absorption at the resonant frequency on a wide an-
gular spectrum. This behaviour can be reached by
properly adjusting and selecting the geometric di-
mensions of the top ERR, the thickness and physical
properties of the dielectric substrate, being these pa-
rameters responsible both for the electric and mag-
netic responses.

Fig. 1. Unit cell of the ultra-thin narrow-band MMA
and virtual infinite 2D array.

In summary, the physical mechanism underlying
this narrow-band MMA with a near unity absorp-
tion, is based on anti-parallel currents between the
two metal layers that allow the coupling to the mag-
netic field, while the coupling to the incident electric
field is due to the ERR that basically determines
the absorption frequency. Indeed, when the electric
field of the incident THz wave is parallel to one of
the rods of the ERR, an electric dipole is excited
on this rod, while no dipole exists on the orthogonal
rod, but there is instead an electric-dipole resonance
oscillating in anti-phase on the ground plane. There-
fore, if the polarisation is not parallel to a particular
rod, the electric dipoles of both rods will contribute
to the absorption mechanism, giving results close to
the case of parallel polarisation due to the symme-

try of the unit cell. In the following Section, we will
determine the optimum set of geometric dimensions
of the unit cell and the ERR able to guarantee the
maximum absorption at a desired frequency.

III. PARAMETRIC
MACROMODELING

In this Section, we describe the modeling
method that will be used to generate parametric
macromodels for efficient design. It aims to build a
parametric macromodel R(s,g) that accurately de-
scribes the behaviour of a system as a function of
the Laplace variable s and a set of design param-
eters g = (g(m))Mm=1, such as layout features. A
parametric macromodel in the form:

R(s,g) = C(g) (sI−A(g))
−1

B(g) + D(g), (1)

is computed where A(g) ∈ Rnx×nx , B(g) ∈ Rnx×nu ,
C(g) ∈ Rny×nx , D(g) ∈ Rny×nu .

Let us consider a set of Q frequency-domain
(s = jω) EM simulations at different values gq, q =
1, ..., Q of the design parameters. In this pa-
per, each EM simulation corresponding at the gq

sample provides the scattering parameters of the
structure under study for a certain set of fre-
quency samples S(jωf ,gq), f = 1, ..., F . Based
on these frequency-domain data sets, a set of lo-
cal linear time-invariant (LTI) state-space models
A(gq),B(gq),C(gq),D(gq) can be identified using
any system identification techniques for LTI sys-
tems [40–42]. The local LTI models R(s,gq) =

C(gq)
(
sI−A(gq)

)−1
B(gq) + D(gq) model the

scattering parameters data S(jωf ,gq), f = 1, ..., F .
The state-space matrices of the local LTI models can
be interpolated as a function of g:

A(g) =

Q∑
q=1

lq(g)A(gq),B(g) =

Q∑
q=1

lq(g)B(gq),

C(g) =

Q∑
q=1

lq(g)C(gq),D(g) =

Q∑
q=1

lq(g)D(gq),(2)

to obtain a parametric macromodel. The inter-
polation models can use interpolation functions
lq(g) whose value is based on the distribution
of the design parameters values gq in the de-
sign space (e.g., multilinear interpolation [43]) and
A(gq),B(gq),C(gq),D(gq) are the state-space ma-
trices estimated for the local LTI models identified
at fixed design parameters values gq [44]. Other
interpolation models select a set of interpolation
functions lq(g) and compute the matrix coefficients
Aq,Bq,Cq,Dq of the functions lq(g) by means of
the solution of a linear system of equations (e.g.,

ANTONINI, ASTORINO, FERRANTI, FREZZA, TEDESCHI: EFFICIENT DESIGN OF METAMATERIAL ABSORBERS 774



polynomial interpolation) [45,46]:

A(g) =

Q∑
q=1

lq(g)Aq,B(g) =

Q∑
q=1

lq(g)Bq,

C(g) =

Q∑
q=1

lq(g)Cq,D(g) =

Q∑
q=1

lq(g)Dq. (3)

We highlight that the matrix coeffi-
cients Aq,Bq,Cq,Dq are different from
A(gq),B(gq),C(gq),D(gq).

In this work, we use an interpolation scheme
based on radial basis functions and polynomial basis
functions [47–49] where the interpolation for each
entry of the state-space matrices can be written as:

Q∑
q=1

wqφ(g − gq) +
B∑

b=1

wbpb(g). (4)

Different radial basis functions φ(g−gq) exist in the
literature. In our work, we have chosen the multi-
quadrics basis functions:

φ(g − gq) =
√
r2q + c2, (5)

where rq represents the euclidian distance between
g and gq and c is a positive parameter. The
B polynomial functions have been chosen to be
[1, g(1), g(2), ..., g(M)] in our work.

The local LTI models are generated by indepen-
dent system identification steps [40–42]. In this pa-
per, we use the Vector Fitting (VF) technique [40]
to first obtain pole-residue models for each design
space samples gq:

S(jωf ,gq) ' D(gq) +
P∑

p=1

Resp(gq)

jω − polesp(gq)
. (6)

Then, different state-space realization techniques
can be used to generate the state-space matrices
of the local LTI models A(gq),B(gq),C(gq),D(gq)
starting from the pole-residue models (6). The state-
space representation of LTI models is unique up to a
similarity transformation. The state-space matrices
of the local LTI models need to be represented in a
common state-space form to avoid potentially large
variations as a function of the design parameters
due to underlying similarity transformations, which
might degrade the accuracy of the interpolation sig-
nificantly. In the literature, several approaches have
been proposed to transform the local LTI models
into a state-space representation suitable for inter-
polation [35,45,46]. In this paper, we have used the
barycentric realization discussed in [35].

If using one specific state-space realization
would not provide the desired accuracy, then the
technique [50] could be used to compute similarity
transformation matrices that transform the set of

local LTI models into a state-space form suitable to
interpolation.

A. Design space sampling and model cross-
validation

Multiple schemes can be used to choose the lo-
cation of the Q samples in the g space. For exam-
ple, Latin hypercube design [51] and quasi-random
sequences [52]. Sobol and Halton sequences [52]
are famous among quasi-random sequences. In this
work, we have chosen the Sobol quasi-random se-
quence scheme [52]. Simple sampling schemes such
as a regular tensor-product sampling will immedi-
ately provide a high number of samples as soon as
the number of dimensions of the design space in-
creases. Let us imagine to have M design parame-
ters and to sample each design parameters interval
with L samples. By taking the combination of all
these samples (tensor-product), the total number of
samples is equal to LM . This is clearly not an effi-
cient sampling scheme.

To estimate the accuracy of a parametric
macromodel, of all Q simulations (then of all Q
samples in the design space), a part of it is used
to build the parametric macromodel (estimation)
and another part is used to validate the model
(validation). A scheme inspired by k − fold cross
validation is used to subdivide estimation and
validation samples in the design space [53]. The set
of Q simulations is randomly partitioned into k sets
of approximately equal size. Then, for i = 1, ..., k, a
parametric macromodel is built considering all but
the i − th data partition and the excluded dataset
is used to evaluate the corresponding validation
model error. An average validation model error
based on the validation model errors of all the k
iterations is used to estimate the average error over
the design space for the parametric macromodel
built by using all the data samples [53]. A 10−fold
(k = 10) cross validation has been used in this work.
An illustration of the 10 − fold cross validation is
provided in Fig. 2.

Estimation set

Validation set

Run 1 Run 2 Run 3

...

Run 10

Fig. 2. 10-fold cross validation process.
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Once the parametric macromodel is built, it can
be used for design tasks, such as design optimiza-
tion. The same model can be reused for different
optimization tasks.

Concerning some computational considerations:

• if an EM solver-based approach is used, each
iteration of a design optimization task leads to
an EM simulation. Since each EM simulation
can be computationally expensive, such an ap-
proach is very inefficient.

• Instead, in the case of the proposed technique,
there is an initial computational cost needed
to generate the parametric macromodel (the Q
EM simulations previously mentioned). This
initial computational effort becomes negligible
when the model is used in multiple optimization
cases. The parametric macromodel is an ana-
lytical model and therefore its evaluation is ex-
tremely fast. The same model is reused in mul-
tiple optimization tasks with different optimiza-
tion objectives. This allows obtaining a very
significant computational speed-up with respect
to optimizations directly based on EM simula-
tions. The proposed technique is based on sys-
tem identification tools, interpolation schemes
and cross-validation algorithms.

These computational considerations will be fully
supported by numerical results in Section IV.

Figure 3 summarises the main steps of the
proposed modeling techniques.

Sampling the g space

Use a k-fold cross validation scheme

Use the model in design tasks

Model based on interpolation of

state-space matrices of LTI models

Fig. 3. Main steps of the proposed modeling tech-
niques.

IV. NUMERICAL RESULTS
A narrow-band MMA structure is used to vali-

date the proposed modeling technique. The design
parameters of the narrow-band MMA are: the lat-
tice constant a, the gap g, the width w and the

lengths L1, L2, L3 which vary over the ranges [77-
90] µm, [3-7] µm, [5-15] µm, [22-35] µm, [40-55]
µm and [60-75] µm, respectively, as shown in Fig.
1. The 6D design space (a, g, w, L1, L2, L3) includes
150 samples (Sobol sampling scheme) and each sam-
ple has required an EM simulation, examined over
the frequency range [0.9-1.4] THz with a frequency
resolution of 10 GHz (i.e., 51 frequency points for
each simulation). In order to obtain the frequency-
domain data samples of the reflection spectra for all
150 design space samples, it is necessary an overall
CPU time equal to 237 h 30 m with an average CPU
time for one EM simulation of about 1 h 35 m. Con-
sidering the 150 simulations, the VF technique [40]
has been used to obtain pole-residue models (6) with
P = 6 as number of poles. Figure 4 shows the loca-
tion of the poles in the Laplace domain correspond-
ing to the 150 pole-residue models.

−6 −5 −4 −3 −2 −1 0
−10

−5

0

5

10

Real(s) [rad/s]

Im
ag

(s
) 

[r
ad

/s
]

Fig. 4. Location of the poles in the Laplace domain
corresponding to the 150 pole-residue models.

Then, the barycentric realization [35] has been
used to generate the state-space matrices of the lo-
cal LTI models A(gq),B(gq),C(gq),D(gq) starting
from the pole-residue models. Finally, an interpo-
lation scheme based on multiquadrics radial basis
functions and polynomial basis functions [47] has
been used to construct the parametric macromodel.

A 10−fold cross validation has been used to es-
timate the average absolute error of the final para-
metric macromodel in the design space. This es-
timated error is equal to 0.0208. The CPU time
needed to perform the 10 − fold cross-validation
and to build the final parametric macromodel using
all data samples is equal to 58 s and 8.6 s, respec-
tively. Then, the parametric macromodel has been
used for three multiobjective optimizations whose
objective is to achieve a maximum absorption at
three different frequencies, namely freqoptim = 1.1
THz (Case I), freqoptim = 1.2 THz (Case II) and
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Table 1: Optimal design parameters values (µm)

Case a g w L1 L2 L3

I 78.68 4.61 12.67 27.59 52.89 73.13

II 82.66 5.67 12.60 27.09 49.66 69.87

III 84.99 5.06 12.75 26.78 45.57 66.76

Table 2: CPU time comparison

Model Generation

EM FEM solver

Proposed 150 × 1 h 35 m + 58 s + 8.6 s

Optimization 1

EM FEM solver 9811 × 1 h 35 m

Proposed 84 s

Optimization 2

EM FEM solver 10081 × 1 h 35 m

Proposed 88 s

Optimization 3

EM FEM solver 9451 × 1 h 35 m

Proposed 82 s

Speed-up

EM FEM solver

Proposed 195x

freqoptim = 1.3 THz (Case III). Therefore, we have
three optimization tasks. The function gamultiobj
in Matlab R© (R2014) has been used to run the three
multiobjective optimizations with the default Mat-
lab settings. The parametric macromodel has pro-
vided the value of S11 over a dense frequency grid
of 501 points and for each design parameters value
required by the optimizer. The obtained optimal
values of the design parameters are shown in Table
1 for the three optimization cases.

To achieve these optimal values, the routine ga-
multiobj has required 9811, 10081 and 9451 function
evaluations and a CPU time equal to 84 s, 88 s and
82 s using the parametric macromodel, respectively.

Three additional EM simulations have been per-
formed to confirm the accuracy of the optimiza-
tion results provided by the parametric macromodel.
Figure 5 shows the absorbance response obtained by
the parametric macromodel and the EM solver at
the three optimal points. A very good agreement is
achieved.

Table 2 summarizes the computational cost re-

0.9 1 1.1 1.2 1.3 1.4
0

0.2

0.4

0.6

0.8

1

Freq [THz]

A
bs

or
ba

nc
e

 

 

Model
optim

Comsol
optim

0.9 1 1.1 1.2 1.3 1.4
0

0.2

0.4

0.6

0.8

1

Freq [THz]
A

bs
or

ba
nc

e

 

 

Model
optim

Comsol
optim

0.9 1 1.1 1.2 1.3 1.4
0

0.2

0.4

0.6

0.8

1

Freq [THz]

A
bs

or
ba

nc
e

 

 

Model
optim

Comsol
optim

Fig. 5. Optimization results: cases I-II-III (from top
to bottom).

lated to 1) using Comsol and 2) using the proposed
parametric macromodeling technique for the three
optimization tasks. The speed-up obtained by using
the proposed technique for the three optimizations
is mentioned. It becomes evident that the initial
computational effort for the parametric macromodel
construction is justified by the very significant com-
putational saving obtained for multiple design opti-
mizations.

V. CONCLUSIONS
We have proposed an approach for the efficient

design of metamaterial absorbers based on a para-
metric macromodeling technique. The interpolation
of the state-space matrices of a set of LTI models
is used to generate a parametric macromodel. This
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is then used for different optimizations of an ultra-
thin narrow-band metamaterial absorber. The nu-
merical results confirm the efficiency and accuracy
of the proposed technique, which allows computing
optimal design values in a reduced amount of time.
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Abstract ─ Aiming at realizing breeze startup, light wind 

power generation, a novel T-shaped group of passive 

magnetic bearing (PMB) with three rings high suspension 

characteristics was proposed to increase the utilization of 

wind energy and improve the suspension characteristics 

of passive bearings. The inner magnetic ring of the  

T-shaped magnetic ring group adopts an oblique 45° 

polarization method, which can simultaneously balance 

radial force and axial force with high suspension 

characteristics. The static characteristics of the T-shaped 

magnetic ring group are compared with the traditional 

double rings which dynamic disturbance characteristics 

were analyzed in three degrees of freedom (DOF) and 

the parameters are optimized to achieve the optimal 

suspension characteristics through methods of Taguchi, 

response surface with mathematical model. The study 

shows that the capacity of T-shaped magnetic ring group 

is 2.5 times which can balance axial force and radial 

force simultaneously with 40% increase in volume than 

the double ring. The capacity of T-shaped magnetic ring 

group is increased by 33.6% and the stiffness is increased 

by 33.7% after optimized, which meets the requirements 

of suspension characteristics. When the bearing is 

disturbed in 3 DOF operation, the stable running state  

of the bearing can still be maintained due to its self-

stabilizing system. It provides a reference for the 

suspension characteristics of the vertical axis wind 

turbine suspension system. 

 

Index Terms ─ 3 DOF, magnetic bearing, stability, T-

shaped magnetic ring group. 
 

I. INTRODUCTION 
The performance of shafting components and the 

whole system are affected by bearing performance directly. 

Magnetic suspension bearings have the advantages of no 

friction, no wear and long service life which have broad 

application prospects [1-3]. At present, magnetic 

suspension technology has made achievements in 

flywheel energy storage, pump, Hydropower Synchronous 

Generator, hard disk drive, maglev train, medical [4-10] 

and so on. The introduction of suspension technology to 

the wind power generation system can reduce the starting 

torque and expand the utilization rate of wind energy.  

In order to improve the suspension characteristics  

of PMB, the domestic and foreign scholars have done a 

lot of research on their polarization direction, geometry 

structure and dynamic characteristics. The rotor is 

suspended by a repulsive force to replace the mechanical 

bearings and can generate anti-disturbance suspension 

characteristics with the parallel magnetized permanent 

magnets installed on the rotor and stator respectively 

[11-12]. In view of the greater force of the change 

polarization method than the single polarization [13],  

the literature [14-15] proposed the continuous Halbach 

structure with high rigidity, but with high processing 

cost. A comparative study was made on the suspension 

characteristics of four different polarized directions in 

different geometric structure, in which the suspension 

characteristics of the rotating 90 degree polarization are 

the best, but the installation is difficult [16-17]. 

The structure of three-ring was presented with high 

stiffness and bearing capacity, but its system stability  

is poor [18-22]. In order to keep the balance of the 

suspension system in every degree of freedom, the axial 

force is balanced by the radial magnetic ring group and 

the axial magnetic ring group, but the cost increased 

[23]. 

For its dynamic characteristics, the physical 

mathematical model was established for a passive 

magnetic and the danger were studied arising from 

possible resonances when the natural frequencies of the 

device were near to the excitation frequencies [24]. Two 

novel nonlinear controllers were studied in reference  
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23 for single-biasing freedom with anti-interference 

performance. But only one degree of freedom control 

can be realized [25]. 

In order to realize the goal of "light wind start, breeze 

wind power generation" and solve the above problems, a 

novel T-shaped group of PMB with three rings which 

can balance axial and radial forces simultaneously and  

is suitable for vertical axis is proposed; which high-

suspension features can reduce the starting torque of 

wind turbines and increase wind energy utilization. 

Compared with the traditional double ring bearing, the 

bearing capacity of the new three-ring T-shaped magnetic 

ring group is increased by 2.5 times and has sufficient 

self-stability. 
 

II. STRUCTURE OF SUSPENSION SYSTEM 
Magnetic suspension bearing is a kind of bearing 

that uses a magnetic field force to suspend the shaft. 

According to its working principle, it can be divided into 

active magnetic bearing, passive magnetic bearing and 

mixed magnetic bearing. The passive magnetic bearing 

can be divided into the whole passive magnetic bearing 

(superconductor, diamagnetic body) and the permanent 

magnetic bearing (PMB). In passive magnetic bearings, 

permanent magnetic bearings are commonly used. 

According to the Earnshaw theorem, it is impossible 

to maintain a stable suspension in 6 degrees of freedom. 

The Laplace equation of static magnetic field is as 

follows: 

 
2 0,W   (1) 

 
2 2 2

2 2 2

0.

X Y Z

W W W  
  

  
 (2) 

Where W is the magnetostatic energy of the system. 

To make the system in a stable balance, the second-order 

derivative of the magnetostatic energy must be greater 

than zero: 

 
2 2 2

2 2 2

0, 0, 0.

X Y Z

W W W  
  

  
 (3) 

Obviously, the two formulae of (2) and (3) cannot be 

satisfied at the same time. This means that in an external 

magnetic field with only permanent magnets, it cannot 

be stable in all the degrees. In the best case, stability can 

only be obtained in two degrees of freedom. In the  

other degree of freedom, electromagnetic force and  

other controllable forces, such as hydraulic pressure and 

friction must be introduced to achieve a stable balance 

T-shaped magnetic ring group.  
The vertical axis suspension system with T-shaped 

magnetic ring group instead of traditional mechanical 

bearings is shown in Fig. 1. The lower magnetic ring 

balances the gravity of the system, the outer magnetic 

ring balances the radial force of the system, and the 

upper T-type magnetic ring group serves as a backup 

magnetic ring group to prevent the system from going up  

so as to ensure the stability of the system fundamentally. 

When the inner magnetic ring is shifted to the left 

side, the left air gap decreases, but the magnetic density 

increases, and the inner magnetic ring is repelled to the 

right and restored to the equilibrium position. In order  

to make the kr/V reach the maximum, the square cross-

section or square cross-section of the permanent magnet 

is selected usually. 
 

 
 
Fig. 1. Schematic diagram of vertical axis wind power 

generation system. 

 

III. ANALYSIS AND CALCULATION OF 

MAGNETIC BEARINGS 

A. Basic dimensions 

The permanent magnetic material of the article is 

selected from NdFeB, whose Fe65%, Nd33%, B1.2%, 

and the maximum energy product can be as high as 

400kJ/m3. Its outstanding performance makes it widely 

used. In order to ensure the maximum working capacity 

of the permanent magnet, the static analysis working 

point of the permanent magnet is stabilized near the 

maximum energy product and the proper bearing size is 

calculated by analyzing the demagnetization curve and 

the anti-magnetic curve of the NdFeB material. 

The radial magnetization length of the permanent 

magnet is: 

 
 

max

.r

m g g

C

B
L fkH L

H BH
  (4) 

f stands for magnetic resistance, usually between 1.1-1.5, 

k is the correction factor of the length of magnetic circuit 

in air which is equivalent to the length of air gap magnetic 

circuit, Lg is working air gap length, this paper takes 

0.5mm, Hg is the air-gap magnetic field intensity, Br is 

remanent magnetization, Hc is the coercive force, BH is 

the maximum magnetic energy product. 

After the above calculation, the Lm is 10mm and  

the height of the magnetic ring is 10mm to ensure the 

maximum of kr/V. 

 

B. Displacement in axial 

The geometrical parameters of bearing have great  
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influence on the stiffness and capacity of passive magnetic 

bearing. The bearing capacity is an important parameter 

to measure the bearing, and the bearing capacity is 

proportional to the square of the magnetic density of the 

air gap and the air gap area between the magnetic rings. 

Reasonable magnetic circuit and geometric parameters 

play a key role in bearing capacity. Its size parameters 

are shown in Fig. 2. 

 

h

l e

d

 
 

Fig. 2. The basic size of the magnetic ring. 

 

Since the inner and outer magnetic rings are 

concentric magnetic rings and axially symmetrical. So 

the permanent magnet bearing radial force is 0, the axial 

force is: 
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0
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In the formula: 

  22 2 2 2

2 2
( ) (2 ) 2( )

ln(2 ) 2ln ln( ) .
2

l e l e
z l e Arctg l e Arctg

z z

e z
eArctg l e z l e e z

z


 

    


       
 

 (6) 

Where p is the average perimeter of the magnetic 

bearing, h and l are the height and width of the permanent 

magnet, e is the gap, d is the axial offset distance, and  

J0 is the magnetic polarization of the surface of the 

permanent magnet. 

The stiffness may change the natural frequency  

and other dynamic characteristics of the system which is 

related to the bearing geometry, working environment 

and other factors. According to the Enshaow theorem, 

the higher the stiffness is, the higher the stability of  

the bearing is. The radial stiffness is half of the axial 

stiffness, so the magnitude of the axial stiffness represents 

the support characteristics of the magnetic bearing. The 

formula is as follows: 

  
2

0

0

2 ( ) ( ) ( ) .
8

r

J
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      (7) 

In the formula: 
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Axial stiffness:  

 2 .x rK K   (9) 

In the center position (d=0): 

  
2

0

0

( ) (0) .
4

r

J
K p h 


   (10) 

C. T-shaped magnetic ring group  

Traditional magnetic rings use one pair of radial 

magnetic rings for generating radial force or one pair  

of axial magnetic rings for generating axial force. 

Considering the economics of permanent magnets, a  

T-shaped magnetic ring group was proposed. Compared 

with the traditional radial superposed double-ring 

magnetic bearing, the three-ring T-shaped magnetic ring 

group adds a magnetic ring that is in conformity with the 

inner magnetic ring specification and uses an oblique 

downward 45° polarization direction below the original 

double-ring magnetic ring group. It increases the magnetic 

density and area near the inner ring with greater capacity 

and stiffness. 

Figure 3 (a) is the overall diagram of its structure 

and Fig. 3 (b) is a polarization section; the lower magnetic 

ring is polarized upward, the outer magnetic ring is 

inward polarization, the inner magnetic ring is inclined 

downward 45 degrees, the inner ring is suspended in the 

axial and radial force of the two magnetic rings. Figure 

3 (c) is the cross section of the magnetic force line with 

the trend of its magnetic force line can be seen. 

The bearing capacity of the new magnetic ring 

group is 2.5 times higher than the double ring with its 

unique structure, as shown in Fig. 4. The g2 of the upper 

standly magnetic ring is 14mm which generates 80N 

force in a stable state. The bearing capacity of the new 

T-shaped magnetic ring group can provide 267N bearing 

capacity in the static state, but the actual operation of  

the need to provide the wind turbine system and its 

components and the gravity of the upper magnetic 

gravity repulsion is 280N, so the structural parameters 

need to be optimized. 

 

          
   (a)   (b)   (c) 

 

Fig. 3. Schematic diagram of T type magnetic ring.  

(a) Structure of T-shaped magnetic ring, (b) polarized 

section, and (c) section of magnetic line. 
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Fig. 4. Comparison of the bearing capacity of the two 

magnetic rings. 
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IV. OPTIMIZATION OF BEARING 

A. Optimization of magnetic ring thickness l and air 

gap g1 

The suspension characteristic of the magnetic bearing 

is related to its geometric parameters. In this paper, four 

parameters of magnetic ring thickness A (l), magnetic 

ring height B (h) and air gap C (g1) and D (g2) between 

rings are taken as the factors and the multi-objective 

optimization design of magnetic bearing is carried out. 

The influence of the four parameters on the bearing 

capacity F and the stiffness K of the passive magnetic 

bearing is studied and the quality characteristic of the 

magnetic bearing is optimized through optimization. 

That is to say, it has high bearing capacity and high 

stiffness. In the orthogonal test, the optimized target is 

called the quality characteristic, the condition that affects 

the quality characteristic is called factor and the value of 

the factor is called the level of the factor. The factor and 

the level of the factor are as shown in Table 1. 
 

Table 1: The factors and the value of its level 

Variables A/mm B/mm C/mm D/mm 

Factorlevel1 9 9 0.4 0.8 

Factorlevel2 10 10 0.5 1 

Factorlevel3 11 11 0.6 1.2 

Factorlevel4 12 12 0.7 1.4 

 

Each optimization variable takes 4 factor levels and 

combination of the orthogonal experiment was carried 

out. Traditional analysis variables need to do 44 = 256 

times experiments, while Taguchi method establishes  

the experimental analysis matrix, which requires only 16 

times finite element analysis and its specific orthogonal 

table is shown in Table 2. 
 

Table 2: The actual value and result of the orthogonal 

table of 4 variables 

N A/mm B/mm C/mm D/mm F/N K/(N/mm) 

1 9 9 0.4 0.8 289.6 413.8 

2 9 10 0.5 1 303.5 337.2 

3 9 11 0.6 1.2 314.7 286.1 

4 9 12 0.7 1.4 322.8 248.3 

5 10 9 0.5 1.2 325.5 295.9 

6 10 10 0.4 1.4 357.1 274.7 

7 10 11 0.7 0.8 328.0 468.5 

8 10 12 0.6 1 358.1 397.9 

9 11 9 0.6 1.4 351.9 270.7 

10 11 10 0.7 1.2 358.3 325.8 

11 11 11 0.4 1 396.1 440.2 

12 11 12 0.5 0.8 394.4 563.5 

13 12 9 0.7 1 357.5 397.2 

14 12 10 0.6 0.8 388.1 554.5 

15 12 11 0.5 1.4 436.2 335.5 

16 12 12 0.4 1.2 360.0 327.3 

B. The proportion of factor level on quality 

characteristics 

Analyzing the influence of 4 factors on quality 

characteristics of proportion, such as factor A in level 

factor 2 effect on the F can be solved as follow: 

  
25 26 27 282

1
.

4 A A A AAF F F F F      (11) 

The effect of each factor level on factors A, B, C and D 

are shown in the following Tables 3, 4. 

 
Table 3: Bearing capacity under different level factors 

Factor 

Level 

Force F/N 

A/mm B/mm C/mm D/mm 

1 307.6 331.2 350.7 350.0 

2 342.2 351.8 364.9 353.8 

3 375.2 368.7 353.2 339.7 

4 385.5 358.8 341.6 367.0 

 
Table 4: Bearing stiffness under different level factors 

Factor 

Level 

Stiffness K/(N/mm) 

A/mm B/mm C/mm D/mm 

1 321.3 344.4 364.0 500.1 

2 359.3 373.0 383.0 393.1 

3 400.0 382.6 377.3 308.8 

4 403.6 384.3 360.0 282.3 

 
C. The proportion of factors affecting the quality 

characteristics 

The average values of bearing capacity F  and 

stiffness K  can be obtained from the results of 16 

groups of orthogonal experiments in Table 2. The effects 

of four variables, A, B, C and D on multi-objective 

optimization are analyzed, as shown in Table 4. 

The influence of four factors A, B, C, D on the 

bearing capacity F and stiffness K is analyzed, such as 

the influence of factor A on the bearing capacity F, and 

the formula is as follows: 

  
24

1

4 .SB Ai

i

S F F


   (12) 

Where FAi is the average of the bearing capacity F under 

the influence factor A and the Factor level i; F is the 

average value of the bearing capacity. 

 
Table 5: The influence of four variables on two quality 

characteristics 

Factor 
F/N K/(N/mm) 

SSB Percentage SSB Percentage 

A 14881 72% 18046 13% 

B 3040 15% 4081 3% 

C 1101 5% 1423 1% 

D 1533 7% 115546 83% 

SUM 20556 1.00 139097 1.00 
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D. Analysis of results  

In order to know the influence of each level factor 

on the bearing capacity F and the stiffness K intuitively, 

Tables 3, 4 is used for graphic processing which is shown 

in Fig. 5. 
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Fig. 5. Influence of each factor level on bearing capacity 

F and stiffness K. 

 

It can be seen from Fig. 5 that the maximum 

combination of the bearing capacity is A4B3C2D4,  

while the maximum combination of the stiffness K is 

A4B4C2D1. It can be seen from Table 5 that the influence 

factor A has the most influence and factor C has the least 

influence on the force, while the influence factor D has 

the most influence and factor C has the least influence on 

the stiffness. 

To achieve multi-objective optimization, the final 

value of A4C2 can be determined by Taguchi algorithm. 

Since the choice of B or D has a greater impact on the 

bearing capacity F and the stiffness K. The specific values 

of B and D are verified and analyzed by the following 

optimization methods. 

 

E. Optimization of magnetic ring height h and 

magnetic ring gap g2 

The second order model of the response output and 

the variable response factor were proposed by selecting 

the experimental design scheme which using Graphical 

method and analysis method to find out the optimization  

setting of independent variables. This method is a 

traditional statistical method to solve multivariate 

problems. An appropriate mathematical model is firstly 

established by experimental data, the function between 

objective function and variable is usually established by 

using second order function: 

 2 2

0 1 1 2 2 11 1 22 2 12 1 2 .y x x x x x x              (13) 

Where y is the response function of magnetic 

bearing capacity F or stiffness K, β is the undetermined 

coefficient, ε is fitting error, x1 and x2 are the height of 

magnetic ring B(h), the upper and lower magnetic loop 

D (g2), respectively. 

The size of the magnetic ring height B(h) affects  

the magnetic flux density of the magnetic ring. In the 

unsaturated zone, the magnetic density increases as the 

material increases. The size of the air gap D(g2) affects 

the magnetic flux density and magnetic flux leakage. In 

a suitable air gap, the magnetic density increases as  

the air gap decreases. Outside the reasonable range, the 

magnetic flux leakage increases and the magnetic flux 

density decreases as the air gap increases [26]. The 

magnetic density and air gap area plays a decisive role in 

the bearing capacity of the passive suspension bearing, 

so the optimal solution can be obtained through scientific 

and rigorous optimization. From the above optimization 

analysis, it can be seen that when B belongs to B1 - B3 

and D belongs to D1 - D3 can achieve the optimal target, 

the range of independent variables are: 

11mm ＜ B(l) ＜ 12mm, 

0.8mm ＜ D(g2) ＜ 1.4mm. 

By using the central group design method, the 

values of independent variables are encoded separately. 

The center point is set to ensure the uniform accuracy of 

the predicted values of the entire experimental area. The 

experimental scheme and results are obtained as follows 

in Table 6. 

 

Table 6: Design and results of experimental 

N 
Variables Encod 

F/N K/(N/mm) 
B(h) D(g2) X1 X2 

1 12.0 1.1 1 0 443.5 443.5 

2 12.0 0.8 1 -1 429.1 613.1 

3 11.0 0.8 -1 -1 410.7 586.7 

4 11.0 1.4 -1 1 436.2 335.5 

5 11.5 0.8 0 -1 420.0 600.0 

6 11.5 1.1 0 0 434.0 434.0 

7 12.0 1.4 1 1 454.8 349.8 

8 11.5 1.4 0 1 445.1 342.4 

9 11.0 1.1 -1 0 425.0 425.0 

 

The 9 groups of orthogonal experimental results are 

obtained through the analysis of the finite element. The 

mathematical model of stiffness K and capacity F are 

estimated by the least square method as follows: 

ACES JOURNAL, Vol. 33, No. 7, July 2018785



 
1 1 2

2 2

1 2 1 2

 263.958-0.186197 75.1742 +0.797271

-16.65

 

19  0.336581 ,

y x x

x x x x

 


 (14) 

  
2 1 2

2 2

1 2 1 2

 1010.59  26.7892 -1105.58 +0.6500724

412.227 -20.01

 

6  9 .

y x x

x x x x

 


 (15) 

Figure 6 is a curved surface map and a contour map 

that responds to the target and variable factor which can 

solve the best combination of factors. The slope size  

of response surface reflects the significant influence of 

interaction between two variables on the response value. 

The steeper the slope is, the more significant the 

interaction effects on the response value. On the contrary, 

it is not significant.  

Figure 6 (a) is surface diagram formed by the force, 

magnetization height and air gap; 6 (b) is the contour 

map of the force, magnetization height and air gap. In 

Fig. 6 (b), the deepest part of the color indicates that the 

force is greater than 450N when H is between 11.75 and 

12mm and the g2 is between 12.5 and 1.4mm can reach 

the maximum capacity. Figure 6 (c) is surface diagram 

formed by the stiffness, magnetization height and air 

gap; 6 (d) is the contour map of the stiffness, 

magnetization height and air gap when the thickness 

belongs to 11.45-12mm and the gap belongs to 0.8-

0.83mm, stiffness can reach the maximum. Through the 

analysis of Minitab, the overall solution of the response 

optimization is (x1, x2) = (12, 0.94). 
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(b) The contour map of the force, height and air gap 
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(c) Surface diagram formed by the stiffness, height and 

air gap 
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(d) The contour map of the force, height and air gap 

 

Fig. 6. The surface and contour map of height and air gap 

and force and stiffness. 
 

V. COMPARATIVE ANALYSIS 
The parameters that affect the size of the magnet  

ring are optimized by two optimization methods. The 

geometric parameters are finally determined as follows: 

the thickness of the magnet ring A(l) is 12mm, the height 

of the magnet ring B(h) is 12mm, and the air gap  

C(g1) is 0.5mm and D(g2) is 0.93mm. The suspension 

characteristics before and after optimization are shown 

in Fig. 7. The direction of gravity acceleration is positive, 

and the displacement reference direction is set to negative 

direction when the inner magnetic ring is shifted upwards. 
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 (c) Comparison of bearing stiffness 

 

Fig. 7. Comparison of suspension characteristics. 

 

According to the comparison and analysis of Fig. 7, 

the bearing capacity of the optimized passive bearing 

increased by 33.6% and the stiffness increased by 33.7%. 

Due to the need to provide a total of 280N for the gravity 

of the wind turbine system and its components and the 

repulsion of the upper magnetic ring, the optimization 

result meets the design requirements with a margin of 1.3 

times. 

 

VI. DYNAMIC CHARACTERISTICS 
The dynamic characteristics of the bearing are 

derived from its equation of motion. Assuming that the 

bearing is balanced at z0 and an interference is generated 

from the outside to cause a bearing disturbance z1(t). The 

equation of the bearing motion is: 

 1 0( ) ( ) z .z t z t   (16) 

The bearing suspension force is Fl and the bearing 

weight is mg. The motion equation of the bearing can be 

obtained in the vertical direction with interference: 

 
2

1 1

12
(z) mg.

d z dz
m c kz F

dtdt
     (17) 

Where m is the bearing mass, c is the damping 

coefficient, and k is the stiffness factor. The maximum 

value of the damping condition is explained. The 

maximum amplitude of the damping is 0.1mm, and the 

amplitude gradually decreases due to the stability of the 

magnetic field. The initial values are: z1(0)=h, z1'(0)=0. 

h is the maximum displacement of the bearing from the 

equilibrium point, and the speed is 0 at this time. The 

equation can be reduced to a differential equation group: 
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 (18) 

The system can operate efficiently and make full  

use of wind energy with its self-stability. The passive  

T-shaped magnetic ring group has no power electronic 

control device and the immunity to external disturbances 

is worth studying. The self-stability of the disturbance 

was investigated when the system was operated at 3 DOF 

which refer to the left and right directions in the X axis 

direction, the up and down directions in the Y axis 

direction, and the Z axis rotation.  

When the inner magnetic ring is disturbed by the Z 

axis, it will offset the equilibrium position and generate 

an amplitude in the axial direction. The reduction of  

the air gap between the inner magnetic ring and the lower 

magnetic ring will cause the lower magnetic ring to 

generate a repulsive force to reduce the amplitude of  

the inner magnetic ring and return to a stable position 

gradually. The curve of speed change is shown in Fig. 8. 
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Fig. 8. Curve of speed (m/s). 

 

VII. CONCLUSION 
This paper presents a T-shaped group of PMB with 

three magnetic rings bearing for vertical axis wind power 

generation system. The structure has high suspension 

characteristics through the increase of magnetic flux 

density and section area and optimization of geometrical 

parameters. Research shows: 

(1) The bearing capacity and stiffness of T-shaped 

group of PMB with three rings are 2.5 times of the 

double ring magnetic ring with better suspension 

characteristics, which is more suitable for adopting in the 

small wind turbine generator system. 
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(2) The geometric parameters of the magnetic ring 

have great influence on the suspension characteristics of 

the magnetic ring group. The thickness of the magnetic 

ring l has the greatest influence on the bearing capacity. 

The air gap g2 between the upper and lower magnetic 

rings has the greatest influence on the stiffness. The 

capacity of T type magnetic ring group is increased by 

33.6% and the stiffness is increased by 33.7% after 

optimized through methods of Taguchi, response surface 

with mathematical model, which meets the requirements 

of suspension characteristics. 

(3) The T-shaped group of PMB with three magnetic 

rings provides enough axial repulsive force for the system 

with its novel structure and reasonable magnetization 

direction to balance the gravity and enough centripetal 

force of the system, so as to stabilize the system's 

disturbance in the radial direction. The upper T-shaped 

magnetic ring group is used as a spare magnetic ring 

group which ensures the stability of the system. When 

the bearing is disturbed in the three degree of freedom 

operation, the stable running state of the bearing can still 

be maintained due to its self-stabilizing system. 
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Abstract ─ This paper investigates the performance of  

an advanced imaging procedure for ground penetrating 

radar (GPR) operating in contactless configuration,  

i.e., when data are collected at variable distances from 

the air-soil interface. A data processing procedure is 

presented, based on an advanced implementation of  

a microwave tomographic approach. This improved 

version, recently proposed by the authors, is able of 

accounting for the near-field distribution generated by a 

directional transmitting antenna. The effectiveness of the 

procedure is shown by processing numerical data, which 

are obtained by suitably implementing a realistic system 

on a full-wave commercial simulator. Metallic canonical 

objects are considered to compare the reconstruction 

capabilities of the proposed algorithm with respect to 

more conventional procedures, as well as to assess the 

role of the antenna distance from the air-soil interface.  
 

Index Terms ─ Contactless configuration, GPR, inverse 

scattering, microwave imaging. 

 

I. INTRODUCTION 
Detection and reconstruction of shallow-buried 

targets by means of Ground Penetrating Radar (GPR) 

systems are highly desirable for several applications, 

such as demining and planetary exploration as well as for 

a wide class of non-destructing analyses [1], [2]. Several 

algorithms have been developed in the last two decades 

for an effective representation of the raw data collected 

by means of GPR systems [2]. As concerns the linear 

microwave tomography (MT), a number of approaches 

have been proposed [1], which have shown to be capable 

of providing effective 2-D and 3-D reconstructions  

(see, e.g., [3], [4], and references therein) in many real 

situations (e.g., archeology and structural diagnosis) and 

in different measurement configurations [1], [5]. Several 

nonlinear algorithms have also been designed [2], based 

on conventional regularization procedures as well as on 

adhoc strategies able to deal with the occurrence of local  

minima (i.e., false solutions), in the inversion process [6]. 

In standard implementations of the inversion and post-

processing procedures, the source activating the scattering 

phenomenon is usually modeled as a filamentary electric 

current, or as an impinging plane wave, assuming, in this 

last case, the transmitter located in the far field with 

respect to the investigated region. In this context, several 

efforts have already been focused on the possibility of 

taking into account the pattern of the antenna that 

illuminates the considered object. A first insight into the 

role played by the antenna pattern for linear MT inversion 

algorithm has been provided in [7], whereas in [8] an 

extension of a migration algorithm, capable to account 

for the radiation pattern of an ideal antenna for multi-

component GPR data, has been designed. A diffraction 

tomography algorithm accounting for the incident near-

field distribution has also been proposed in [9]. For some 

applications, such as road prospecting [1] or planetary 

exploration [10], [11], the capability of collecting and 

elaborating data in contactless configuration, i.e., when 

the system is located at a distance from the air-soil 

interface at least comparable with the operating 

wavelengths, is highly desirable. In this frame, the 

theoretical solutions, which account for the presence of 

the interface, are based on a spectral decomposition of 

the Green’s function of the problem (see, e.g., [4], [5]).  

We investigate here the performance achievable by 

a linear MT approach, when the radiative features of a 

directional wide-band antenna, working in contactless 

configuration, are modeled in an advanced algorithm.  

As a reference case, we focus our analysis on a 

directional system as that proposed for the WISDOM 

rover, in the framework of the ExoMars planetary mission 

[10], which requires a compact wide-band radiator to focus 

electromagnetic signals in the ground. A wide-band (0.5

3 GHz) printed Vivaldi antenna operating at a certain 

distance from the air-soil interface is thus considered as 

an effective and reliable solution for both Tx and Rx system 

[10]. We exploit here an efficient and reliable customized 
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numerical implementation based on CST Microwave 

Studio, widely tested by the authors to simulate actual 

GPR scenarios involving also commercial systems [11]. 

In this framework, the authors have already evaluated 

the radiative features of the Vivaldi antenna working in 

ground-coupled configurations [12], and including the near-

field distribution of the antenna in the inversion algorithm. 

To this aim, various comparisons for the reconstructions, 

generated by modeling the scattering phenomenon as 

occurring in a homogeneous medium, were performed.  

In the following, we propose a more general 

implementation of our advanced procedure, which 

removes the assumption of homogeneous medium and 

allows us to account for the presence of the air-soil 

discontinuity, positioning the antenna not in contact with 

the interface. In particular, we discuss the effects on the 

reconstruction results by considering different targets 

having canonical shape, with the directional antenna 

placed at variable distances from the interface. A 

frequency range from 0.5 to 3 GHz is considered. 
 

II. IMAGING ALGORITHMS 
We assume in our analysis a two half-space model 

with a GPR working in monostatic configuration placed 

at a distance Dg from the interface between air and a 

nonmagnetic and lossless dielectric medium (see Fig. 1), 

having permittivity εr = 3.2, which effectively models  

a Martian-like sandy subsoil (see [11] and references 

therein). Similar values of the permittivity can also 

represent realistic wet soils having moisture content of 

about 5-10%. We consider here the direct solution of  

the scattering problem on a 2-D transverse plane (i.e., the 

xy plane in Fig. 1, half-cutting the buried object). Since 

the numerical scattering data are obtained by means of a  

3D implementation and solution of the GPR scenario, to 

reduce the problem to a 2D scalar implementation, but 

preserving the directional features of the illumination, 

we consider the dominant component (i.e., the x-directed, 

for this case) of the field radiated by the Vivaldi antenna 

on the reference vertical plane. This allows for neglecting 

the dyadic nature of the wave/material interactions, and 

to deal with a simplified 2D scalar case. 

The imaging procedure is formulated as a linear 

inverse scattering problem in the frequency domain [1] 

and the physical-optics (PO) approximation is adopted 

[13]. Accordingly, at each angular frequency ω and  

for each position of the antenna along the scanline, the 

scattered field at the receiver can be modeled as follows: 
 

0( , ) ( ; '; ) ( ; '; ) 's R R P TOE x j G x J x d   


   r r , (1) 

where 𝐸𝑠(𝑥𝑅 , 𝜔) denotes the complex scattered electric 

field for 𝑓 = 𝜔/(2𝜋), probed at 𝑥𝑅 (equal here to the source 

position 𝑥𝑇); 𝑘𝑏 is the wavenumber in the background 

lower half-space, G is the scalar Green’s function of the 

problem, Γ is the contour of the scattering object (unknown 

of the problem). JPO is the physical-optics surface current 

density flowing on the metallic contour of the object, 

related to the incident magnetic field in the lower half-

space (in absence of scatterers) [2]. To account for the 

presence of the air-soil interface, we exploit the following 

spectral representation of the Green’s function [1]: 
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2. 

To recover the unknown object contour, we follow 

the procedure outlined in [14]: thus (1) is discretized, 

inverted, and regularized through the truncated singular 

value decomposition (TSVD) approach [1], [7]. 
 

 
 

Fig. 1. 3D GPR reference scenario: a canonical object 

having dimension comparable with respect to the 

probing wavelengths is buried in the shallow region 

made by a dielectric half-space. The GPR is placed at a 

distance Dg from the air-soil interface. 
 

In standard implementations, the evaluation of      

the scattered field is carried out by inserting (2) in (1). 

The impinging field on the object (that give rises to the 

currents JPO) is assumed as that generated by a line 

source; due to reciprocity, the incident field is expressed 

by means of a spectral representation similar to (2).    

This can be accomplished by exploiting a simple point-

matching procedure representing each pixel by means of 

a proper set of basis functions [3], [5]. 

To account for the actual near-field distribution 

radiated by the antenna we have generalized the advanced 

procedure outlined in [12]: the field radiated by a Vivaldi 

antenna and simulated with CST, as well as the Green’s 

function of the problem, are exported and suitably inserted 

in (1), by considering both amplitude and phase of each 

sample in the frequency band of interest. Once that a linear 

discrete operator is obtained, the TSVD regularization 

scheme is adopted [1], [2] to retrieve the unknown Γ.  

We mention that the proposed advanced procedure 

allows for sensibly mitigating the computational burden 

requested to deal with the frequency-domain spectral 

representation in (2). In fact, the wideband nature of     

the problem is alternatively faced here exploiting a   

time-domain solution of both incident field and Green’s 

function of the problem. Thus, the FFT is applied to the 

impinging and scattered signals to generate the linear 

operator to be regularized and inverted.  
 

III. RESULTS AND DISCUSSION 
To assess and compare the capability of the  
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proposed advanced algorithm, which accounts for the 

actual field radiated by the antenna, we compare the 

imaging results with those provided by the MT approach 

as implemented in the standard way, i.e., by modeling 

the incident field as radiated by a filamentary current 

through the spectral representation of (2).  
 

A. Canonical shapes for a fixed antenna height 

The distance between the antenna and the interface 

has been fixed to Dg = 20 cm. The reconstruction 

capabilities of the algorithms are tested on four different 

metallic canonical configurations: i) a cube whose flat 

face is normal to the direction of illumination; ii) the 

inscribed sphere (diameter as the cube side); iii) a 

square-base pyramid; and iv) a cube rotated of 45°.  
 

      
   (a) (b) 

      
   (c) (d) 
 

Fig. 2. Tomographic reconstructions of targets buried at 

a distance d = 15 cm from the air-sand interface, with the 

GPR antenna raised at Dg = 20 cm (cf. Fig. 1). (a) Metallic 

cube (side 13 cm) imaged with a standard implementation 

of the algorithm; (b) as in (a), with our advanced 

implementation, accounting for the actual near-field 

radiated by a Vivaldi antenna; (c) metallic sphere (diameter 

13 cm) with the standard implementation; (d) as in (c), 

with our advanced implementation. T = −25 dB and the 

black-line profiles represent the zx section of the scatterers. 
 

In Figs. 2 (a) and (b), the reconstruction obtained for 

the metallic cube (see caption for details) is reported for 

both the implementations. One can clearly recognize the 

signature relevant to the target. The upper side of the 

cube is better resolved by the advanced implementation, 

which provides also an improved focusing of the 

illuminated side of the object. The same observations 

apply to the profile presented in Figs. 2 (c) and (d), 

regarding the reconstruction of the metallic spherical 

object. However, the reconstruction improvements 

achievable in such contactless geometries are less 

evident with respect to the ground-coupled configuration 

(see also [12]). This is mainly due to the reduced 

synthetic aperture provided by the systems when Dg ≠ 0. 

We mention that the advanced reconstruction shows 

enhanced resolution but appears a bit more noisy around 

the central spot. This is due to the behavior of the 

singular values (similar to the one reported in [12]), 

which, for a fixed T, forces the advanced approach to 

deal with smaller, hence possibly noisier, values. 

We note that, as also discussed in [12], the 

improvement in focusing the top side of the illuminated 

objects are not related to the total number of singular 

values comprised in the inversion scheme, but to the 

more accurate description of the directional features of 

the illuminating field. In fact, due to the smaller synthetic 

aperture provided by the Vivaldi antenna, even a smaller 

number of singular values are accounted for with the 

advanced scheme by thresholding the whole set to  

T = 25 dB with respect to maximum value.  
 

      
   (a)    (b) 

      
   (c)    (d) 
 

Fig. 3. As in Fig. 2, for other target shapes. (a) A metallic 

pyramid (base 13 cm, height 13 cm), buried at d = 15 cm, 

with the standard algorithm; (b) as in (a), with the advanced 

one; (c) a metallic cube (d = 18 cm) as in Figs. 2 (a,b), 

but rotated of 45˚, with the standard implementation; (d) 

as in (c), with the advanced one; T = −25 dB. 
 

In Figs. 3 (a) and (b) the same comparisons are 

presented for a metallic pyramid scatterer. Also in this 

case, the reconstruction capabilities of the advanced 

implementation are manifestly improved, since the two 

main edges giving the main contribution to the scattered 

field at the bottom of the pyramid are better resolved and 

reconstructed. Note that the bottom side of the pyramid 

is not illuminated and cannot give an appreciable 

contribution to the scattered field (the bottom profile in 

Fig. 3 (a) is fictitious and determined by the absence of 

adequate resolution). In addition, the spot visible at the 

bottom of the frame is determined by interference 

between two dominant scattering phenomena. It becomes 

weaker for a pyramid having a larger base. In Figs. 3  

(c) and (d) the enhanced capabilities of the advanced 

procedure in locating and reconstructing the edges of  

the metallic rotated cube are also clearly visible. The 

presence of an elongated edge makes it visible with 

respect to vertex of the pyramid. 
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B. Effect of different antenna heights 

Here we show the reconstructions for different 

values of Dg, in order to assess the informative contents 

provided by both the standard and advanced procedure 

as the antenna/interface distance gradually increases.  
 

         
   (a)   (b)   (c) 

         
   (d)   (e)   (f) 
 

Fig. 4. Reconstructions of a metallic sphere buried at d = 

18 cm from the interface, as in Figs. 2 (a, b), for different 

values of Dg: (a)-(c) advanced implementation for Dg = 

0, 10, 25 cm, respectively; (d)-(f) as in (a)-(c) but with 

standard implementation; T = −25 dB.  
 

In Figs. 4 (a)-(c) and (d)-(f), the reconstructions of a 

metallic sphere are presented for three different values of 

Dg (see captions) by considering both the implementations. 

From the analysis of Fig. 4, in conjunction with the results 

shown in Figs. 2 (a)-(b) and in Figs. 2 (c)-(d), one can clearly 

assess the improved imaging capabilities of the advanced 

algorithm, whose performance slightly degrade as Dg is 

increased. This can be related to the smaller synthetic 

aperture (i.e., the underlying angle-of-view) not compensated 

by an increasing dimension of the measurement line (kept 

constant for all the simulations to 75 cm). 
 

IV. CONCLUSION 
We have specifically discussed the performance of 

a microwave tomographic approach based on the PO 

approximation and accounting for the effective radiation 

behavior of a directional GPR antenna working in 

contactless configuration. The actual spatial distribution 

of the incident field and Green’s functions, for variable 

distances between the antenna and the air/soil interface, 

has suitably been included in the numerical algorithm.  

We have shown that, when a specific directive antenna 

is employed, the proposed advanced implementation  

can be beneficial to the quality of the reconstruction, 

especially for metallic objects with sharp edges. 

The improvements in the spatial reconstructions of 

the targets have resulted to be generally significant. On 

the other hand, we have also shown that, when the 

antenna height from the interface gradually increases, the 

imaging becomes less informative on the target profiles,  

even if correct detection and localization are achieved. 
 

REFERENCES 
[1] R. Persico, Ground Penetrating Radar: Inverse 

Scattering and Data Processing. Wiley, 2014. 

[2] M. Pastorino, Microwave Imaging. Wiley, 2010.  

[3] G. Leone and F. Soldovieri, “Analysis of the distorted 

Born approximation for subsurface reconstruction: 

Truncation and uncertainties effects,” IEEE Trans. 

Geosci. Rem. Sens., vol. 41, no. 1, pp. 66-74, Jan. 2003. 

[4] T. B. Hansen and P. M. Johansen, “Inversion scheme 

for ground penetrating radar that takes into account 

the planar air-soil interface,” IEEE Trans. Geosci. 

Remote Sens., vol. 38, no. 1, pp. 496-506, Jan. 2000. 

[5] R. Persico, “On the role of measurement configura-

tion in contactless GPR data processing by means 

of linear inverse scattering,” IEEE Trans. Antennas 

Propag., vol. 54, no. 7, pp. 2062-2071, July 2006.  

[6] M. Salucci, G. Olivieri, and A. Massa, “GPR pros-

pecting through an inverse-scattering frequency-

hopping multi-focusing approach,” IEEE Trans. 

Geosci. Remote Sens., vol. 53, no. 12, pp. 6573-

6592, Jan. 2015. 

[7] F. Soldovieri, R. Persico, and G. Leone, “Effect of 

source and receiver radiation characteristics in sub-

surface prospecting within the distorted Born approx-

imation,” Radio Sci., vol. 40, pp. 1-13, June 2005. 

[8] R. Streich and J. van der Kruck, “Accurate imaging 

of multicomponent GPR data based on exact 

radiation patterns,” IEEE Trans. Geosci. Remote 

Sens., vol. 45, pp. 93-103, Jan. 2007.  

[9] C. Dourthe, C. Pichot, J. Y. Dauvignac, and J. Cariou, 

“Inversion algorithm and measurement system for 

microwave tomography of buried object,” Radio 

Sci., vol. 35, pp. 1097-1108, Apr. 2000.  

[10] V. Ciarletti, et al., “WISDOM GPR designed for shal-

low and higher solution sounding of the martian sub-

surface,” Proc. IEEE, vol. 99, pp. 825-836, May 2011. 

[11] G. Valerio, et al., “GPR detectability of rocks in a 

Martian-like shallow subsoil: A numerical approach,” 

Planet. Space Sci., vol. 62, pp. 31-44, 2012. 

[12] D. Comite, A. Galli, I. Catapano, and F. Soldovieri, 

“The role of the antenna radiation pattern in the 

performance of a microwave tomographic 

approach for GPR imaging,” IEEE J. Sel. Topics 

Appl. Earth Observ. Remote Sens., vol. 10, no. 10, 

pp. 4337-4347, Oct. 2017. 

[13] R. Pierri, A. Liseno, R. Solimene, and F. Soldovieri, 

“Beyond physical optics SVD shape reconstruction 

of metallic cylinders,” IEEE Trans. Antennas 

Propag., vol. 54, no. 2, pp. 655-665, Feb. 2006.  

[14]  F. Soldovieri, et al., “GPR estimation of the 

geome-trical features of buried metallic targets in 

testing conditions,” Prog. Electromagn. Res. B, 

vol. 49, pp. 339-362, 2013. 

ACES JOURNAL, Vol. 33, No. 7, July 2018793



A High Resolution Algorithm for Null Broadening Beamforming Based on 

Subspace Projection and Virtual Antenna Array 
 

 

Wenxing Li, Hang Yang, and Yunlong Mao 
 

College of Information and Communication Engineering 

Harbin Engineering University, Harbin, 86 150001, People’s Republic of China 

liwenxing@hrbeu.edu.cn, hangyang1364@yahoo.com, mylharbin@outlook.com 

 

 

Abstract ─ In this paper, we proposed a high resolution 

algorithm for null broadening beamforming. The 

algorithm is based on the property of subspace orthogonal 

principle between signal and noise, and on virtual 

antenna array. By utilizing Capon spectrum estimator, 

we construct the correlation matrix to obtain projection 

transformation matrix, the width of null increases when 

original covariance matrix is processed by projection 

transformation matrix. In order to improve the depth  

of null and increase array resolution, virtual antenna 

technique is introduced. Also diagonal loading technique 

is used to form robust beam pattern. With the theoretical 

analysis and computer simulation, it’s demonstrated that 

the superiority of proposed algorithm corresponding 

other null broadening beamforming methods. 

 

Index Terms ─ Array resolution, diagonal loading, null 

broadening beamforming, remove redundancy, subspace 

projection, virtual antenna array. 
 

I. INTRODUCTION 
Adaptive beamforming can suppress the interferences 

and noises by producing null at the direction of 

interferences, so it has been widely used in radar, sonar, 

mobile communications and many other fields [1-3]. One 

of the challenges of designing such a beamformer arises 

when the interference direction may be inaccurately 

known by Direction-of-Arrival (DOA) estimation. It’s 

desired that interferences are suppressed within an 

angular region for enhancing fault tolerance. Thus many 

approaches of null broadening beamforming have been 

proposed [4-8]. 

Mailloux [4] and Zatman [5] have proposed pattern 

troughs techniques, respectively. Two methods are the 

same essentially and are unified by introducing the concept 

of covariance matrix tapers (CMT) [6]. However, the 

depth level of null degrades when a wide trough is 

obtained because of interference power dispersion. Amar 

[7] has proposed a new approach that called linear 

constraint sector suppressed (LCSS), by which the  

depth of null is improved, the performance of LCSS  

is degradation with high SNR, unfortunately. Recently, 

a novel algorithm named projection and diagonal loading 

null broadening beamforming (PDNBB) was proposed 

[8], this method has excellent performance compared 

with previous algorithms, but depth of null is not enough 

in some certain cases and array resolution degrades when 

the null is broadened. In this paper, we construct the 

projection transformation matrix by PDNBB algorithm, 

and a high resolution algorithm for null broadening 

beamforming is proposed, in which covariance matrix  

is processed by projection transformation matrix to 

enhance the orthognality of subspace and real antenna 

array is transformed into virtual antenna array by virtual 

antenna technique [9,10] to improve relative power 

distribution. Virtual antenna technique is an advanced 

array signal processing technique, array resolution could 

be improved by new virtual array elements. Compared 

with other algorithms, deeper null and higher array 

resolution can be got by proposed method when we 

broaden the null, and it’s insensitive to snapshots. 
 

II. THE SIGNAL MODEL 
We consider a uniform linear array (ULA) with N 

omnidirectional antennas with spacing half a wave length 

uniformly. Assume that there are 1M   narrowband 

far-field signals from the directions p , p=0,1,2,…, M, 

where 0  represents the direction of desired signal and 

q  (q=1,2,…, M ) are the direction of interference signal. 

The receive signal at the time index k could be expressed 

as follows: 

 ( ) ( ) ( )k k k X AS N , (1) 

where A denotes array manifold matrix, S(k) is signal 

complex envelop vector, N(k) represents a vector modeled 

as zero-mean white Gaussian noise and complex vector 

 1 2( ) ( ), ( ),..., ( )
T

Nk x k x k x kX is an observation data 

vector at the sample snapshot kth. We assume that desired 

signal, interference signals and noise are statistically 

independent of each other. So output signal of 

beamformer at the receiving terminal can be denoted as: 

 ( ) ( )Hy k k W X , (2) 

where W is a complex weight vector with dimension 
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1N   and ( )H denotes Hermitian transpose. 

According to the criterion of maximizing the  

output signal-to-interference-plus-noise ratio (SINR), 

the minimum variance distortionless response (MVDR) 

beamformer can be formulated as the following linearly 

constrained quadratic optimization problem [11,12]: 

 

0

min            

subject to   ( ) 1

H
i n

H 





 

W
W R W

W a
, (3) 

where 
0( )a  represents steering vector of desired signal 

and i nR  is the interference-plus-noise covariance 

matrix. The solution of optimal weight vector can be 

solved by lagrangian multiplier method and expressed as 

follows: 

 

1
0

1
0 0

( )
=

( ) ( )

i n
OPT H

i n



 







R a
W

a R a
, (4) 

In practice, we can’t obtain the covariance matrix

i nR  because of the existence of desired signal in the 

receive signal, so interference-plus-noise matrix is 

commonly replaced by the sample covariance matrix 

(SCM) with K snapshots, SCM can be described as: 

 
1

1
= ( ) ( )

K

K
H

i

i i




R X X , (5) 

 

III. THE PDNBB APPROACH [8] 
We construct correlation matrix R  for the steering 

vector as follows: 

 ( ) ( )H d



   R a a , (6) 

where   is the angular sector that interference signals 

may appear. Because there is a high computational 

complexity in integral operation, we replace the integral 

with summation operation by selecting a series of discrete 

points within the desired null angular sector. Then R  

is decomposed with eigenvalue i  and eigenvector 
iv  as: 

 1 2i=1
=    

N H
i i i N       R v v , (7) 

We assume there are Q lager eigenvalues which 

occupy the most energy of receiving signal and they are 

satisfied with inequality as follows: 

 
  1

1

  

N

ii Q

N

ii






 







, (8) 

where parameter   decides the depth of null. So 

projection transformation matrix can be obtained by T: 

 1 2 = span( , , , )Q  T v v v , (9) 

where ( )span   represents the generative vector space of 

selected based vector. 

The original covariance matrix is replaced as 

follows: 

  = +H 


R TRT Ι , (10) 

where   is the diagonal loading factor and it can be 

selected in the range of 
-6 -410 10   by practical 

experience, and I is identity matrix.  

 

IV. THE PROPOSED METHOD 

A. The proposed method 

In this paper, the PDNBB algorithm is taken to 

obtain new covariance matrix which strengths the 

orthogonality between signal subspace and noise 

subspace, but array resolution degrades when wider null 

is obtained. In order to get deeper null in some certain 

circumstances, we introduce the concept of Kronecker 

product [13], by which real array is transformed into 

virtual array and the number of antenna array increases, 

therefore, both covariance matrix and steering vectors 

are transformed as follows: 

 =




R R R , (11) 

 ( ) ( ) ( )  


 a a a , (12) 

where   operator denotes Kronecker product and ( )  

is conjugate operator. 
 

B. Theoretical analysis 

According to subspace decomposition theory, we 

write covariance matrix obtained by PDNBB algorithm 

as follows: 

    

 = 

    =   

    = +

H H

Hs
s n s n

n

H H
s s s n n n



 
 
 

 

R TU U T

Σ
T U U U U

Σ

A A B B

, (13) 

where sU  represents signal subspace and it can be written 

as 1 2 1 = [ , ,..., ]s MU v v v , nU  represents noise subspace 

and it can be written as 2 3=[ , ,..., ]n M M N U v v v , sΣ  and 

nΣ  are diagonal matrixes which could be expressed as 

1 2 1 = diag( , ,..., )s M   Σ  and 2 3 = diag( , ,..., )n M M N   Σ  

corresponding eigenvalues of signal and noise subspace, 

respectively. In addition, let ,  s s n n A TU B TU , the 

latter tends to zero, ideally. Then covariance matrix of 

proposed method is expressed as: 

 
 = ( ) ( )

  ( )

H H
s s s s s s

H
s s






  

  

R A A A A

V V
, (14) 

where let s s
 V A A . 

It can be seen from (14) that only signal subspace is 

retained, ideally. It is noteworthy that there are redundant 

items in covariance matrix and steering vector processed 

by Kronecker product, so it needs to be handled to remove 
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redundancy. The power of desired signal and interference 

components are enhanced furtherly so that the deeper 

null can be presented. 
 

C. The method of removing redundancy 

The dimension of covariance matrix increases after 

virtual transformation, which means there are more array 

antenna elements so that higher array resolution could be 

obtained, but many redundant items exist in covariance 

matrix processed by Kronecker product. According to the 

correspondence between steering vector and covariance 

matrix as follows: 

 

2 dsin 2 ( -1)dsin

( )  [1, , , ]

j j N

Te e

   

 

 

 a , (15) 

 

2

2 dsin 2 2dsin 2 d( -1)sin
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- 2 ( -1)dsin
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j j j N

j j N
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e e e

e e

e

     

  

   

 

 



  






 

 

    

  

a a a

 (16) 

 =




R R R , (17) 

where d represents the spacing between elements and  

  is signal incident direction. We can remove the 

redundant items from the covariance matrix and steering 

vector processed by Kronecker product. Figure 1 denotes 

covariance matrix after removing the redundancy. 
 

N N+1 2N+1 3N+1 N（N-2）+1 N（N-1）+1

 
 

Fig. 1. Covariance matrix after removing the redundancy. 
 

In the Fig. 1, large square box represents a matrix 

with dimension 2 2N N , small square box denotes a 

matrix which dimension is N N , the rectangle boxes 

denote vector with dimension 1N  , and circles are 

elements extracted from original covariance matrix.  

The original covariance matrix with dimension 2 2N N  

becomes a new covariance matrix with dimension 

(2 1) (2 1)N N    after using the method of removing 

redundancy. 

In the proposed method, the main computational 

complexity lies in construction of R  and matrix 

inversion operation, the former is 
2( )O PSN  where P 

denotes the number of null broadening and S is the 

number of samples taken in the summation with S N , 

the latter is 
3((2 1) )O N  , so the overall computational 

complexity is 
2 3(max( ,(2 1) ))O PSN N  . The PDNBB 

and LCSS have same computational complexity with
2 3( , )O PSN N . CMT has a lower complexity of 

3( )O N . 

Although the proposed method has higher complexity 

than other algorithms, deeper null and higher array 

resolution can be got in practical application. 
 

D. The summary of proposed method 

The proposed algorithm can be implemented by 

several steps and summarized as follows: 

Step 1) Construct steering vector correlation matrix 

R  as Equation (6); 

Step 2) Eigen decomposition of R  as Equation (7); 

Step 3) Construct projection transformation matrix T as 

Equation (8); 

Step 4) Projection and diagonal loading as Equation (10); 

Step 5) Kronecker product transforms as Equation (11) 

and Equation (12); 

Step 6) Removing the redundant items as Fig. 1; 

Step 7) Calculate optimal weight value as Equation (4). 
 

V. SIMULATION RESULTS 
We consider a uniform linear array (ULA) with 10 

omnidirectional antennas spaced half a wave length 

uniformly. The direction-of-arrival of desired signal is 

0 . The DOAs of the two interferences are - 40  and 

50 , respectively. The interference to noise ratio (INR) 

is 30 dB, SNR is 0 dB unless it’s specified. The number 

of snapshot is 200. The width of null is 10 , so projection 

angular sector selects as [ 45 , 35 ]   and [45 ,55 ] . The 

parameter   decides the depth level of null, we select   

as -66 10 or -106 10 . The beam patterns of proposed 

method and other algorithms are compared in Fig. 2. 

From the Fig. 2 (a) and Fig. 2 (b), it can be seen that 

there are deeper null and higher array resolution when 

null is broadened in proposed algorithm. In addition, 

there are different depth of null when parameter 

selected different values, the reason is that orthogonality 

between signal subspace and noise subspace increases 

when we select smaller  . Figure 3 (a) demonstrates the 

output SINR performance versus SNR where the number 

of antenna array is 19, except from proposed method, it’s 

consistent with what have been said before, the reason is 

that the proposed method has changed the number of 

array elements from N to 2N-1 after Kronecker product 

transformation, where N takes 10. Figure 3 (b) shows 

beam patterns of proposed method when the number of 

snapshot takes different values, and K=20, K=200 and 

K=500 are used in the simulations. For each scenario, 
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there are Monte-Carlo simulations performed with the 

number of 200 and diagonal loading factor   is -410 . 

We can see that the proposed method have deeper null, 

high resolution and good robustness which verifies the 

feasibility of the algorithm. 
 

     
 (a)    (b) 
 

Fig. 2. (a) Normalized beampatterns of different 

algorithms when parameter   is equal to -66 10 , and (b) 

normalized beampatterns of different algorithms when 

parameter   is equal to -106 10 . 
 

     
        (a)      (b) 
 

Fig. 3. (a) Output SINR versus the input SNR when 

parameter   is equal to -106 10 , and (b) beam patterns 

of the proposed method when the number of snapshot 

takes different values and   is equal to -66 10 . 
 

VI. CONCLUSION 
A high resolution algorithm for null broadening 

beamforming based on subspace projection and virtual 

antenna array is presented in this paper. The proposed 

method expands the direction of interference incidence 

through the projection transformation technique, deepens 

the depth of null, and improves the orthogonality 

between signal subspace and the noise subspace. At  

the same time, through the virtual antenna technology, 

the proposed method furtherly deepens the depth of null 

while achieving higher array resolution. Theoretical 

analysis and simulation results show that the proposed 

method has a good performance on null broadening, 

array resolution and robustness, it can still work steadily 

with a small number of snapshots, which enhances its 

practicality and saves the hardware storage resources. 
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Abstract ─ Flexible wireless systems are rapidly 

evolving in a wide spectrum of applications such as 

medical, entertainment and sport facilities. The aim  

of this paper is to investigate whether the ultra-thin 

substrates along with their permittivity are essential for 

the initial design stage of a flexible antenna, which is a 

key element of any wireless system, or it is merely a 

supporting structure. Three state-of-the-art simulation 

tools are used to evaluate the scattering parameter, S11 

which are then compared against precise measurements 

conducted inside an anechoic chamber. These methods 

are the Finite Integration Technique (FIT) based Time 

Domain Solver (TDS) and the Finite-Element Method 

(FEM) based Frequency Domain Solver (FDS) of CST 

Microwave Technology and the (FEM) based HFSS  

of ANSYS. This paper attempts to provide an answer  

as to whether the substrate and other geometrically  

small features such as the feeding structure should be 

sufficiently discretized or else conventional default 

adaptive meshing should be enough. Three different 

flexible antennas with two fabrication techniques and 

feed lines have been used in the simulations and 

measurements. 

 

Index Terms ─ CST, flexible antenna, HFSS, substrate, 

ultra-thin. 

 

I. INTRODUCTION 
The past decade has witnessed an ever-growing 

demand for flexible wireless devices in medical, 

entertainment, military, sport and personal 

communications. Furthermore, the electronics market  

is moving towards flexible displays due to their low 

profile, low cost, portability and light weight [1-3]. 

However, literature lacks research on the role of the 

substrate during the initial design stage, commonly 

conducted by simulations and the associated challenges 

faced since commercially available flexible substrate 

exist in heights ranging from 25 μm up to 130 μm, to 

mention a few.   

This paper mainly focuses on the role of the 

substrate on the operating frequency bands of flexible 

antennas, expressed in terms of the frequency spectrum 

of S11, with ultra-thin substrates. Three antennas are 

designed, fabricated and tested to bench mark the three 

simulation approaches used in this paper. It should be 

noted that the existing literature does not address this 

important issue in spite of the obvious discrepancies we 

observed between measured and simulated spectrum of 

S11 [1-8], to mention a few. Indeed, a close scrutiny of 

prestigious journals and flagship conferences revealed 

obvious discrepancies between measured and simulated 

values of S11 for antennas of widely different geometries, 

fed by different techniques. This motivated us to further 

investigate this important design issue and to aid 

researchers in the field of flexible antenna design.  

It should be emphasized that the dispersion caused  

by the variation of the real and imaginary parts of  

the permittivity of the substrate must have not been 

considered in the simulations reported in this paper  

due to the unavailability of the pertinent data from the 

manufacturer. However, it is expected that the effects of 

such dispersion as well as numerical dispersion caused 

by the finite-size of the mesh would not significantly 

alter the observation and conclusions reported in this 

paper. 
 

II. THE FABRICATED PROTOTYPES 
A printed trapezoidal monopole antenna has been 

chosen due to its wide bandwidth and geometrical 

symmetry which allows simulating only half the 

geometry. Photolithography microfabrication technique 

is used to fabricate this antenna.  

The antenna geometry and prototype are shown in 

Fig. 1. The antenna consists of two parts: the radiating 

patch which is trapezoidal in shape and the coplanar 

feeding line. Copper is used for the conducting parts. The 

substrate is Rogers R03035 with a dielectric constant, 

r=3.5, tan=0.05, and thickness of 130 μm. 

The second antenna is geometrically nonsymmetrical. 

It consists of a strip-loaded CPW-fed pentagonal antenna 

[9] prototyped using the 2831 Fujifilm material printer 

with silver nano-particles [10]. The antenna was printed 

on a polyimide substrate, r=4.3 and a thickness of 25 μm. 

The antenna geometry and prototype are shown in Fig. 

2. 

ACES JOURNAL, Vol. 33, No. 7, July 2018

Submitted On: August 17, 2017
Accepted On: March 26, 2018 1054-4887 © ACES 

798



 

  
 
Fig. 1. Geometry and prototype of the trapezoidal flexible 

antenna. 

 

 

 
 
Fig. 2. Geometry and prototype of the strip-loaded CPW-

fed pentagonal antenna. 

The third antenna is a printed monopole fed by  

a microstrip line as shown in Fig. 3. This feeding 

technique has been chosen since the feed line lies 

partially above a grounded substrate which necessitates 

the role of the substrate. The substrate is Roger R03035, 

r=3.5, tan=0.05, and 50 μm thickness. The antenna is 

fabricated using photolithography technique with copper 

as conducting material. A perfect magnetic conductor 

boundary is used similar to the first antenna due to 

geometrical symmetry. 

It should be emphasized that the three antennas 

considered in this paper are not optimized for large 

bandwidth, neither for a designated radiation pattern. 

Simple planar radiating and feeding geometries are 

chosen since our main focus is on the role of the substrate 

thickness. 

 

 

   
 

Fig. 3. Geometry and prototype of the circular monopole 

antenna with radius of 4.13 mm. 

 

III. SIMULATION PROCEDURE 
The first step is to find whether mesh seeding is 

critical in the simulation stage or not. Because of 

substrate and feeding width/gaps, a hexahedral mesh of 

at least four cells are taken along the height, length,  

and width of the substrate to capture the field in the TDS. 

For the FDS and HFSS, however, the tetrahedral mesh 

allows only a local mesh refinement along the substrate 

height of 10µm due to limitations inherent by these two 

solvers. The mesh used to simulate this antenna in the 

time-domain solver of CST Microwave Studio will be 

elaborated in detail. The rest of the simulations are 

conducted using a similar meshing approach. In Fig. 4 

we show the structure of the mesh used. A total of 37, 

104,270 cells are used to provide sufficient representation 

of the geometry given the extremely large aspect ratio 

between the horizontal and vertical extent of the antenna. 

A hexahedral mesh in which Lines per wavelength=40, 
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Lower mesh limit=200, Mesh line ratio limit=200, and a 

PEC refinement factor of 6 has been adopted. 

 

 
 

Fig. 4. Meshing scheme of the substrate and feed gaps of 

the trapezoidal antenna shown in Fig. 1. 

 

The trapezoidal antenna shown in Fig. 1 is considered 

first. Results for S11 versus frequency obtained from 

measurements using the prototype are compared against 

simulated results as seen in Fig. 5. The measured results 

show two bands over which S11 is less than -10 dB. The 

first band extends from 2.93 GHz to 4.87 GHz; the 

second from 5.72 GHz to 6.71 GHz. With the exception 

of the TDS, the rest of the simulations reveal single band 

operation as seen in the figure caption. It is clear that 

TDS correctly predicts the existence of two separate 

bands albeit to the noticeable shift, particularly for the 

first band. Results obtained from the FDS and HFSS 

show a fair agreement with the measured value of the 

lower frequency of the first band, 2.93 GHz. However, 

both were unable to capture the higher end of the band, 

4.87 GHz which the TDS predicted with 8% shift. 

The second issue is whether the substrate is essential 

in the design stage or just acts as a supporting structure. 

As previously mentioned, we should emphasize that 

numerous papers ignore the presence of the substrate 

material in simulation and simply replace it by air or 

follow the default settings of CST and HFSS. If air is 

assigned as the substrate material, results shown in Fig. 

5 obviously show unacceptable results. This observation 

should motivate researchers to consider the substrate 

dielectric constant when evaluating the operating 

frequency range of flexible antennas. 

 
 
Fig. 5. Measured and simulated S11 for the trapezoidal 

antenna: measured bandwidths (2.93 GHz to 4.87 GHz) 

and (5.72 GHz to 6.71 GHz), TDS (4.04 GHz to 5.29 GHz) 

and (5.83 GHz to 7.36 GHz).  

 

The second antenna was tested as well and the 

results are shown in Fig. 6. Results obtained from HFSS 

show better agreement than TDS and FDS for the first 

resonant band (1.36 GHz to 1.59 GHz) but significantly 

differs from the second measured resonant band (3.20 

GHz to 6.04 GHz). However, the TDS and FDS provide 

excellent agreement for the second band. It is again 

noticed that air cannot replace the substrate to predict the 

measured performance. 

 

 
 
Fig. 6. Measured and simulated S11 for the strip-loaded 

CPW-fed pentagonal antenna: measured bandwidths 

(1.36 GHz to 1.59 GHz) and (3.20 GHz to 6.01 GHz), 

HFSS (1.40 GHz to 1.64 GHz), TDS (1.65 GHz to 1.82 

GHz) and (3.25 GHz to 6.70 GHz), FDS (1.67 GHz to 

1.85 GHz) and (3.13 GHz to 6.31 GHz). 
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The results of the third prototype are shown in Fig. 

7. The first measured frequency at which S11 drops below 

-10 dB is at 5.44 GHz. HFSS yields a close value of  

5.73 GHz while the values obtained from TDS and FDS 

are 6.26 GHz and 6.184 GHz, respectively. However,  

all simulations provided bandwidths well above the 

measured value of 8 GHz. Using air as a substrate 

provided erroneous results. It should be noted that the 

SMA for the prototype did not completely align within 

the 0.124 mm wide microstrip feed line. Another 

important issue is there is a common region in the 

substrate that is sandwiched between the partial ground 

and the microstrip line with a length of 8.27 mm may 

pose a challenge in the discretization and numerical 

simulations. This observation led us to conclude that 

microstrip-fed flexible antenna shown in Fig. 3 is more 

challenging to simulate as compared to the CPW-fed 

antennas in Figs. 1 and 2. 

 

 
 

Fig. 7. Measured and simulated S11 for the circular 

monopole antenna: measured bandwidth (5.44 GHz to 

7.96 GHz). 

 

IV. CONCLUSION 
The paper concludes that the substrate should be 

taken into consideration in the initial design of flexible 

antennas, at least for the feeding structure, and it is not 

merely a supporting structure. It was noticed through 

extensive simulations that appropriate manual meshing 

is essential to get the S11 spectrum closer to the measured 

values, and hence to reach the targeted design. Ignoring 

the substrate or replacing it by air provides erroneous 

results. 
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Abstract ─ In the framework of the design of low 

observable aircraft, one of the most difficult problem  

is the numerical modelling of aeronautical air intakes 

with an – usually complex – arbitrary shape. Also the 

presence of radio absorbing material demands for accurate 

methods in evaluating the low level scattering for real 

life problems. This paper addresses the use of a full  

wave approach, based on the Multilevel Fast Multipole 

Approach (MLFMA), for a high fidelity modelling both 

of the whole (real life) aircraft, and of the intake scattering 

contribution, useful in the design and optimization stage 

of the intake itself. 

 

Index Terms ─ Fast methods, Method of Moments 

(MoM), MLFMA, radar signature, scattering. 

 

I. INTRODUCTION 
One of the most demanding problems in 

computational electromagnetics is given by the low 

observable design of a modern aeronautical platform. 

This is due to the different scattering phenomena 

contributing to the global scattered field as well as to the 

electrical size of the platform at the typical impinging 

radar wave frequencies. The stealthness requirement in 

real life industrial problems requires computationally 

efficient and accurate electromagnetic computational 

tools able to assess low Radar Signatures. 

In the nose on aspect angles, the jet intake is one  

of the major hot spots generating high level of radar 

signature for a large set of aspect angles. Particular design 

techniques are used to reduce the intakes’ signature. For 

instance, line-of-sight blockage of the engine and usage 

of radar absorbing material / structure installation [1]. 

These techniques make usually intakes a complex – and 

electrically large – structure to be analyzed. In the design 

phase the capability to assess the scattering contribution 

of the only intake is a key point in order to optimize it  

in terms of shaping, materials, engine fan and air flow 

control structures. Other than the capability to aggregate 

the signature of the intake with the scattering contribution 

of the whole aeronautical platform it is also mandatory 

since the electrical size of the EM problem makes a  

brute force application of a full wave approach strongly 

inefficient.  

Several works have been published for the solution 

of the intake scattering, resorting to asymptotic [2] and 

hybrid numerical techniques [3-5]. In this contribution, 

we address the use of a frequency domain full wave 

(MoM) method for a high fidelity modelling of intakes 

and aircraft structures, with MLFMA to allow the 

analysis of the electrically large problems arising in  

real life cases. The used formulation and the main 

characteristics of the numerical solver are summarized in 

Section II, while Section III describes the evaluation of 

the scattering contribution of intake alone to the overall 

radar signature. Some results are described in Section IV 

and some conclusions are drawn in Section V. 
 

II. HIGH FIDELITY AIRCRAFT 

SCATTERING MODEL 
Real life aircrafts are very complicated structures.  

In order to accurately estimate their electromagnetic 

behavior, it is needed to finely model their geometry  

and structures (high fidelity modelling). This leads to a 

multi-scale object, composed by different materials 

(conducting, dielectric, radio absorbing). The Method  

of Moments is able to give very accurate results on an 

arbitrary geometry at the expenses of a high numerical 

complexity. Acceleration methods, like the MLFMA give 

the possibility to analyze electrically large structures. 

The used electromagnetic solver is a Frequency 

Domain Method of Moments with Galerkin’s discretization 

on a triangular mesh. It implements the Poggio-Miller-

Chang-Harrington-Wu-Tsai (PMCHWT) formulation 

[6], and any combination and arrangement of lossy  

and lossless materials can be considered. In particular, 

such formulation is applied on the dielectric interfaces 

separating homogeneous dielectric materials; while the 

Electric Field Integral Equation (EFIE) and the Combined 

Field Integral Equation (CFIE) are applied on open  
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and closed conducting surfaces, respectively. The 

Multilevel Fast Multipole Approach (MLFMA) [7] is 

used to efficiently solve electrically large models. In 

such a case an iterative solver has to be employed 

(BiCGStab, GMRESR, etc.) and the MoM linear system 

has to be effectively preconditioned. Due to the multi-

scale nature of the model (also determined by meshing 

the surface of dense materials), a MultiResolution (MR) 

preconditioning is adopted [8] to obtain a solver with 

high computational efficiency. By using such solver, it is 

possible to consider real life structures (Fig. 1, Fig. 2). 
 

 
Mesh cells: 50,078,830 triangles (on closed surfaces) 
Unknowns: 78,023,802 (RWG), Boundary condition: CFIE 
Plane Wave from phi=30°/theta=60° 
Hardware: 2*Xeon E5-2660v3 @ 2.6GHz, 512GByte RAM DDR4 
N° threads:  20, N° of iterations: 47 (res. 8.66E-03) 
RAM: 350 GB, Elapsed time: 7h 12min 

 

Fig. 1. Equivalent electric current on a Sukhoi, induced 

by an impinging plane wave @ 10 GHz. 
 

Particular materials can be characterized by means 

of a general anisotropic Impedance Boundary Condition 

(IBC) [9], relating the tangential electric and magnetic 

field through a local Surface Impedance 
S

Z  described 

by a 3 × 3 dyad: 

 �⃗� − (�̂� ∙ �⃗� )�̂� = 𝑍𝑆�̂� × �⃗⃗� → �⃗⃗� = −�̂� × 𝑍𝑆𝐽 , (1) 

where n̂  is the conducting surface normal. Equation  

(1) establishes a relation between the equivalent surface 

magnetic (�⃗⃗� ) and electric (𝐽 ) currents on IBC surfaces 

(1, right). This allows to avoid magnetic unknowns on 

surface of IBC materials, but this has to be included 

carefully in the formulation, due to the fact that it defines 

a discontinuous distribution when RWG are used to 

expand the electric current 𝐽 . 
Even if we can efficiently model whole aircrafts, it 

is important to consider the possibility of modelling the 

contribution of single parts (the intake in our case) for 

design and optimization purposes. A designer can model 

the aircraft platform once – also with techniques other 

than MoM (modelling the structure in Fig. 1 with the 

Iterative Physical Optics [10] we obtain the result shown 

in Fig. 3) – to be combined to the contribution of the 

intake, the last modelled every time a change is made by 

designers. The next section considers the evaluation of 

the intakes contribution. All the results were obtained 

with the numerical code of IDS (IDS Method of Moment 

Multi-Port, IDS IPO), integrated in the Galileo-EME 

framework [11]. 
 

 
Mesh cells: 28,396,720 triangles (on closed surfaces) 
Unknowns: 42,595,080 (RWG), Boundary condition: CFIE+IBC 
PW from phi=0°/theta=90°, V pol. 
Hardware: 2*Xeon E5-2660v3 @ 2.6GHz, 512GByte 
N° threads:  20 
RAM: 247 GB, Elapsed time: 5h 43min Total 
 

Fig. 2. Equivalent electric current (top) and scattered 

field (bottom) for a UCAV, induced by an impinging 

plane wave @ 10 GHz. Pec labels refers to an intake 

without a RAM covering. 
 

 
Unknowns: 14,278,340 
Plane Wave from phi=30°/theta=60° 
Hardware: 2 GPU Kepler 
RAM: 12 GB, Elapsed time: 2h 50min 

 

Fig. 3. Equivalent electric current on a Sukhoi, induced 

by an impinging plane wave @ 10 GHz, evaluated by 

using a fast IPO formulation. 
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III. INTAKE CONTRIBUTION TO RADAR 

SIGNATURE 
In evaluation of the contribution of an air intake to 

the overall scattered field (obtained through a coherent 

sum of the different contributions), we could neglect 

some interactions (with the rest of the structure), and we 

could add other interactions (with the outer surface of the 

intake). We have different possibilities (Fig. 4): 

 To model the intake walls as a thin surface. The 

walls contribute to the scattered field; 

 To model the intake with both sides of the walls. 

Then, discard the scattering contribution of basis 

functions on the exterior side; 

 To insert a dummy interface on the mouth. Then, 

discard the scattering contribution of basis functions 

on the exterior wall side. Only the mouth contributes 

to the scattered field, giving good results in the half 

space the mouth is looking to. 

 To insert a dummy interface on the mouth and don’t 

generate basis functions on the exterior wall side 

(halving the unknowns). Only the mouth contributes 

to the scattered field, giving good results in the half 

space the mouth is looking to. 

The first choice can lead to inaccurate results. The 

other methods give almost the same results, but the last 

choice allows the halving the unknowns on the intake. 

This is the method we have adopted in this paper. In 

every case, the inclusion of a small part of the aircraft 

structure near the mouth (discarded in the evaluation of 

the overall scattered field) helps to increase the accuracy 

of the simulation. 
 

 
 

Fig. 4. Typical Air intake isolated problem. 

 

IV. VALIDATION AND EXAMPLE OF 

APPLICATION 
In this Section we report some validation data 

obtained on the 9 m × 9 m perfectly conducting UCAV 

shown in Fig. 4. The structure (60 λ × 60 λ @ 2 GHz) is 

discretized with 712365 triangles, and the validation is 

carried out in terms of monostatic scattered field on  

the +10 degrees elevation plane. The nose is heading  

180 degrees azimuth. Figure 5 shows the Radar Cross 

Section of the Intake in Fig. 4, modelled with thin walls 

and with the proposed method. The scattered field from 

the walls causes the beat visible at high angles. The 

platform contribution shows that the intake contributes 

significantly on the scattered field. The combination of 

intake and platform scattered field is compared to a 

simulation of the complete UCAV in Fig. 6. To the 

purpose of air intakes design, this result represents a 

good agreement, and by considering a small part of the 

fuselage in solving the intake allows to obtain a more 

accurate result (Fig. 6). 
 

 
 

Fig. 5. VV monostatic scattered field of the intake in Fig. 

4, modelled with thin walls (red) and with the proposed 

method (blue). The platform contribution (green) is also 

shown. 
 

 
 

Fig. 6. VV monostatic scattered field of the UCAV  

in Fig. 4, considering the complete structure (blue), or 

combining separate contribution from the intake and the 

platform (red). Inclusion of a small part of the fuselage 

(inset) in solving the intake allows to obtain a more 

accurate result (green). Similar results are obtained for 

the HH polarization (inset). 
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Figure 7 shows some results on a more realistic case. 

Some details are given in the figure. The beat on the 

scattered field due to the walls is again visible in the 

graphs. 
 

 
 

Fig. 7. Equivalent electric current (top) and monostatic 

Scattered field (bottom) for a 5.17 m × 1.19 m × 1.19 m 

Intake @ 10 GHz (10,824,636 unknowns and CFIE+IBC 

formulation), modelled with thin walls (red) and with the 

proposed method (blue). 
 

V. CONCLUSIONS 
In this paper the modelling of real life, aeronautical 

air intakes with an arbitrary shape is addressed, with 

reference to the modeling of the intake alone and the 

combination of its response with the platform one to 

obtain the scattered field of the complete aircraft. Being 

able to maintain a sufficient accuracy, this allows an 

easier design and optimization of the intakes. Different 

ways to decouple intake and aircraft scattering 

contribution was analysed, and the most efficient method 

is validated on a test case. 
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Abstract ─ In this work a Yee’s mesh based full vectorial 

transverse finite difference frequency (FDFD) modesolver 

has been derived from discretized Maxwell’s equations 

in Matrix form for anisotropic waveguides with arbitrary 

permittivity and permeability tensors. This work 

incorporates arbitrary permittivity and permeability 

simultaneously into matrix equations of Yee’s mesh 

based modesolver, which previous works have not done. 

For benchmarking the Python implementation of these 

matrix equations, cross section of Yittrium Iron Garnate 

(YIG) channel waveguide has been taken as first one of 

the three test structures. Numerical result from this work 

has been compared with that from previous work on YIG 

channel waveguide and is found to be in good agreement. 

Further, for benchmarking the effective index values of 

waveguides having both permittivity and permeability 

anisotropic simultaneously, a finite element based 

commercial software (COMSOL) has been used, the 

values of effective indexes from solver presented in this 

work and commercial software have been compared, and 

are also found to be in good agreement.  

 
Index Terms ─ Anisotropic waveguides, finite difference 

frequency domain, full vectorial, modesolver. 

 

I. INTRODUCTION 

Despite finite difference time domain (FDTD) 

method being the most general purpose and robust 

method for simulation of Nanophotonic and Integrated 

Optic devices, finite difference frequency domain (FDFD) 

method is also very useful in solving some Nanophotonic 

and Integrated Optic problems such as single mode 

verification, coupling length calculations etc. Moreover 

the mode field solutions obtained from a Yee’s mesh 

based FDFD modesolver are more compatible with 

Yee’s mesh based propagation methods for the purpose 

of mode launching. The previous works on transverse 

FDFD modesolvers [1-5] have not incorporated arbitrary 

permittivity and permeability tensors simultaneously 

into their formulation but this work incorporates arbitrary 

permittivity and permeability tensors simultaneously 

into formulation of FDFD based transverse modesolver. 

In order to benchmark accuracy of the solver, 

numerically calculated effective index from the solver 

presented here has been compared with effective index 

given in [4] for Yttrium Iron Garnate (YIG) channel 

waveguide. Moreover effective indexes of waveguides 

having both permeability and permeability anisotropic 

simultaneously have also been calculated and compared 

with values given by finite element based commercial 

software [6].  
 

II. THEORY AND MATRIX 

FORMULATIONS 
While deriving the matrix equations for modesolver 

the convention for naming variables is same as in [5]. 

The Maxwell’s equations are written assuming 𝑒𝑖(𝛽𝑧−𝜔𝑡) 

dependence (where β = 2π
𝑁𝑒𝑓𝑓

𝜆
  and 𝑘0 = 2π/𝜆, with λ 

being free space wavelength) which leads to 
𝜕

𝜕𝑧
= 𝑖𝛽 and 

𝜕

𝜕𝑡
= −𝑖𝜔. 𝑁𝑒𝑓𝑓  contains both real and imaginary part of 

scaled eigen solution (scaled by λ/2π). The real part of 

this solution is denoted by 𝑛𝑒𝑓𝑓 (effective index), also 

electric fields are scaled by the impedance of free space. 

Further all permittivity and permeability values used 

here are relative.  

The Maxwell’s equations with above conditions 

applied are: 

 𝑖𝑘0𝜀𝑥𝑥𝐻𝑥 + 𝑖𝑘0 𝜀𝑥𝑦𝐻𝑦 + 𝑖𝑘0𝜀𝑥𝑧𝐻𝑧 =
𝜕𝐸𝑧

𝜕𝑦
− 𝑖𝛽𝐸𝑦, (1) 

 𝑖𝑘0𝜇𝑦𝑥𝐻𝑥 + 𝑖𝑘0𝜇𝑦𝑦𝐻𝑦 + 𝑖𝑘0𝜇𝑦𝑧𝐻𝑧 = 𝑖𝛽𝐸𝑥 −
𝜕𝐸𝑧

𝜕𝑥
, (2) 

 𝑖𝑘0𝜇𝑧𝑥𝐻𝑥 + 𝑖𝑘0𝜇𝑧𝑦𝐻𝑦 + 𝑖𝑘0𝜇𝑧𝑧𝐻𝑧 =
𝜕𝐸𝑦

𝜕𝑥
−

𝜕𝐸𝑥

𝜕𝑦
, (3) 

 −𝑖𝑘0𝜀𝑥𝑥𝐸𝑥 − 𝑖𝑘0𝜀𝑥𝑦𝐸𝑦 − 𝑖𝑘0𝜀𝑥𝑧𝐸𝑧 =
𝜕𝐻𝑧

𝜕𝑦
− 𝑖𝛽𝐻𝑦 , (4) 

 −𝑖𝑘0𝜀𝑦𝑥𝐸𝑥 − 𝑖𝑘0𝜀𝑦𝑦𝐸𝑦 − 𝑖𝑘0𝜀𝑦𝑧𝐸𝑧 = 𝑖𝛽𝐻𝑥 −
𝜕𝐻𝑧

𝜕𝑥 
, (5) 

 −𝑖𝑘0𝜀𝑧𝑥𝐸𝑥 − 𝑖𝑘0𝜀𝑧𝑦𝐸𝑦 − 𝑖𝑘0𝜀𝑧𝑧𝐸𝑧 =
𝜕𝐻𝑦

𝜕𝑥
−

𝜕𝐻𝑥

𝜕𝑦
, (6) 

Now discretizing the fields in above equations in 

accordance with Yee’s meshing scheme, the fields can 
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be represented as, 𝐸𝑥 → 𝐸𝑥(j+1/2, l), 𝐸𝑦 → 𝐸𝑦(j, l+1/2), 

𝐸𝑧  → 𝐸𝑧(j, l), 𝐻𝑥  → 𝐻𝑥(j, l+1/2), 𝐻𝑦 → 𝐻𝑦(j+/12, l), 

𝐻𝑧 → 𝐻𝑧(j+1/2, l+1/2). Now writing the discretized 

Maxwell’s equations into matrix form (with bold symbols 

representing matrix variables) leads to: 

 𝑖𝑘0 [

𝝁𝒙𝒙 𝝁𝒙𝒚 𝝁𝒙𝒛

𝝁𝒚𝒙 𝝁𝒚𝒚 𝝁𝒚𝒛

𝝁𝒛𝒙 𝝁𝒛𝒚 𝝁𝒛𝒛

] [

𝑯𝒙

𝑯𝒚

𝑯𝒛

] =

  [

𝟎 −𝑖𝛽𝑰    𝑼𝒚

𝑖𝛽𝑰 𝟎 −𝑼𝒙

−𝑼𝒚 𝑼𝒙 𝟎
] [

𝑬𝒙

𝑬𝒚

𝑬𝒛

], (7) 

 −𝑖𝑘0 [

𝜺𝒙𝒙 𝜺𝒙𝒚 𝜺𝒙𝒛

𝜺𝒚𝒙 𝜺𝒚𝒚 𝜺𝒚𝒛

𝜺𝒛𝒙 𝜺𝒛𝒚 𝜺𝒛𝒛

] [

𝑬𝒙

𝑬𝒚

𝑬𝒛

] =

   [

𝟎 −𝑖𝛽𝑰    𝑽𝒚

𝑖𝛽𝑰 𝟎 −𝑽𝒙

−𝑽𝒚 𝑽𝒙 𝟎
] [

𝑯𝒙

𝑯𝒚

𝑯𝒛

], (8) 

In the above matrix Eqs. (7) and (8), 𝜺𝒙𝒙, 𝜺𝒚𝒚, … and 

𝝁𝒙𝒙, 𝝁𝒚𝒚, … are all diagonal square matrices with diagonal 

size equal to the number of field computation points in 

the simulation window. 𝑼𝒙, 𝑼𝒚, 𝑽𝒙 and 𝑽𝒚 are Yee’s 

mesh based differential operators in sparse square matrix 

form, the size of these matrices is equal to square of the 

number of field computation points in the simulation 

window. For this work 𝑼𝒙 and 𝑼𝒚 are given by Eqs. (9) 

and (10) respectively, 𝑽𝒙 and 𝑽𝒚 can be derived from 𝑼𝒙 

and 𝑼𝒚 respectively, by transferring the smaller diagonal 

to lower triangular region while keeping the offset from 

the main diagonal unchanged, followed by change of 

sign in both diagonals. Here the offset in 𝑼𝒙 is one and 

in  𝑼𝒚, it is equal to number of field computation points 

along 𝑥 direction. The above matrices have also been 

described in [6]: 

 𝑼𝒙 =
1

∆𝑥

























1

11

, (9) 

 𝑼𝒚 =
1

∆𝑦

























1

11

, (10) 

𝑬𝒙, 𝑬𝒚, 𝑬𝒛 and  𝑯𝒙, 𝑯𝒚, 𝑯𝒛 are field matrices which 

contain the mode field values and their size is equal to 

the number of field computation points in the simulation 

window. It is worth mentioning here that the number of 

field computation points will be dictated by discretizations 

∆𝑥 and ∆𝑦 in 𝑥 and 𝑦 directions respectively. Further  

the field matrices have been stored in row-major order. 

After careful algebraic manipulations (substitutions & 

eliminations) on matrix Eqs. (7) and (8), they get reduced 

to Eigen equation given by Eq. (11). It is worth 

mentioning here that Eqs:  

 𝛽

[
 
 
 
𝑬𝒙

𝑬𝒚

𝑯𝒙

𝑯𝒚]
 
 
 

= [

𝑭𝟏𝟏 𝑭𝟏𝟐 𝑭𝟏𝟑

𝑭𝟐𝟏 𝑭𝟐𝟐 𝑭𝟐𝟑

𝑭𝟑𝟏

𝑭𝟒𝟏

𝑭𝟑𝟐

𝑭𝟒𝟐

𝑭𝟑𝟑

𝑭𝟒𝟑

    

𝑭𝟏𝟒

𝑭𝟐𝟒

𝑭𝟑𝟒

𝑭𝟒𝟒

]

[
 
 
 
𝑬𝒙

𝑬𝒚

𝑯𝒙

𝑯𝒚]
 
 
 

, (11) 

where 
 𝑭𝟏𝟏 = 𝑖𝝁𝒚𝒛(𝝁𝒛𝒛)

−1𝑼𝒚 + 𝑖𝑼𝒙 (𝜺𝒛𝒛)
−1𝜺𝒛𝒙, (12) 

 𝑭𝟏𝟐 = −𝑖𝝁𝒚𝒛(𝝁𝒛𝒛)
−1𝑼𝒙 + 𝑖𝑼𝒙 (𝜺𝒛𝒛)

−1𝜺𝒛𝒚, (13) 

 𝑭𝟏𝟑 = 𝑘0𝝁𝒚𝒙 − 𝑘0𝝁𝒚𝒛(𝝁𝒛𝒛)
−1𝝁𝒛𝒙  −

                                           (𝑘0)
−1𝑼𝒙 (𝜺𝒛𝒛)

−1 𝑽𝒚, (14) 

 𝑭𝟏𝟒 = 𝑘0𝝁𝒚𝒚 − 𝑘0𝝁𝒚𝒛(𝝁𝒛𝒛)
−1𝝁𝒛𝒚 +

                                          (𝑘0)
−1𝑼𝒙 (𝜺𝒛𝒛)

−1 𝑽𝒙, (15) 

 𝑭𝟐𝟏 = −𝑖𝝁𝒙𝒛(𝝁𝒛𝒛)
−1𝑼𝒚 + 𝑖𝑼𝒚(𝜺𝒛𝒛)

−𝟏𝜺𝒛𝒙, (16) 

 𝑭𝟐𝟐 = 𝑖𝝁𝒙𝒛(𝝁𝒛𝒛)
−1𝑼𝒙 + 𝑖𝑼𝒚(𝜺𝒛𝒛)

−1𝜺𝒛𝒚, (17) 

 𝑭𝟐𝟑   = −𝑘0𝝁𝒙𝒙   + 𝑘0𝝁𝒙𝒛(𝝁𝒛𝒛)
−1 𝝁𝒛𝒙  −

                                                 (𝑘0)
−1𝑼𝒚(𝜺𝒛𝒛)

−1𝑽𝒚, (18) 

 𝑭𝟐𝟒   = −𝑘0𝝁𝒙𝒚   + 𝑘0𝝁𝒙𝒛(𝝁𝒛𝒛)
−1 𝝁𝒛𝒚 +

                                                (𝑘0)
−1𝑼𝒚(𝜺𝒛𝒛)

−1𝑽𝒙, (19) 

 𝑭𝟑𝟏   = −𝑘0𝜺𝒚𝒙   + 𝑘0𝜺𝒚𝒛(𝜺𝒛𝒛)
−1 𝜺𝒛𝒙 +

                                               (𝑘0)
−1𝑽𝒙(𝝁𝒛𝒛)

−1𝑼𝒚, (20) 

 𝑭𝟑𝟐   = −𝑘0𝜺𝒚𝒚   + 𝑘0𝜺𝒚𝒛(𝜺𝒛𝒛)
−1 𝜺𝒛𝒚 −

                                                (𝑘0)
−1𝑽𝒙(𝝁𝒛𝒛)

−1𝑼𝒙, (21) 

 𝑭𝟑𝟑 = 𝑖𝜺𝒚𝒛(𝜺𝒛𝒛)
−1𝑽𝒚 + 𝑖𝑽𝒙 (𝝁𝒛𝒛)

−1𝝁𝒛𝒙, (22) 

 𝑭𝟑𝟒 = −𝑖𝜺𝒚𝒛(𝜺𝒛𝒛)
−1𝑽𝒙 + 𝑖𝑽𝒙 (𝝁𝒛𝒛)

−1𝝁𝒛𝒚, (23) 

 𝑭𝟒𝟏   = 𝑘0𝜺𝒙𝒙  − 𝑘0𝜺𝒙𝒛(𝜺𝒛𝒛)
−1 𝜺𝒛𝒙 +

                                             (𝑘0)
−1𝑽𝒚(𝝁𝒛𝒛)

−1𝑼𝒚, (24) 

 𝑭𝟒𝟐   = 𝑘0𝜺𝒙𝒚  − 𝑘0𝜺𝒙𝒛(𝜺𝒛𝒛)
−1 𝜺𝒛𝒚 −

                                             (𝑘0)
−1𝑽𝒚(𝝁𝒛𝒛)

−1𝑼𝒙, (25) 

 𝑭𝟒𝟑 = −𝑖𝜺𝒙𝒛(𝜺𝒛𝒛)
−1𝑽𝒚 + 𝑖𝑽𝒚 (𝝁𝒛𝒛)

−1𝝁𝒛𝒙, (26) 
 𝑭𝟒𝟒 = 𝑖𝜺𝒙𝒛(𝜺𝒛𝒛)

−1𝑽𝒙 + 𝑖𝑽𝒚 (𝝁𝒛𝒛)
−1𝝁𝒛𝒚, (27) 

(12)-(27) are much more generalized equations than 

previously published works[1-3, 5], as previous works 

on transverse FDFD Yee’s mesh based modesolvers can 

only handle arbitrarily anisotropic permittivity but not 

arbitrarily anisotropic permeability. Moreover this solver 

is also capable of handling anisotropic permittivity and 

permeability simultaneously which previous Yee’s mesh 

based modesolvers have not addressed. The boundary 

conditions currently used assume zero field values 

outside the simulation window. It is worth pointing out 

here that future works based on this work will explore 

incorporation of modern boundary conditions such  

as surface impedance absorbing boundary conditions 

(SIABC) [7] and subgridding [8] for reducing the 

memory requirements for this solver.  

Further it is also worth pointing out here that all 

programs for this work have been written in Python by 

making use of Python-scipy’s (Version – 0.13.3) sparse 

linear algebra eigen value and eigen vector finder (which 

uses ARPACK library) with shift invert mode enabled. The 

wavelength (𝜆) used in channel waveguide simulations 
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is 1.3 µ𝑚, while the wavelength used in the other two 

test cases is 1.55 µ𝑚. 
 

III. RESULTS AND COMPARISONS 
For comparisons and benchmarking the first test 

structure [4], which has been used here is cross section 

of a YIG (Yttrium Iron Garnate) channel waveguide 

placed in air/vacuum with anisotropic rectangular core 

as shown in Fig. 1.  

The anisotropic rectangular core of channel 

waveguide has height of 607.6 nm and is 800 nm wide. 

It has isotropic permeability but its relative permittivity 

tensor has five terms which are – 𝜀𝑥𝑥=𝜀𝑦𝑦=𝜀𝑧𝑧 = 2.3022, 

𝜀𝑥𝑦 = 𝑖∆ and 𝜀𝑦𝑥 = −𝑖∆. The magnitude (∆) of non-

diagonal terms is 0.005. The substrate has isotropic 

refractive index of 1.95(𝑛1)  for this waveguide. For 

effective index calculation a simulation window of 3.2 

µm × 2.9 µm with discretization of 7.5 nm in both 𝑥 and 

𝑦 directions has been used as opposed to 6.25 nm × 4.9 

nm discretization in [4] due to memory constraints but 

future works based on this work will handle this problem 

by utilizing advanced subgridding algorithms such as 

mentioned in [8]. The effective index of fundamental 

mode as given in [4] for the YIG channel waveguide is 

2.0488. The effective index of the same fundamental 

mode as calculated by Yee’s mesh based solver described 

in this work is 2.0483. 

 

 
 

Fig. 1. Permittivity profile and structure of channel 

waveguide with anisotropic core (the central rectangular 

area). 

 

The second test structure which has been used here 

for benchmarking is a rectangular waveguide with 

anisotropic core having a height of 180 nm and width of 

300 nm. This waveguide is surrounded by an isotropic 

medium with relatively permittivity equal to 2.0736(1.442) 

as shown in Fig. 2. This waveguide has both permittivity 

and permeability anisotropic simultaneously with 𝜇𝑥𝑥 =
𝜇𝑦𝑦 =  𝜇𝑧𝑧 =1.0, 𝜇𝑥𝑦 = 𝑖0.2, 𝜇𝑦𝑥 = −𝑖0.2 and 𝜀𝑥𝑥 =

𝜀𝑦𝑦 = 𝜀𝑧𝑧 =12.1104(3.482), 𝜀𝑥𝑦 = 𝑖0.2, 𝜀𝑦𝑥 = −𝑖0.2, 

rest of the terms in relative permittivity and relative 

permeability are zero. 

The simulation window used in simulation of 

anisotropic rectangular waveguide of Fig. 2 with Yee’s 

mesh based modesolver implemented for this work is  

3 µm × 3 µm with a discretization of 15 nm in both 𝑥 

and 𝑦 directions. For benchmarking, commercial finite 

element based software [6] has been used, element size 

in the software has been set at 15 nm and the simulation 

window size has been kept at 3 µm × 3 µm. The effective 

index value of the fundamental mode as given by 

commercial software [6] is 1.7377 while its value given 

by solver implemented for this work in Python is 1.7415. 
 

 
 

Fig. 2. Permittivity profile and structure of rectangular 

waveguide with anisotropic core (the central area). 

 

The third test structure which has been used here for 

benchmarking is a square waveguide with anisotropic 

core having a height of 300 nm and width of 300 nm. 

This waveguide is also surrounded by an isotropic 

medium with relative permittivity equal to 2.0736(1.442) 

as shown in Fig. 3. This waveguide also has both 

permittivity and permeability anisotropic simultaneously 

with 𝝁𝒙𝒙 = 1.5625(1.252), 𝝁𝒚𝒚 = 1.44(1.22), 𝝁𝒛𝒛 =

 1.21(1.12), 𝝁𝒙𝒚 =  𝒊𝟎. 𝟑, 𝝁𝒚𝒙 =  −𝒊𝟎.3, 𝝁𝒙𝒛 = 𝟎. 𝟏𝟓, 

𝝁𝒛𝒙 = 𝟎. 𝟏𝟓, 𝝁𝒛𝒚 = −𝒊𝟎. 𝟐𝟓, 𝝁𝒚𝒛 = 𝒊𝟎. 𝟐𝟓  and 𝜺𝒙𝒙 =

 12.1104(3.482), 𝜺𝒚𝒚 = 10.24(3.22), 𝜺𝒛𝒛 = 9.0(3.02), 

𝜺𝒙𝒚 = 𝒊𝟎. 𝟐, 𝜺𝒚𝒙 = −𝒊𝟎. 𝟐, 𝜺𝒙𝒛 = 0.1, 𝜺𝒛𝒙 = 𝟎. 𝟏, 𝜺𝒚𝒛 =

𝒊𝟎. 𝟏, 𝜺𝒛𝒚 = −𝒊𝟎. 𝟏. 

The simulation window used for Yee’s mesh based 

simulation of the third structure with this solver as well 

as commercial software[6] is same as in the simulation 

of second test structure (3 µm × 3 µm). The 𝑥 and 𝑦 

discretizations for this solver as well as element size in 

commercial software [6] has been kept at 15 nm. The 

effective index value of the fundamental mode as given 

by commercial software [6] is 2.7980, while its value as 

given by solver implemented for this work is 2.8124. Its 

worth pointing out here that the values of terms in 

permittivity and permeability matrices in second and 
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third test cases above were chosen randomly for the 

purpose of comparison and benchmarking the waveguides 

with both permittivity and permeability anisotropic 

simultaneously. Table 1 sums up the benchmarking for 

this work. 

 
 

Fig. 3. Permittivity profile and structure of square 

waveguide with anisotropic core (the central area). 

 

Table 1: Comparison of effective indexes of anisotropic 

waveguides taken from this work and other sources  

Structure 𝑛𝑒𝑓𝑓 (Other Sources) 𝑛𝑒𝑓𝑓 (This Work) 

Channel 

waveguide 
 2.0483 

Rectangular 

waveguide 
 1.7415 

Square 

waveguide 
 2.8124 

 

IV. CONCLUSION 
In this work a transverse FDFD modesolver which 

can handle arbitrary permittivity as well as permeability 

simultaneously has been implemented in Python. Further 

waveguides with anisotropic core with both permittivity 

and permeability anisotropic simultaneously have also 

been analyzed which the previous works [1-5] on FDFD 

modesolver have not done. The capability to handle 

arbitrarily anisotropic permeability and permittivity 

simultaneously is unique and novel feature of this work. 

Future works based on this work will mainly focus on 

incorporating modern as well as advanced boundary 

conditions [7] and subgridding [8] algorithms in the 

solver. Further combining this solver with modal 

expansion methods will also be explored in the future. 
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Abstract ─ In this contribution a method is presented 

which allows for the characterization of the magnetic 

(µ’-jµ’’) as well as the dielectric (ε’-jε’’) properties of 

ferrites in a broad frequency band (kHz to GHz). In order 

to determine the material properties at certain frequencies, 

the simulation model parameters of a particular test  

setup are tuned via optimization such that the simulated 

response of a sample to an electromagnetic excitation 

matches to the measured one. A loop and parallel plate 

setup support a low frequency parameter extraction  

of the sample while a coplanar line is used for high 

frequencies. The extracted material properties are fitted 

by a broadband causal fit in order to obtain a material 

model for the whole frequency range. The presented 

method is verified for a setup with a coil and a ferrite 

core. The results show that dielectric properties of  

the ferrite core cannot be neglected for microwave 

frequencies. 

 

Index Terms ─ Broadband model, EM-simulation, 

ferrites, material characterization, wireless power. 
 

I. INTRODUCTION 
Wireless power transfer applications are emerging 

in the recent past. In many applications, additional to  

the power transmission data has to be transferred at the 

same time [1]. Moreover, often the power coils and data 

antennas have to be placed in close proximity to each 

other.  

When designing and optimizing such a system 

containing closely coupled antennas and coils, numerical 

field simulation techniques are applied widely. For 

accurate simulation results, a good knowledge of the 

geometry and the material properties of the components 

are mandatory in the whole frequency range spanned  

by the power and data transmission links. The magnetic 

behavior in the GHz range as well as the dielectric 

material properties (i.e., the complex permittivity) in the 

whole frequency range of the used ferrite cores are 

totally unknown in most cases. 

In order to overcome this lack of information, we 

present an approach which allows for the determination 

of the complex permeability and the complex permittivity 

over a broad frequency range (kHz to GHz) for material 

samples composed of ferrite. In contrast to existing 

measurement techniques [2-4], the method proposed in 

this work does not demand for a special preparation or 

machining of the investigated core sample as long as a 

closed high permeable path and partially flat and parallel 

surfaces can be ensured. Examples of feasible samples 

are a ferrite plate with an arbitrary hole and a pot core 

investigated in this work. 

In Section II, the determination of the material 

parameters at low frequencies up to a few MHz is 

focused on. Section III details the extraction of the 

material parameters at higher frequencies. In order to 

obtain a material model being feasible for both LF and 

HF simulations, in Section IV a broadband causal fit  

is introduced. The determined material parameters are 

validated in Section V with a typical test structure. 
 

II. LF-PARAMETER EXTRACTION  
In order to extract the electromagnetic material 

properties of simple sample geometries like toroidal 

cores or brick shaped samples, analytical methods are 

available [4, 5], which allow for directly computing  

the material properties from measurement data. Here, 

measurement equipment with special probe adapters  

is required. However, for arbitrary geometries, a more 

general determination procedure is of interest. For this 

purpose, in this section a material parameter extraction 

method for low frequency (LF) is described which is 

based on a comparison between measured and simulated 

data. LF measurements can be carried out with either 

impedance analyzers or network analyzers being suited 

for kHz and MHz frequencies. The procedure is detailed 

ACES JOURNAL, Vol. 33, No. 7, July 2018

Submitted On: June 29, 2017 
Accepted On: June 8, 2018 1054-4887 © ACES 

810



with a ferrite pot core [6] with the material “N48” [7] as 

the material under test (MUT). 

As presented in Fig. 1, two measurement setups are 

used in order to determine the complex permeability 

 '''0 rr j 
 

and the complex permittivity 

 '''0 rr j   with 0  being the vacuum permeability 

and 0  the vacuum permittivity, respectively. The 

following iterative procedure similar to [8] was developed 

which enables the material parameter determination of 

samples with arbitrary shapes. 

 

 
 

Fig. 1. Model of the LF measurement setups, left: loop 

setup for determining R and L; right: parallel plate setup 

for determining G and C. 

 

Initially, the magnetic and electric material 

parameters are guesses. A frequency 1f  is selected from 

a given vector containing M frequencies at which the 

material parameters are sought. The series inductance L 

and resistance R of a loop enclosing the MUT as shown 

in Fig. 1 are computed at the selected frequency by  

using the finite element method simulation tool CST 

Microwave Studio. The simulation model contains 24.4k 

and 100k tetrahedron mesh cells for the inductive  

and capacitive setup respectively utilizing third order 

basis functions. Comparing the measured and computed 

impedances, a goal function can be determined:  

     MMSMMS BBBAAA  . (1) 

In the above equation SA
 
and SB  represent the 

simulated series resistance and inductance change of the 

loop with respect to the setup without the MUT, whereas 

MA
 
and 

MB  are the measured counterparts. 

In order to minimize (1) a trust region optimization 

alters the material parameters. If the goal function is 

lower than a predefined boundary, the optimization loop 

is aborted. The electric parameters are extracted in a 

similar way from the parallel plate setup. Equivalently to 

above, the goal function (1) is computed in this case with 

MA  and MB  
representing the simulated change of the 

conductance and capacitance of the parallel plated setup 

respectively when the MUT is inserted into the parallel 

plate setup, and MA  
as well as MB  are the measured 

quantities. As the permittivity of the MUT might 

influence the loop impedance, the magnetic parameters 

are optimized again with the found dielectric parameters. 

The whole procedure is repeated N times. In our  

investigation three iterations proved feasible. 

If for all given frequencies the material parameters 

are determined the task is finished. The material 

parameters of the previous frequency samples are used 

as starting values for optimizations at the next frequency. 

The number of simulations involved in the optimization 

can be reduced by this if the material parameters do  

not change significantly at two adjacent elements of the 

frequency vector. In [8] a sketch of a similar optimization 

sequence can be found. 

It should be mentioned that the presented method 

can be applied to many other ferrite sample geometries 

like U-cores [8], E-cores, disks, and alike. 

 

III. HF-PARAMETER EXTRACTION  
In this section, the extraction method of the material 

parameters at high frequencies (HF) is focused on since 

the previous setups (closed loop and parallel plate 

capacitor) are motivated by mainly independent responses 

of the setups to magnetic and dielectric properties of the 

MUT which is no longer valid at high frequencies. Here, 

all electromagnetic properties must be taken into account 

simultaneously. For this reason, analog to [9] the MUT 

is placed on top of a coplanar transmission line and the 

two port scattering parameters are measured over a broad 

frequency range. 

In a similar way as in the previous section simulations 

and measurements are compared in order to determine 

the material parameters. However, as presented in Fig. 2, 

in this case one single measurement and simulation setup 

is used in order to determine all four material parameters. 

Here, the FEM model consists of 41k mesh cells using 

third order basis functions. 

 

   
 

Fig. 2. Ferrite pot core on top of a transmission line, left: 

measurement setup; right: simulation model. 

 

The complex scattering parameters of the coplanar 

line with the MUT are first measured and repeatedly 

simulated afterwards. As the structure is symmetric 

2211 SS   and reciprocal 
2112 SS   it is sufficient to 

consider only two of the four scattering parameters. A 

goal function is defined as:  

   MMSMMSS SSSSSS ,12,12,12,11,11,11  . (2) 

In order to minimize the goal function (2) the 

complex permittivity and the complex permeability  

pot core 

loop 

pot core 

Capacitor plates 
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are perturbed at the same time for each frequency 

}...,,{ 21 Mfff  
given by the frequency vector. Again, a 

trust region optimization is applied for the minimization 

task. The influence of the connectors as well as the 

tapering section of the transmission line is removed as 

suggested in [10] by application of a through-reflect-line 

calibration. 

In Fig. 3 it can be seen that the permeability curve 

gained with the HF-extraction technique in the range 

from 70 MHz to 100 MHz is in good agreement with the 

LF-extraction results. For lower frequencies the LF data 

with the closed magnetic path provide the most accurate 

results. Here, the extracted HF material parameters 

diverge due to a low sensitivity of the coplanar line setup 

at low frequencies. The relative permeability approaches 

the properties of vacuum at frequencies in the GHz 

range. 
 

 
 
Fig. 3. Extracted relative permeability of the pot core 

from the LF-extraction (x markers), the HF-extraction 

method (circles) and the broadband causal model 

response (solid lines). 

 

In Fig. 4 a steep drop in the real part of the relative 

permittivity gained from the LF approach is not present 

in the HF-data. Both, the real and the imaginary parts 

show material properties significant different from those 

of vacuum in the whole frequency range. 
 

 
 
Fig. 4. Extracted relative permittivity of the pot core 

from the LF-extraction using Fig. 3 marker and line 

definitions. 

 

IV. BROADBAND CAUSAL MODEL  
Until now, two different approaches (LF and HF) 

with three different test scenarios (loop, capacitor, 

transmission line) have been set up in order to determine 

the material properties of the MUT at certain individual 

frequency samples. However, for numerical field 

simulation in time domain like the FDTD method and 

transient models derived from field simulation data (e.g., 

SPICE models), a causal response of the material data 

[11] is important. Such a model is advantageous also for 

simulations in the frequency domain as it guarantees a 

smooth behavior across the frequency spectrum. 

From the vector fitting technique it is known  

that any linear time invariant system response can be 

approximated by poles and residues of a rational function 

[12] which is causal by definition. Therefore in order to 

describe the material parameters with a causal model it 

is necessary to find the poles 
pa , residues c , pc  and 

the complex conjugated pairs *, qq bb  and *, qq dd  giving the 

complex frequency response: 
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In (3), K represents the order of single poles and 

residues and L represents the complex conjugated order 

of the model. In Fig. 3 and Fig. 4 the determined 

parameters of the model of the investigated pot core 

model as well as the frequency response are displayed. 

 

V. VALIDATION 
In order to validate the determined material model 

for the MUT, a loop was designed. The loop is a 

preferable structure for wireless power and data 

transmission as it provides a rotation invariant coupling 

between a transmitter and a receiver. The loop structure 

realized on a printed circuit board (PCB) is inserted into 

the core as depicted in Fig. 5 and the impedance of  

the loop is measured in a broad frequency range via a 

network analyzer. 
 

  
 

Fig. 5. Photo and model of the test loop antenna. 
 

To determine the loop impedance, as shown in Fig. 5 

the scattering parameters at the two coaxial terminals  

are measured. The impedance is computed from the 

differential scattering parameters which are gained from 

the nodal scattering parameters via: 

  221221115.0 SSSSS dd  . (4) 

The influence of the connectors as well as the 

feeding structure is removed with a differential open-

short-load calibration. 
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In Fig. 6 and Fig. 7 it can be seen that measurement 

and simulation of the loop resistance as well as the loop 

inductance is in a good match when the causal model of 

the extracted material data is used. In the frequency 

range between 100 MHz and 1 GHz, a deviation between 

measurement and simulation with the extracted material 

data is visible which can be explained by an 

underestimated air gap in the HF-material parameter 

extraction [10] and an imperfect calibration of the loop. 

Nevertheless, the simulated loop impedance using the 

provided manufacturer data shows much larger deviations 

in the loop resistance as well as the loop inductance in 

the hole investigated frequency range showing that the 

permittivity of the ferrite core strongly influences the 

loop impedance in the whole investigated frequency 

range. Since no permittivity information is given by the 

manufacturer [7], 01 jr   was assumed in this case. 

 

 
 

Fig. 6. Comparison of the loop resistance: Measured 

(solid line), simulated with causal fit of the extracted  

data (dotted line) and simulated with causal fit of the 

manufacturer provided data (dashed line). 

 

 
 

Fig. 7. Comparison of the loop inductance. The same line 

definitions as introduced in Fig. 6 are used. 

 

VI. CONCLUSION 
In this work a method was presented allowing for 

the broadband determination of the permeability and 

permittivity of ferrite cores typically applied in wireless 

power transfer systems. Two measurement setups for the 

low frequency parameter extraction as well as one setup 

for high frequency characterization were presented. A 

causal material model is described allowing for stable 

time domain simulations. The method is validated with a 

loop antenna inserted into the core showing a good 

agreement between the measurement and simulation 

when the extracted material data is used. The ferrite  

core permittivity, in general not provided by the 

manufacturer, strongly influences the impedance of 

structures close to the investigated pot core. 
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Abstract ─ Discretization of the electric field integral 

equation (EFIE) generally leads to dense impedance 

matrix. The resulting matrix, however, can be 

compressed in sparsity based on hierarchical structure 

and low rank approximation. In this paper, we propose an 

HSS-matrix-based fast direct solver for surface integral 

equation (SIE) that has a compression complexity of 

O(rN2) to analysis the large-scale electromagnetic 

problems, where r is a modest integer. The proposed 

solver efficiently compresses the dense matrices using  

a randomized algorithm and requires modest memory. 

Efficiency and accuracy is validated by numerical 

simulations. In addition, being an algebraic method, the 

HSS-matrix-based fast solver employs Green’s kernels 

and hence is suitable for other integral equations in 

electromagnetism. 

 

Index Terms ─ Electric field integral equation, HSS 

matrix, randomized algorithm. 

 

I. INTRODUCTION 
Method of Moment (MoM) is a powerful numerical 

method to obtain the electromagnetic characteristics 

based on the solution of integral equation (IE) on the 

surface of the object [1]. The discretization process 

usually generates dense impedance matrices with memory 

requirement of O(N2) and operation complexity of O(N3), 

where N represents the matrix size. In contrast, iterative 

methods often win the favor in many engineering 

applications with time complexity of O(NiterN2), where 

Niter is the number of iterations. Fast iterative algorithms, 

e.g., CG, GMRES and BiCGStab, generally being based 

on a Krylov subspace, take advantage of the rapid 

matrix-vector multiplication. The typical one is the 

multilevel fast multi-pole algorithm (MLFMA) which 

reduces the complexity to O(NlogN) [2]. 

However, fast direct solvers have been rapidly 

developing in the resent years, and before proceeding 

any further, we would like to point out some relevant 

features of the direct methods. One of the most 

important advantages of the direct solver is that it 

works well with multiple right hand sides, which means 

once the matrix is efficiently compressed all right hand 

sides can be considered with low computational cost  

[3]. Therefore, fast direct solvers offer great advantage 

especially in solving monostatic scattering problems. 

Besides, the direct method is robust while the iterative 

method is highly sensitive to the condition of the matrix 

itself. Finding a good preconditioner is difficult and 

imperative to avoid ill-conditioning. 

In this paper, we introduce the rank-structured 

matrix to deal with the dense equation arising in MoM 

[4]. These theories all rely on the property that the  

off-diagonal blocks have low-rank properties and thus 

can be well-approximated. Such matrices are termed 

hierarchical matrices, which include -matrix [5], 2-

matrx [6], Hierarchically Semi-separable (HSS) [7,8], 

SSS [9], and so on. In some engineering applications, 

the given matrices are often rank-deficient or nearly so, 

which can be divided into a hierarchical structure and 

then compressed exactly or approximately using SVD 

or rank-revealing QR factorization. Due to this special 

structure, those dense matrices can be described as  

data sparse. The HSS method in this paper was first 

introduced by Chandrasekaran, Gu, Pals and others. 

Compare with earlier -matrix, it develops a recursive 

relation between the generators appearing at different 

levels of recursions [6]. 

From a mathematical point of view, existing low-

rank compression algorithm based on IE methods, 

although their exact methods could be different, utilizes 

the low-rank properties inherently in the impedance 

matrix [10]. HSS matrix-based solvers for Volume 

Integral Equation (VIE) and Surface Integral Equation 

(SIE) have been proposed in [11, 12]. In this work,  

we develop a new HSS-matrix-based fast direct solver 

based on randomized sampling algorithm. To be 

specific, ULV factorization method and Interpolative 

Decomposition (ID) method are adopted in this work 

which have not been seen in the existing literature [7]. 

Major advantages of this method are that the whole 

impendence matrix does not need to be explicitly 

formed and only requires the access to selected elements. 

Besides, a space grouping method for basis functions is 

also proposed to improve the low-rank properties of 

impedance matrices. 
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II. HSS MATRIX THEORY 
Consider the electric field integral equation (EFIE): 
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 represents Green’s function 

for free space. The Equation (1) can be compactly 

written as: 

 ( ) ( ), ,incn L J n E r S   r  (2) 

where L represents a linear operator, J is the induced 

surface current density, and Einc is the imposed electric 

field. Discretizing J with a series of RWG (Rao-Wilton-

Gilsson) basis functions results in the following linear 

system of equations: 

 .ZI V  (3) 

Here, we introduce the HSS matrix to show how  

to represent the matrix Z in data-sparse-form and 

underline the numbering rules of the RWG functions. 

An HSS representation of matrix Z relies on a 

recursive clustering of the index set I={1,…,n}. This 

partitioning is represented by a tree T, and there is no 

restriction on the shape of the tree, and usually a binary 

tree is used. Each node v of the tree is associated with a 

subset vI  of I. The subset associated with the root node 

is I={1,…,n}, and for non-leaf node v with left child υ1 

and right child υ2: 

 
1 2 1 2, ,I I I I I           (4) 

and 
v LN

I I

 

 
where LN denotes the set of all leaf 

nodes. We further assume T is postordered, i.e., the 

nodes are ordered so that a non-leaf node v satisfies 

1 2v v v  , as done in [13, 14]. Furthermore, for each 

node v, let 
L

vI  be the set of all indices less than those in 

vI  and 
R

vI  be the set of all indices greater than those in 

vI . Thus, 
L R

v v vI I I I   for each node v. Figure 1 

illustrates these sets. 

 

           
 
Fig. 1. Matrix partition and the corresponding index sets. 

 
For each node v in T, there are matrices 

, ,big big big

v v vD U V and v associated with it, called 

generators, such that: 
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For a leaf node v, , , .big big big

v v v v v vD Z U U V V    Only 

the generators ,v v vD ,U V  and 
v are stored and the 

 
big

 matrices can be constructed recursively when 

needed. Z a 4 4 HSS matrix can be written as: 
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There is a recursive relation between the generators 

appearing at different levels of recursion which is the 

essential difference between HSS and 2-matrix with 

other classes of -matrix. The Equation (6) shows how 

the generators at different levels are nested. 

In practice, the low-rank off-diagonal blocks arise 

because the associated Green’s function is smooth with 

source point and field point fast decay away from the 

diagonal [14]. Thus, the order of the rows and columns 

of matrix Z matters. If Z is shuffled randomly [15],  

the low-rank property could be lost or not exactly. 

Therefore, it is necessary to renumber the RWG 

functions before the generation of the impedance matrix 

based on SIE. Referring to the idea in MLFMA, the 

RWG functions on the surface of the PEC model are 

divided into several groups as is shown in Fig. 2. The 

lowest cube unit contains the information of the number 

of RWGs, and it can find father cube according to  

tree structure. Once the new order of the RWGs is 

determined, we can use the traditional MoM method to 

generate the linear system. 

 

III. GENERATION OF THE HSS MATRIX 
In this section, we introduce the main step in the 

construction of HSS matrix and give the analysis of 

time complexity for each step. We are not going to 

introduce it in detail since all the mathematic details of 

theory can be found in [16]. 

Compression: the HSS compression method is based 

on the randomized sampling algorithm introduced by 

Martinsson and the major component is the Interpolative 

Decomposition (ID) [17]. The complexity of the 

compression operation is O(rN2) based on classical 

matrix-vector product, and r is the maximum rank 

found during the compression. The consequence of the 

algorithm is to construct the hierarchy form and special 

structure for generators U and V. One notable feature  

is that the original matrix could not be exact and only 

requires some selected elements and fast matrix-vector 
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product routine. Therefore, if fast multipole method 

(FMM) is used, the complexity can drop to O(r2N). We 

introduce the threshold ε which controls the size of 

generators and thus influence the memory-consuming 

in HSS representation, at the price of accuracy. 

ULV factorization: in this factorization, orthogonal 

transformations are used to transform the problem  

of eliminating O(r) unknowns [7]. These remaining 

unknowns are eliminated using a standard LU 

factorization. The complexity is O(r2N). 

Solution: after ULV factorization, a linear system 

ZI = V is solved using triangular solution, which involves 

two processes: forward elimination and backward 

substitution. The complexity is O(rN). Furthermore, the 

accuracy of the solution can be improved by efficient 

iterative refinement (IR) method [16], which takes 

advantage of the fast matrix-vector product based on 

the HSS-matrix representation. 
 

IV. NUMERICAL RESULTS 
In this work, we illustrate the performance of  

the HSS-matrix-based solver in accelerating the direct 

solution of the EIEF-based analysis of electromagnetic 

problems. We validated the proposed solver on a 

conducting sphere (r=1m) grouped in three levels.  
 

 
 

Fig. 2. Conducting sphere using space grouping. 
 

Then the spherical surface was discretized into 

different number of RWGs by changing the frequency 

of incident wave. The matrix is built on complete binary 

trees with compression threshold ε = 10-4 and iterative 

refinement in 5 times. We report time complexity for 

the HSS compression, the ULV factorization and the 

triangular solution. We tested the accuracy of the HSS-

matrix representation by 

*
F

F

Z I V
err

V


 , where “

F
 ” 

denotes the Frobenius norm and compare with the run 

time for solving a system with direct solver in Armadillo. 

The results are reported in Table 1. We observe from 

the table that the efficiency improves significantly 

based on HSS compared with the traditional solver in 

Armadillo. The compression and ULV factorization 

occupy the major time and iterative refinement time 

increases as complexity in matrix product increases. 

Thereby, balance must be found between the accuracy 

and the number of iterations. 
 

Table 1: Time consumption in HSS-matrix based solver 

and in Armadillo 

Unknowns 
Compression 

(s) 

ULV 

(s) 

Solution 

+IR(s) 

Total 

(s) 

Armadillo 

(s) 

2421 2.1 0.9 0.6 3.6 5.44 

3624 9.3 1.8 0.7 11.8 20.3 

4212 15.6 2.9 1.6 20.1 29.6 

5808 23.8 5.7 2.8 32.3 78.8 

6072 27.8 5.7 3.2 37.7 97.3 

6612 29.9 5.9 3.7 39.6 124.5 

7272 35.4 8.8 4.2 48.4 168.0 

 

Next, we test the accuracy of HSS-based solver in 

each iterative refinement step as is shown in Fig. 3. The 

example also considers a conducting sphere illuminated 

by a normally incident plane wave. The sphere is 

discretized into 5808 unknowns. The compression 

threshold ε equals 10-4 and the max iteration is 9 times. 

Clearly good accuracy is obtained at the expense of 

matrix-vector product time. More importantly, the matrix-

vector product process based on HSS matrix construction 

is more efficient than direct matrix-vector product. 
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Fig. 3. HSS solution error in iterative refinement step. 
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Fig. 4. Memory requirement for original matrix, 

compressed matrix and ULV factors. 
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In terms of memory, ignoring small temporary 

storage and communication buffers, the memory 

footprint for matrix Z in Armadillo is simply the storage 

of the matrix Z. In our new code, the matrix Z can be 

compressed in form of HSS binary tree together with 

ULV factors. In Fig. 4, the storage requirement in MB 

of the HSS-matrix-based solver was plotted with respect 

to the number of unknowns, from which the memory 

advantage of HSS structure can be clearly observed. 
 

V. CONCLUSION 
Integral-equation-based methods generally lead to 

dense systems of linear equation. In this paper, we 

introduce HSS matrix as a general algebraic framework 

to accelerate the solution of electromagnetic problem 

based on SIE and point out the importance of grouping 

the basic functions. Randomized sampling algorithm is 

introduced in compression process and the matrix in 

HSS form is factorized using classical ULV method. 

Numerical simulations have demonstrated the efficiency 

and accuracy of the HSS-matrix-based solver. We 

illustrate the memory cost before and after HSS 

compression and show the advantage in memory 

consumption. The HSS-matrix-based solver is also helpful 

in analyzing the field in actual radar systems because 

the characteristic of the impedance matrix will not change 

in radiation problem [18]. The randomized sampling 

algorithm in HSS is free of exact original matrix and 

high efficiency could be achieved with fast matrix-vector 

product, which is our future research topic. 
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Abstract ─ A compact coplanar waveguide (CPW)-fed 

multiple-input-multiple-output (MIMO) band-notched 

antenna with a small size of 20×36×0.8 mm3 for ultra-

wideband (UWB) system is proposed in this paper. The 

two rectangular monopole (RM) elements fed by CPW 

are printed on the FR4 substrate. To improve impedance 

bandwidth and the isolation, a T-shaped stub structure is 

positioned in the middle of two RM elements. The band-

notched characteristic is achieved by etching a U-shaped 

loop resonator slot on each RM element. The S11 reflection 

coefficients, S12 coupling isolation, radiation pattern, 

peak gain and radiation efficiency of the MIMO antenna 

are measured. The MIMO performance of the proposed 

MIMO antenna is analyzed and evaluated by the envelope 

correlation coefficient (ECC) and total active reflection 

coefficient (TARC). 

 

Index Terms ─ Band-notched, CPW, ECC, MIMO, 

TARC, UWB. 
 

I. INTRODUCTION 
Since the Federal Communication Commission 

(FCC) assigned an unlicensed 3.1-10.6 GHz bandwidth, 

ultra-wideband (UWB) devices have been one of the most 

rapidly developing technologies in wireless applications 

due to its numerous blessings, including low power, high 

transmission rate, and so on [1-2]. The multipath fading 

in UWB system has been becoming more and more 

serious because of the low power limited by FCC. 

Multiple-input-multiple-output (MIMO) generation has 

incomparable advantages in improving the wireless  

link transmission capacity and reliability [3]. Therefore, 

combining MIMO technology with UWB technology is 

an efficient way to decrease multipath fading in UWB 

system [4]. However, there is a strong mutual coupling 

among two close radiating elements, which result in the 

loss of antenna bandwidth and radiating efficiency and 

make it difficult to design MIMO antenna in a compact 

dimension. Besides, the UWB overlaps with other 

wireless frequency bands, especially the wireless local 

area network (WLAN) frequency band at 5.15-5.85 GHz, 

which can cause some potential interference and noisy to 

the UWB system. Thus, it is inevitable to reduce both the 

mutual coupling among UWB MIMO antenna and the 

electromagnetic interference caused by WLAN system 

with some simple and effective methods. 

Researchers have proposed various MIMO antennas 

[5-10]. Using electromagnetic band-gap (EBG) structure 

[5], or a tree-shaped parasitic structure [6], or a T-shaped 

protruded ground stub [7] to minimize the mutual coupling 

between radiating elements, or a complementary split-

ring resonator (CSRR) etching on the antenna ground 

[8]. The MIMO antenna in [9] don’t use any decoupling 

structure, the high isolation performance is achieved by 

the asymmetrical and complementary structures of the 

quasi-self-complementary antenna (QSCA). The antenna 

in [10] has the smallest dimension in those UWB MIMO 

antennas, etching a T-shaped slot at the antenna ground 

to enhance the impedance bandwidth and reduce the 

mutual coupling. However, the antenna in [5] is not 

suitable for UWB system due to their narrow operation 

band. The operation band of antennas in [6], [8], [9] and 

[10] is UWB level, but it can’t avoid the noise and 

interference in WLAN band. 

In this paper, a compact CPW-fed UWB MIMO 

antenna with WLAN band-notched characteristic is 

proposed. The size of the proposed antenna is 20×36×0.8 

mm3, which is smaller than those in [5-10]. This UWB 

MIMO antenna consists of two identical RMs fed by 

CPW. The distance between two RM elements is only  

8 mm to make the MIMO antenna a small dimension. A 

T-shaped ground stub which is protruded at the middle 

of two RM elements acts as a reflector to achieve UWB 

characteristic and high isolation between two ports.  

In order to obtain the band-rejected characteristic at 

WLAN band, a U-shaped loop resonator slot (about half 

wavelength at 5.5 GHz) is etched on each RM. Measured 

results show that the designed antenna exhibits an 

impedance match with S11 < -10 dB, high isolation better 

than 15 dB, peak gain varies 2.4 dBi to 4.4 dBi, radiation 

efficiency are more than 85%, ECC < 0.02 and TARC < 

-30 dB over the UWB band except for a notched band  

at 5-6 GHz. Compared to the previous UWB MIMO 

antennas in [5-10], proposed UWB MIMO antenna has 

ACES JOURNAL, Vol. 33, No. 7, July 2018

Submitted On: May5, 2018 
Accepted On: June 26, 2018 1054-4887 © ACES 

818

mailto:cemlab@uestc.edu.cn


the superiority of a smaller antenna structure, higher 

radiation efficiency, and better MIMO performance. 

 

II. ANTENNA DESGIN 

A. Antenna geometry 

The geometry of the proposed UWB MIMO antenna 

is illustrated in Fig. 1. The antenna which is printed on a 

20×36×0.8 mm3 FR4 (dielectric constant of 4.4 and loss 

tangent of 0.02) substrate contains two symmetrical RM 

(RM1 and RM2) elements with coplanar CPW-fed and a 

perfect conductor ground plane. To match with 50 Ω load, 

the width of the feed line and the slot is wf = 2 mm and 

g1 = 0.3 mm respectively. Other parameters and its value 

are shown in Fig. 1. All parameters are in millimeter and 

optimized by simulating in ANSYS Electromagnetics 

Suite 17.1. 
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Fig. 1. The geometry of the proposed UWB MIMO 

antenna. 
 

B. The effect of the T-shaped 

Putting two RM elements together to obtain a two-

port UWB MIMO antenna, denoted as MIMO antenna I. 

Then, on the basis of antenna I, protruding a T-shaped 

ground stub between two RM elements, denoted as 

MIMO antenna II, as seen in Fig. 2 (a). Simulated S-

parameters of the MIMO antenna I and antenna II are 

illustrated in Fig. 2 (b). It can be observed that the T-

shape stub plays a significant role in MIMO antenna II. 

Firstly, the gap between rectangle patch and the T-shape 

stub operates as a resonator to produce three resonances 

at 4.6 GHz, 6.9 GHz, and 9.4 GHz. Thus, the operation 

bandwidth is improved to UWB level, as shown in the 

pink curve in Fig. 2 (b). Secondly, the T-shape stub acts 

as a reflector to prevent current from flowing port 1 to 

port 2. Figure 3 shows the surface current distributions 

at 4.6 GHz of MIMO antenna I and MIMO antenna II 

when port 1 is excited. Amount of current is focusing on 

the excited port and the gap between rectangle patch and 

the T-shaped stub, the T-shaped stub prevents current 

flowing from port 1 to port 2. Thus, the S21 isolation is 

improved to more than 15 dB, as illustrated in red curve 

in Fig. 2 (b) 
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Fig. 2. Geometry (a) and simulated S-parameter (b) of 

the MIMO antenna I and MIMO antenna II. 
 

   
 MIMO antenna I  MIMO antenna II 
 

Fig. 3. Surface current distributions of MIMO antenna I 

and MIMO antenna II at 4.6 GHz.  
 

C. Achievement of the band-notched characteristic 

The band-notched characteristics at WLAN spectrum 

(5.15 GHz-5.85 GHz) for the presented UWB MIMO 

antenna is accomplished by a U-shaped slot etching on 

each RM element of MIMO antenna II. The length of the 

slot is about half wavelength corresponding to 5.5 GHz 

and estimated by the formula (1): 

 𝐿𝑠 =
𝑐

2𝑓0√𝜀𝑟𝑒
 , (1) 

where c is the velocity of the light, 𝜺𝒓𝒆  is the relative 

dielectric constant of FR4, Ls=2a1+b1 is the length of 

the slot and f0 is the central frequency of WLAN band. 

Using formula (1), the Ls is 18 mm approximately. 

Figure 4 illustrates the simulated S11 and S21 

results for different value of Ls. The rejected band is 

shifting to the low frequency with the increase of Ls, but 

almost no impact on S21 isolation. The value of Ls is 

selected to 19.2 mm for obtaining notched band from  

5 GHz to 6 GHz. Figure 5 shows the surface current 

distributions at 5.5 GHz of the MIMO antenna II and the 

proposed MIMO antenna when port 1 is excited. A large 

number of current are trapped in the U-shaped slot, 

which achieves the band-notched characteristics. 
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Fig. 4. Simulated S11 and S12 results of the proposed 

UWB MIMO antenna for different Ls. 
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   MIMO antenna II  Presented 

 

Fig. 5. Surface current distributions of the MIMO antenna 

II and the proposed MIMO antenna at 5.5 GHz. 

 

III. MEASURED RESULTS 
The prototype of the UWB MIMO antenna is shown 

in Fig. 6. The port 1 is measured and port 2 ceased with 

a 50 Ω load during the measurement. 

 

A. S-parameters 

The measured S-parameters tested with Agilent 

E5071C network analyzer are presented in Fig. 8.  

Some discrepancies can be seen between simulated and 

measured results, which is caused by the manufacture 

tolerance and SMA connector. Measured results show 

that the proposed MIMO antenna operates from about 

2.9 GHz to 11 GHz with S11 < −10 dB and S12 < −15 dB 

except for a notched band from 5 GHz to 6 GHz.  
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Fig. 6. The prototype and S-parameters of the UWB 

MIMO antenna 

 

B. Radiation performance 

Three frequency points (4 GHz, 7 GHz, 10 GHz)  

are selected to indicate the radiation pattern for low 

frequency, middle frequency, and high frequency in the 

UWB band, respectively. Figures 7 (a-d) illustrate the 

radiation pattern of UWB MIMO antenna at 4 GHz, 7 

GHz, and 10 GHz. Besides, the peak gain and radiation 

efficiency cover the UWB range of the proposed MIMO 

antenna, when port 1 is measured are shown in Fig.  

8. The peak gain varies from 2.4 dBi to 4.4 dBi and 

radiation efficiencies are higher than 85% over the UWB 

spectrum except for the notched band. 

 

C. MIMO performance 

The MIMO performance of the MIMO antenna is 

analyzed and figured out by the ECC and TARC. The 

value of ECC signifies how the two antennas are coupled 

to each other. For achieving good channel characteristics 

and antenna diversity, the ECC must be less than 0.05. 

The ECC between two elements can be calculated from 

the S-parameters using the formula (2) when the radiation 

efficiency of the MIMO antenna is high [12]: 

 𝐸𝐶𝐶 =
|𝑆11
∗ 𝑆12+𝑆21

∗ 𝑆22|
2

(1−|𝑆11|
2−|𝑆12|

2)(1−|𝑆21|
2−|𝑆22|

2)
. (2) 
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Fig. 7. Simulated and measured radiation pattern of UWB 

MIMO antenna at: (a) 4 GHz, (b) 7 GHz, (c) 10 GHz, 

and (d) measured peak gain and radiation efficiency of 

the proposed UWB MIMO antenna. 
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Fig. 8. Measured ECC and TARC of the proposed UWB 

MIMO antenna against frequency. 

 

For MIMO antenna systems, traditional scattering 

matrixes are not sufficient to predict the real antenna 

performance. TARC which take coupling effect into 

account has been proposed. The TARC for the 2-port 

MIMO antenna could be described as [11]: 

 𝑇𝐴𝑅𝐶 = −√
(𝑆11+𝑆12)

2+(𝑆21+𝑆22)
2

2
. (3) 

As depicted in Fig. 8, the measured ECC is less than 

0.02 and TARC is less than -30 dB for the UWB band. 
 

IV. CONCLUSION 
A compact CPW-fed UWB MIMO antenna with the 

band-notched characteristic in a small size of 20×36×0.8 

mm3 has been designed successfully. The available 

distance (0.19λ) between two RM elements is very small. 

A T-stub structure as a means to reduce mutual coupling 

between two RM elements of the MIMO antenna, and  
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a U-shaped loop resonator slot etching on each RM 

element to achieve a notching band at WLAN spectrum. 

In addition, the proposed scheme retains full planarity  

of the UWB MIMO antenna, involves simple and 

straightforward fabrication process. All the simulated, 

measured and calculated results indicate that the 

proposed UWB MIMO antenna is a good candidate for 

UWB system. 
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