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Abstract ─ This paper describes an efficient simulation 

method to solve the large scale electromagnetic 

problems with thin unit cells in the finite-difference 

time-domain (FDTD) simulation. The proposed method 

is based on the hybrid implicit-explicit and multi-GPU 

techniques, which can choose a larger time step size than 

that in the conventional one, and using the multiple 

graphic processing units (GPUs). In the proposed 

method, the computational time is significantly reduced. 

 

Index Terms ─ Electromagnetic simulation, FDTD 

method, multi-GPU, time domain analysis. 

 

I. INTRODUCTION 
The finite-difference time-domain (FDTD) [1] 

method is one of the numerical simulation techniques for 

solving the electromagnetic problems. The FDTD 

method is a conditionally stable method. Therefore, the 

maximum time step size is constrained by the Courant-

Friedrichs-Lewy (CFL) condition. If the time step size is 

not satisfied with the CFL condition, the FDTD method 

becomes unstable. For the analysis of the large scale 

electromagnetic problems with thin structures such as 

printed circuit boards, the time step size must be small 

and it can make the FDTD simulation a huge time 

consuming task. Thus, the efficient electromagnetic 

simulation technique is strongly demanded for the 

efficient designs. In order to overcome the CFL 

condition problem, the several unconditionally stable 

methods have been proposed for an arbitrary time step 

size [1], [2]. However, these methods are unsuitable for 

the parallel implementation because several overheads 

degrade the efficiency of parallel computing.  

In order to alleviate the CFL condition problem, the 

hybrid implicit-explicit (HIE)-FDTD method has been 

proposed and studied for the fast electromagnetic 

simulation with thin unit cells in the FDTD simulation 

[3]-[7]. The HIE-FDTD method can adopt a larger time 

step size than that for the conventional FDTD method. 

The implicit technique is employed partially, and the 

computational domain can be easily divided for the 

parallel computing. Therefore, the message passing 

interface (MPI)-based parallel-distributed HIE-FDTD 

method [6] and the general purpose computing on 

graphic processing unit (GPGPU) based massively 

parallel HIE-FDTD method [7] have been proposed  

for the efficient simulation. However, the parallel 

distributed HIE-FDTD method is required to be faster 

since CPU is slower than the graphic processing unit 

(GPU). On the other hand, the memory size of the GPU 

boards is not sufficient for the large scale problems. 

Hence, the combination of the MPI based method and 

the GPGPU based method is demanded for solving the 

large scale problems. As a result, the proposed method 

can solve the large scale problems and can reduce the 

elapsed time drastically from MPI-based and single 

GPU-based method.  

In this paper, the multi-GPU based HIE-FDTD 

method with MPI and CUDA is proposed for the 

efficient electromagnetic simulation of the object with 

thin structures. First, the HIE-FDTD method is reviewed 

briefly. Next, the proposed method is described. Finally, 

the efficiency of the proposed method is evaluated 

through several FDTD simulations.  

 

II. HIE-FDTD METHOD  
The HIE-FDTD method [4] has been proposed for 

the efficient 3-D electromagnetic simulation of the  

given object with thin unit cells in the FDTD-based 

computational domain. Here, it is assumed that the given 

object has the fine scale dimension in the z direction such 

as printed circuit boards. In such a case, the updating 

formulas of the HIE-FDTD method consist of the two 

explicit equations which do not contain the derivatives 

with respect to z direction and four implicit equations 

which include the derivatives with respect to z direction. 

The updating formulas are described in [6].  

The updating procedures of the HIE-FDTD method 

are partially different from the conventional FDTD 

method. First, Ez and Hz are explicitly updated. Next, Ex 

and Ey are updated by numerical solution method of 

simultaneous linear equations such as LU decomposition 
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method. After updating Ex and Ey, Hx and Hy are 

explicitly updated. 

The CFL condition of the HIE-FDTD method is 

alleviated than that of the conventional FDTD method, 

which is given by: 

 
2

min

2

min

2

min

1





zyxc

tFDTD
, (1) 

where 
FDTDt  is maximum time step size for the 

conventional FDTD method, c is the speed of light, 

minx , 
miny  and 

minz  are minimum cell sizes along the 

x, y, and z direction in the computational domain. The 

CFL condition of the HIE-FDTD method is determined 

as follows: 

 
2

min

2

min

1





yxc

tHIE
, (2) 

where 
HIEt  is maximum time step size for the HIE-

FDTD method. From (2), the z  is removed from the 

CFL condition of the HIE-FDTD method. Therefore, the 

time step size can choose the larger time step size than 

that for the conventional FDTD method. In the case of 

thin cell along with z direction, the HIE-FDTD method 

can efficiently simulate.  
 

III. MULTI-GPU HIE-FDTD METHOD 
The multi-GPU HIE-FDTD method is combination 

of the parallel distributed HIE-FDTD method and the 

GPGPU HIE-FDTD method. In the proposed method, 

the arithmetic operations are performed by a GPU 

instead of a CPU. In order to employ multi GPUs,  

the proposed method uses the three types of domain 

decomposition techniques. One is the domain 

decomposition technique for allocating a GPU to a 

subdomain. The others are the domain decomposition 

techniques for the GPU computing. In this section,  

the domain decomposition techniques and updating 

procedure are described. Here, the MPI library is 

employed for network communication between the 

neighboring subdomains and the CUDA is done for the 

GPU computing.  
 

A. Domain decomposition 

First, the domain decomposition technique for 

allocating a GPU to a subdomain is described. In the 

proposed method, the whole 3D spatial domain is 

divided into the several subdomains along the x and y 

directions. The number of subdomains is same as the 

number of GPUs. Note that the boundary cells of 

subdomain are overlapped with the neighboring 

subdomains. The overlapping boundary cells are 

employed to communicate magnetic components 

between the neighboring subdomains. Furthermore, the 

dummy cells are added to each subdomain in order to 

correct the total number of cells of x-y plane to a multiple 

of 64. The dummy cells are employed for the GPU 

computing. In the updating process, the electromagnetic 

components at the dummy cells are not updated.  

Next, the domain decomposition techniques for 

GPU computing are shown. The partitioned subdomains 

for GPU computing are illustrated in Fig. 1. Here, NX, 

NY, and NZ are the numbers of cells for the x, y, and z 

directions, respectively. In the proposed method, the 

domain decomposition techniques are different in the 

explicit updating procedure and the implicit updating 

procedure. Figure 1 (a) shows the divided subdomain for 

explicit updating procedure. The subdomain is partitioned 

by the blocks which are composed of the 64 threads. A 

cell is allocated to a thread and is updated by the thread. 

The thread is smallest element of the process. Therefore, 

in the explicit updating procedure, the subdomain is 

divided into (NX×NY×NZ)/64 blocks. On the other 

hand, the domain decomposition technique for implicit 

updating procedure is illustrated in Fig. 1 (b). In the 

implicit updating procedure, x-y plane of the sub-domain 

is partitioned by the blocks. Thus, each block is assigned 

to 64×NZ cells. Each thread in the block is allocated to 

the NZ cells. These cells are updated by using the LU 

decomposition method [8].  
 

 
   (a) 

 
   (b) 
 

Fig. 1. The domain decomposition and block structure for 

GPU computing. (a) Domain decomposition for explicit 

updating procedure, and (b) domain decomposition for 

implicit updating procedure. 
 

B. Updating procedure 

In the proposed method, two types of updating 

procedures are employed. One is the updating procedure 

which invokes the blocking data communication 
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function. The other is the updating procedure which calls 

the nonblocking data communication function. In the 

case of invoking the blocking data communication 

function, each magnetic component at boundary cells is 

communicated after updating each magnetic component. 

On the other hand, in the case of calling the nonblacking 

data communication function, the updating process is 

divided into two parts. One is the boundary part. The 

other is except the boundary part. Figure 2 shows the 

pseudo-code of updating procedure for calling the 

nonblocking data communication function. From Fig. 2, 

the data communication and the computation is over 

lapped by the nonblocking data communication function. 

Therefore, it is efficiently performed than invoking the 

blocking data communication function.  
 

Transient() 

{ 

    COMMUNICATE Hx and Hy of boundary part 

between neighboring subdomains 

    WHILE Current Time < Ending Time 

        COMPUTE Hz of the boundary part 

        COMMUNICATE Hz of boundary part between 

neighboring subdomains  

        COMPUTE Hz except boundary part 

        COMPUTE Ez except boundary part 

        WAIT for completion of Hx and Hy of boundary 

part communicate 

        COMPUTE Ez of boundary part 

        COMPUTE Ex and Ey except boundary part  

        WAIT for completion of Hz of boundary part 

communicate 

        COMPUTE Ex and Ey of boundary part  

        COMPUTE Hx and Hy of boundary part 

        COMMUNICATE Hx and Hy of boundary part 

between neighboring subdomains 

    ENDWHILE 

} 
 

Fig. 2. Pseudo-code of the proposed method.  
 

IV. NUMERICAL RESULTS 
First, in order to estimate the accuracy of the 

proposed method, the simulation has been performed for 

multi conductor transmission lines illustrated in Fig. 3. 

Each transmission line is terminated with the resistor 

(100 Ω). The voltage source is appended to the near  

end of the trace2. A pulse excitation with 0.5×10-9 sec 

rise/fall time, a width 4×10-9 sec, a period 1×10-8 sec, and 

an amplitude 3.3V was used. Mur’s first order absorbing 

boundary condition is used for the absorbing boundary 

condition. The computational domain consists of 

46×40×50 cells and discretized by nonuniform meshes. 

The minimum cell sizes are Δx=0.2mm, Δy=1 mm, 

Δz=0.01 mm, respectively. The time step size is  

3.33×10-14 sec in the FDTD method and 6.53×10-13 sec 

in the HIE-FDTD method. All of the simulations are 

performed by PC cluster, which is composed of two PCs. 

These PCs are connected by the gigabit Ethernet. Each 

PC has an Intel Xeon E5-2650 2GHz and four GPU 

boards, which are Tesla C2075. Tesla C2075 is one of 

the GPU boards for the high performance computing. In 

this simulation, the Intel Xeon E5-2650 was used for the 

FDTD method and the HIE-FDTD method and eight 

GPU boards were used for the proposed method. Open 

MPI is employed for MPI library. Figure 4 shows 

waveform results of the far end of the trace2 and the 

trace3. From Fig. 4, the waveform results show good 

agreement between these methods.  

Next, in order to verify the efficiency of the 

proposed method, the large scale problem has been 

performed. The number of cells is 1270×1270×102 cells. 

The minimum cell sizes are Δx=Δy=1 mm, Δz=0.01 mm. 

Mur’s first order absorbing boundary condition is 

adopted. The time step size for the FDTD method is 

3.33×10-14 sec. That for the HIE-FDTD method is 

1.89×10-12 sec. Table 1 shows the simulation results, 

which are the elapsed time and the speed up ratio, by the 

FDTD method, the multi-GPU FDTD method, the HIE-

FDTD method and the proposed method. The proposed 

method is performed with single precision floating  

point and double precision floating point. The peak 

performance of the Tesla C2075 by using the single 

precision floating point is two times faster than the peak 

performance by using the double precision floating 

point. In the bracket, the communication time is 

described. From Table 1, the proposed method is about 

4000 times faster than the FDTD method by using the 8 

GPUs with single precision floating point.  

 

 
  (a) 

 
  (b) 
 

Fig. 3. Example printed circuit board: (a) overhead view 

of the example circuit, and (b) cross section view of the 

example circuit. 
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  (a) 

 
  (b) 

 

Fig. 4. Waveform results: (a) far end of the trace2, and 

(b) far end of the trace3.  

 

Table 1: Elapsed time and speed up ratio 

 
Elapsed 

Time (sec) 

Speed up Ratio 

(vs FDTD Method) 

FDTD method 499395.0 1.00 

Multi-GPU FDTD 

method 
6189.88 80.68 

HIE-FDTD method 15110.43 33.05 

Proposed method 

(double precision 

and blocking) 

287.39 

[221.23] 
1737.69 

Proposed method 

(single precision 

and blocking) 

145.62 

[117.33] 
3429.44 

Proposed method 

(double precision 

and nonblocking) 

244.86 2039.51 

Proposed method 

(single precision 

and nonblocking) 

126.64 3943.42 

 

V. CONCLUSION 
The multi-GPU HIE-FDTD method proposed for the 

efficient simulation of the large-scale electromagnetic 

problems including thin structures. In the case of suitable 

given objects for the HIE-FDTD method, it has been 

verified that the proposed method is more than about 

4000 times faster than the conventional FDTD method 

in the case of using 8 GPUs with single precision floating 

point.  
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Abstract ─ Beamforming is a serious problem in wireless 

communication. Many deterministic and numerical 

techniques are proposed to achieve beamforming. 

However, the application of evolutionary computing 

techniques produced better results over many existing 

conventional methods. In this paper, one such attempt of 

applying a novel nature-inspired technique known as 

Firefly algorithm (FFA) to demonstrate beamforming  

in linear arrays and compared with particle swarm 

optimization (PSO). The desired objectives of the 

synthesis process are defined as sidelobe level (SLL) 

suppression and null positioning. The optimal set of 

amplitude distribution for the elements in the linear array 

is obtained using the technique in order to achieve the 

desired objectives. The results are evaluated in terms of 

radiation pattern plots. 

 

Index Terms ─ Antenna array, Firefly algorithm, particle 

swarm optimization. 
 

I. INTRODUCTION 
Beamforming, on one hand it involves in observing 

deep nulls in the direction of the undesired signal and, on 

the other hand, it involves in positioning the main beam 

in the direction of the desired signal. Antenna array 

which have perfect control of radiation characteristics 

like sidelobe level (SLL), control on beam width (BW) 

along with beam steering (BS) capabilities have emerged 

as the best candidates for beamforming applications [1]. 

Linear arrays are the simplest form of array antenna 

geometry. All the elements of the array are oriented 

along a straight line defined in terms of array length and 

number of elements. These linear arrays are the best 

candidates for beamforming applications with efficient 

sidelobe level suppression [2-4] and null control [5] 

characteristics. These arrays are capable of interference 

suppression through beam-forming technique. Nulls are 

located in the direction of arrival (DOA) of the 

interference signal while the main beam is steered to the 

DOA of the desired signal in order achieve the above 

said characteristics. Many conventional techniques are 

proposed to solve the problem of beamforming. 

Unfortunately, these are time-consuming as well as 

provide poor performance. In order to overcome these 

hurdles, in the recent past several evolutionary techniques 

are proposed [3-6]. These techniques are quite efficient 

and often express the supremacy over traditional 

techniques. 

In this paper, novel nature-inspired metaheuristic 

evolutionary computing algorithm known as Firefly 

algorithm (FFA) [6, 7] is employed to achieve the 

specified two objectives of SLL suppression and null 

position in linear arrays. The rest of the paper is 

organized as follows. Sections 2 and 3 are dedicated to 

description of the problems statement and formulation of 

cost function. Implementation of the algorithm for the 

proposed problem is given in Section 3. The case wise 

presentation of results is given in Section 4 which is 

followed by overall conclusion in Section 5. 

 

II. PROBLEM STATEMENT 
The problem statement can be considered as to 

determine the amplitude distribution of linear array 

which produces the desired radiation pattern. The 

geometry of the broadside linear array of N equi-spaced 

isotropic elements with symmetric excitation positioned 

along Z-axis is shown in Fig. 1. 

Mathematically, the array factor can be stated as: 

     
1

exp 1 cos .
N

n

n

E I j n kd  


      (1) 

Here, xn is Amplitude of excitation of the nth element of 

the array, k is wave number, d is spacing between the 

elements (λ/2), β = cos dkd   and 
d = Scan angle and  
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N = Number of elements in the array. Progressive phase 

β is zero as pattern maxima is directed towards d = 900 

for broadside linear array. However, in scanned array 

pattern maxima is oriented at an angle d . 
 

 
 

Fig.1. Geometry of broadside linear array. 
 

III.COST FUNCTION FORMULATION 
The two objectives considered in this work 

corresponding to linear array synthesis are SLL 

suppression and null positioning. The cost functions 

corresponding to these two objectives are given as 

below. 

For SLL optimization: 

    f1= max[Eϴ=FN to π/2] 

  cf1     = |f1-40| if f1<40 

    = 0 otherwise, (2) 

where cf1 is cost function and FN is first null. 

For null positioning: 

 Enmax= max[E(ϴ=n1), E(ϴ=n2), E(ϴ=n3)] 

 cf2         = |Enmax-60| if Enmax<60 

   = 0  otherwise, (3) 

where n1, n2 and n3 are desired null positions in degrees. 
 

IV. OPTIMIZATION ALGORITHMS 

A. Firefly algorithm 

Genesis 

FFA is proposed by Yang [6]. Like several other 

swarm intelligence based algorithms, FFA is also 

inspired by the natural behaviour of fireflies and the 

phenomenon of bioluminescent communication. Firefly 

species produce short and rhythmic flashes. These 

flashes of light play a vital role in bioluminescent 

communication. Mostly the flash pattern is unique for 

every species in terms of frequency, colour and time for 

which the flash of light is generated. These patterned 

flashes are used by the fireflies to attract other fireflies 

for mating. According to inverse square law the intensity 

of light at a certain distance r from the light source. 

Which means that the intensity of the light I goes on 

decreasing as the distance r increase in terms of I α 1/r2. 

In addition to this another phenomenon known as 

absorption, the light becomes weaker as it travels along 

the distance. Due to these factors when combined make 

most fireflies visible at a limited distance, normally to a 

few hundred meters at night, which is quite enough for 

fireflies to communicate with each other. The following 

are the rules that are used to describe the structure of the 

FFA: 

1) All fireflies are unisex so that one firefly will be 

attracted to other fireflies regardless of their sex. 

2) Attractiveness depends on the brightness of the 

flashed light. Accordingly, firefly with brighter flash 

is supposed to have good attractiveness than the 

firefly with less brightness. 

3) Brightness is defined by the objective function or 

the landscape of the species. 
 

Algorithm Construction 

The construction of the algorithm considers several 

base rules which mimic the actual behaviour of the 

fireflies. It is interesting to note that these fireflies (FF) 

are unisex and are capable of drawing the attention of 

any companion FF. The degree of attraction is referred 

as individual’s brightness. The brightness or light 

intensity of a firefly is influenced by the landscape of 

fitness/cost function. The basic steps of the FA can be 

summarized as the pseudo code in Fig. 2. 
 

 
 

Fig. 2. Flowchart of Firefly algorithm. 
 

Implementation of FFA for LA Synthesis 

The adoption of the algorithm for the array synthesis 

problem starts with population initialization. Every 

individual FF in the population is considered as a 

respective array and the amplitude distribution for each 

array in the population is randomly generated. If P 

individual FF are considered, then the population is a 

vector of size 1xK. However, each individual FF is again 

a vector of size equal to the number of elements in each 

array. For example, the ith FF is given as follows: 

 1 2 3, ,i Kx x x x x , (4) 

Similarly, the population matrix is given as: 
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After the population initialization the immediate 

step if FF evaluation, which means to evaluate the fitness 

of the FF and the corresponding amplitude distribution: 

 Ii = ObjFunc (xi). (6) 

The calculation of the attractiveness of an FF is given 

by: 

   2

ijo rexp*r  . (7) 

Here, r is the distance between any two fireflies, o  is  

the initial attractiveness at r=0 and   is the absorption 

coefficient which controls the decrease of the light 

intensity. The distance between any two fireflies i and j at 

xi and xj respectively can be defined as a Cartesian 

distance ‘rij’ using the following equation: 

 



n

1k

2

jkijjiij xxxxr . (8) 

The movement of a firefly ‘i’, which is attracted by 

a more attractive (i.e., brighter) firefly ‘j’ is given by the 

following equation: 

     2/1randxxrexpxx ij

2

ijoii  . (9) 

 

B. Particle swarm optimization 

PSO is developed by Kennedy and Eberhart and 

applied to several engineering problems. PSO belongs to 

the class of population based optimization technique 

which is inspired by social behaviour of bird flocking or 

fish schooling. The population in PSO constitutes 

particles. Each particle refers to the position in the search 

space. Every particle is subjected to move around the 

search space in search of the target and updates in every 

iteration. The displacement is governed by both velocity 

and position of the particle. The velocity depends on 

personal best position and the global best position of the 

particle. Personal best refers to the best position of the 

particle from the displacement history of the particle, 

while the global best refers to the best position among 

the flock in the current iteration. This is mathematically 

modelled using the following equation: 

 1

1 1

* ( ) ( )i i g i
i i k k k
k k

i i i

k k k

rand p x rand p x
v wv

t t

x x t v




 

 
   

 

  

, (10)
 

i

kv = velocity of ith particle in the kth iteration,  
i

kp = personal best of ith particle in the kth iteration,  
g

kp = global best in the kth iteration, w = inertial weight, 

β and α are cognitive and communal coefficients. In this 

case both are equal to 0.5. 

 

V. RESULTS AND DISCUSSION 
The simulation based experimentation is carried out 

for two different objectives. As discussed earlier, one of 

the objective is to obtain very low SLL than uniform 

distribution under scanned and un-scanned beam 

conditions. Un-scanned beam refers to position of main 

beam at 00 while scanned beam refers to main beam 

positioned at 300. In both the cases, the SLL is 

maintained well below the level observed with uniform 

distribution in which all the elements in the array are 

uniformly excited. Suppressed SLL to -40 dB is achieved 

by applying FFA to obtain non-uniform amplitude 

distribution. The results pertaining to this discussion are 

mentioned in Fig. 3. The pattern with dashed line refers 

to uniform distribution where the SLL is -13 dB while 

the solid line and dotted line refers to un-scanned and 

scanned radiation patterns with non-uniform distribution 

using FFA respectively. 
 

 
 

Fig. 3. SLL suppression in unscanned and scanned 

patterns. 

 

As a second objective the problem of null positioning 

is considered for both unscanned and scanned beams. As 

a frst case in this objective, multiple nulls with fixed 

main position at 00 using both PSO and FFA is considered. 

The DOA of the interference signals are -250, 400 and 

600. This is demonstrated in terms of radiation pattern in 

Fig. 4 (a) and the corresponding convergence plots in 

Fig. 4 (b). The amplitude distribution obtained using the 

FFA and PSO is given in the corresponding column of 

Table 1. As a second case beamsteering along with three 

nulls is considered. This is shown in the Fig. 5 (a), where 

the main beam is scanned to an angle of 300 which is 

considered as the DOA of the desired signal. The 

respective convergence plot is as shown in Fig. 5 (b). The 

corresponding amplitude distribution using PSO and 

FFA are as given in Table 1. 
 

 
 (a) 

MUBEEN, PRASAD, RANI: LINEAR ARRAY BEAMFORMING USING NATURE INSPIRED COMPUTING 183



 
 (b) 
 

Fig. 4. (a) Radiation pattern with nulls at -250, 400  

and 600 while main beam positioned at 00, and (b) 

convergence plot for PSO and FFA. 
 

 
 (a) 

 
 (b) 
 

Fig. 5. (a) Radiation pattern with nulls at -250, 400  

and 600 while main beam positioned at 250, and (b) 

convergence plot for PSO and FFA. 
 

Table 1: Amplitude distribution obtained using FFA for 

different cases 

Element 

Number 

Amplitude Distribution 

Fig. 3 Fig. 4 Fig. 5 

00 300 FFA PSO FFA PSO 

1&1' 0.76 0.80 0.54 0.76 0.99 0.47 

2&2' 0.72 0.76 0.04 0.36 0.86 0.57 

3&3' 0.64 0.68 0.11 0.56 0.56 0.14 

4&4' 0.53 0.56 0.77 0.75 0.41 0.38 

5&5' 0.41 0.44 0.71 0.75 0.48 0.50 

6&6' 0.29 0.31 0.46 0.85 0.59 0.13 

7&7' 0.18 0.20 0.60 0.55 0.37 0.00 

8&8' 0.13 0.15 0.85 0.73 0.38 0.68 

VI CONCLUSION 
FFA has been successfully applied to array synthesis 

problems in beamforming applications with multiple 

objectives. The technique of generating nulls in the 

desired directions in order to suppress the interference 

signals is well demonstrated under un-scanned and 

scanned conditions for beamforming characteristics. 

FFA has shown its efficiency and simplicity in terms of 

computation time and complexity. It is evident from the 

plots that the convergence is achieved earlier with FFA 

than PSO in all the cases mentioned above. Moreover, 

the convergence is delayed when the beam is scanned to 

a certain angle. The technique demonstrated in this paper 

can easily be extended to any multimodal problems with 

several constraints. 
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Abstract ─ Dipole antennas have a limited bandwidth 

which restricts their use to narrow bandwidth 

applications. To improve the functionality of a dipole 

antenna, additional wire elements can be added to the 

dipole antenna to increase the impedance matching and 

bandwidth. A design for a modified dipole antenna is 

proposed and analyzed using multiple computational 

electromagnetic software to determine how the 

additional wire elements affect the input impedance 

bandwidth and radiated fields. The antenna was then 

fabricated and tested and compared to simulation results. 

The modified dipole antenna shows a bandwidth 

improvement of more than four times, approaching 31%, 

while maintaining radiation patterns similar to a 

traditional dipole antenna with slightly higher gain. 

 

Index Terms ─ Antenna, bandwidth, dipole, far field, 

gain, impedance. 

 

I. INTRODUCTION 
Many modern wireless communication systems 

require antennas that can provide omnidirectional 

radiation coverage. As such, the classic half-wavelength 

dipole antenna which provides a uniform omnidirectional 

coverage is a popular candidate for these systems. The 

primary drawback for these antennas however is the fact 

that they operate in a very narrow bandwidth, which 

limits their application in modern communication 

systems. In this work, we propose a new configuration 

for the classic wire dipole antenna, to improve its 

bandwidth. The presented design is an extension of the 

configuration proposed in [1]. Four wire elements 

connected to the wire dipole antenna, as shown in Fig. 1. 

This essentially creates a quasi-log periodic wire 

antenna, which minimizes the reactive part of the 

impedance and improves the matching at the input port 

of the antenna, resulting in a wider bandwidth. It is 

shown that by proper tuning of these parasitic wires,  

the bandwidth of the classic dipole antenna can be 

increased by more than four times, while maintaining an 

omnidirectional radiation pattern and slightly increasing 

the gain. 

 

 

Fig. 1. Dipole antenna models: (left) dipole antenna, 

(center) modified dipole antenna, and (right) the modified 

dipole configuration along with design parameters. 

 

II. DESIGN 
The initial design for this study is based on the work 

reported in [1]-[3]. The objective of this study is to 

further the analysis of the modified dipole antenna 

configuration shown in Fig. 1. To this end, we compare 

the performance of the classic wire dipole antenna, with 

the modified dipole. The analysis is conducted using 

three computational electromagnetic software: FEKO 

[4], Ansys HFSS [5], and CEMS [6]. A parametric study 

for design parameters A, B, and C was conducted using 

HFSS to understand how the impedance matching of the 

antenna is effected by the additional wire elements. The 

parameters R and L were set to 0.2 mm and 128 mm 

respectively in all used software packages and for the 

parametric study. 

Figures 2-4 show the result of the parametric study. 

Figure 2 shows the results when varying A with B=10 mm 

and C = 18 mm. As the length of A increases the real part 

of the input impedance decreases. The imaginary part of 

the input impedance curve straightens out as the length 

of A increases. From the results depicted here, it can be 

seen that the length of A that corresponds to a real input 

impedance close to 50 Ohms and an imaginary input 

impedance around zero, i.e., best matching over a broad 

frequency range, is for A = 33 mm. 
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(a) 

(b) 

Fig. 2. Input impedance versus frequency: (a) real and 

(b) imaginary.

(a) 

(b) 

Fig. 3. Input impedance versus frequency: (a) real and 

(b) imaginary.

 (a) 

 (b) 

Fig. 4. Input impedance versus frequency: (a) real and 

(b) imaginary.

Figures 3 and 4 show the parametric study results 

for B and C. For the parametric study with B, A = 33 mm 

and C = 18 mm. For the parametric study with C, 

A = 33 mm and B = 10 mm. Parameters B and C show 

similar behaviors as for A, but to less extent. From the 

study reported here it can be seen that A is the main 

tuning parameter for impedance matching in this 

modified dipole configuration. The dimensions of the 

design parameters were chosen based on the results 

reported here and are A = 33 mm, B = 10 mm, C = 18 mm, 

L = 128 mm, and R = 0.2 mm. 

III. RESULTS
Using the design dimensions determined in the 

previous section, the antenna was built and measured as 

well as simulated using three different computational 

electromagnetic software, namely: FEKO, Ansys HFSS, 

and CEMS. For comparison purposes a dipole antenna 

with the same length as the modified dipole antenna 

design is also simulated and tested. Figure 5 shows the 

magnitude of 𝑆11 versus frequency for the dipole antenna

modeled in FEKO and the modified dipole configuration 

in the three different software packages. 

Table 1 shows the original bandwidth and the 

corresponding improvement for each dipole simulation. 

The center frequency was determined by finding the 

-10 dB crossings and calculating the frequency in the

middle. For the three modified dipole antennas results in
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Fig. 5, the curves are different regions below -10 dB but 

exhibit a similar behavior. The slight differences can be 

due to the nature of the three different software packages 

and how they represent the antenna and the source of 

excitation. All of the modified dipole models operate at 

a higher frequency than the traditional dipole antenna 

and the reflection coefficient curves have two local 

minimums. The mean improvement in bandwidth is 

more than four times when comparted to the traditional 

dipole antennas as can be seen in Table 1. Figure 6 shows 

the measured reflection coefficient for the two models 

shown in Fig. 1. The curve does not closely resemble 

what was simulated, but the overall result is similar. The 

difference is due to the un-professional construction of 

the antenna, SMA connector, and from the solder joints 

which was not accounted for in simulations. The 

bandwidth of the fabricated modified dipole was 

improved by approximately four times when compared 

to the fabricated dipole antenna. 

To study the effect of the additional wire elements 

FEKO was used to examine the radiated far-field 

patterns. The electric field was examined for the 

modified dipole antenna as well as a dipole antenna 

operating at the center frequency of the modified dipole 

antenna.  

 

 
 
Fig. 5. Reflection coefficient for a regular dipole and the 

modified dipole using three different software packages. 

 

 
 

Fig. 6. Measured reflection coefficient for a regular 

dipole and the modified dipole. 

Table 1: Bandwidths of the dipole antennas 

Antenna BW (%) 
% BW 

Improvement 

FEKO dipole 7.05 - 

CEMS mod. dipole 30.37 23.32 

FEKO mod. dipole 31.17 24.12 

HFSS mod. dipole 30.35 25.36 

Measured dipole 8.24 - 

Measured mod. dipole 31.78 23.54 

 

From Figs. 7 and 8 it is observed that the addition of 

the wire elements does not drastically change the 

magnitude of 𝐸𝜃  in all three planes across the frequency 

band. Table 2 shows the gain for both the modified 

antenna and dipole antenna at three different frequencies 

within the band. 
 

 
   (a) 

 
   (b) 

 
   (c) 

 

Fig. 7. Electric field in the XY-plane: (a) 1.202 GHz, (b) 

1.306 GHz, and (c) 1.410 GHz. 
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  (a) 

  (b) 

  (c) 

Fig. 8. Electric field in the XZ-plane and YZ-plane: (a) 

1.202 GHz, (b) 1.306 GHz, and (c) 1.410 GHz. 

Table 2: Realized gain of modified dipole using FEKO 

Realized Gain (dBi) 

Antenna 1.202 GHz 1.31 GHz 1.41 GHz 

Modified 

dipole 
2.117 1.92 1.92 

Due to the better matching at the input port of the 

modified dipole, the realized gain of the modified 

antenna remains around 2 dBi for all three frequencies. 

The calculated gain of the traditional dipole antenna is 

1.94 dBi. 

VI. CONCLUSION
A modified dipole antenna configuration is 

proposed and investigated using three different software 

packages as well as measured results from built 

antennas. Additional wire elements are added to a 

traditional half wave length antenna that enable 

impedance matching across the band. It is shown 

numerically and experimentally that this configuration 

can increase the input impedance bandwidth four 

times when compared to a traditional dipole antenna. 

The additional wires do not change the radiation 

characteristics of the dipole antenna as demonstrated 

using simulations. The resulting cross polarized electric 

field component 𝐸𝜙 is found to be less than 40 dB of the

𝐸𝜃  component. The gain of the modified antenna is close

to 2 dBi over a broad range of frequencies. Based on this 

study, the proposed modified dipole antenna has the 

potential to expand the use of dipole antennas in a wide 

range of applications. 
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Abstract ─This paper investigates the Fast Multipole 

Method (FMM) for large-scale electromagnetics 

scattering problems for dielectric objects. The algorithm 

is implemented on a Graphical Processing Unit (GPU) 

cluster using CUDA programming and Message Passing 

Interface (MPI). Its performance is investigated in terms 

of accuracy, speedup, and scalability. The details of  

the implementation and the performance achievements 

are shown and analyzed, demonstrating a scalable 

parallelization while maintaining a good degree of 

accuracy. 

 

Index Terms ─ Dielectric objects, Fast Multipole Method 

(FMM), Graphics Processing Unit (GPU), Message 

Passing Interface (MPI). 
 

I. INTRODUCTION 
Modelling electrically large dielectric objects plays 

an important role in the research of target identification 

or the stealth and anti-stealth technology. The excessively 

heavy requirements of memory and computational 

resources of such applications pose a challenging problem 

in the computational electromagnetics community. The 

past two decades have witnessed many numerical 

techniques developed to reduce this burden without 

significant loss of accuracy, including Adaptive Integral 

Method (AIM) [1], Impedance Matrix Localization 

(IML) [2], and Fast Multipole Method (FMM) [3]. Among 

others, FMM is the most suitable technique for large-

scale problems in reducing the computational complexity 

of the conventional technique, Method of Moment 

(MoM) [4] from O(N3) to O(N1.5), where N denotes the 

number of unknowns. Some other approaches such as 

AIM and IML have the complexity of O(N1.5logN) and 

O(N2logN), respectively. Many authors have investigated 

the parallelization of FMM on CPU clusters for solving 

the dielectric problems [5]. However, to the best of our 

knowledge, FMM has not been studied for dielectric 

electromagnetics problems on GPU clusters. Recently 

our group has applied single-level FMM for perfect 

electric conductor (PEC) objects [6]-[7], and good 

speedup factors compared to the CPU implementations 

were achieved. However, our previous implementations 

focused only on PEC objects, which can be limiting for 

simulating real-life scenarios.  

In this paper, we investigate the parallelization of 

FMM for dielectric electromagnetics structures using the 

PMCHW formula [8] on a multi-node GPU cluster with 

CUDA and MPI programing. We demonstrate that the 

implementation of FMM on GPU clusters outperforms 

that of the CPU counterpart in terms of speedup and 

scalability.  

The rest of the paper is organized such that Section 

II provides an overview of FMM for dielectric objects. 

Section III describes the parallelization of FMM on GPU 

clusters. Experimental results are discussed in Section IV. 

Finally, our findings are summarized in the conclusions 

section.  

 

II. OVERVIEW OF THE FAST MULTIPOLE 

METHOD FOR DIELECTRIC OBJECTS 
In this section, we provide a brief overview to help 

our discussion on the parallel implementation of FMM 

for dielectric objects, which is presented in detail in 

Section III.  

FMM solves for the linear equation system created 

in the form of ZI = V, where I represents the unknown 

currents, V depends on the incident field, and Z is the 

impedance matrix. The main idea of FMM is the 

grouping concept as shown in Fig. 1, where N edges in 

the mesh of a given structure are categorized into M 

localized groups based on their proximity. According to 

this approach, two interaction types can be defined: near 

and far, as depicted in Fig. 1. The Z matrix is split into 

two components, Znear and Zfar, as shown in (1): 

 

' ' ' ' ' '
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and m and m’ are observation and source edges in the 

mesh, respectively.  

The near term comprises of interactions between 
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spatially close edges, and is computed and stored in  

a similar manner to MoM [4]. For dielectric objects, 

PMCHW formula [8] is used in this paper and the four 

components of Znear is shown in (2)-(4): 
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The interactions between the remaining edges that 

are spatially far from each other constitute the far term. 

The advantage of separating the Z matrix into two 

components is that the Zfar matrix does not need to be 

computed and stored ahead of time. Instead it is 

factorized into the radiation, TE/TED, receive, RE, and 

translation functions, TL. Equations (5)-(11) depict these 

functions based on PMCHW formula: 
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Fig. 1. FMM grouping concept. 
 

In the equations above, the prime syntax denotes the 

source points, and i refers to the groups in the mesh. The 

unit vector k̂  denotes the K possible field directions in k 

space, f(r) denotes the basic functions, 2 ( )lh r  is the 

spherical Hankel function of the second kind, and ( )lP r  

is the Legendre polynomial. 
 

III. PARALLELIZATION OF FMM ON GPU 

CLUSTERS 
The platform utilized in our FMM implementation 

is a GPU cluster, which consists of 13 computing nodes. 

Each node has a dual 6-core 2.66 GHz Intel Xeon 

processor, 48 GB RAM along with one NVidia Tesla 

M2090 GPU running at 1.3 GHz with 6 GB memory. 

The nodes are interconnected through the infiniBand 

interconnection. The cluster populates CUDA v7.0 and 

MVAPICH2 v1.8.1. (a well-known implementation  

of Message Passing Interface (MPI)). Two parallel 

programming approaches of CUDA and MPI are 

combined to provide the use of GPU programming 

across the cluster.  

In this section, we provide an overview of our 

implementation on GPU. Figure 2 shows the main blocks 

which consist of pre-processing, processing and post-

processing, where processes which utilize GPU are 

shown in solid green line, and CPU based operations are 

shown in dashed black line. The geometry mesh data 

resulting from the pre-processing step is transferred to 

the GPU memory, and the entire computation is 

performed on the GPU. The user defined results such as 

radar cross section, scattered fields are post-processed on 

the CPU. 

The parallelization of the processing step in GPU 

cluster implementation is performed at two levels: (i) 

among computing nodes using MPI library, and (ii) 

within GPU per node using CUDA programming model. 

The workload of the computational task is equally 

distributed among the computing nodes, and the inter-

node communication is minimized. This is achieved by 

uniformly distributing the total number of groups, M, 

among the n computing nodes. We only present the far 

interactions in this paper, since the near field and V 

vector calculations implementations can be found in [6]-

[7]. 
 

A. Far interactions calculations 

This task comprises of three calculations: radiation, 

and receive functions and translation matrices. The first 

step in the far interaction calculations is the calculation 

of the radiation, TE/TED and receive, RE, functions for Zfar 

matrix as seen in Fig. 2. It is worth noting that the 

radiation and the receive functions as well as the 

translation matrix have to be evaluated at all K directions 

for the unit sphere integration. The computational 

workload is distributed across the nodes using the group-

based partitioning scheme such that Mnode groups are 

allocated for each node. K evaluations for the radiation 

and receive functions are required for each node. The 

threads are grouped into blocks such that each block of 

threads performs Ngroup radiation/receive functions at a 

given group, then a total number of blocks per node  
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equal to MnodeK. 

The second task for far interactions is the calculation 

of the translation matrix, TL. Similar to the calculation of 

the radiation/receive functions, the translation matrix has 

to be evaluated at all K directions for the unit sphere 

integration. The workload for the TL calculations is also 

distributed across the nodes following the group-based 

technique. Each CUDA block is assigned to compute one 

sparse row of the TL matrix for a given direction, and 

each thread computes one element in that row. 

 

 
 

Fig. 2. FMM flow chart implementation. 

 

B. Fast matrix-vector multiplication 

The processing step is followed by solving linear 

equation iteratively. In this paper, the Biconjugate 

Gradient Stabilized method (BICGSTAB) is employed 

where each iteration involves the Matrix-Vector 

Multiplication (MVM). In this part, MVM of the far 

interactions are focused and the calculation of ZfarI 

comprises of aggregation, translation, and disaggregation. 

By using the group-based scheme, the inter-node 

communication is required only at two steps: (i) at the 

beginning of the MVM to exchange the estimated values 

for the unknowns among the nodes, and (ii) after the 

aggregation step and before performing the translation 

step in order to update all nodes with the aggregated 

fields. The flow chart of the implementation is shown in 

Fig. 3.  
 

 
 

Fig. 3. Far-interaction flow chart implementation. 
 

Each node already calculates its own portion of the 

radiation/receive functions, and the translation matrix. In 

the aggregation stage, each unknown is multiplied with 

its corresponding radiation functions, and is summed in 

each group. The aggregation stage can be performed 

independently for all K directions, and thus can be 

performed concurrently with minimal need for inter-

node communication. An all-to-all communication is 

employed by each node to broadcast the aggregated 

fields to all other nodes. Then the received fields at each 

direction are determined by multiplying the aggregated 

fields with the translation matrix. Next the received 

fields are multiplied with the receive functions to obtain 

the field for each group at a given direction. Finally, an 

integration over the K directions of the unit sphere is 

performed to calculate the fields at each observed edge. 

The far MVM is incorporated with the near MVM to get 

the full ZI. 
 

IV. EXPERIMENTAL RESULTS 

A. Accuracy 

To validate the accuracy of FMM implementations 

on GPU clusters, we calculate the radar cross section 

(RCS) of a 14 diameter (254,274 unknowns) sphere with 

permittivity  = 4 – 0.1j. It is illuminated by a normally 

incident 1 GHz x-polarized plane wave. The RCS based 

on our GPU implementation is compared to the results 

of the analytical Mie scattering. Figure 4 shows that the 

GPU and Mie solutions achieve a good agreement. 
 

 
 

Fig. 4. RCS of a 14λ diameter dielectric sphere 
 

B. Implementation performance on GPU cluster 

Our GPU implementations is evaluated using the 

fixed-workload model in the first experiment. We choose 

a sphere diameter of 12.4, ~ 200K unknowns for the 

fixed problem size such that it demands the use of at least 

8 nodes to satisfy the required memory. Speedup and 

scalability are used to evaluate the GPU implementations. 

The speed up is defined as the ratio of time required by 

multi-node GPU implementation with respect to the 8-

node CPU implementation. Scalability is the normalized 

speedup of multiple nodes in reference to the speedup of 

8 nodes. In our analysis, we consider the total executional 

time and computational time. Figure 5 shows the 

speedup factors and the measured time of two cases. It is 

observed that the computation time achieves a speedup 

factor of 171.5 on 8 nodes, and takes 158.9 seconds. Due 

to the nature of the fixed workload model, each node 

carries less workload when the number of computing 

nodes increase. Therefore the computation time decreases 

linearly with the increase in nodes (274.5 seconds for 

computation and 229.9 seconds for total). The slightly 

smaller speedup factors for the total time as compared  

to the computation time are due to the inter-node 
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communications for transferring the data in our GPU 

implementations.  
 

 
 

Fig. 5. Speedup analysis for the fixed-workload model 

(vs. 8 nodes CPU implementation, 100 iterations) 

Computational CPU exec time = 24,421 sec, total CPU 

exec time = 26,315 sec. 
 

It is observed in Fig. 6 that both computation and 

total time scale closely to the theoretical linear expectation 

for the fixed workload problem. This good scalability 

demonstrates that our implementation has efficiently 

parallelized the algorithm and reduced the communication 

overhead.  

The second experiment is the fixed-time model. As 

the problem size is increased, the number of nodes also 

increases, so that the GPU memory in each node is  

fully utilized. Our GPU implementation can process a 

maximum problem size of 254K unknowns with a 

speedup factor of 169.6 for the computation, and 137 for 

total execution time as shown in Fig. 7.  
 

 
 

Fig. 6. Scalability analysis for the fixed-workload model. 
 

 
 

Fig. 7. Speedup analysis when the number of nodes 

increases along with problem size increases (vs. multi-

node CPU, 100 iterations). 

VI. CONCLUSION 
In this paper, the GPU implementation of FMM for 

dielectric electromagnetic scattering problems using our 

13-node GPU cluster is demonstrated. The maximum 

problem size is determined by the available on-board 

GPU memory. For the same degree of accuracy, the GPU 

implementation outperforms the CPU implementation. 

Moreover, the GPU implementation has a good scalability 

as the number of computing nodes increases. 
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Abstract ─ This article established with the modeling 

and the field oriented control of permanent magnet 

synchronous machines, with a focus on their applications 

in variable speed domain in photovoltaic source. 

 

Index Terms ─ Field oriented control, inverter, permanent 

magnet synchronous machine, photovoltaic. 

 

I. INTRODUCTION 
The permanent magnet synchronous motor (PMSM) 

has three phases winding on stator represented by the 

three axes (a, b, c) phase-shifted of 120° with respect to 

each other (Fig. 1) and has permanent magnets in the 

rotor ensuring its excitation. Depending on how the 

magnets are placed, we can distinguish two types of 

rotors; in the first type, the magnets are mounted on the 

surface of the rotor with a homogeneous air gap, the 

motor is called “smooth air gap PMSM” and inductors 

are independent on the rotor position. In the second type, 

the magnets are mounted inside the rotor mass and the 

air gap will vary because of the salience effect. In this 

case, inductors are highly dependent on the rotor 

position. Synchronous motors have a remarkable feature; 

the speed is constant regardless of the load. The field 

oriented control (FOC) is used for many years. It 

implements Park transformation which shows, like a 

separately excited dc machine, the expression of the 

instantaneous torque as a product of magnetic flux and 

current. In addition, there is the possibility to reduce the 

oscillations for a desired torque, to save energy delivered, 

to reduce the current harmonics and to improve power 

factor. When the motor model used is correct, the FOC 

works well [1-6]. 

 

II. DYNAMIC MODEL OF SYNCHRONOUS 

MOTOR 

A. Mathematical model of PMSM 

The dynamic model of a permanent magnet 

synchronous motor with rotor reference frame can be 

described by the equations below, considering the 

conditions of non-saturation of the magnetic circuit and 

the magneto motive force MMF is a sinusoidal 

distribution created by the stator windings: 
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with abcabcabc iV ,,  representing the stator phases’ voltages, 

the stator phases’ currents and the total flux produced by 

the stator currents. R indicates the resistance of a stator 

phase. 
 

 
 

Fig. 1. Equivalent circuit of a permanent magnet 

synchronous motor in the dq frame. 
 

Total fluxes are expressed by: 
       '

abcabcabc iL    
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ssL  and 
sM  representing the self-inductance and the 

mutual inductance between stator windings. abc
'  is the 

rotor flux seen by the stator windings. It represents the 

amplitudes of the voltages induced in the stator phases 

without load. Substituting (3) in (1): 
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The electromagnetic torque is expressed by: 

    abc

t

abc

r

e ieT


1
 , (5) 

where 
 
dt

d
e abc

abc


  represents the electromotive forces 

generated by the stator phases. r  is rotation speed of 

the rotor in [rad/s]. Note that the system (4) leads to 

joined and highly non-linear equations. To simplify this 

problem, the majority of research in literature prefer to 

use the Park transformation which, by a transformation 

applied to real variables (voltages, currents and flux), 

provides fictive variables called dq components of 

Park’s equations. Physically, this transformation is 

interpreted as a substitution for stationary windings 

(a,b,c) by rotating windings (d,q) which rotate with the 

rotor. This transformation makes the dynamic equations 

of AC motors simpler. The Park transformation is 

defined as follows: 

   abcdq xKx )( 0
, (6) 

where X may be a current, a voltage or a flux and    

is the rotor position. dqX  represent longitudinal and 

transversal components of the stator variables (voltages, 

currents, fluxes and inductances). The transformation 

matrix 
K  is by: 
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The inverse matrix: 
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Applying the transformation (6) to the system (1), 

we have the electrical equations in the 
qd  reference: 
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The flux equation: 
 

fsdsdsd iL   , (11) 

 
sqsqsq iL , (12) 

f  is the flux created by the magnets in the rotor. By 

replacing (11) and (12) and in 
dq vv ,

 we obtain the  

following equations: 

 
sqsqr

sd
sdsdsd iL

dt

di
LiRV  , (13) 
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di
LiRV   . (14) 

Equations (13) and (14) form a second order differential 

equation system that models the electrical behaviour of 

the synchronous permanent magnet [1], [2]. 

 

III. FIELD ORIENTED CONTROL 
We can determine the reference torque to impose  

on the motor and the speed reference from the 

electromagnetic torque equation expressed in terms of 

Park’s components, if we impose the current. To 

preserve the torque Te proportional to the current isq, we 

must control the angle α = π/2, and the angle α is 

determined by the following formula. 

 

A. Inverter modeling 

The inverter transforms a DC voltage into an 

alternating voltage with a varying amplitude and 

frequency. Its bridge structure is composed mostly of 

electronic switches such as IGBTs, power transistors or 

thyristors. Its operating principle is based on controlled 

switching in a suitable manner (usually a pulse width 

modulation), the source is modulated to obtain a wanted 

AC signal frequency. Two types of inverters are used; 

the voltage inverter and the current inverter. The voltage 

inverter with six switches, supplied by the photovoltaic 

generator and operating in pulse-width modulation 

(PWM) is commonly used for this application in Fig. 2. 
 

 
 

Fig. 2. PMSM supply using voltage inverter. 

 

B. The hysteresis current control technique 

It is a simple technique directly interested in current 

control; it limits the maximum current and is less 

sensitive to load variations. This method is used to 

control the current of a to follow a sinusoidal reference 

current calculated from the currents sqrefsdref ii ,  
and from 

the rotor position  . If the error, which is the difference 

between the reference current of a phase and the same 

phase current reached the upper limit  Iiref  , the switch 
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arm of the inverter corresponding to the same phase is 

started and connected to the (-) pole of the power source 

to reduce the current; while if the error reached the lower 

limit  Iiref  , the switch connected to the positive 

terminal of the power source should be started to 

increase the flow of the corresponding phase. The lower 

and upper limits of the hysteresis band ΔI are set by the 

motor absorbed current and the maximum switching 

frequency of switches respectively. A narrow band of 

hysteresis implies a current more similar to the sine wave 

with a low harmonic content, and a switching frequency 

higher and higher, and vice versa. 

The current references are given by voltage inverter 

in such to force the phase currents of the motor these 

currents are sinusoidal functions of rotor position. They 

create in the gap a field with magnetic axis in quadrature 

with the axis of the magnets’ field. They are in phase 

with the electromotive forces induced in these windings 

by the magnets. When the reference current in a phase 

deviates from its reference, each controller requires 

switching the switches of each inverter arm and keeps it 

within the hysteresis band ΔI in Fig. 3. 
 

 
 

Fig. 3. Representation of hysteresis current control. 

 

C. Modeling of the photovoltaic cell 

The photovoltaic generator which produces a 

continuous electrical current is represented by a standard 

model with a single diode, established by Shockley for a 

single PV cell and generalized to a PV module by 

considering it as a set of identical cells connected in 

series-parallel [4]. 

 

IV. SPEED CONTROLLER DESIGN 
The design of the speed controller is important from 

the point of view of imparting desired transient and 

steady state characteristics to speed controlled PMSM 

drive system. A proportional pulse integral controller is 

sufficient for many industrial applications. Selection of 

the gain and time constant of such a controller by using 

the symmetric optimum principle is straightforward if 

the d axis stator current is assumed to be zero in Fig. 4. 

In the presence of a d axis stator current, the d and q 

current channels are cross couples, and the model is 

nonlinear, as a result of the torque term [5], [6]. A 

proportional plus integral (PI) controller is used to 

process the speed error between the speed reference and 

filtered speed feedback signals, the transfer function of 

the speed controller is given as in Fig. 5. 

 

 
 

Fig. 4. Characteristics of the power function of the 

current and the voltage. 

 

 
 

Fig. 5. Block diagram of a speed controlled PMSM drive. 

 

A. Current loop 

This induced emf loop crosses the q axis current 

loop, and it could be simplified by moving the pick-off 

point for the induced emf loop from speed to current 

output point. This gives the current loop transfer function 

in Fig. 6. 
 

 
 

Fig. 6. Implantation the speed controller with saturation 

in Simulink. 

 

V. LOAD TESTING WITH CONSTANT 

RESISTANCE TORQUE 
The system established in Simulink for a drive 

system of PMSM with reference current hysteresis 

control method. 
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Figures 7-8 shows phase currents of the synchronous 

motor with permanent magnet. It is clear that the currents 

are not sinusoidal at startup and becomes sinusoidal 

when the motor reaches the steady state. The motor 

absorbs a high current at start-up. 
dqi  currents increase 

when the motor is controlled by oriented flux, the current 

di  is zero ( di = 0), while 
q

i  current increases at start up 

then stabilizes in steady state. The torque Te developed 

by the motor follows the instructions properly; its value 

at startup is five times the value of the rated torque. 

Steady speed is the same as that of the commanded 

speed reference (1790 tr/mn). Simulink program of 

Matlab is used for simulation tests The PMSM parameters 

used in the tests are as follows: stator Resistance  

Rs = 1.4 Ω, stator inductance  qd LL 0.0006 Henry 

Magnet flux linkage f  0.1679 Tesla/m2 System 

inertia J = 0.01176 kgm2, viscous friction coefficient  

B = 0.00338818 N.s/rad, DC link voltage using the 

Lookup Table block in Simulink. We insert the values of 

the voltage at the PV generator. rated electrical speed  

n  = 1850 tr/mn, pole pairs np = 3 The phase voltages 

are reconstructed from DC-bus voltage and duty cycle; 

motor currents are filtered by a three-order low pass filter 

with pass band edge frequency equal to 12666 rad/s. 

 

 
 

Fig. 7. Diagram of 
abcI  versus time. 

 

 
 

Fig. 8. Diagram of speed versus time. 

 

VI. CONCLUSION 
The vector control is introduced in order to control 

the permanent magnet synchronous machine with 

maximum power. It is based on a transient model. It 

allows precise adjustment of the torque of the machine 

and can ensure torque at zero speed. In this paper, we 

have presented the principle of the permanent magnet 

synchronous motor field oriented control, fed by a 

voltage inverter in the presence of a speed loop with a PI 

corrector. We can conclude that the field oriented control 

has a good dynamic and static torque and flux results. 

View that the radiation and temperature are variable in 

the day it would be interesting in future work to 

introduce a buck or boost chopper between the PV 

generator and the inverter to extract maximum energy 

delivered by the photovoltaic generator. 
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