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Overview of Reconfigurable Computing Platforms and Their
Applications in Electromagnetics Applications
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Abstract—This paper investigates the utilization of field pro-
grammable gate arrays (FPGAs) in the acceleration of numer-
ically intensive electromagnetics applications. We investigate
the speed improvement by employing FPGAs for two different
applications: (i) the optimization of a phased array antenna
pattern by amplitude control using the ant colony optimiza-
tion algorithm, (ii) implementation of the rigorous coupled
wave (RCW) analysis technique for the design of engineered
materials. The first application utilizes FPGAs as the only
processor; i.e., all functionalities of the algorithm reside on the
FPGA. The second one employs a hybrid hardware/software
approach where the FPGA serves as a coprocessor to the
CPU. The hybrid approach identifies the most numerically
intensive part of the RCW algorithm and implements it on
the FPGA. In both applications we demonstrate orders of
magnitude of improvement in speed proving that FPGAs
are highly flexible platforms suited well for the challenging
electromagnetics problems. An overview of available FPGA
platforms for scientific computing and how they compare are
also presented in the paper.

Index Terms—Field programmable gate array, Reconfigurable
computing, Electromagnetics applications, Rigorous coupled
wave analysis, Eigenvalue solver, Bio-inspired optimization,
Ant colony optimization (ACO), Phased array.

I. INTRODUCTION
The recent commercial and military applications for com-

munications, imaging and remote sensing demand high mobil-
ity and multi-functionality. For instance, military applications
require improved performance of their communication, radar
and tracking systems while reducing size, cost and radar
cross-section. Similarly, commercial communication devices
are expected to perform seamlessly on the move for both voice
and data exchange. In response, the research community has
been investigating the use of advanced and engineered electro-
magnetic materials. We have witnessed the emerging of new
classes of materials, such as meta-materials, photonic crystals,
and plasmonics, etc [1]–[5]. These are typically complex
heterogeneous mixtures of dielectric and metallic structures,

which require rigorous electromagnetic simulation tools for an
optimal design. Other applications involve smart antennas that
can steer a beam electronically. The combined performance
of the antenna with the beamformer can be a tedious task
to simulate as the structure can consist of fine features with
large overall dimensions, i.e., multiple wavelengths. However,
the computations for such complex materials are often very
cumbersome and time consuming. As a consequence, iterative
design of advanced materials and simulations of antenna
performance is often too slow to be of practical use.

There are many electromagnetic software packages that al-
low users to model complex 3-D structures. Many of these use
one of the full-wave solutions such as Finite Difference Time
Domain (FDTD) Method, Finite Element Method (FEM),
Method of Moments (MoM), or asymptotic techniques like
geometrical theory of diffraction (GTD), unified theory of
diffraction (UTD), etc. The full wave solutions are limited
to low-frequency applications or electrically small structures
since they involve discretization of the geometry and the
size of the problem becomes prohibitive for finer resolutions.
The asymptotic methods are based on the assumption that
the wavelength is much smaller than the finest part of the
geometry. However, many of the practical applications in-
volve modeling structures that possess fine details on large
surfaces. The finer details suit well for full-wave solutions
while the large surfaces are more appropriate for asymptotic
approaches. Some typical applications are antennas on vehicle
platforms, electrically large structures such as Rotman lens
beam-formers [6], advanced RF material such as electronic
band gap (EBG) and frequency selective surface (FSS) struc-
tures, and scattering properties of a medium with small and
large features with respect to the wavelength.

This paper investigates the utilization of field programmable
gate arrays (FPGAs) in the acceleration of numerically inten-
sive electromagnetics applications as described above. FPGAs
render themselves to parallel computing and can be cus-
tomized to optimally fit the problem at hand, creating a highly
efficient computing machine for the particular application.
With the advancement of semiconductor technology, FPGAs
have become mature enough to accommodate complicated
computations. Due to the intrinsic parallelism of hardware

283

1054-4887 © 2010 ACES

ACES JOURNAL, VOL. 25, NO. 4, APRIL 2010



Fig. 1. The internal architecture of an FPGA device.

implementation on FPGA devices, it is possible to achieve
several orders of magnitude performance speedup compared
with the corresponding implementation in software [7]. There-
fore, FPGA devices have been integrated into the traditional
workstations as co-processors. Generally, these workstations
with addition of FPGA co-processors are called reconfigurable
computers. As opposed to the specially designed ASICs, the
functionality of the co-processor can be switched in millisec-
onds by downloading different configuration files (so the name
“reconfigurable computing”) into the FPGA device so that it
can perform different types of operations.

The basic architecture of an FPGA device is shown in Fig. 1.
FPGAs contain programmable logic components called “logic
blocks”, and a hierarchy of reconfigurable interconnects that
allow the blocks to be “wired together”. Logic blocks can
be configured to perform complex combinational functions,
or merely simple logic functions like AND and XOR. In
most FPGAs, the logic blocks also include memory elements,
which may be simple flip-flops or more complete blocks of
memory. The I/O blocks surrounding the logic blocks provide
the interface to communicate with the outside world. The
two leading FPGA manufactures as of 2010 are Xilinx [8]
and Altera [9]. FPGA devices from both companies are quite
visible in reconfigurable computers as co-processors.

The rest of the paper is organized as follows. In Section II,
we provide an overview of the available FPGA based platforms
for scientific computing applications. Programming these de-
vices involve understanding of parallelized and pipelined com-
puting techniques. The details on how programming can be ap-
proached are provided in Section III, with a brief description of
the differences between the currently available platforms. We
discuss examples of electromagnetics applications and their
implementation on FPGAs in Section IV. Finally, Section V
concludes this work.

Vendor-Specific Service Logic

FPGA Device
Local Memory 

Bank 0

Local Memory 
Bank 1

Local Memory 
Bank n-1

Host
Memory Interconnect

Fig. 2. The general architecture of a reconfigurable computer.

 

Fig. 3. The execution model of a reconfigurable computer.

II. AVAILABLE RECONFIGURABLE
COMPUTERS FOR SCIENTIFIC

COMPUTING
Using FPGA devices as co-processors to microprocessors in

reconfigurable computers (RC) has been an industrial interest
and academic research topic for many years. Fig. 2 shows a
simplified architecture of a reconfigurable computer including
one FPGA and one microprocessor. The FPGA co-processor
is equipped with several local memory banks, usually SRAM,
acting as cache. An interconnect is used to transfer data
between the FPGA and the microprocessor. An application
implemented on reconfigurable computers is divided into two
parts. The main flow is executed on the microprocessor.
The computation intensive parts of the application can be
implemented on the FPGA device by taking advantage of
pipelining and parallelism, as shown in Fig. 3. FPGAs differ
from a single-core microprocessor in their ability to execute
thousands of operations concurrently. This is achieved by
programming the logic blocks in the device. A single-core
microprocessor, on the other hand, is only able to perform
one operation at a time.

The reconfigurable (or hybrid) computers can be divided
into two subcategories based on the different integration tech-
nology used. In the first subcategory, a PCI or PCI-Express
based FPGA expansion card is inserted into a conventional
workstation. In most cases, the FPGA card and the workstation
are from different vendors. For the second subcategory, the
same vendor will design both the FPGA board and the
workstation, and integrate them together using a proprietary
interconnect. Since these reconfigurable computers provide
more computing capacity than those in the first subcategory,
they are typically called high-performance reconfigurable com-
puters (HPRCs). In this paper, we will focus on the use
of HPRCs in the field of electromagnetics. Three example
systems discussed in this paper are Cray XD1 [10], SRC-6 [11]
and SGI RC100 [12].
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Fig. 4. The local architecture of the FPGA co-processor.

On the Cray XD1 platform, the FPGA co-processor resides
on the same board as the microprocessor. This layout is
different from the other two reconfigurable computers, which
consist of separate FPGA board and microprocessor board.
In spite of this difference, they share two similarities. (i)
Multiple local SRAM modules are directly connected to the
same FPGA device so that the hardware implementation can
access and process multiple data blocks simultaneously, as
shown in Fig. 4. On all three platforms, each memory access
port is 64-bit wide. However, on both Cray XD1 and SGI
RC100, the FPGA device has two separate read and write
ports for each memory bank. In other words, the user logic on
the FPGA device can read from and write to the same memory
bank concurrently. On the other hand, the user logic on the
SRC-6 platform has only one port for both reading from and
writing to the same memory bank. This single-port access will
degrade the performance for some applications. (ii) The FPGA
co-processor is connected to the microprocessor and the host
memory using high-speed interconnect in order to reduce the
transportation overhead. These interconnects generally provide
shorter latency and higher bandwidth for the data transfer
between the FPGA and the microprocessor.

For an application that needs to use multiple FPGA devices
at the same time in an RC system, different platforms deal
with it differently.

• The Cray XD1 is a cluster-based reconfigurable computer.
In other words, it may consist of dozens of FPGA co-
processors, each of which belongs to a separate worksta-
tion. As shown in Fig. 5(a), 6 workstations (i.e., nodes)
compose a chassis, which is the basic unit in a Cray XD1
system. If the user intends to use more than one FPGA
co-processor, it has to cross the boundary of the operating
system. One approach to use multiple FPGA devices in
a single application is to use MPI (Message Passing
Interface). Apparently, all the communication between
any two FPGA co-processors has to be handled explicitly
by software.

• The SRC-6 is a cluster-based platform as well. As
shown in Fig. 4(b), there are two FPGA devices in
one workstation. The user can program these two FPGA
devices simultaneously in one application. These two

FPGA devices can communicate to each other using the
dedicated 192-bit channel. Once the communication is
beyond the boundary of an operating system, MPI can
be used for data transfer among different systems.

• The SGI RC100 is different from the other two platforms.
On SGI RC100, different types of processing boards, i.e.,
microprocessor boards and FPGA boards, are connected
to a same network and are visible in one single operating
system, as shown in Fig. 5(c). However, as shown in
Fig. 4(c), there is no communication channel between
two FPGA devices on the same board. If the raw data
can be divided into independent pieces, each of which
is to be processed by one FPGA device, the user can
allocate multiple FPGA co-processors in one software
thread, and the co-processor driver will distribute the
data evenly across different FPGAs. On the other hand,
if the user wants to use multiple FPGAs and there
is communication among these FPGAs during the data
processing, a multiple-thread application is required to
deal with this scenario.

The implementation on the FPGA co-processor depends
on the available resources, e.g., the available logic blocks in
the FPGA device and the number of local memory banks.
One example in the electromagnetics domain is the matrix
multiplication, i.e., C = AB. Each element in C is the product
of a row in A and a column in B, i.e., ci,j =

∑M
k=1 aikbkj . If

matrix A and B are stored in two separate local memory banks
and the result matrix C is saved in another separate memory
bank, the user logic can read one pair of (aik, bkj) every
clock cycle assuming the multiplier and the accumulator are
both fully pipelined. Therefore, it would take approximately
M clock cycles to compute one element in matrix C no matter
how complex the multiplication and the accumulation are.

III. PROGRAMMING RECONFIGURABLE
COMPUTERS

An application implemented on a reconfigurable computer
consists of a hardware part and a software part as shown
in Fig. 3. The user needs to program both parts and then
integrate them together using vendor APIs (Application Pro-
gramming Interfaces). The typical programming language for
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Fig. 5. The architecture of three representative reconfigurable
computers.

the software part is the C language in most cases. The more
challenging part is the hardware part and it typically requires
some hardware design expertise to gain the full benefit of using
the FPGA co-processor.

It has been mentioned before that an FPGA co-processor is
capable of performing thousands of operations concurrently.
In order to achieve this concurrency, all the logic blocks in
one FPGA device have to be programmed into a specific
status by using a configuration file. Since the implementation
depends on the available hardware resources on the FPGA
device (e.g., memory, built-in multipliers, logic blocks), it
might be necessary at times to distribute the hardware part
into multiple FPGA configurations, each of which is called a
bitstream. At runtime, different configurations are downloaded
into the FPGA device following a pre-defined order in an
application.

There are two different approaches for the user to implement

// The block for source data reading
always @ (posedge clk) begin

if (reset) begin
mem_0_rd_cmd_vld <= 0;
mem_1_rd_cmd_vld <= 0;
mem_0_rd_addr <= 0;
mem_1_rd_addr <= 0;

end
else begin

if (mem_0_rd_addr == (MATRIX_RANK - 1)) begin
mem_0_rd_cmd_vld <= 0;
mem_1_rd_cmd_vld <= 0;
mem_0_rd_addr <= mem_0_rd_addr;
mem_1_rd_addr <= mem_1_rd_addr;

end
else begin

mem_0_rd_cmd_vld <= 1;
mem_1_rd_cmd_vld <= 1;
mem_0_rd_addr <= mem_0_rd_addr + 1;
mem_1_rd_addr <= mem_1_rd_addr + 1;

end
end

end

// The block for source data feeding
multiplier U1(.di1(mem_0_rd_data),.di2(mem_1_rd_data),

.di_vld(mem_0_rd_data_vld),.do(product),.do_vld(pro_vld));
accumulator U2(.di(product),.di_vld(pro_vld),

.do(ac),.do_vld(ac_vld));

// The block for result data writing
always @ (posedge clk) begin

if (reset) begin
mem_2_wr_cmd_vld <= 0;
mem_2_wr_addr <= 0;

end
else begin

mem_2_wr_cmd_vld <= ac_vld;
mem_2_wr_data <= ac;
if (mem_2_wr_cmd_vld) begin

mem_2_wr_addr <= mem_2_wr_addr + 1;
end
else begin

mem_2_wr_addr <= mem_2_wr_addr;
end

end
end

Fig. 6. Compute one element in matrix C using Verilog.

the functions running on the FPGA co-processor, i.e., hard-
ware description languages (HDLs) and high-level languages
(HLLs). The default languages to program the FPGA device
are HDLs, i.e., VHDL and Verilog HDL. In the meantime,
there are several HLLs available, e.g., Carte-C [11], Impulse
C [13], Handel-C [14], and Mitrion-C [15], bringing the ease
of use at the expense of efficiency.

If HDLs are used to design the bitstream, it will require
three parallel blocks to implement the matrix multiplication
example, as shown in Fig. 6.
• One block is to control the source data reading from two

memory banks saving matrix A and B. The functionality
of this block involves the generation of reading addresses
and reading commands.

• One block is to check the arrival of source data and feed
them into the multiplier and the accumulator.

• One block is to control the result data writing to another
memory bank for matrix C. The functionality of this
block involves the generation of writing addresses and
writing commands.

286 ACES JOURNAL, VOL. 25, NO. 4, APRIL 2010



Fig. 7. Implement an application on SRC-6 using Carte-C.

/* Define three 2D arrays of 400x400 in three local *
* memory banks */
OBM_BANK_A_2D (A, double, 400, 400)
OBM_BANK_B_2D (B, double, 400, 400)
OBM_BANK_C_2D (C, double, 400, 400)
......
ac = 0;
for (k=0; k<400; k++) {

Multiplier(A[i][k], B[k][j], &product);
Accumulator(product, &ac);

}
C[i][j] = ac;

Fig. 8. Compute one element in matrix C using Carte-C.

On both Cray XD1 and SGI RC100 platforms, either VHDL
or Verilog can be used to generate the bitstream. In order
to reduce the complexity of communications with the local
memory, the vendor generally provides the service logic (as
shown in Fig. 2), which gives a simplified interface to access
the local memory as well as the interconnect.

On SRC-6, the vendor provides a high-level language, i.e.,
Carte-C, to implement the hardware part. Carte-C is a rich
subset of C, with non-standard extensions to control hardware
instantiation and parallelism. Each FPGA bitstream is defined
by a single Carte-C file, which is converted into HDL during
the compilation. For instance, in the case shown in Fig. 7, the
hardware part is distributed into two bitstreams, described in
two Carte-C files, i.e., cfg1.mc and cfg2.mc. A single Carte-
C file consists of multiple blocks, which are executed in
a sequence during the runtime. The Carte-C compiler will
maximize the parallelism within a single block to improve
the performance. It is difficult for the compiler to achieve
the maximum performance for complicated operations. In
this case a hand-written HDL module can be integrated into
the bitstream, leaving the main flow written in Carte-C. As
demonstrated in Fig. 7, two hardware modules are integrated
into the first bitstream file.

Fig. 8 shows a section of codes to compute one element
in the resultant matrix, in which Multiplier and Accumulator
are two pipelined HDL modules. If A, B and C are stored in
three separate memory banks, the Carte-C compiler is capable
of generating fully pipeline hardware codes for the maximum
performance.

Carte-C is a proprietary language used on the SRC-6
platform; i.e., it does not extend to other platforms. Other
HLLs can be used across different platforms. For example,
both Impulse C and Mitrion-C can be used to program Cray
XD1 and SGI RC100.

IV. DEVELOPING ELECTROMAGNETICS
APPLICATIONS ON RECONFIGURABLE

COMPUTERS
A. Background Information

Electromagnetics applications tend to be numerically in-
tensive, with most problems requiring memory intensive im-
plementations. Complex structures can be analyzed using
numerical methods by segmenting the structure into small
meshes. Often these meshes can be treated independently from
the rest of the geometry with the use of appropriate boundary
conditions. This allows analysis to be carried out in a parallel
fashion.

In terms of utilizing hardware acceleration in electromag-
netics applications, there is an increasing interest in the use
of general purpose graphics processing units [16], [17] mostly
due to their C-like implementation and relatively low cost.
The use of VLSIs has also been suggested in [18] and
[19]. However, the FPGA implementation of electromagnetics
algorithms has been very scarce due to the hardware ex-
pertise required on these platforms. One area of numerical
electromagnetics that has been investigated for the FPGA
implementation is the FDTD algorithm [20]–[23]. FDTD
expresses Maxwell’s equations in difference form and renders
itself to parallel implementation as each cell can be handled
separately from the others. A three dimensional FDTD model
on hardware has been reported in [24], where an FPGA-based
accelerator has been used in conjunction with a host PC and a
CAD interface. This algorithm has been applied to the analysis
of a Rotman lens in [25].

In the following sections we demonstrate the FPGA imple-
mentation of two applications: (i) optimization of a linear array
antenna pattern using the ant colony optimization technique,
(ii) implementation of the rigorous coupled wave analysis
algorithm. The first implementation utilizes the FPGA as the
sole processor with the CPU functionality being to call the
FPGA and retrieve the final result. The second implementation
uses a hybrid hardware/software approach where only the most
numerically intensive components of the algorithm resides on
the FPGA.

B. Ant Colony Optimization (ACO) Implementation
The utilization of FPGAs in the field of electromagnetics

was recently investigated by applying the ant colony optimiza-
tion (ACO) method in the design of phased array antennas
for multiple beam satellite communication systems [26]. In
this application, the amplitudes of the array elements were
optimized to reduce the co-channel interference in a multiple
beam satellite communication system. Potential gains in the
speed of the calculations in the order of 10,000 has been
demonstrated for the particular application. A brief overview
of the problem solved and how the FPGA was utilized is
discussed in this section.

1) ACO Algorithm: The ACO is a nature inspired optimiza-
tion algorithm that utilizes heuristic search principles carried
out simultaneously by agents and their collective intelligence.
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Fig. 9. Path Definition in ACO.
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Fig. 10. Implementation of ACO on CPU - Recursive for
each ant.

The ACO mimics the behavior of ants in their search for the
shortest path between their nest and the food. Despite being
nearly blind, ants demonstrate the capability to establish the
shortest path between their nest and food. They achieve this
by depositing a chemical substance called pheromone on their
paths, which is used later on by other ants in their search
process. During this process, the most traveled path is marked
with the highest level of pheromone. This positive feedback
behavior allows more ants to choose the path with the most
pheromone amount [27]. The random search is iteratively
applied by the ants until one of the chosen paths satisfies the
required convergence criteria. The intelligence is introduced
to the random search process via the cost function, which
measures how far off an ant is from the desired solution. Since
each solution is represented by a path in ACO, the optimization
space is discretized into binary strings where a path is defined
by the choice of 1 or 0 for the bit value at each bit position
as shown in Fig. 9 [28].

Each path represents a possible solution and a number of
ants sample the solution space at each iteration. Once all
ants decide on their paths, the cost function is computed
for each path. The cost is a measure of how satisfactory a
solution is, with low cost values implying a “better” solution.
The pheromone amount to be laid on each path is inversely
proportional to the cost value associated with the path. The
probability of a zero for each bit position is then calculated
for all the ant paths as a function of the total pheromone levels
on the path as follows:

p0 =
τ0

τ0 + τ1
(1)

where τ0 and τ1 correspond to the total pheromone levels
accumulated at the bit position of interest for bit value of zero
and one, respectively. The probability for bit value of one is
then calculated as 1− p0 for each bit. A block diagram of the
algorithm is shown in Fig. 10, where each ant is processed
iteratively on a typical software implementation.

2) Application - Linear Array Optimization: The ACO
algorithm is used to optimize the radiation from a linear array.

Ant 
#j

Ant # 
j+1Ant # 

j+2Ant # 
j+3

Ant 
# M

Ant # 
j+4

FPGA

Iteration # k

CPU

YES

// //

//
Pipeline…

Parallelize…

Fig. 11. Implementation of ACO on FPGA - parallelized and
pipelined.

Nulls are placed at certain positions to reduce potential inter-
ference in a multiple beam satellite communication system.
To achieve the desired radiation, the amplitudes of the array
elements are optimized.

This implementation is unique in the sense that the FPGA
has been utilized as the sole processer for the entire implemen-
tation. This avoids any overhead of communication between
the microprocessor and the FPGA, and uses the FPGA to its
full potential. The CPU is only used to call the FPGA and
retrieve the results for processing. In short, an ACO machine
has been implemented with this application. While this enables
the ultimate parallelization and pipelining of the algorithm,
there are limitations due to the problem size that can be
handled by the particular FPGA at hand. The implementation
was carried out on the SGI Altix 450 platform utilizing the
Xilinx Virtex4LX200 FPGAs as demonstrated in Fig. 11.

Paths are produced using 8 bits for each optimization param-
eter (i.e., the amplitudes of the array elements), 40 parameters
in each ant path (i.e., the number of array elements), 40 ant
paths per iteration (i.e., 40 ants carry search for a solution
simultaneously in each iteration), and as many iterations as it
takes to converge, with an upper limit set by the user. With this
implementation, increasing the number of bits per parameter
will increase the FPGA resource requirement for this function,
but will not increase the processing time. The number of nulls
that can be achieved is also run in parallel, i.e., has no impact
on the processing time as long as there are sufficient FPGA
resources. We were able to carry out 8 bits and three nulls in
parallel at a clock rate of 100 MHz for the optimization of a
40 element array on the Altix platform.

As observed in Fig. 11, there are three major sections in the
algorithm: Path Generation, Cost Calculation and Pheromone
Update. The details of the implementation of these sections
on FPGA is given in [26].

As a test, only three null positions were required to be
below -30 dB. When the algorithm was run on a standard
PC (CPU: Intel Pentium M, 3 GHz and RAM: 1 GB) using
Matlab, the time per a single iteration took about 0.47 seconds.
The same algorithm when implemented on C and run on the
same platform ran about 53.4 times faster than the Matlab
version, roughly at 8.8 milliseconds per iteration. The VHDL
implementation on the Altix 450 system performed at 31.3
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microseconds for runs after the bit loading was completed,
resulting in a factor of 15,160 in speed compared with the
Matlab implementation.

C. Rigorous Coupled Wave Analysis Implementation
The previous application was small enough to be imple-

mented fully on FPGA utilizing the platform to its full poten-
tial and achieving very promising acceleration. The ACO im-
plementation was fully optimized to achieve this kind of accel-
eration. However, increasing the number of nulls or number of
bits per variable are not feasible as the algorithm would cease
to fit on the FPGA. The problems in electromagnetics are often
complex, and require flexibility in the range of the parameters.
The second application is one such example. The Rigorous
Coupled Wave (RCW) algorithm applies to diffraction prob-
lems from multiple layers with periodic gratings. It is based on
an extension of enhanced transmittance matrix approach [29]
and adopts Lalanne’s improved eigenvalue formalism [30]. A
detailed discussion on the RCW algorithm can be found in
these references. It has been used effectively in the design of
engineered materials, such as antireflective surfaces [31]–[33].
We provide a brief overview in this section in order to describe
our motivations for the hardware implementation.

The stacked multiple layer in RCW algorithm can consist of
any number of gratings. However, all gratings must be periodic
with the same periodicity along a given direction on the plane.
The periodicity results in a spatially periodic permittivity (and
inverse permittivity) within each layer and can be represented
as a Fourier series expansion, as follows.

εl(x, y) =
∑
g,h

εl,gh exp
(
j

2πgx
Λx

+ j
2πhy
Λy

)
(2a)

ε−1
l (x, y) =

∑
g,h

Al,gh exp
(
j

2πgx
Λx

+ j
2πhy
Λy

)
(2b)

where εl,gh and Al,gh are the Fourier coefficients for the lth
layer in the stack for the permittivity and inverse permittivity
respectively. The electric field inside the layers can similarly
be expressed as a Fourier series in terms of spatial harmonics.
Maxwell’s equations for the layered structure can be written
in terms of the tangential components of the electric and
magnetic fields, resulting in a coupled equation set in (3),
where Sl represents the amplitudes of the spatial harmonics
of the electric field in the lth layer, with subscripts x and
y denoting the directions of periodicity in the plane of the
stack. The parameters B and D in (3b) are matrices given as
B = kxε

−1
l kx − I and D = kyε

−1
l ky − I .

Thus, the coupled wave equation can be solved by finding
the eigenvalues of the matrix Ωl, which is a function of the
stack properties. The rank of this matrix is M ×N , where M
and N are the number of spatial harmonics retained along the
two dimensions of periodicity in the plane of stacked layers.
Ideally an infinite number of them are needed for an exact
solution but truncation with minimal error is possible. Despite
this truncation, the rank can be in the order of magnitude
of 400 or more for a typical application of AR surface

Algorithm 1: Hessenberg Reduction
Input: A square complex matrix A with rank n
Output: The reduced Hessenberg matrix H
for k=0 to n− 3 do1.1

vk = House(Ak+1:n−1,k); /*Step 1: See Alg. 2*/1.2

Ak+1:n−1,k:n−1 =1.3
Ak+1:n−1,k:n−1 − 2vk(v∗kAk+1:n−1,k:n−1); /*Step 2:
PkAk+1:n−1,k:n−1, Pk = I − 2vkv∗k*/

A0:n−1,k+1:n−1 =1.4
A0:n−1,k+1:n−1 − 2(A0:n−1,k+1:n−1vk)v∗k ; /*Step 3:
A0:n−1,k+1:n−1Pk*/

Algorithm 2: House(x)
Input: A complex vector x
Output: The Householder vector v
α = −eiϕ‖x‖; /*ϕ is the argument of x1*/2.1

u = x− αe1 = x+ eiϕ‖x‖e1; /*e1 = [1, 0, ..., 0]T */2.2

v = u
‖u‖ ;2.3

design. Hence, the most numerically intensive component of
the RCWA algorithm is this eigenvalue computation.

1) QR Eigenvalue Algorithm: Given a square matrix A ∈
Cn×n, an eigenvalue λ and its associated eigenvector v are, by
definition, a pair obeying the relation Av = λv. Equivalently,
(A − λI)v = 0 (where I is the identity matrix), implying
det(A − λI) = 0. This determinant can be expanded into a
polynomial in λ, known as the characteristic polynomial of
A. One common method for determining the eigenvalues of a
small matrix is by finding the roots of its characteristic poly-
nomial. However, a general polynomial of order n > 4 cannot
be solved by a finite sequence of arithmetic operations and
radicals. Therefore, many numerical iterative algorithms have
been proposed [34] to solve the eigenvalue problem of high-
rank square matrices, such as Power Method, Inverse Iteration,
Jacobi Method, etc. Among these, the shifted Hessenberg QR
algorithm [35]–[37] is accepted as a practical solution adopted
in most applications to deal with general square matrices.

There are two phases in the practical QR algorithm, as
described in (4). In the first phase, the original matrix A is re-
duced to the upper Hessenberg form H using the Householder
transformation [38]. The second phase involves applying the
implicit QR iteration with shifts on the unreduced Hessenberg
matrix H until it converges to a triangular matrix, i.e., the
Schur form S. The eigenvalues of a triangular matrix are listed
on the diagonal, i.e., the ⊗s in (4), and the eigenvalue problem
is solved once this form is achieved.

2) Implementation on SGI RC100 Reconfigurable Com-
puter: The RCW algorithm in the most general sense creates
a square matrix with complex values. Both real and imaginary
parts of a matrix entry are represented in double precision (64-
bit) floating-point format. In the hardware implementation of
QR eigenvalue algorithm on FPGA device, we combine the
two physical local memory banks into a 128-bit wide logical
memory bank so that each memory entry can store one com-
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[
∂2Sl,y/∂z

′2

∂2Sl,x/∂z
′2

]
= Ωl

[
Sl,y

Sl,x

]
(3a)

Ωl =
[

k2
x +D[αεl + (1− α)A−1

l ] ky{ε−1
l kx[αA−1

l + (1− α)εl]− kx}
kx{ε−1

l ky[αεl + (1− α)A−1
l ]− ky} k2

y +B[αA−1
l + (1− α)εl]

]
(3b)


× × × × ×
× × × × ×
× × × × ×
× × × × ×
× × × × ×


A

Phase 1−−−−→


× × × × ×
× × × × ×
0 × × × ×
0 0 × × ×
0 0 0 × ×


Hessenberg H

Phase 2−−−−→


⊗ × × × ×
0 ⊗ × × ×
0 0 ⊗ × ×
0 0 0 ⊗ ×
0 0 0 0 ⊗


Triangular S

(4)

Table 1. Calculation breakdown of iteration k in Hessenberg reduction.
Step Sub-step Calculation Number of clock cycles for computation∗

1

1.1 ‖x‖, ‖x1‖ n− k − 1

3k2 − 9nk + 6n2 − 3n− 2

1.2 x1 r + ‖x‖ cos ϕ, x1 i + ‖x‖ sin ϕ 1
1.3 ‖u‖ n− k − 1
1.4 u/‖u‖ n− k − 1
2.1 m = v∗kAk+1:n−1,k:n−1 (n− k)(n− k − 1)

2 2.2 N = vkm (n− k)(n− k − 1)
2.3 Ak+1:n−1,k:n−1 − 2N (n− k)(n− k − 1)
3.1 m′ = A0:n−1,k+1:n−1vk n(n− k − 1)

3 3.2 N ′ = m′v∗k n(n− k − 1)
3.3 A0:n−1,k+1:n−1 − 2N ′ n(n− k − 1)

∗Ignoring all latencies.

plete matrix entry. Therefore, the real part and the imaginary
part of a complex variable can be accessed simultaneously.

As described earlier, there are two phases in the QR
algorithm. These phases are implemented in two separate
FPGA configurations. The first phase, Hessenberg reduction, is
carried out by applying the Householder reflection for n − 2
iterations (see Alg. 1), where n is the rank of the original
matrix A. Each iteration comprises three steps, as shown in
Table 1. Each step further includes multiple sub-steps. In our
hardware design, Steps 1, 2 and 3 comprise 4, 3 and 3 sub-
steps, respectively. All iterations, the steps in each iteration,
and the sub-steps within every step have to be carried out
sequentially due to the data dependency among them. The
advantage of hardware implementation comes from the parallel
processing within each sub-step. For example, Sub-step 1.1
involves multiplication, addition, accumulation and square root
operation to calculate the norm of a vector. If all the basic
operators, e.g., multipliers and adders, are fully pipelined, it
will take roughly n−k−1 clock cycles to finish this sub-step
(if we ignore all potential latencies). By putting everything
together, the total number of clock cycles required to reduce a
matrix of rank n to its Hessenberg form can thus be computed
as:

n−3∑
k=0

(3k2 − 9nk + 6n2 − 3n− 2) =
5
2
n3 − 9

2
n− 11. (5)

The second phase of the QR algorithm is to convert the
upper Hessenberg matrix to its upper triangular form, which

Algorithm 3: Francis QR Step (hardware part)
Input: A square complex matrix H with rank n
Output: Matrix H
for k=0:n− 5 do3.1

vk = House(Hk+1:k+3,k);3.2

Hk+1:k+3,k:n−1 =3.3

Hk+1:k+3,k:n−1 − 2vk(v∗kHk+1:k+3,k:n−1);
H0:k+4,k+1:k+3 =3.4

H0:k+4,k+1:k+3 − 2(H0:k+4,k+1:k+3vk)v∗k;

is implemented as a hardware/software co-design (see pp. 359
in [39] for a detailed description of the algorithm). The main
step of the second phase is the Francis QR Step, in which the
most computation demanding part is implemented in hardware
as a separate FPGA configuration. Its functionality is shown
in Alg. 3. By comparing Alg. 1 and Alg. 3, it can be found
that Alg. 3 is a shrunk version of Alg. 1. In other words, the
implementation of both algorithms will share the majority of
their logic such as the floating-point operators and the control
flow. Some small modifications are required to reduce the
scope of the computation in Alg. 1 to match the functionality
of Alg. 3. In general, the computation in the Francis QR Step
is significantly less than the computation in the Hessenberg
reduction phase.

3) Results: The hardware implementation of Hessenberg
reduction occupies 56,520 (63%) slices on the target FPGA
device and runs at 100 MHz. The basic operators, i.e., mul-
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Table 2. Performance improvement of Hessenberg reduction.
Matrix Computation Time (s) Speedup Matrix Computation Time (s) Speedup Matrix Computation Time (s) SpeedupRank Hardware∗ Software Rank Hardware∗ Software Rank Hardware∗ Software

20 0.007 0.062 9.4 180 0.161 428.911 2663.3 340 1.019 5476.617 5375.0
40 0.008 1.020 123.4 200 0.217 654.289 3013.0 360 1.206 6964.269 5773.9
60 0.013 5.209 410.2 220 0.285 957.911 3355.5 380 1.415 8696.029 6144.3
80 0.021 16.553 789.6 240 0.367 1358.445 3696.9 400 1.647 10717.100 6505.7

100 0.034 40.516 1184.9 260 0.464 1870.955 4035.2 420 1.904 13055.131 6858.1
120 0.054 84.318 1574.2 280 0.576 2516.849 4371.2 440 2.185 15750.099 7207.7
140 0.080 156.366 1944.8 300 0.705 3318.075 4707.9 460 2.493 18859.268 7563.6
160 0.116 267.548 2309.5 320 0.852 4293.784 5038.9 480 2.829 22393.864 7914.8

∗Including data transportation time and data processing time.
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Fig. 12. Computation time of Hessenberg reduction.

tipliers, adders, subtractor, dividers and square rooters, are
generated using CORE Generator, which is a tool included
in the Xilinx ISE package. The rank of the object matrix is
passed to hardware design as a parameter through a register.
Before the FPGA starts processing, the original matrix as well
as its rank are transferred from host memory to FPGA local
memory. After the processing is finished, the upper Hessenberg
matrix is transferred back to host memory. We tested matrices
of different ranks and collected their corresponding hardware
computation times, as listed in Table 2 and Fig. 12. The
hardware computation time consists of both data transportation
time and data processing time. It is found that the measured
time matches the estimation using (5) in all cases.

For a comparison of acceleration over a pure software based
implementation, we coded the Hessenberg reduction phase in
C++ and ran it on a PC with Itanium 2 using a 1.6 GHz micro-
processor. The speedup between is in the order of thousands
(as shown in Fig. 12), which is mainly due to two factors. (i)
The hardware implementation is fully pipelined, which means
that multiple operations can be processed concurrently. On the
other hand, the microprocessor has to process these operations
in a sequential means. (ii) FPGA devices are equipped with
large amount of directly accessible local memory, e.g., 40
MB on Altix RASC RC100. The local memory of FPGA
devices can be compared to the L1/L2 cache of micropro-
cessors, which are much smaller in terms of capacity. As
we can see from Alg. 1, the Hessenberg reduction operation
spans on all the matrix, along both columns and rows. Since
the local memory of the FPGA device is quite large, it is
able to accommodate the whole matrix. On the other hand,

the Hessenberg reduction operation on the microprocessor is
accompanied by frequent data swapping among the L1 cache,
the L2 cache and the main memory, which contributes a lot
of overhead in the software implementation.

The hardware implementation of Alg. 3 takes almost the
same resources (i.e., 56,327 (63%) slices) on the FPGA device
and runs at the same frequency. The interface to the second
bitstream is the same as the first one. We applied the same
type of comparison between the hardware implementation and
the software version on the Francis QR Step. For a 480×480
matrix, the computation time is 0.450 s for software and
0.063 s for hardware, respectively. In other words, the hard-
ware implementation is able to outperform the corresponding
software version by 7.2 folds for those matrices we are
interested. The comparatively small performance improvement
is mainly due to the dramatic reduction of computation in
Alg. 3. For example, the computation in line 3.4 in Alg. 3
only involves 3k + 15 matrix elements. The corresponding
line (i.e., line 1.4) in Alg. 1 involves O(n2) matrix elements.
Therefore, the advantage of a deep pipeline is more evident
in the hardware implementation for Hessenberg reduction.

V. CONCLUSIONS
The potential use of FPGAs in electromagnetics has

been demonstrated in the context of two applications: (i)
the optimization of a linear array using the ant colony
optimization (ii) implementation of rigorous coupled wave
analysis method. The first application renders itself to
parellel computing as the ant colony optimization is based
on sampling of the optimization space simultaneously by a
set of “ants”. Like in many other heuristic search algorithms,
the simultaneous search is independent of each other in each
iteration while the agents gather collective intelligence. The
problem investigated was small enough to fit fully on a single
FPGA, enabling remarkable speed improvement (in the order
of 15,000). This application demonstrated the ultimate power
of FPGAs when the platform and problem are a perfect
fit. The second application involved a more challenging
task, where the FPGA was utilized as a co-processor to the
CPU, mainly carrying out the most numerically intensive
part of the algorithm. The task was the computation of
eigenvalues of a complex matrix with rank of 400 or more.
We have used the QR eigen value algorithm and implemented
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the Hessenberg reduction and Francis QR methods on the
FPGA. We have observed speed improvement in the order
of thousands, with increased efficiency as the matrix rank
increases. While FPGAs are finding their way slowly in the
scientific computing area due to the challenges in being able
to implement code using hardware description languages,
their potential in providing reconfigurable parallelism make
them an attractive platform.
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Abstract-  The computational power and memory 
bandwidth of graphics processing units (GPUs) 
have turned them into attractive platforms for 
general-purpose applications at significant speed 
gains versus their CPU counterparts [1]. In 
addition, an increasing number of today's state-of-
the-art supercomputers include commodity GPUs 
to bring us unprecedented levels of performance in 
terms of raw GFLOPS and GFLOPS/cost. Inspired 
by the latest trends and developments in GPUs, we 
propose a new paradigm for implementing on 
GPUs some of the major aspects of 
electromagnetic simulations, a domain 
traditionally used as a benchmark to run codes in 
some of the most expensive and powerful 
supercomputers worldwide. After reviewing 
related achievements and ongoing projects, we 
provide a guideline to exploit SIMD parallelism 
and high memory bandwidth using the CUDA 
programming model and hardware architecture 
offered by Nvidia graphics cards at an affordable 
cost. As a result, performance gains of several 
orders of magnitude can be attained versus thread-
level methods like pthreads used to run those 
simulations on emerging multicore architectures  
  
Index Terms -  Graphics processors, electro-
magnetic simulations, CUDA, GPGPU. 
 

I. INTRODUCTION 
 

Graphics processors are usually characterized 
by parallelism, pipelining and bandwidth. After 
completing a steady transition from mainframes to 
workstations to PC cards, Graphics Processing 
Units (GPUs) emerge nowadays like a solid and 
compelling alternative to traditional computing, 
delivering extremely high floating point 
performance for those applications which can be 

arranged to fit and exploit the inherent parallelism 
and high memory bandwidth [2]. The newest 
versions of programmable graphics processing 
units (GPUs) have consistently demonstrated an 
outstanding performance in many applications 
beyond graphics, including data mining [3,4], 
computer vision [5], signal and image processing 
and segmentation [6,7,8], numerical methods [9], 
and assorted simulations [10,11,12]. 

This fact has attracted many other researchers 
and encouraged the use of GPUs in a broader 
range of applications, where developers will need 
to leverage this technology with new programming 
models which ease the developer's task of writing 
programs to run efficiently on GPUs. Nvidia and 
ATI/AMD, manufacturers of the popular GeForce 
and Radeon sagas of graphics cards, have released 
software components which provide simpler 
access to GPU computing power than that realized 
by treating the GPU as a traditional graphics 
processor. CUDA (Compute Unified Device 
Architecture) [13] is Nvidia's solution as a simple 
block-based API for programming; AMD's 
alternative is called Stream Computing and 
includes technologies such as the Brook+ compiler 
[14] and the Compute Abstraction Layer, both of 
which allow the developer to work in a high-level 
language which abstracts away GPUs' specifics. 
Those companies have also developed hardware 
products aimed specifically at the General Purpose 
GPU (GPGPU) computing market: The Tesla 
products [15] are from Nvidia, and Firestream [16] 
is AMD's product line. 

Between Stream Computing and CUDA, we 
chose the latter to program the GPU for being 
more popular and providing more mechanisms to 
optimize general-purpose applications which do 
not entirely fit into the more traditional graphics 
processing paradigm. More recently, Apple's 
OpenCL framework [17] emerges as an attempt to 

294

1054-4887 © 2010 ACES

ACES JOURNAL, VOL. 25, NO. 4, APRIL 2010



unify those two models with a superset of features, 
but since it is closer to CUDA and inherits most of 
its mechanisms, we are confident on an eventual 
portability for the methods described throughout 
this paper without loss of generality. 

Novel scientific applications are good 
candidates to take the opportunity offered by 
CUDA and counterparts (see Fig. 1), and 
electromagnetic simulations is clearly one of them 
for three primary reasons:  
1. This field has traditionally proven to be of great 
success for GPUs during its evolution towards 
high-performance general-purpose computing.  
2. The increasing complexity of recent electro-
magnetic algorithms has made simulation part of 
the workflow in both academia and industry to be 
very computationally demanding.  
3. Traditional architectures reveal themselves as 
inefficient solutions for this class of applications. 

Electromagnetic simulations are memory 
intensive applications containing assorted access 
patterns where memory optimizations play a 
primary role. Fortunately, CUDA provides a set of 
powerful low-level mechanisms for controlling the 
use of memory and the behavior of its hierarchy. 
This affects performance severely at the expense 
of a considerable programming effort, which we 
describe throughout this paper.  

The rest of the paper is organized as follows. 
Section II reviews the most recent results obtained 
by GPUs on electromagnetic simulations. Section 
III focuses on the specifics of the GPU 
programming with CUDA, and Section IV 
describes optimization strategies particularly 
oriented to simulation codes. Section V concludes. 
 
II. THE GPU ON ELECTROMAGNETIC 

SIMULATIONS 
 
A. Related Work 

Over the past few decades, the increase of 
overall computing power coupled with the 
maturation of many electromagnetic algorithms 
has produced a blooming on the simulation side. 
Many explorations focused on 2D first, were later 
extended to 3D, and even were modeled as so-
called 2.5D problems. 

In response to that evolution, a number of 
approaches to hardware acceleration of electro-
magnetic simulations have been investigated in the 

past five years. Those approaches can be classified 
into two main categories: 
1. Stand-alone computing devices like ASICS, 
which represent the highest achievable 
acceleration but quickly becomes too expensive 
due to the massive hardware required. 
2. Co-processors with their own memory and 
connected to a host PC via an input/output bus or 
socket interface. Within this category, we may 
find Field Programmable Gate Arrays (FPGAs) 
[18] and Graphics Processing Units (GPUs) [19]. 

GPUs stand out in a unique way from all these 
innovative solutions because they are produced as 
commodity processors and their floating point 
performance has significantly outpaced that of any 
other processor. In addition, GPUs have become 
easier to program, which allows developers to 
effectively exploit their computational power. 

Modern GPUs have been at the leading edge 
of increasing chip-level parallelism over the past 
five years. Scaling from 8 to 240 processors in the 
most popular saga of Nvidia GPUs, they have 
completed a steady transition from multi-core to 
many-core processors. The high degree of 
parallelism achieved, combined with their wide 
availability and affordable budget, has ultimately 
confirmed GPUs as a popular platform among 
universities and students to run computationally 
expensive simulations [1]. 

More recently, several companies that supply 
leading edge electromagnetic simulation software 
have joined this movement to ease code transition 
to the GPU for all kind of users belonging to this 
area regardless of their programming skills. Some 
illustrative examples are Acceleware and CST, 
which have announced a new GPU-based solution 
for accelerating lengthy electromagnetic design 
simulations, reporting performance gains of up to 
40% compared to previous products [20,21]. This 
software uses CUDA, a programming interface 
particularly designed to solve complex 
computational general-purpose problems, which 
we describe later in Section III. Large corporations 
and research institutions have also been able to tap 
into clusters of GPUs for large scale simulations 
[22], enabling a step forward in performance while 
maintaining a limited budget. This way, the GPU 
technology aspires to have a tremendous impact 
on engineering electromagnetic education, as 
universities and research centers worldwide will 
be able to simulate realistic problems with 
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affordable GPU-based hardware platforms, which 
will also be available to students on their own 
personal computers. 

Successful implementations of electro-
magnetic algorithms on GPUs can be seen as the 
key for the integration of simulators into design 
and optimization tools [23]. The GPU power may 
be combined here with the development of 
behavioral models and multi-grid, graded mesh 
and multi-resolution techniques for boosting the 
performance of electromagnetic simulations. 

 

 
 

Fig. 1. An overview of general purpose 
applications evaluated by GPU 
performance according to two major 
features: Amount of parallelism 
extracted (on X axis) and memory 
bandwidth exploitation (on Y axis). 

 
B. Characterization 

The GPU has been extensively used in 
scientific computing over the past five years, but 
the degree of success has been different depending 
on algorithm features and how they meet GPU 
hardware idiosyncrasies. Nvidia [13,24] has 
reported a list of illustrative examples. Just to 
mention a few involving simulations, we have: 
molecular dynamics (36x), fluid dynamics (17x), 
multi-fluid (50x), astrophysics (100x), multi-body 
mechanical (13x), financial (149x), oil and gas 
(18x), DNA and liquids (18x), and interactive 
visualization of volumes (146x). 

In general, expectations for a particular 
algorithm to reach certain levels of speedup factor 
when running on GPUs depend on a number of 
features which conform a list of requirements to be 
fulfilled. From less to more important, we have: 
1. Small local data requirements (memory and 
registers). 

2. Stream computing (non-recursive algorithms). 
3. Arithmetic intensity (high data reuse). 
4. Bandwidth (fast data movement). 
5. Data parallelism (data independency). 

The two key factors are analyzed in Fig. 1, 
where some of the most popular applications are 
placed in conjunction with electromagnetic 
simulations to quantify the memory bandwidth and 
data parallelism each algorithm can benefit from. 
This gives us an estimation about how successfully 
each code can run on GPU platforms. 

 
C. Upsides 

Simulations usually consists of a mixture of 
fundamentally serial control logic and inherently 
parallel computation. Furthermore, those 
computations are often data-parallel in nature, 
which matches the programming model that CUDA 
adopts (see Section III-B), basically a sequential 
control thread capable of launching a series of 
parallel kernels. This makes it relatively easy to 
parallelize an application's individual components 
as kernels, rather than requiring a wholesale 
rewriting of the entire application. 

In our case of a typical electromagnetic 
simulation, the same executable is invoked multiple 
times on each parallel processor by a job-queuing 
algorithm and the results are then reassembled. This 
constitutes an embarrassingly parallel computing 
model, as it does not require much internode 
communication or global data sharing. 
Electromagnetic computations are in fact very close 
to graphics processing in this respect: Million of 
operations can be performed in parallel exhibiting a 
speed which can reach up to two orders of 
magnitude when compared to the computational 
power shown on typical quad-core CPUs. 

On the other hand, simulations often deal with a 
large amount of data, which are responsible for the 
realism and accuracy of the simulated physics. 
GPUs reach data bandwidth with video memory 
around ten times higher than CPUs with main 
memory, and because of the way data is transferred, 
regular access patterns in the code behave better 
when running on GPUs. 

A third issue is also worth mentioning: 
Arithmetic intensity. Electromagnetic simulations 
usually require the computation of complex 
mathematical formulas, which are efficiently 
mapped to the GPU platform due to the presence of 
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those units devoted to a typical graphics rendering. 
Moreover, newer generations of GPUs like GeForce 
Series 8 include internally a powerful co-processor 
devoted to the computational physics required in 
many realistic animation and effects. Such co-
processor, called PhysX [25], was originally 
invented by Ageia, whose design was inspired in 
those we found in GPUs for building arithmetic 
units and massively parallelism. 

Finally, we leave on the CPU those parts of our 
simulation that do not have high arithmetic intensity 
or do not expose substantial amounts of data or  
thread-level parallelism. This way, that tough part 
of our application remains unchanged and can 
benefit from overlapping computations on a bi-
processor CPU-GPU platform. 
 
D. Downsides 

For the GPU to succeed as the favourite 
platform to run electromagnetic simulations in the 
future, we still envision two main challenges in the 
horizon: Accuracy and memory capacity. 
Accuracy. The lack of 32-bit floating-point 
precision was a major drawback in many 
application areas during the first half of this decade. 
Starting in 2008 with the GT 200 series from 
Nvidia, the situation has reversed and all major 
GPU vendors now offer 64-bit massively parallel 
hardware which will further enhance modelling and 
simulation capabilities. For example, the Tesla 
T10P GPU from Nvidia provides full IEEE 
rounding, fused multiply-add, and denormalized 
number support for double precision.  
      The problem arises when you look at execution 
times, since in most cases performance drops from 
five to ten times when you migrate your algorithm 
from single to double precision. This is mainly due 
to the reduced degree of parallelism we can exploit 
in the architecture, as usually the ratio of single to 
double precision floating-point arithmetic units 
available in a typical GPU is four to one or even 
eight to one. In the past, the primary argument for 
not to overcome this lack was that classical 
rendering did not require such enhancement. With 
the recent movements towards general-purpose 
GPU-like architectures,  double precision floating-
point will be offered at a much lighter performance 
penalty as more applications demand it. 
 
 

E. Memory size 
    Some of the large scale simulations are not 
necessary complicated in nature, but they require a 
large amount of memory space. For example, 
modelling of the near electromagnetic fields around 
antennas fall into this category, and more in general, 
field and signal analysis for high-speed electronic 
circuits and systems has become increasingly 
difficult due to the complexity of new electronic 
devices. GPU memory has progressed at a higher 
speed rate than the CPU counterpart over the last 
decade, and GDDR5, the video memory currently 
available, keeps consistently two generations ahead 
versus CPU DDR3 memory placed on the 
mainboard. But when it comes to capacity, the 
reduced form factor (size) of the graphics card in 
conjunction with its wider bus width versus the 
GPU, introduce serious routing problems which 
prevent video memory capacity from growing at the 
same rate. We believe that the solution to this 
problem lies more in the software layer, particularly 
in programmer's hands, who has to be able to 
partition data efficiently and ultimately perform 
computations through a blocking strategy to 
overcome memory constraints. 
 

III. CUDA 
 

The Compute Unified Device Architecture 
(CUDA) [13] is a programming interface and set 
of supported hardware to enable general-purpose 
computation on Nvidia GPUs. 

The CUDA programming interface is ANSI C 
extended by several keywords and constructs 
which derive into a set of C language library 
functions as a specific compiler generates the 
executable code for the GPU in conjunction with 
the counterpart version running on the CPU acting 
as a host.  

Since CUDA is particularly designed for 
generic computing, it can leverage special 
hardware features not visible to more traditional 
graphics-based GPU programming, such as small 
cache memories, explicit massive parallelism and 
lightweight context switch between threads. 
 
A. Hardware Platforms 

All the latest Nvidia developments on graphics 
hardware are compliant with CUDA: For low-end 
users and gamers, we have the GeForce series 
starting from its 8th generation; for high-end users 
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and professionals, the Quadro FX 5600/4600 
series; for general-purpose computing, the Tesla 
boards. Focusing on Tesla, the C870 is an 
homogeneous CMP endowed with 128 cores and 
1.5 GB of video memory to deliver a theoretical 
peak performance of 518 GFLOPS (single 
precision), a peak on-board memory bandwidth of 
76.8 GB/s and a peak main memory bandwidth of 
4 GB/s under its PCI-express x16 interface. 

 

 
Fig. 2. The CUDA hardware interface. 

 
B. Execution Modes 

The G80 parallel architecture is a SIMD 
(Single Instruction Multiple Data) processor 
endowed with 128 cores. Cores are organized into 
16 multiprocessors, each having a large set of 
8192 registers, a 16 KB shared memory very close  
to registers in speed (both 32 bits wide), and 
constants and texture caches of a few kilobytes. 
Each multiprocessor can run a variable number of 
threads, and the local resources are divided among 
them. In any given cycle, each core in a 
multiprocessor executes the same instruction on 
different data based on its threadID, and 
communication between multiprocessors is 
performed through global memory (see Fig. 3). 

Future architectures from Nvidia will support 
the same CUDA executables, but they will be run 
faster in order to include more multiprocessors per 
die, or more cores, registers or shared memory per 
multiprocessor. For example, the GT200 
architecture contains 30 multiprocessors for a total 
of 240 cores, while registers and shared memory 
per multiprocessor remain the same. 

The CUDA programming model guides the 
programmer to expose fine-grained parallelism as 

required by massively multi-threaded GPUs, while 
at the same time providing scalability across the 
broad spectrum of physical parallelism available in 
the range of GPU devices. 

 

 
Fig. 3. The CUDA programming model.  

 
C. Memory Spaces 
      The CPU host and the GPU device maintain 
their own DRAM and address space, referred to as 
host memory and device memory (on-board 
memory). The latter can be of three different 
types. From inner to outer, we have constant 
memory, texture memory and global memory. 
They all can be read from or written to by the host 
and are persistent through the life of the 
application. Texture memory is the more versatile 
one, offering different addressing modes as well as 
data filtering for some specific data formats. 
Global memory is the actual on-board video 
memory, usually exceeding 1 GB of capacity and 
embracing GDDR3/GDDR5 technology. Constant 
memory has regular size of 64 KB and latency 
time close to a register set. Texture memory is 
cached to a few kilobytes. Global and constant 
memories are not cached at all. 
 
D. Programming Elements 
      There are some important elements involved in 
the conception of a CUDA program that are key 
for understanding the programming model as well 
as the optimizations we have carried out during the 
implementation phase. We describe them below 
and Fig. 3 summarizes their relations. 
      A program is decomposed into blocks running 
in parallel. Assembled by the developer, a block is 
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a group of threads that is mapped to a single 
multiprocessor, where they can share 16 KB of 
memory (see Fig. 2). All the threads in blocks 
concurrently assigned to a single multi-processor 
divide the multiprocessor's resources equally 
amongst themselves. The data is also divided 
amongst all of the threads in SIMD fashion 
explicitly managed by the developer. 
      A warp is a collection of 32 threads that can 
physically run concurrently on all of the 
multiprocessors. The size of the warp is less than 
the total number of cores due to memory access 
limitations. The developer has the freedom to 
determine the number of threads to be executed, 
but if there are more threads than the warp size, 
they are time-shared on the actual hardware 
resources. This can be advantageous, since time-
sharing the ALU resources amongst multiple 
threads can overlap the memory latencies when 
fetching ALU operands. 
      A kernel is a code function compiled to the 
instruction set of the device, downloaded on it and 
executed by all of its threads. Threads run on 
different processors of the multiprocessors sharing 
the same executable and global address space, 
though they may not follow the same path of 
execution, since conditional execution of different 
operations on each multiprocessor can be achieved 
based on a unique threadID. Threads also work 
independently on different data according to the 
SIMD model described in Section III-B. A kernel 
is organized into a grid as a set of thread blocks. 
      A grid is a collection of all blocks in a single 
execution, explicitly defined by the application 
developer, which is assigned to a multiprocessor. 
The parameters invoking a kernel function call 
define the sizes and dimensions of the thread 
blocks in the grid thus generated, and the way 
hardware groups threads in warps affects 
performance, so it must be accounted for.  
      A thread block is a batch of threads executed 
on a single multiprocessor. They can cooperate 
together by efficiently sharing data through its 
shared memory, and synchronize their execution 
to coordinate memory accesses using the 
__syncthreads() primitive. Synchronization across 
thread blocks can only be safely accomplished by 
terminating a kernel. Each thread block has its 
own threadID, which is the number of the thread 
within a 1D, 2D or 3D array of arbitrary size. The 
use of multidimensional identifiers helps to 

simplify memory addressing when processing 
multidimensional data. Threads placed in different 
blocks from the same grid cannot communicate, 
and threads belonging to the same block must all 
share the 8K registers and 16 KB of shared 
memory on a given multiprocessor. This tradeoff 
between parallelism and thread resources must be 
wisely solved by the programmer to maximize 
performance on a certain architecture given its 
limitations. 
At the highest level, a program is decomposed into 
kernels mapped to the hardware by a grid 
composed of blocks of threads scheduled in warps.  
No inter-block communication or specific 
schedule-ordering mechanism for blocks or 
threads is provided, which guarantees each thread 
block to run on any multiprocessor, even from 
different devices, at any time.  
The number of blocks in a thread block is limited 
to 512. Therefore, blocks of equal dimension and 
size that execute the same kernel can be batched 
together into a grid of thread blocks. This comes at 
the expense of reduced thread cooperation, 
because threads in different thread blocks from the 
same grid cannot communicate and synchronize 
with each other. Again, each block is identified by 
its blockID, which is the number of the block 
within a 1D or 2D array of arbitrary size for the 
sake of a simpler addressing to memory. 
Kernel threads are extremely lightweight, i.e.  
creation overhead and context switching between 
threads and/or kernels is negligible. 

 
IV. OPTIMIZATIONS 

Once that major hardware and software 
limitations have been introduced, it becomes clear 
that managing those limits is critical when 
optimizing applications. Programmers still have a 
great degree of freedom, though side effects may 
occur when deploying strategies to avoid one 
limit, causing other limits to be hit. 

We consider two basic pillars when 
optimizing an application to run on CUDA GPUs: 
First, organize threads in blocks to maximize 
parallelism, enhance hardware occupancy and 
avoid memory banks conflicts. Second, access to 
shared memory wisely to maximize arithmetic 
intensity and reduce global memory usage. We 
address each of these issues separately now. 
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A. Threads Deployment 
Each multiprocessor contains 8192 registers 

which will be split evenly among all the threads of 
the blocks assigned to that multiprocessor. Hence, 
the number of registers needed in the computation 
will affect the number of threads which can be 
executed simultaneously, and the management of 
registers becomes important as a limiting factor 
for the amount of parallelism we can exploit. 

The CUDA documentation suggests a block to 
contain between 128 and 256 threads to maximize 
execution efficiency. A tool developed by Nvidia, 
the CUDA Occupancy Calculator, may also be 
used as guidance to attain this goal. For example, 
when a kernel instance consumes 16 registers, 
only 512 threads can be assigned to a single 
multiprocessor. This can be achieved by using one 
block with 512 threads, two blocks of 256 threads, 
and so on.  

We followed an iterative process to achieve 
the lowest execution time: First, the initial 
implementation was compiled using the CUDA 
compiler and a special -cubin flag that outputs the 
hardware resources (memory and registers) 
consumed by the kernel. Using these values in 
conjunction with the CUDA Occupancy 
Calculator, we were able to analytically determine 
the number of threads and blocks that were needed 
to use a multiprocessor with maximum efficiency. 

 
B. Memory Usage 

Even though video memory delivers a 
magnificent bandwidth, it is still a frequent 
candidate to hold the bottleneck when running the 
application because of its poor latency (around 
400 times slower compared to shared memory) 
and the high floating-point computation 
performance of the GPU. Attention must be paid 
to how the threads access the 16 banks of shared 
memory, since only when the data resides in 
different banks can all of the available ALU 
bandwidth truly be used. 

Each bank only supports one memory access 
at a time; simultaneous memory bank accesses are 
serialized, stalling the rest of the multiprocessor's 
running threads until their operands arrive. The 
use of shared memory is explicit within a thread, 
which allows the developer to solve bank conflicts 
wisely. Although such optimization may represent 
a daunting effort, sometimes can be very 
rewarding: Execution times may decrease by as 

much as 10x for vector operations and latency 
hiding may increase by up to 2.5x. 

Another critical issue related to memory 
performance is data coalescing. A coalesced 
access involves a contiguous region of global 
memory where the starting address must be a 
multiple of region size and the kth thread in a half-
warp must access the kth element in a block being 
read. This way, the hardware can serve completely 
two coalesced accesses per clock cycle, 
maximizing memory bandwidth, bus usage and 
throughput. It is programmer's responsibility to 
organize memory accesses in such a way, though 
CUDA has relaxed the conditions to be fulfilled 
for coalescing in their latest versions (from 
Compute Capabilities 1.2 on). 

 
V. CONCLUDING REMARKS 

We have presented the CUDA programming 
model and hardware interface as a very 
compelling alternative for high-performance 
computing when applied to electromagnetic 
simulations. Particular features of these 
simulations are identified and a number of 
techniques and optimizations are introduced to 
wrench the full performance out of the GPU 
resources for a large class of important scientific 
applications, even unveiling opportunities for 
further innovation. 

GPUs are highly scalable and become more 
valuable for general-purpose computing. We 
envision electromagnetic simulations as one of the 
most exciting fields able to benefit from GPUs in 
the future of this emerging architecture. 
Additionally, new tools like CUDA and OpenCL 
may assist non-computer scientists with a 
friendlier interface for adapting these applications 
to GPUs. This computational power may then be 
multiplied on a cluster of GPUs to enhance 
parallelism and provide even faster responses to 
electromagnetic simulations at a very low cost. 

Alternatively, we may think of a CPU-GPU 
hybrid system where an application can be 
decomposed into two parts to take advantage of 
the benefits of this bi-processor platform, and the 
programming models must evolve to include 
programming heterogeneous manycore systems 
including both CPUs and GPUs. 

GPUs will continue to adapt to the usage 
patterns of both graphics and general-purpose 
programmers, with a focus on additional processor 
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cores, number of threads and memory bandwidth 
available for electromagnetic simulations. In 
addition, the programming models must evolve to 
include programming heterogeneous manycore 
systems including both CPUs and GPUs. 
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 Abstract— Recent developments in the design of 
graphics processing units (GPUs) have made it 
possible to use these devices as alternatives to 
central processor units (CPUs) and perform high 
performance scientific computing on them. 
Though several implementations of finite-
difference time-domain (FDTD) method have been 
reported, the unavailability of high level languages 
to program graphics cards had been a major 
obstacle for scientists and engineers who would 
want to develop codes for graphics cards. 
Relatively recently, compute unified device 
architecture (CUDA) development environment 
has been introduced by NVIDIA and made GPU 
computing much easier. 
 This paper presents an implementation of FDTD 
method based on CUDA. Two thread-to-cell 
mapping algorithms are presented. The details of 
the implementation are provided and strategies to 
improve the performance of the FDTD simulations 
are discussed.  
 
Index Terms—FDTD methods, parallel 
architectures, graphics processing unit (GPU) 
programming, Compute Unified Device 
Architecture (CUDA), hardware accelerated 
computing. 
 

I. INTRODUCTION 
Recent developments in the design of graphics 

processing units (GPUs) have been occurring at a 
much greater pace than with central processor 
units (CPUs) and very powerful processing units 
have been designed solely for the processing of  

computer graphics. For instance, the current 
generation of GPU based NVIDIA® Tesla™ 
C1060 Computing Processors are running at 
approximately 1.3 GHz with a 512 bit data and 
memory bandwidth of 102 GB/sec. While GPU 
clock speed seems slow compared to modern 3.8 
GHz Pentium CPU’s or 3.0 GHz Core Duo’s, 
parallelism provided by the graphics cards enables 
better efficiency in computations. Due to this 
potential in faster computations, the GPUs have 
received the attention of the scientific computing 
community. Initially these cards were designed for 
computer graphics and floating precision 
arithmetic has been sufficient for such 
applications. Due to the demand of higher 
precision arithmetic from the scientific 
community, the vendors have started to develop 
graphics cards that support double precision 
arithmetic as well, introducing a new generation of 
graphical computation cards. 

The computational electromagnetics community 
as well has started to utilize the computational 
power of graphics cards, and in particular, several 
implementations of finite-difference time-domain 
(FDTD) [1]-[3] method have been reported [4]-
[24]. Initially the GPUs were not designed for 
general purpose programming and high level 
programming languages were not conveniently 
available; programmers were required to learn the 
intricacies of specialized low-level hardware 
languages. For instance, the FDTD 
implementations in [4], [5] and [11] are based on 
OpenGL. As a result of the need for high level 
languages a new subset language for C titled 
“Brook” has been introduced for general 
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programming environments [25]. This subset 
negates the need for detailed low-level 
programming knowledge by introducing a few, 
relatively simple, commands in the C language. 
Brook is used as the programming language in [7]-
[10], [14]-[15] and [24]. Moreover, use of High 
Level Shader Language (HLSL) is reported in 
[16].  

Relatively recently, the introduction of the 
Compute Unified Device Architecture (CUDA) 
[26] development environment from NVIDIA 
made GPU computing much easier. CUDA is a 
general purpose parallel computing architecture. 
To program the CUDA architecture, developers 
can use C, which can then be run at great 
performance on a CUDA enabled processor. The 
CUDA architecture and its associated software 
provide a small set of extensions to standard 
programming languages, like C, that enable a 
straightforward implementation of parallel 
algorithms. With CUDA and C for CUDA, 
programmers can focus on the task of 
parallelization of the algorithms rather than 
spending time on their implementation. The CPU 
and GPU are treated as separate devices that have 
their own memory spaces. This configuration also 
allows simultaneous computation on both the CPU 
and GPU without contention for memory 
resources. CUDA-enabled GPUs have hundreds of 
cores that can collectively run thousands of 
computing threads [27]. 

CUDA has been reported as the programming 
environment for implementation of FDTD in [17]-
[18] and [20]-[22]. In [21] the use of CUDA for 
two-dimensional FDTD is presented, and its use 
for three-dimensional FDTD implementations is 
proposed. The importance of coalesced memory 
access and efficient use of shared memory is 
addressed without sufficient details. Another two-
dimensional FDTD implementation using CUDA 
has been reported in [22] and use of convolution 
perfectly matched layer (CPML) [28] boundaries 
is discussed, however no implementation details 
are provided. Some methods to improve the 
efficiency of FDTD using CUDA are presented in 
[20], which can be used as guidelines while 
programming FDTD using CUDA. The 
discussions are based on FDTD updating equations 
in its simplest form: updating equations consider 
only dielectric objects in the computation domain, 

the cell sizes are equal in x, y, and z directions, 
thus the updating equations include a single 
updating coefficient. The efficient use of shared 
memory is discussed; however the presented 
methods limit the number of threads per thread 
block to a fixed size. The coalesced memory 
access, which is a necessary condition for 
efficiency on CUDA, is inherently satisfied with 
the given examples; however its importance has 
never been mentioned.   

In this current contribution a more 
comprehensive discussion of CUDA 
implementation of FDTD is provided. The FDTD 
updating equations assume more general material 
media and different cell sizes. Strategies to 
improve the efficiency are discussed, and their 
application to unified FDTD updating equations, 
as presented in [3], is presented.  

Section II summarizes an overview of concepts 
in CUDA. Section III presents the FDTD equations 
that are considered for CUDA implementation, 
while Section IV introduces two algorithms of 
implementation. Section V reports the 
performances achieved in computation speed by 
these implementations.   

II. COMPUTE UNIFIED DEVICE 

ARCHITECTURE 
In this section, a brief description of some 

concepts in CUDA is summarized from [29] in 
order to prepare the reader for the discussions that 
follow. Then, general guidelines to improve the 
efficiency of CUDA programs, as they apply to 
FDTD method, are summarized based on [29] and 
[30]. Application of these guidelines to improve 
the efficiency of an FDTD implementation is 
discussed in the subsequent sections. 

 
A. CUDA Concepts 

A programmable graphics processor unit is 
essentially a highly parallel, multithreaded, many 
core processor. The GPU is especially well-suited 
to address problems that can be expressed as data-
parallel computations – the same program is 
executed on many data elements in parallel. FDTD 
is such an algorithm in which the same 
computation is performed on all field components 
in the cells of a computation domain.  
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CUDA is a general purpose parallel computing 
architecture with a new parallel programming 
model and instruction set architecture. C for 
CUDA extends C by allowing the programmer to 
define C functions, called kernels, that, when 
called, are executed N times in parallel by N 
different CUDA threads, as opposed to only once 
like regular C functions. Each of the threads that 
execute a kernel is given a unique thread ID that is 
accessible within the kernel through the built-in 
threadIdx variable. For convenience, 
threadIdx is a 3-component vector, so that 
threads can be identified using a one-dimensional, 
two-dimensional, or three-dimensional thread 
index, forming a one-dimensional, two-
dimensional, or three-dimensional thread block. A 
kernel function can be executed by multiple 
equally-shaped thread blocks, so that the total 
number of threads is equal to the number of 
threads per block times the number of blocks. 
These multiple blocks are organized into a one-
dimensional or two-dimensional grid of thread 
blocks. Each block within the grid can be 
identified by a one-dimensional or two-
dimensional index accessible within the kernel 
through the built-in blockIdx variable. The 
dimension of the thread block is accessible within 
the kernel through the built-in blockDim 
variable.  

CUDA threads may access data from multiple 
memory spaces during their execution. Each thread 
has a private local memory and a shared memory 
visible to all threads of the block and with the 
same lifetime as the block. Finally, all threads 
have access to the same global memory. Global 
memory is the main memory space on the device 
to store the application data. However, data access 
to global memory is very small and that 
inefficiency becomes the main bottleneck in the 
execution of a kernel. On the other hand the shared 
memory is much faster to access but the size of the 
shared memory is very limited. However, though 
very limited in size, the shared memory can 
provide the means for data reuse and improve the 
efficiency of a kernel. Constant and texture 
memory spaces are two additional read-only 
memory spaces, limited in size, accessible by all 
threads during the lifetime of the application. The 

kernels execute on a GPU that is referred to as 
device and the rest of the C program executes on a 
CPU that is referred to as host. 

 
B. Performance Optimization Strategies 

Recommendations for optimization and the list 
of best practices for programming with CUDA are 
explained in [30]. While not all of these 
recommendations are applicable to the case of 
FDTD; the following list of recommendations is 
used to optimize our FDTD implementation:   
R1) structure the algorithm in a way that exposes 

as much data parallelism as possible. Once the 
parallelism of the algorithm has been exposed, 
it needs to be mapped to the hardware as 
efficiently as possible.  

R2) ensure global memory accesses are coalesced 
whenever possible.  

R3) minimize the use of global memory. Prefer 
shared memory access where possible.  

R4) use shared memory to avoid redundant 
transfers from global memory.  

R5) hide latency arising from register 
dependencies, maintain at least 25 percent 
occupancy on devices with CUDA compute 
capability 1.1 and lower, and 18.75 percent 
occupancy on later devices.  

R6) use a multiple of 32 threads for the number of 
threads per block as this provides optimal 
computing efficiency and facilitates 
coalescing. 

 
Fig. 1. An FDTD problem space composed of cells 

[3]. 
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III. THE FDTD FORMULATION 
The FDTD formulation considered for CUDA 

implementation is based on updating equations for 
general anisotropic material properties including 
arbitrary permittivity, permeability and electric 
and magnetic conductivity parameter values [3]. 
The FDTD problem domain is a rectangular 
domain composed of cells, referred to as Yee cells 
[1], as illustrated in Fig. 1. The problem space size 
is Nx Ny Nz× × , where Nx , Ny , and Nz  are 
number of cells in x, y, and z directions, 
respectively. Field components are defined at 
discrete positions on a Yee cell as shown in Fig. 2. 
The formulation in consideration assumes different 
cell sizes in x, y, and z directions in a rectangular 
grid. Thus, for instance, the equation that updates 
x-component of the magnetic field is given in [3] 
as  

( ) ( ) ( )
( ) ( ) ( )( )
( ) ( ) ( )( )

1 1
2 2, , , , , ,

, , , , 1 , ,

, , , 1, , ,

n n

x hxh x

n n
hxey y y

n n
hxez z z

H i j k C i j k H i j k

C i j k E i j k E i j k

C i j k E i j k E i j k

+ −
=

+ + −

+ + −

, (1) 

where
1
2 ( , , )

n

xH i j k
+

is the x component of magnetic 
field in a Yee cell, shown in Fig. 2, indexed with 
( , , )i j k , and n

yE  and n
zE  are the electric field 

components. The superscripts indicate the time 
instants at which the fields are evaluated: i.e. 
superscript n indicates the field at time n t∆ , where 

t∆ is the duration of time step. hxhC , hxeyC , hxezC  are 
the coefficients used to update xH . Similarly, 
there are two other updating equations that update 

yH and zH , and moreover, there are three other 
updating equations that update electric field 
components xE , yE , and zE . A reference example 
for the update of magnetic field components when 
using the FORTRAN programming language is 
shown in Listing 1.  As shown, all field and 
coefficient parameters in this listing are three-
dimensional arrays.   
 
subroutine update_magnetic_fields 
! nx, ny, nz: number of cells in x, y, z 
directions 
 
Hx =  Chxh  *  Hx & 

+ Chxey * (Ey(:,:,2:nz+1) - Ey(:,:,1:nz)) &       
+ Chxez * (Ez(:,2:ny+1,:) - Ez(:,1:ny,:));  

                           
Hy =  Chyh  *  Hy &  

+ Chyez * (Ez(2:nx+1,:,:) - Ez(1:nx,:,:)) & 
+ Chyex * (Ex(:,:,2:nz+1) - Ex(:,:,1:nz));  

                        
Hz =  Chzh  *  Hz & 

+ Chzex * (Ex(:,2:ny+1,:) - Ex(:,1:ny,:)) & 
+ Chzey * (Ey(2:nx+1,:,:) - Ey(1:nx,:,:));  

 
end subroutine update_magnetic_fields 

 Listing 1. Fortran code to update magnetic field 
components. 

 

 
Fig. 2. Yee cell: the basic building block of an 

FDTD problem space [3]. 

IV. FDTD USING CUDA 
In our implementation, the allocation of all field 

components and the initialization of coefficient 
arrays for the FDTD problem space are coded in 
FORTAN and executed on the CPU (host). Then 
these arrays are transferred to the global memory 
of GPU and they are ready to use by the kernels 
coded in CUDA and run on GPU (device). It 
should be noted that while the arrays in 
FORTRAN are three-dimensional, these same 
arrays are stored in device (GPU) global memory 
as one-dimensional arrays and elements of these 
arrays are accessed in kernel functions in a linear 
fashion. Thus, as will be shown later, a three-
dimensional to one-dimensional index mapping is 
employed. 

This section describes our procedure for 
developing CUDA kernels.  

 
A. Achieving Parallelism 

At every time iteration of the FDTD loop new 
values of three magnetic field components are 

306 ACES JOURNAL, VOL. 25, NO. 4, APRIL 2010



recalculated at every cell simultaneously using the 
past values of electric field components. Similarly, 
electric field components can be updated 
simultaneously in a separate function. Since the 
calculations for each cell can be performed 
independent from the other cells, a CUDA 
algorithm can be developed by assigning each cell 
calculation to a separate thread, and the highest 
level of parallelism can be achieved to satisfy the 
recommendation R1 that is discussed in Section II.  

In CUDA, a number of threads form a thread 
block, and a number of thread blocks form a grid. 
The maximum number of threads in a block can be 
512, where these threads can be arranged to form a 
one-dimensional, two-dimensional or three-
dimensional block. Thus a subsection of three-
dimensional problem space can be naturally 
mapped to a three-dimensional thread block. 
However, a grid (of thread blocks) can be 
composed of blocks arranged in a one-dimensional 
fashion or a two-dimensional fashion. Hence, the 
entire three-dimensional FDTD domain cannot be 
naturally mapped to a one-dimensional or two-
dimensional grid. Therefore, an alternative 
mapping between threads and FDTD domain shall 
be considered.  

In this contribution, two different approaches 
between cells and threads are presented and their 
performance comparisons are provided.  
 

 
              Fig. 3. Mapping of threads to cells of an FDTD 

domain using the xyz-mapping. 
 

In the first mapping, a thread block is 
constructed as a one-dimensional array, as shown 
on the first two lines in Listing 2, which is a piece 
of code that defines the grid and block sizes. The 

threads in this array are mapped to cells in an x-y 
plane cut of the FDTD domain. The grid of the 
thread blocks is constructed as two-dimensional as 
shown on the third and fourth lines in Listing 2. 
Then, the x dimension of the grid is mapped to x-y 
plane, and y dimension of the grid is mapped to z-
dimension of the FDTD domain. Figure 3 
illustrates the mapping of threads to an FDTD 
domain. This mapping approach ensures one-to-
one mapping between threads and cells, thus the 
highest level of parallelization is achieved. This 
mapping will be referred to as xyz-mapping in the 
following sections. 

 
block_dim_x = number_of_threads; 
block_dim_y = 1;  
n_blocks_y = nz; 
n_blocks_x = (nx*ny)/number_of_threads  

+ ((nx*ny)%number_of_threads == 0 ? 0 : 1); 

 
Listing 2. CUDA code to define block and grid 

sizes. 

 
Fig. 4. Mapping of threads to cells of an FDTD 

domain using the xy-mapping. 
 
 The second mapping is partly the same as the 
first one: a thread block is constructed as a one-
dimensional array, as shown on the first two lines 
in Listing 2, and the threads in this array are 
mapped to cells in an x-y plane cut of the FDTD 
domain as illustrated in Fig. 4. In the kernel 
function, each thread is mapped to a cell; thread 
index is mapped to i and j. Then, each thread 
traverses in the z direction in a for loop by 
incrementing k index of the cells. Field values are 
updated for each k, thus the entire FDTD domain 
is covered. As will be illustrated later, this 

307DEMIR, ELSHERBENI: CUDA BASED FINITE-DIFERENCE TIME-DOMAIN IMPLEMENTATION



algorithm helps for global memory reuse, which 
improves efficiency. For the second mapping the 
above Listing 2 code will be modified for one line 
as  
n_blocks_y = 1; 
 

 This mapping will be referred to as xy-mapping 
in the following sections. 

 
B. Coalesced Global Memory Access 

Memory instructions include any instruction that 
reads from or writes to shared, local or global 
memory. When accessing local or global memory, 
there are, 400 to 600 clock cycles of memory 
latency. Much of this global memory latency can 
be hidden by the thread scheduler if there are 
sufficient independent arithmetic instructions that 
can be issued while waiting for the global memory 
access to complete [29]. Unfortunately in FDTD 
updates the operations are dominated by memory 
accesses rather than arithmetic instruction. Hence, 
the memory access inefficiency is the bottle neck 
for the efficiency of FDTD on GPU. Global 
memory bandwidth is used most efficiently when 
the simultaneous memory accesses by threads in a 
half-warp (during the execution of a single read or 
write instruction) can be coalesced into a single 
memory transaction of 32, 64, or 128 bytes [29].  
 

 
Fig. 5. An FDTD problem space padded with 

additional cells to ensure coalesced 
memory operations. 

 
The three-dimensional field and coefficient 

arrays in FORTRAN are treated as one-
dimensional arrays in kernel functions. It should 
be noted that the first array index varies most 
rapidly in FORTRAN multi-dimensional arrays. 

As shown in Listing 1, i index varies most rapidly, 
and then j. This ordering is retained after the 
arrays are transferred to GPU. If the size of the 
three-dimensional arrays, thus the size of the 
FDTD domain in number of cells, in the x and y 
directions is a multiple of 16, then the coalesced 
memory access is ensured. In general an FDTD 
domain size would be an arbitrary number. In 
order to achieve coalesced memory access, the 
FDTD domain is extended by padded cells such 
that the number of cells in x and y directions is an 
integer multiple of 16 as in Fig 5. Although, these 
padded cells increase the amount of memory need 
to be used to store array, it improves the efficiency 
of the kernel function tremendously. Thus the 
recommendation R2 is satisfied. The modified size 
of the FDTD domain becomes Nxx Nyy Nz× × , 
where Nxx , Nyy , and Nz  are number of cells in x, 
y, and z directions, respectively.  

Since the size of the FDTD domain has changed, 
calculation of the number of blocks in Listing 2 
need to be slightly modified as  
n_blocks_x = (nxx*nyy)/ number_of_threads))  

+ ((nxx*nyy)%number_of_threads == 0 ? 0 : 1); 

   
C. Use of Shared Memory 

Because it is on-chip, the access to shared 
memory is much faster than the local and global 
memory. Parameters that reside in the shared 
memory space of a thread block have the lifetime 
of the block, and are accessible from all the 
threads within the block [29]. Therefore if a data 
block on global memory is going to be used 
frequently in a kernel, it is better to load the data 
to shared memory and reuse the data from the 
shared memory.  

Shared memory is especially useful when 
threads need to access to unaligned data. For 
instance, examining Listing 1 reveals that in order 
to calculate ( ), ,yH i j k , a thread mapped to the cell 

( ), ,i j k  needs xE and zE in ( ), ,i j k as well as xE  in 

( ), , 1i j k +  and zE in ( )1, ,i j k+ . In the kernel code 
the index of a thread is calculated as  
ci = blockIdx.x * blockDim.x + threadIdx.x; 
This thread is mapped to a cell with i and j indices 
as  
j  = ci/nxx; 
i  = ci - j*nxx; 
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A cell with indices (i+1, j, k) can be accessed by 
ci+1, a cell with indices (i, j+1, k) can be 
accessed by ci+nxx, and a cell with indices (i, j, 
k+1) can be accessed by ci+nxx*nyy. Access to 
(i, j+1, k) and (i, j, k+1) are coalesced, however 
(i+1, j, k) is not. If an access to a field component 
at a neighboring cell in the x direction is needed, 
i.e. ( )1, ,zE i j k+  while calculating ( ), ,yH i j k and 

( )1, ,yE i j k+  while calculating ( ), ,zH i j k , then 
shared memory can be used to load the data block 
mapped by the thread block, and then the 
neighboring field value is accessed from the 
shared memory. At this point one needs to use the 
CUDA function __syncthreads() to ensure 
that all threads in the block are synchronized; thus 
all necessary data is loaded to the shared memory 
before it is used by the neighboring threads.  

As discussed above, uncoalesced memory 
accesses can be eliminated by using shared 
memory. However, a problem arises when 
accessing the neighboring cells’ data through 
shared memory. While loading the shared memory, 
each thread copies one element from the global 
memory to the shared memory. If the thread on the 
boundary of the thread block needs to access the 
data in the neighboring cell, this data will not be 
available since it has not been loaded to the shared 
memory. One way to overcome this problem is to 
load another set of data, which includes the 
neighboring cell’s data, to shared memory. In the 
presented implementation the size of the data 
allocation in the shared memory is extended by 16, 
and some of the threads in the thread block are 
used only to copy data from global memory to this 
extended section in the shared memory. Then, for 
instance, the piece of code that calls the kernel 
function to update magnetic field components 
would be as in Listing 3. 
 The kernel function that updates magnetic field 
components based on xyz-mapping is shown in 
Listing 4. 
 
threads = dim3(block_dim_x, block_dim_y, 1); 
grid    = dim3( n_blocks_x,  n_blocks_y, 1); 
 
shared_mem_size = 
2*sizeof(float)*number_of_threads; 
     
update_magnetic_fields_on_kernel 

<<<grid, threads, shared_memory_size>>> 

(nxx, nyy, nx, ny, nz,  
  Ex,  Ey,  Ez,    Hx, Hy, Hz,  
  Chxh,Chyh,Chzh,  Chxey,  
  Chxez,    Chyez, Chyex,  Chzex, Chzey); 
 
Listing 3. CUDA code to call kernel function for 
magnetic field updates. 
 
 
__global__ void 
update_magnetic_fields_on_kernel(int nxx, int 
nyy, int nz, float *Ex, float *Ey, float *Ez, 
float *Hx, float *Hy, float *Hz, float *Chxh, 
float *Chyh, float *Chzh, float *Chxey, float 
*Chxez, float *Chyez, float *Chyex, float 
*Chzex, float *Chzey) 
{ 
 extern __shared__ float sEyz[]; 
 float *sEy = (float*) sEyz; 
 float *sEz = (float*) &sEy[blockDim.x+16]; 
 
 // ci: cell index 
 // si: index in shared memory array 
 
 int ci = blockIdx.x * blockDim.x + 
threadIdx.x; 
 int j  = ci/nxx; 
 int i  = ci - j*nxx; 
 int si = threadIdx.x;  
 int sip1 = si+1; 
 int nxxyy = nxx*nyy; 
 int cizp; 
 int ciyp; 
 float ex; 
 
 ci = ci + blockIdx.y*nxxyy; 
 
 if (j < ny)  
  { 
   cizp = ci+nxxyy; 
   ciyp = ci+nxx; 
   ex = Ex[ci]; 
   sEz[si] = Ez[ci]; 
   sEy[si] = Ey[ci]; 
   if (threadIdx.x<16) 
   { 

sEz[blockDim.x+threadIdx.x] = 
Ez[ci+blockDim.x]; 
sEy[blockDim.x+threadIdx.x] = 
Ey[ci+blockDim.x]; 
} 

   __syncthreads(); 
 
   Hx[ci] = Chxh[ci] *  Hx[ci] 
      + Chxey[ci] * (Ey[cizp]-Ey[ci])  
      + Chxez[ci] * (Ez[ciyp]-sEz[si]);  
 
   Hy[ci] = Chyh[ci] *  Hy[ci] 

+ Chyez[ci] * (sEz[sip1]-sEz[si])  
      + Chyex[ci] * ( Ex[cizp]-ex);      
 
   Hz[ci] = Chzh[ci] *  Hz[ci] 
      + Chzex[ci] * (Ex[ciyp]-ex)   
      + Chzey[ci] * (sEy[sip1]-sEy[si]);  
 } 
} 

 
Listing 4. CUDA code to update magnetic field 
components based on xyz-mapping. 
 
 

309DEMIR, ELSHERBENI: CUDA BASED FINITE-DIFERENCE TIME-DOMAIN IMPLEMENTATION



D. Data Reuse 
As discussed above, the global memory access 

affects the performance of a CUDA program 
significantly. Therefore, data transfers from and to 
the global memory should be avoided as much as 
possible. It may even be better to recalculate some 
data instead of recalling the data from global 
memory. If some data is already transferred from 
the global memory and it is available, it is better to 
use it as many times as possible. As can be 
observed from Listing 1, such data reuse is 
possible in an FDTD algorithm: while calculating 

( ), ,xH i j k  and ( ), ,yH i j k , ( ), , 1yE i j k + and 

( ), , 1xE i j k +  are used and the values of these 
components are ready in the registers of the thread. 
If one increments the k index by one, these values 
will be reused to calculate ( ), , 1xH i j k +  and 

( ), , 1yH i j k + . Therefore, a kernel function can be 
constructed based on the xy-mapping in which 
each thread traverses in the z direction in a for 
loop by incrementing k index of the cells. A kernel 
function based on xy-mapping can be coded as 
shown in Listing 5. 
 
__global__ void 
update_magnetic_fields_on_kernel(int nxx, int 
nyy, int nx, int ny, int nz,  float *Ex, float 
*Ey, float *Ez, float *Hx, float *Hy, float 
*Hz, float *Chxh, float *Chyh, float *Chzh, 
float *Chxey, float *Chxez, float *Chyez, float 
*Chyex, float *Chzex, float *Chzey) 
{ 
 extern __shared__ float sEyz[]; 
 float *sEy = (float*) sEyz; 
 float *sEz = (float*) &sEy[blockDim.x+16]; 
 
 int ci = blockIdx.x * blockDim.x + 
threadIdx.x; 
 int j  = ci/nxx; 
 int i  = ci - j*nxx; 
 int si = threadIdx.x;  
 int sip1 = si+1; 

int nxxyy = nxx*nyy; 
 int cizp; 
 int cipnxx; 
 float ey, eyzp; 
 float ex, exzp; 
 
 if (j < ny)  
 { 
  ey = Ey[ci]; 
  ex = Ex[ci]; 
  for (int k=0;k<nz;k++) 
  { 
   cizp   = ci + nxxyy; 
   exzp   = Ex[cizp]; 
   eyzp   = Ey[cizp]; 
   sEz[si]  = Ez[ci]; 
   if (threadIdx.x<16) 
   { 

sEz[blockDim.x+threadIdx.x] = 
Ez[ci+blockDim.x]; 

   } 
   __syncthreads(); 
 
   Hx[ci] = Chxh[ci]*Hx[ci] 
      + Chxey[ci]*(eyzp-ey)  
      + Chxez[ci]*(Ez[ci+nxx]-sEz[si]);  
 
   Hy[ci] = Chyh[ci] * Hy[ci] 
      + Chyez[ci] * (sEz[sip1]-sEz[si])  
      + Chyex[ci] * (exzp-ex);      
 
   sEy[si] = ey; 
   if (threadIdx.x<16) 
   { 

sEy[blockDim.x+threadIdx.x] = 
Ey[ci+blockDim.x]; 

   } 
   __syncthreads(); 
   Hz[ci] = Chzh[ci] * Hz[ci] 
      + Chzex[ci] * (Ex[ci+nxx]-ex)   
      + Chzey[ci] * (sEy[sip1]-sEy[si]);  
 
   ci = cizp; 
   ey = eyzp;  
   ex = exzp; 
  } 
 } 
} 

 
Listing 5. CUDA code to update magnetic field 

components based on xy-mapping. 
 
 At this point it should be noted that although the 
electric field updating equations are the same in 
form as the magnetic field updating equations, the 
implementation of kernels for electric field 
updates will be slightly different than those shown 
in Listings 4 and 5. The indices of the electric and 
magnetic field components adjacent to the FDTD 
domain boundaries and need to be updated are 
different as discussed in [3], and this difference 
need to be accounted for in the kernel 
implementations. Thus the implementations and 
also the performances of these kernels are slightly 
different.  
 
E. Optimization of Number of Threads 
 As pointed out in recommendations R5 and R6, 
occupancy of the microprocessors and number of 
threads in a block are two other important 
parameters that affect the performance of a CUDA 
program. Number of threads and occupancy are 
tightly connected. It is possible to set the number 
of threads as a desired value while it may not be 
possible to control the occupancy; it is a function 
of number of threads, number of registers used in 
the kernel, amount of shared memory used by the 
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kernel, compute capability of the device, etc. A 
good practice is to optimize the number of threads 
while keeping the occupancy a reasonable value.  

In order to determine optimum number of 
threads CUDA Visual Profiler is used: the kernel 
functions that update the electric and magnetic 
field components are run using different values of 
number of threads per block for both the xyz-
mapping and xy-mapping algorithms, and the cpu 
times are recorded as they are captured by the 
CUDA Visual Profiler. For this test, an FDTD 
domain with size of 8 million cells 
(200 200 200)× ×  is used. The result of the 
parameter sweep is shown in Fig. 6. It is found that 
for the magnetic field updates using xy-mapping 
algorithm performs the best with 512 threads per 
block, while electric field updates performs best 
with 128 threads per block. For the xyz-mapping 
both electric and magnetic field updates perform 
the best with 64 threads per block. These numbers 
are used in the subsequent performance analysis 
tests. From the figure it can be noticed that xy-
mapping algorithm is faster than the xyz-mapping 
algorithm.  

One can notice in Fig. 6 that, the cpu time is not 
shown for 448 and 512 number of threads for the 
electric field kernel using the xy-mapping. The 
number of registers for this kernel is 37 and 
occupancy becomes zero for large number of 
threads. Hence, the kernel cannot be run with 448 
or 512 threads per block. 

 

 
 

Fig. 6. CPU time versus number of threads per 
block.  

V. PERFORMANCE ANALYSIS 

The performance of the developed CUDA code 
for a general FDTD method as described before is 
examined as a function of problem size for both 
the xy-mapping and xyz-mapping algorithms. The 
analysis is performed on an NVIDIA® Tesla™ 
C1060 Computing Processor installed on a 64 bit 
Windows XP computer. This card has 240 
streaming processor cores operating at 1.3 GHz. 
Size of a cubic FDTD problem domain has been 
swept and the number of million cells per second 
(NMCPS) processed is calculated as a measure of 
the performance of the CUDA program. Number 
of million cells is calculated as [20]    

        610steps

s

n Nx Ny Nz
NMCPS

t
−× × ×

= × ,     (2) 

where stepsn is the number of time steps the program 
has been run and st is the total time of program run 
in seconds. The result of the analysis is shown in 
Fig. 7. It can be observed that the xy-mapping 
algorithm processes about 450 million cells per 
second on the average while xyz-mapping 
algorithm processes 400 million cells per second.  

 

 
Fig. 7. Algorithm speed versus problem size. 

VI. CONCLUSION 
A CUDA implementation of FDTD method is 

presented in this contribution. The FDTD 
formulation considered is for general dielectric 
media and conductive media and does not assume 
the same cell sizes in x, y, and z directions. Two 
thread-to-cell mapping algorithms are discussed 
and it is shown that the so referred to as xy-
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mapping algorithm is better in terms of 
performance.   

It should also be noted that each cell in the 
FDTD problem space can have a different 
material. If a limited number of materials are 
considered, the presented codes can be revised 
based on material indexed FDTD formulation, thus 
GPU constant memory space, which is faster than 
the global memory, can be utilized and a faster 
CUDA implementation for these FDTD 
formulations can be achieved.    
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Abstract─ This paper outlines several key features 
and conditions that impact the performance of 
FDTD on GPUs.  It includes relevant performance 
measurements as well as practical suggestions on 
how to mitigate their impact.  Among these factors 
are: PML depth, the number of unique materials, 
dispersive materials, the impact of field 
reads/observations, simulation orientation, and 
domain decomposition using multiple GPUs.  The 
paper shows that the performance of FDTD on 
GPUs can be limited in certain extreme cases, but 
with proper care on the part of the designer these 
cases can be managed and maximum performance 
guaranteed.   
 
Index Terms─ GPU, acceleration, FDTD, CPML, 
dispersive materials.  
 

I. INTRODUCTION 
  

    For several years, running FDTD (Finite 
Difference Time Domain) [1] on graphical 
processing units, or GPUs, accelerators has been 
shown as a successful technique to reduce run 
times [2-4]. The fine-grained parallelism of FDTD 
maps well to the several hundreds of 
computational streaming processor cores available 
on modern GPU hardware.  The faster memory 
bandwidth from GPU RAM to the GPU 
processing elements is also largely responsible for 
the observed performance gain versus traditional 
CPU (central processing unit) architectures.   

The complexity involved when writing GPU-
enabled FDTD codes involves making sure that 
the processing elements are not data starved.  This 
is done through effective memory, cache and 
memory bandwidth management.  This complexity 

must be addressed for every feature of FDTD, not 
just the basic [1] Yee updates. 

Section II of this paper will introduce and 
explain the basics of FDTD performance on GPUs 
from an end user perspective.  It will also detail 
the general limiting cases of this performance 
caused by the GPU architecture mentioned above. 
     The body of the paper, Sections III through IX, 
will build on this overview and introduce more 
advanced features and their impact on 
performance.  These features are: PML (Perfectly 
Matched Layer) boundary conditions, the number 
of unique materials, dispersive materials, 
simulation orientation, observation/modification of 
field data during the simulation, and domain 
decomposition across multiple GPUs.  In each 
case, the performance of the feature or concept is 
illustrated with a graph and explained in words.  In 
addition, practical suggestions are offered for 
ensuring maximum performance and mitigating 
any adverse effects. 

To illustrate these effects, Acceleware’s 
FDTD library, version 9.x, implemented in CUDA 
and running NVIDIA Tesla C1060 are the 
software and GPU platforms of choice. 
 

II. FUNDAMENTALS OF  
FDTD PERFORMANCE ON GPU 

 
The graph below is an overview that illustrates 

the performance of Acceleware’s FDTD library on 
both multi-core CPU and GPU hardware.  The 
CPU hardware used throughout the paper is AMD 
OpteronTM 2214 2.2GHz, and  Intel® Xeon® CPU 
X5550 @ 2.67GHz code-named ‘Nehalem’. The 
GPU hardware is NVIDIA Tesla C1060 GPU 
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cards connected via PCI Express x16 t
system. 

Memory bandwidth is perhaps 
determinant of FDTD performance
hardware perspective.  The memory ban
the C1060 architecture is 102GB/S, 
X5550 architecture is 32GB/s, and th
2214 architecture is 11.8GB/s.  Thes
roughly correlate with the peak pe
observed for FDTD in Figure 1 below
generations of both CPU and GPU har
continue to increase memory bandwidth
 

Fig. 1. FDTD performance – CPU v
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steady state limited by the finite
bandwidth, and provided the CPU mem
exceeded.  The GPU performance curv
dramatic, and shows several key operati
which are noted in Fig. 1 and explained 
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of its compute resources and memory 
efficiently.  PML may also take up a lar
of the total simulation size and acts to
total simulation throughput. 
 
Knee - The knee is the point at 
performance levels off and the GPU 
optimally. 
 
Optimal Range - This is the optimal ra
GPU as processing resources are b
utilized and the impact of data transfer m
The goal of any GPU FDTD code is to
the breadth and magnitude of this region
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the paper is calculated as follows: 
    
 
In the above calculations, the ‘simu
does not include any PML cells u
simulation, while the ‘simulation time
elapsed from the beginning of the time

Unless being treated as an 
variable or otherwise noted, the 
results in this document have 1
materials, four-layer CPML (c
perfectly matched layer) [5], are cubi
field observations disabled.  This i
results in Fig. 1.  While 16 materia
layer CPML may be a simplistic cas
with more advanced simulations whic
of each, the effect on performance is e
representative of a broad range of 
The precise dependence on more CPM
materials are both examined in 
sections. 

Finally, results in this paper are 
for single precision, floating-point
representation of field and material d
has the advantage that the numerical 
usually more significant than any sing
error.  This is fortuitous since the doub
performance of GPUs has, until recen
order of magnitude slower than single 

 

125 150

Memory

Memory Limit

oint at which 
is a clear and 
d this point 
CPU.  While 
the memory 

of cells will 
d features of 

U is solving 
PU does not 
goes further 

will approach 

hroughout 

                         
(1) 

ulation size’ 
used in the 
e’ is the time 
e stepping.  

independent 
performance 
6 dielectric 
onvolutional 
ic, and have 
includes the 

als and four-
se compared 
ch use more 
enough to be 
simulations.  

ML and more 
subsequent 

all reported 
t numerical 
data.  FDTD 
dispersion is 
gle precision 
ble precision 
ntly, been an 
precision. 

316 ACES JOURNAL, VOL. 25, NO. 4, APRIL 2010



III. PERFECTLY MATCHED L
 (PML) 

 
Adding absorbing CPML (con

perfectly matched layer) boundary laye
to truncate the overall simulation
Computation of these cells is made mor
due to the recursive convolution perfor
number of layers required depends on t
reflection coefficient from the bound
done at the discretion of the designer. 
five to ten layers are used, with five
-30dB or better reflection. [5]   

While reducing reflections, these 
also reduce simulation performance by 
50% [6], especially for small simulation
The maximum simulation size the GPU
of running will also be partially reduced
cells require more memory than non-CP
They also are more expensive to comp
is why the performance is reduced.   

Figure 2 below shows GPU-accelera
performance for simulations with 
amounts of CPML.  Note that 
performance and maximum GPU-a
simulation size are affected.  Also noti
point at which the GPU enters the so
limit is reduced.  This is a reflecti
increased memory usage of the CPML c

Fig. 2. GPU-accelerated FDTD perform
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IV. NUMBER OF UNIQUE MA
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The choice of 1024 is somewhat arbitrary and 
unique to the Acceleware library.  Other 
implementations may use a different break point 
or use the look-up table method or the direct 
method exclusively.  On different GPU hardware, 
the direct and look-up table methods perform 
differently, which adds further complexity to 
understanding the performance.  

The general end user recommendations should 
be to simply keep an awareness of the number of 
unique materials in your simulation and ensure 
they are not an unnecessary cause of simulation 
slow down.  Many applications add arbitrary 
complexity by allowing for continuous variation of 
the material parameters.   

For FDTD developers, additional intelligence 
in the library itself may also more automatically 
optimize the material storage and access a priori 
depending on the number of materials, hardware, 
and kernel implementations available.  This would 
ensure an optimal performance where the 
simulation is not memory limited and maximum 
simulation size where it is.   
 

V. DISPERSIVE MATERIALS 
 

Simulating materials with dispersive properties 
can have an even more significant impact on 
simulation performance and maximum simulation 
size. Both the order of the dispersive materials 
(number of poles) and the total volume of 
dispersive material need to be considered.  For a 
given cell, adding a single dispersive pole to 
describe its behavior will increase the memory 
requirement of the cell and increase the required 
number of flops for additional material current 
calculation.  This increases proportionally with the 
number of poles.  Simulations with larger volumes 
and more higher-order poles will hence show more 
pronounced degradation of performance and more 
reduced simulation size.  Several relevant cases 
are shown in Fig. 4 below. 

The above effect applies to all dispersive 
materials types: Drude, Debye, Lorentz, Drude-
Lorentz, etc.  Simulations with dispersive 
materials also run slower on the CPU, so the 
'speed up factor' when using GPUs is roughly the 
same as for non-dispersive simulations.   

Managing the effect of dispersive materials 
involves using only the minimum volume and 
order required to achieve your desired result.  As 

is illustrated comparing cases four with five, and 
two with three, the distribution of dispersive 
materials does not significantly affect the 
performance; it is the overall volume and order 
that counts. 

 

 
Fig. 4. GPU-accelerated FDTD performance for 
several cases of dispersive material usage. 
 
Case 1 – 1600 non-dispersive materials 

distributed evenly thought the entire 
simulation space. 

Case 2 – 1 single-pole dispersive material 
occupies 40% of the total volume 
contiguously. 

Case 3 – 1 single-pole dispersive distributed 
evenly throughout the entire volume, 40% 
of the total volume is made up of 
dispersive materials. 

Case 4 – 1600 Multi-pole dispersive materials 
distributed contiguously throughout 40% 
of the total volume. 

Case 5 – 1600 Multi-pole dispersive materials 
distributed evenly throughout the entire 
volume, 40% of the total volume is made 
up of dispersive materials. 

 
VI. READS AND READ REGIONS  

(WRITES AND WRITES REGIONS) 
 

Moving field data between GPU and CPU 
system memory during a simulation can 
dramatically impact performance and has been 
discussed as a limitation of GPU FDTD 
implementations.  For the purpose of this discussion 
we will refer to these data moves as reads and 
writes. Field data is read when calculating relevant 
outputs like SAR, far field patterns, optical 
generation, special updates for assessing 
convergence, and in other regards.  Field data is 
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written in cases like soft or customized excitations 
or active materials.   

The two critical factors affecting performance 
for reads and writes are: how much of the volume is 
read/written and how frequently. Figure 5 below 
shows performance for different read volumes 
based on a percentage of the total volume.  All six 
fields are read for each cell in the volume. The 
number of time steps between each volume read is 
swept and shown on the horizontal axis. 
 

 
Fig. 5. GPU-accelerated FDTD performance for 
different field observations. 
 

The above volume reads are made for 
contiguous volumes within the simulation space 
which is a simplified though still realistic case.  The 
other extreme would be a large number of 
individual point reads dispersed evenly through a 
volume or plane.  Individually reading these points 
one by one would further reduce the performance 
given the overhead attached with each read and 
their disparate locations in physical memory.  
Acceleware has implemented a strided region 
function as one technique to eliminate this 
overhead.   An exhaustive study of all possible read 
patterns and techniques is a significant effort in 
itself and beyond the scope of this paper. 

The general suggestions to manage the impact 
of field observations are relevant in all cases.  They 
are: keep the read volume to a minimum, only 
observe the region (volume) that is of direct 
interest, and read only as frequently as is necessary 
to achieve accurate power, DFT, SAR, optical 
generation or other results. For steady state 
measurements like optical generation, far field etc. 
only start to read after a simulation has converged.  

 

VII. SIMULATION ORIENTATION 
 

Single-GPU simulations where the number of 
cells on one particular axis is significantly smaller 
than the others will experience a decrease in 
simulation performance and maximum simulation 
size.  ‘Significant’ in this case is defined as a 
dimension that is 20% or less of the size of the 
other dimensions.  For the Acceleware library, the 
particular dimension is Z, but this is 
implementation dependent. 

This behavior is related to the way in which 
memory is optimally accessed for a given 3D 
layout in memory.  This problem is not unique to 
GPU FDTD solutions; it is also present in 
vectorized CPU-only FDTD solvers.  

The example illustrated in Fig. 6 and plotted in 
Fig. 7 shows an extreme case, 10:10:1, of smallest 
dimension. For less extreme cases the decrease in 
performance and max simulation size is 
proportionally smaller.  

 

 
Fig. 6. Illustration of an extreme simulation 
orientation case. 
 

 
Fig. 7. GPU-accelerated FDTD performance for 
various extreme simulation orientations. 
 

An important note is that partitioning across 
multiple GPUs will change the effective 
simulation dimensions on each GPU, and hence 
the performance, which is an important fact to 
consider.   
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To manage the effects of simulation 
orientation, simply rotate the simulation so that the 
Z (or critical) axis is not the smallest dimension. 
Avoid extreme differences in dimensions between 
the axis, if possible.  Cubic simulation sizes will 
show the best performance. 
 

VIII. MULTI-GPU SYSTEMS 
 

Using multiple GPUs in concert on a single 
problem will increase both performance as well 
the maximum simulation size that can be run in 
full accelerated mode.  Doing this requires 
significant additional complexity in the code, as it 
is not handled automatically at the hardware or 
driver level.  The performance curve shown in 
Figure 1 for one GPU is now extended to show 
two, four and eight GPUs and plotted in Figure 8. 

 

 
Fig. 8. GPU-Accelerated FDTD performance on 
multiple GPUs. 
 

In the Acceleware implementation, the scaling 
with the number of GPUs depends on the 
simulation size.  Small simulations in the ramp up 
range will experience a smaller scaling factor than 
simulations in the optimal range.  For a simulation 
of 100 MCells, scaling is on the order of 80-90 
percent up to four GPUs with diminishing returns 
going above four.  However, if one considers the 
maximum throughput of each configuration, the 
scaling remains over 70 percent all the way up to 
eight GPUs.  The scaling is plotted in Figure 9 
below. 

 
Fig. 9. GPU-Accelerated FDTD performance 
scaling across multiple GPUs. Peak performance 
observed. 

 
Scaling beyond eight GPUs is also possible, 

but necessitates the use of an MPI or cluster layer 
above the GPU code.  Clusters of up to 64 GPUs 
have been demonstrated at Acceleware and more 
details can be found in [8]. In general, GPU cluster 
scaling remains above 60% and well above that of 
CPU performance for large numbers of cores. 

 
IX. OTHER CONSIDERATIONS 

 
There are several other practical 

considerations to be aware of when running GPU 
accelerated FDTD.  It is common to see GPUs 
used for FDTD computation also used to drive a 
display device either directly or indirectly.  
Display and computational work contesting for the 
same GPU resources can negatively impact 
performance. The two most common ways this 
can happen are with graphically intensive 
applications or screen savers, and with remote 
desktop applications.   

Screen savers are not that impactful to 
simulation performance, typically less than 5%, 
but running a blank or non-3D screen saver will 
ensure maximum simulation performance.  

Remote desktop applications on the other hand 
can have a severe, >50%, impact on performance 
and also prevent simulations from running.  The 
best way to avoid this problem is to use a KVM, 
Keyboard-Video-Mouse, as it does not require any 
additional GPU resources.  Next to that, IP-based 
remote desktop applications such as UltraVNC are 
another solution but can still reduce performance 
by 10-30%. 
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X. CONCLUSION 
 

As GPU-accelerated FDTD has become an 
accepted and advantageous computational 
technique, its use is becoming more and more 
widespread.  With increased usage, several 
practical limitations have been exposed.  Most of 
these are in extreme cases and depend heavily on 
the particular implementation of accelerated 
FDTD functions as well as the hardware itself. 

This paper looked at several of the most 
common practical limitations and suggested 
techniques to prevent them from excessively 
impacting performance.  These included the 
number of materials, dispersive materials, PML 
absorbing boundaries, the extent of field 
observations, simulation orientation, and the use of 
multiple GPUs.  Performance reductions vary 
from 5% to 50% versus a similar simulation in a 
less extreme case.  

It is demonstrated that with proper care on the 
part of the end user, any performance degradation 
can be mitigated or eliminated to achieve the 
maximum benefit of running on GPUs.  From both 
a SW and HW development perspective it also 
exposes potential architectural limitations of GPUs 
and should be a call to developers and designers to 
examine their code and hardware to further 
improve performance in these extreme cases. 
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Abstract—Advances in computer hardware 
technologies accompanied by easy-to-use parallel 
programming software platforms have led to the 
wide spread use of parallel processing 
architectures, such as multi-core central processor 
units (CPUs) and graphic processing units (GPUs), 
in technical and scientific computing. Among 
electromagnetic numerical analysis methods, the 
finite-difference time-domain (FDTD) method is 
very well suited for parallel programming, and 
several implementations of FDTD have been 
developed and reported to solve electromagnetics 
problems orders of magnitude faster. Examination 
of performances of these implementations reveals 
that, in general, it is more efficient to solve larger 
FDTD domains than smaller domains. In this paper 
it is demonstrated that one can exploit the higher 
efficiency inherent to the solution of larger 
problem sizes to solve parameter sweep and 
optimization problems faster: instead of solving 
multiple smaller FDTD domains separately, these 
domains can be combined or stacked to form a 
larger problem and the large problem can be 
solved more efficiently. It has been shown that up 
to 40% faster solution can be achieved on GPUs 
with this method.  
 
Index Terms—FDTD methods, parallel 
architectures, graphics processing unit (GPU) 
programming, Compute Unified Device 
Architecture (CUDA), hardware accelerated 
computing. 

I. INTRODUCTION 
The finite-difference time-domain (FDTD) 

method [1]-[3] has been the most popular 
numerical analysis technique throughout the past 
decades to solve a variety of electromagnetics 

problems. In FDTD, the problem space is 
composed of cells, in which electric and magnetic 
field components are located at discrete positions. 
These field components are recalculated at every 
time-step of a time-marching algorithm. The 
calculations for each cell can be performed 
independent from other cells at each time step; 
thus FDTD is very suitable for parallel 
programming. Until recently central processor 
units (CPUs) have been the main hardware 
architecture to perform high performance scientific 
and technical computing, and several 
implementations of FDTD have been developed 
for high performance CPU clusters and multi-core 
CPUs.  

Recently, graphic processing units (GPUs), 
equipped with hundreds of processing cores, have 
evolved rapidly and outmatched CPUs in terms of 
computation power. Accompanied by advances in 
parallel programming software technologies, the 
advances in GPUs enabled widespread use of these 
devices, which had been initially designed for 
processing computer graphics, for general purpose 
computing. Initially GPUs were designed to 
support only single-precision floating-point 
arithmetic operations, which is sufficient for 
graphics processing. To further aid general 
purpose computing, latest generation GPUs 
support double-precision floating-point arithmetic 
operations as well. Thus graphics cards have 
evolved into computation cards.  

Implementations of various numerical analysis 
methods have been developed on GPU platforms 
to solve electromagnetics problems faster. In 
particular, several implementations of FDTD 
method have been developed and reported [4]-
[24]. These implementations are based on various 
programming platforms. For instance, [4]-[7] are 

A Stacking Scheme to Improve the Efficiency of Finite-Difference 
Time-Domain Solutions on Graphics Processing Units 
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based on OpenGL; [8]-[14] are based on Brook; 
[15] uses High Level Shader Language (HLSL); 
and [16]-[20] are based on compute unified device 
architecture (CUDA) [25]. Independent of the 
different programming languages used in these 
contributions, it has been shown that FDTD 
problems can be solved orders of magnitude faster 
on graphics cards.  

Parameter sweep and optimization are two 
commonly used techniques in the design of 
circuits. Electromagnetic calculations are 
computationally expensive and usually it takes a 
long time to run a simulation. Since, parameter 
sweeps and most optimization techniques need a 
large number of runs to achieve their target; long 
execution times can seriously hinder the adoption 
of these techniques. With the significant speed 
gains available with the GPU based FDTD solvers; 
optimization becomes a viable option in 
electromagnetic design [13]. The use of GPU 
based FDTD solvers for optimization and 
parameter sweep has been presented in [13]. 
Similarly, GPU based FDTD is used in [16] and 
[20] in optimization for radio coverage prediction.  

One reasonable way to measure the efficiency of 
an FDTD implementation is to calculate the 
number of cells processed per second, in other 
terms the throughput, such as [26] 

          610steps

s

n Nx Ny Nz
NMCPS

t
−× × ×

= × ,        (1) 

where NMCPS is the number of million cells 
processed per second, stepsn is the total number of 
time steps the program has been run, and st is the 
total computation time in seconds. Here, Nx , Ny , 
and Nz  are the number of cells in an FDTD 
problem space in x, y, and z directions, 
respectively. Such throughput data as a function of 
the FDTD domain size have been provided in [18], 
[24], and [26]. Generally the trend of throughput 
as a function of problem size in these data is 
similar to that illustrated in Fig. 1. The data shows 
that the computation efficiency is directly 
proportional to the problem size; i.e. the efficiency 
is higher for larger problem sizes. This trend is 
expectable since it is more efficient to load larger 
amounts of data to the GPU memory at once than 
loading smaller chunks at multiple times. 
Furthermore, the multiprocessors can more 

efficiently schedule the threads for larger number 
of threads, thus problem sizes. The higher 
efficiency inherent to the solution of a larger 
domain implies that if solutions of multiple 
smaller problems are required, it will be more 
efficient to combine their spatial domains as a 
single larger domain and solve the larger problem. 
This scenario fits to optimizations or parameter 
sweeps very well, since solutions of multiple 
similar size problems are sought in such cases: 
Similar size FDTD spatial domains can be stacked, 
where each domain is electromagnetically isolated 
from the others, and a large domain can be 
obtained. The entire combined domain can be 
solved in a single run. Using this method, a 
significantly faster solution can be achieved 
compared to the case where all the individual 
domains are solved separately.    

 
Fig. 1. Throughput versus problem size. 

 
This paper demonstrates, via examples, that 

overall simulation time can be significantly 
reduced by a CUDA based FDTD code using the 
presented stacking method. The paper is organized 
as follows. Section II presents an FDTD 
implementation based on CUDA for GPU 
platforms. Section III discusses various schemes to 
stack FDTD spatial domains and shows time 
reductions in calculation times achieved by these 
stacking schemes in an example case. Section IV 
presents an analysis to examine the effect of 
orientation of the problem geometry on the 
efficiency of the solutions. Section V discusses 
some other benefits the stacking method can offer 
to the FDTD solutions of problems. 
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II. FDTD USING CUDA 
New software development platforms and 

languages have accompanied and aided the general 
purpose GPU (GPGPU) computing as it has 
evolved and become widespread. OpenGL, Brook, 
and HLSL are among those languages that are 
commonly used, as discussed earlier, to program 
FDTD. However, steep learning curves of these 
languages prevent their widespread use.   

Recently, Compute Unified Device Architecture 
(CUDA) is introduced by NVIDIA as a software 
development platform. CUDA is a general purpose 
parallel computing architecture. To program the 
CUDA architecture, developers can use C, which 
can then be run at great performance on a CUDA 
enabled processor [27]. Compared to other 
programming languages, some advantages and 
disadvantages of CUDA can be listed [28]. One of 
the main limitations of CUDA is that it can be 
used only with CUDA-enabled GPUs, which are 
manufactured only by NVIDIA. Some of the main 
advantages of CUDA are listed as availability of 
scattered reads from arbitrary addresses in 
memory, and shared memory that can be 
simultaneously accessed by the threads in the same 
thread block. Besides these advantages, two major 
factors led to its widespread use in many 
applications including FDTD: NVIDIA provides 
extensive support to programmers who would like 
to develop codes using CUDA, and programming 
for GPU computing is easier with CUDA.  

In this current contribution a CUDA 
implementation of FDTD is used to prove the 
performance improvement achieved by the 
proposed stacking method. The details of this 
implementation are presented in [29], where the 
algorithm of the implementation is referred to as 
xy-mapping. In order to aid the understanding of 
discussions in the subsequent sections, some 
details of this implementation are summarized here 
as a reference. 

In CUDA a number of threads work in parallel 
and form a thread block, while a number of thread 
blocks form a grid. In the xy-mapping algorithm, a 
grid of threads is mapped to the cells in the xy-
plane cut of an FDTD problem space. Each thread 
is mapped to a cell and the field components in 
that cell are updated by the thread. Each thread 
then traverses the cells in the same column in the z 

direction and updates the field components in the 
same column, as illustrated in the pseudocode in 
Listing 1. This algorithm implies that there is 
anisotropy in the computations in the sense that 
computation in the z direction is treated 
differently. 

In CUDA, it is very important to have global 
memory accesses coalesced to achieve faster 
computations. In the xy-maping algorithm, to make 
sure that the global memory accesses are 
coalesced, the FDTD problem space is enlarged by 
padding extra cells to the problem space, such that 
the number of cells in x and y directions are 
integer multiples of 16. For instance, if a problem 
space is composed of Nx Ny Nz× ×  cells, the 
problem size becomes Nxx Nyy Nz× ×  after the 
padding, where Nxx  and Nyy  are integer multiples 
of 16.  

It should be noted that in the xy-mapping 
algorithm, the fields in the cells padded in the x 
direction are computed by the associated threads, 
while the cells padded in the y direction are not 
processed, as shown in Listing 1. This algorithm 
implies another anisotropy in the x and y directions 
throughout the computations. As a result, the 
FDTD algorithm in consideration is anisotropic in 
the sense of computations in x, y, and z directions. 
Therefore, if a non-cubic problem space will be 
computed, different computation performances 
should be expected if the problem geometry is 
rotated to align in different directions.   

 
Function update_magnetic_fields 
 
Calculate thread index ti 
Calculate cell index i and j using ti 
 
If j < ny 
For k from 1 to nz 
Update Hx, Hy, and Hz 

End for 
End if 

 
End function 
 
Listing 1. Pseudocode of CUDA kernel to update 

magnetic field components based on 
xy-mapping. 
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III. STACKING SCHEMES 
Many different scenarios can be envisioned to 

stack smaller FDTD spatial domains to obtain a 
larger domain. For instance, domains can be 
stacked in a linear sequence in one-dimension, a 
planar sequence in two-dimensions, or a cuboidal 
sequence in three-dimensions. In this contribution, 
linear stacking is considered for the analyses. The 
linear stacking, as well, can be achieved in three-
different scenarios: stacking in the x direction, 
stacking in the y direction, or stacking in the z 
direction, as illustrated in Fig. 2 for three domains. 
These three schemes will be referred to as x-
stacking, y-stacking, and z-stacking, respectively, 
in the following discussions. 

As discussed in the previous section, the 
algorithm acts differently in different directions. 
This algorithmic anisotropy would cause a 
different calculation time every time the problem 
spaces are stacked in different directions.  

 

 
Fig. 2. FDTD problem spaces stacking schemes. 
 

A performance analysis test is performed to find 
which direction is the best for stacking. An 
NVIDIA® Tesla™ C1060 Computing Processor 
running at 1.3 GHz is used for the tests presented 
in this paper. A problem space composed of 
100 100 25× ×  cells is used as the base FDTD 
spatial domain, where a smaller number of cells is 
used in the z direction to model a microstrip type 
structure. Then this domain is stacked in x, y, and z 
directions. Each time the number of stacked 
domains is increased, simulation is performed, and 
throughput is calculated. The results of this test are 
plotted in Fig. 3. It is found that as the problem 
size increases the efficiency increases, as 
expected. Furthermore, the x-stacking is found to 
be the best performing scheme, while the z-
stacking is the worst. One reason for why x-
stacking performs better is that as the problem 
domain is enlarged in the x direction, the number 
of unnecessarily processed padding cells becomes 
negligible compared to the number of cells in the 
main domain. The reason for why the y-padding 

performs better than the z-padding is that as the 
domain size increases, the number of thread blocks 
also increases with the y-padding, and the thread 
blocks are scheduled more efficiently by the GPU 
multiprocessor. 

In this given example, the base problem domain 
size is 250,000 cells, and this number of cells is 
processed with a throughput of 340 million cells 
per second. When 128 of this domain are stacked 
in the x direction, the problem size becomes 32 
million cells, while the throughput becomes 497 
million cells per second. These numbers show that, 
for instance, if 128 runs of the base domain are 
required for an optimization problem, it will be 
more than 40% faster to complete the optimization 
using the proposed stacking method compared to 
the case where all the base domains are solved 
separately.  

 

 
 
Fig. 3. Throughput of different stacking schemes. 

 
It should be noted that these findings are valid 

only for the code of the presented xy-mapping 
algorithm and for different codes based on 
different algorithms the efficiencies due to 
stacking directions may be different. In any case, 
an increase in efficiency should be expected if the 
problem size is increased by stacking. 

IV. ALIGNMENT OF GEOMETRIES  
The analysis presented in the previous section 

revealed that it is better to stack the FDTD spatial 
domains in the x direction to achieve the best 
performance out the presented algorithm. In 
general a problem space can be in arbitrary size in 
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different directions; i.e. number of cells in a 
direction may be different from the number of 
cells in other directions. It is easy to rotate the 
geometry such that a side is aligned in any desired 
direction. For instance, one can align the longest 
side of a domain in x, y, or z direction by simple 
transformations.  

Since there is a flexibility to align sides in 
desired directions, one can expect different 
performances from stacking for different 
alignments. In order to find which alignment is the 
best, an alignment test is performed as described 
below. A base FDTD domain with size of 64 cells 
on the short side, 128 cells on the medium side, 
and 192 cells on the long side, as shown in Fig. 4, 
is prepared. Then this domain is rotated and 
stacked in the x direction for six different 
alignment scenarios. For instance, Fig. 5 illustrates 
one of these cases, in which the three copies of the 
base domain are stacked in the x direction such 
that the short side is aligned in the x direction, and 
the long side is aligned in the z direction. 

 

 
Fig. 4. A problem space with different sizes in 

different directions. 
 

 
Fig. 5. Base FDTD domain stacked in the x 

direction such that short side is aligned in 
the x direction and the long side is 
aligned in the z direction. 

For each of these six cases, first, the base 
domain is simulated alone and then 20 copies of 
the base domain are stacked and simulations are 
repeated. The throughput is calculated for each 
simulation, and results are tabulated as shown in 
Table 1. The results reveal that for all of these six 
cases the efficiencies of the stacked domains 
simulations are better than that of individual 
domains simulation. When the efficiencies of the 
stacked domains simulations are compared, no 
significant difference has been observed between 
the six alignments. However, the case in which the 
shortest side is aligned in the z direction, the last 
row in Table 1, has slightly higher throughput, 
thus efficiency. It should be reminded that this 
alignment efficiency analysis is valid for the code 
of the xy-mapping in consideration, and for a 
different code the results might be different. 
Nonetheless, alignment directions of geometries 
shall be taken into consideration to reach the best 
performance out of the proposed stacking 
algorithm.  

V. OTHER ADVANTAGES OF 

STACKING 
The tests presented in the previous section are 

performed using a simple FDTD domain with PEC 
boundaries and a microstrip structure excited by a 
single voltage source. For some other classes of 
problems, stacking can provide some other means 
to achieve better performance in speed as well as 
memory usage.  

One class of problems that can benefit from 
stacking is scattering due to an incident field. For 
scattering calculations, the problem space is 
illuminated by an incident field that has to be 
recalculated at every time step of time-marching. 
In an optimization problem, all problem spaces 
will be excited with the same incident field. 
Therefore, if incident field is calculated and stored 
for the base domain, it can be used to excite the 
other domains in the stack as well. This way, 
recalculation and storage of fields for separate 
domains can be avoided and efficiency can be 
significantly improved both in terms of simulation 
time and memory.  

Another class of problems is the calculation of 
scattering parameters in a multi-port circuit. For 
the solution of such problems, in each simulation, 

327DEMIR: STACKING SCHEME TO IMPROVE EFFICIENCY OF FDTD SOLUTIONS ON GPUS



one port is active as a source and scattering 
parameters are calculated with respect to the active 
port. Thus for an N-port problem, the calculation 
shall be repeated N times. These N problem spaces 
can be stacked and simulated at one run; thus a 
faster solution can be achieved. Another advantage 
is that, all FDTD updating coefficients are 
essentially the same in all of these individual 
problems. Therefore, it is sufficient to calculate 
and store the updating coefficients only for a base 
domain and reuse these coefficients in other 
domains. Thus efficiency can be achieved in terms 
of memory use as well. 

 
 

Table 1. Efficiency of stacking with respect to 
alignment. 
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x y z 20 31.5 499 
x z y 1 1.6 375 
x z y 20 31.5 496 
y x z 1 1.6 344 
y x z 20 31.5 480 
y z x 1 1.6 414 
y z x 20 31.5 495 
z x y 1 1.6 436 
z x y 20 31.5 499 
z y x 1 1.6 448 
z y x 20 31.5 503 

   

VI. CONCLUSION 
The concept of stacking FDTD problem spaces 

to achieve computation efficiency in terms of 
solution speed is introduced for optimization and 
parameter sweep problems on graphics processing 
platforms. In particular, an FDTD implementation 
based on CUDA is discussed for GPU platforms 
and it has been shown that significantly shorter 
solution times can be achieved if problem spaces 

are stacked and solved at one run compared to the 
case where all these problems are solved 
separately. It has also been shown that, for some 
classes of problems, stacking can achieve memory 
efficiency as well.   
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Abstract─A Graphics Processing Unit (GPU) 
accelerated simulation of Maxwell’s equations in 
the time domain is presented. The Discontinuous 
Galerkin Finite Element Method (DG-FEM) is 
used for discretization since the elementwise 
structure fits the parallelization design aspects of 
the GPU architecture and the NVIDIA Compute 
Unified Device Architecture (CUDA), a GPU 
programming model. The parallelization strategy 
for a multi-GPU setup using CUDA is focused. 
Several performance improvements are analyzed 
and investigated with the help of a realistic 3D 
electromagnetic scattering example. 
 
Index Terms─GPU-Computing, GPGPU, DG-
FEM, electromagnetics, CUDA, TESLA. 
 

I. INTRODUCTION 
 Numerical simulation of electromagnetic 

devices during the development and certification 
process can significantly reduce time, efforts and 
costs. Efficiency and costs of numerical 
simulations depend on hardware and software 
investments as well as on personnel expenses, 
which directly evolve from code performance and 
simulation time. The presented hardware 
accelerated approach is able to significantly reduce 
both, simulation time and hardware costs using 
consumer based GPUs instead of highly expensive 
large scale computing clusters. 

Hardware accelerated computation is not a 
new research domain, but recently gained attention 
due to the availability of high-level compute 
abstractions such as CUDA [1], BROOK+ [2] and 
OPENCL [3]. Furthermore, floating-point 
performance and device memory bandwidth of 
current consumer based GPUs exceed their CPU 
counterparts by more than one order of magnitude 
at approximately the same price per unit. 

The combination of these GPU based co-
processing units and the evolving programming 
models provide a significant potential for high-
performance related computations. 

This potential has been investigated for 
different volume based discretization methods, 
such as the Finite Difference Method [4, 5] and the 
Finite Integration Technique. Recently, the 
Discontinuous Galerkin Finite Element Method 
(DG-FEM) has gained attention in connection with 
GPU computations [6, 7]. 

In this paper, the parallelization model and 
several optimization techniques for DG-FEM 
computations on GPU-clusters will be 
investigated. The focus will be on the scalability 
of multi-GPU systems. 

The paper is organized as follows: In Section 
II, the model is defined stating both the governing 
differential equations for the electric and the 
magnetic field and the spatial discretization using 
DG-FEM. Subsequently, in Section III, the DG-
FEM discretization is investigated with respect to 
the suitability of a parallel implementation. In 
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Section IV, the parallelization model
different abstraction layers as well as th
in use is presented and Section V
numerical results for the different 
implementations with the use of a
example. 
 

II. DESCRIPTION OF THE M
A. Maxwell’s Equations 

Electromagnetic wave propagation 
medium can be described using Amp
together with Faraday’s law of induction
 
   

                          
 
                        .

         
Here,  and  denote the ele

magnetic field strength, respectively, 
and μ identify the electric permittivit
magnetic permeability. The right-h
(RHS) of (1) and (2) describing t
dependencies can be discretized with h
Nodal Discontinuous Galerkin method. 
 
B. Discontinuous Galerkin Discretizat

DG-FEM was first introduced by 
Hill in 1973 [8] for neutron transport 
and during the last decade, this m
intensively investigated for solving 
equations. Relevant results have been
especially by Cockburn et. al. [9], Co
[10] and by Hesthaven and Warburton [

The DG method was chosen due
important characteristics, i.e.  
(1) the treatment of complex geometr
unstructured tetrahedral meshes,  
(2) explicit time stepping schemes, 
multirate time stepping schemes,  
(3) the use of high order basis functions 
(4) a domain decomposition approach
intrinsically included in the DG formula

Along with these features, the c
restricted to geometry-dependent time st
overhead in degrees of freedom at th
faces compared to continuous FEM as w
providing a strictly conservative model
charges. 

l for three 
he hardware 
V provides 

types of 
a complex 

ODEL 

in lossless 
père’s law 
n 
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             (2) 

ectric and 
whereas ε 

ty and the 
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n published 
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e to some 
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and  
h, which is 
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caveats are 
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 of electric 

A Nodal DG discretization of eqn
is derived in [12] using Lagrange pol
basis functions. The main characteri
FEM is that it allows for an 
computation of the elements, i.e. each
computed separately. The semi-discr
still continuous in time, for each eleme
 

Here, M-1 is the inverse of a local m
S a local stiffness-matrix and F a 
matrix. The size of the matrices dep
number of nodes inside each element.
the symmetric matrices M and S is lis
1 for different polynomial orders. The
refers to a local differentiation in 
without the need for using a custom 
mass-matrix for every single element. 

The flux-matrix F refers to the
over every triangular face of each tetra
size of the flux matrix F depends on th
nodes inside the element and the num
on all surfaces of the element. The f
and fH in eqn. (3) and (4) refer to 
terms of adjacent face values on each f
 

III. PARALLEL STRUCTURE
MODEL 

To allow for efficient parallelizati
as well as on CPUs, the computatio
split up into small pieces of work. I
piece of work has a completely indep
structure, thus requires no memory
with other parts. However, treating
problems, it seems clear that there
communication, at least for neighborin
to resolve the propagation of elec
waves. The idea of the DG-FEM and t
implementation is to minimize and en
dependencies and to efficient
communication with help of special GP

As described in section II.B
operation of the RHS, referring t
computation on Maxwell’s equation, 
inside each element. Here, every elem
computed completely independent 
other, providing the opportunity o
parallel implementation. The second 

n. (1) and (2) 
lynomials as 
istic of DG-
elementwise 
h element is 
rete scheme, 
ent reads 

(3) 
 

. (4) 
 

mass-matrix, 
local flux-
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RHS has to be treated more carefully. 
term evaluations, the jumps in the el
magnetic fields are integrated over th
faces. The integration itself, being n
expensive, is computed for each
separately. The jump computation how
data from adjacent elements. This comp
to be treated in a special way 
elementwise, highly parallel implement
will be presented in Section IV.C. 

 
IV. HARDWARE, PROGRAM
MODEL AND PARALLELIZA

STRATEGY 
A. TESLA S1070 GPU Server 

For the GPU computations, a NVIDI
S1070 with four GPUs and 4 GB GDD
each is used. Each GPUs consis
Multiprocessors (MP) with 8 Streaming
(SP) each. The GPU server is attached 
server using two PCIe x16 Gen2 connec

 
B. Coarse Grained Parallelism 

Regarding GPU-cluster computa
most coarse grained parallelization can 
using a METIS [13] domain decomposi
computational domain as presented in Fi

 

 
Fig. 1. Domain decomposition using ME
partitioning. 
 

 Each color maps the tetrahedral e
one GPU. The METIS domain decomp
be executed using two constraints: load
and minimization of communication b
subdomains. In [7], an algorithm using
was presented, providing good minimiza
surface, but not optimal load balancin

In the flux 
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e elements 

numerically 
h element 

wever needs 
putation has 

regarding 
tations and 

MING 
ATION 

IA TESLA 
DR3 RAM 
sts of 30 
gprocessors 
to the host 

ctions. 

ations, the 
be realized 
ition of the 
ig. 1. 

 

ETIS graph 

elements to 
osition can 

d balancing 
etween the 
g KMETIS 
ation of the 
ng for this 

small amount of subdomains. In 
PMETIS being more suitable for a sm
of subdomains is used. The resulting 
improvements are presented in Section

Each METIS subdomain is comp
GPU. For the flux computation p
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DG-FEM implementation, the kern
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METIS subdomain boundaries is trans
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pictured in Fig. 2, highlighting the
strategy of implementing DG simu
CUDA. Instead of conventional vec
implementations, branching is possible 
Single Instruction Multiple Thread
architecture. CUDA BLOCKS 
communicate with each other du
execution. One BLOCK is executed 
where it profits from the high-speed, l
shared memory space within each M
memory fetches have to be executed in a
way, avoiding multiple read operations 
address. In the case that coalesced reads
ensured, read conflicts are serialized
effect of several hundreds of cycles l
each conflict. In this case, the use 
memory is beneficial, providing buffere
access at almost the same bandwidth as
global memory fetches.  
As long as all operations are done loc
each element, coalesced reads can be e
the fields. However, when calculatin
operator in the RHS, spatial derivati
reference element have to be provided 
elements. Here, coalesced reads cannot 
and the use of texture buffered mem
provides higher performance as pre
section V. 
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ed memory 
s coalesced 
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mory access 
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Regarding flux computations,
evaluation of field differences of th
faces, each field value at the faces w
more than one time, leading to seriali
fetches. This read conflict is less sev
one earlier presented since the num
conflicts depends on the maximum 
elements, a vertex is connected to. Ho
in this case, the use of texture 
preferable. 

Figure 2 highlights that the GRID
decomposition within the CUDA 
reflecting the geometric discretizati
METIS subdomain with help of fini
here tetrahedral elements. The id
proposed approach is to map every fi
to a CUDA BLOCK. 

 
D. Fine Grained GPU Thread Based
Parallelism 

The lowest level of abstraction
parallelization strategy is formed by 
managed by each MP for the computa
BLOCK. Each MP is able to man
hundreds of threads at the same time t
SP. The instruction unit of each MP 
one instruction every 4 cycles. There

EM discretization and CUDA data management.  
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vere than the 
mber of read 

number of 
owever, also 
memory is 

D – BLOCK 
model is 

ion of each 
ite elements, 
dea of the 
inite element 

d 

n within the 
the threads 

ation of each 
nage several 
to feed the 8 
can process 

fore a set of 

334 ACES JOURNAL, VOL. 25, NO. 4, APRIL 2010



32 CUDA THREADS form a WARP, the smallest 
scheduling unit. 

Since the solution in each DG element will be 
approximated with nodal basis functions, the 
nodes inside each element reflect the degrees of 
freedom for each field component. Fig. 2 
highlights the proposed strategy, which maps the 
nodes, i.e. the degrees of freedom inside each 
element to the CUDA THREADS. The number of 
nodes Np depends on the order N of the 
polynomial basis functions with Np = 
(N+1)(N+2)(N+3)/6 (see Table 1). Since the 
number of nodes does not match a multiple of a 
single WARP, some THREADS do not contribute 
to the computation. A strategy for improving the 
efficiency using these “padding” threads can be 
found in [6], where several element are grouped 
together for a low polynomial order N. 

 
Table 1: Polynomial order and number of nodes. 

N Np 
1 4 
2 10 
3 20 
4 35 
5 56 
6 84 
7 120 
8 165 

 
In the code presented in this work, the number 

of threads per CUDA BLOCK is defined as the 
number of nodes in one element. 

 
V. NUMERICAL INVESTIGATIONS 
In this section, the effects of several CUDA 

related optimization techniques are investigated. 
The accuracy of the presented approach is 
presented in [7]. In this work, more challenging 
geometries are considered. As application, an 
electromagnetic scattering object as presented in 
Figs. 1 and 2 is used.  

 

 
Fig. 3. Ey surface field component of a scatterer 
hit by a TEM wave. 
 

A TEM wave with 0.5 GHz is used as 
excitation function. The electrical surface field 
component in y-direction is presented in Fig. 3. 
The object is treated as perfect electric conductor 
and is surrounded by vacuum medium which is 
enclosed by an absorbing layer. The domain is 
discretized with 143    936 tetrahedra. Unless 
otherwise noted, the simulations were carried out 
using 6th order polynomials leading to 7.2·107 
unknowns and 5362 timesteps using the Low 
Storage Explicit Runge-Kutta (LSERK) scheme. 
On a single GPU, 2.02 GB memory is needed for 
this configuration.  

 
A. Texture Buffered Memory Fetches 

In this subsection, the effects of texture 
buffered memory fetches are investigated. As 
described in Section IV.C, the use of texture 
memory can be beneficial whenever coalesced 
reads cannot be ensured. The most drastic 
performance increase has been encountered within 
the curl computation of (3) and (4). Here, local 
derivatives in the reference element have to be 
provided for all elements / CUDA BLOCKS. The 
presented approach uses texture memory to buffer 
the operator and shared memory to buffer the field 
data. 

Within the flux computation, the evaluation of 
the field differences at the faces cannot be realized 
coalesced, however, the number of conflicts is 
small. Here, the caching of field data through 
texture memory is analyzed. 

On a single GPU, using texture fetches for the 
derivatives in the curl computation yields a 
performance improvement of a factor of 2.69, as 
presented in Table 2. 
 
Table 2: Performance gain with help of texture 
buffered memory fetches on a single GPU. 
Implementation Performance 

[GFlops] 
Speedup 

Without TEXTURE 
usage 

79.3 1.0 

TEXTURE usage for 
curl computation 

213.2 2.69 

TEXTURE usage for 
flux computation 

78.9 0.995 

TEXTURE usage for 
curl and flux 
computation 

209.3 2.64 
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For the flux computation, the 
performance improvement cannot be pr
contrast, texture buffered memory f
slightly less efficient than their globa
counterparts. In comparison to the fo
core, where performance increases of
encountered, NVIDIA seems to have im
global memory access. In [1], the con
using coalesced memory access are 
compared to earlier documentations, w
be one reason for the observed changes i
architectures. 

To summarize, the use of the textur
buffered memory access can spee
implementation whenever a multiplici
conflicts occur. In case that the numb
conflicts is small compared to the w
volume transferred, global memory f
profit from their larger bandwidth. 
 
B. Performance and Scalability of M
Computations 

In this subsection, performance and
of multi-GPU computations using the 
of a TESLA S1070 server are investig
computations were carried out on four A
core Opteron CPUs with 2.3 GHz. Th
the S1070 is about 2900€ (academi
compared to 16.759€ of the latest H
DL785G CPU server. 

In Fig. 4, a comparison of GPU 
performance for different polynomial
presented.  

Fig. 4. Performance of GPU a
computations for different polynomial o
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In Fig. 5, the scalability of 
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distributions. Furthermore, the 
asynchronous file transfer is highligh
scalability evaluation, a polynomial or
been chosen. With help of the pe
balanced PMETIS distribution and a
file transfer, a strong scalability of
achieved. Due to the asynchronous 
almost the complete communicatio
could be hidden behind the arith
computation which needed 15ms time
in contrast to the communication wh
3ms in average. Except for a numer
packaging of the transferred data, th
solution incorporated zero com
overhead. The difference in
communication and curl computation
potential for further parallelization 
GPUs at the same high degree of scala
 

Fig. 5. Scalability of multi-
computations. 
 

Strong scalability in this case me
global problem size does not ch
increasing the number of GPUs
according to [6], a minimum 
approximatively 10000 elements per 
be provided to get the full flo
performance. With the 143    936  elem
scattering example, the problem 
distributed on more GPUs without los
the efficiency. 
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6 highlighting the difference in load b
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The PMETIS distribution is perfectl
whereas the KMETIS distribution 
unbalanced workload, where thread num
to do more work than the other threads. 
 

Fig. 6. Partitioning of PMETIS and
algorithms for four subdomains. 
 

VI. CONCLUSION 
A CUDA based GPU impleme

Maxwell’s equations in the time do
presented. The matching modeling pr
DG-FEM and CUDA regarding
implementation were highlighted an
optimization techniques have been in
As key point to high performing implem
detailed memory access concept is ne
profit from the high floating point perfo
the GPUs.  

Almost perfect scalability up to f
was presented using the asynchronous f
feature to hide all inter-GPU comm
behind the curl kernel execution which
depend on the data. 

Further work will include scalabilit
up to 8 GPUs, as well as hybrid 
implementations and porting to 
architectures like GT300 and new
abstractions like OpenCL. 
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Abstract ─  The use of graphical processing units 
to perform numerical computations required by 
electromagnetic analyses have been shown over 
the past several years significant increase in  the 
computational speed. Most of the previous work 
concentrated on electromagnetic analyses that do 
not require matrix inversion.  This paper uses the 
NVIDIA’s compute unified device architecture 
(CUDA) language to develop and modify routines 
for matrix solution based on the LU 
decomposition procedure to enhance and speed up 
a class of electromagnetic simulations. This 
implementation is utilizing the CPU and GPU for 
the inversion procedure. Various implementations 
for real, complex, single precision and double 
precision will be examined. The performance 
details of the developed LU decomposition 
routines especially for complex and double 
precision arithmetic are presented.  
  
Index Terms ─ CUDA, GPU, CEM, LU 
Decomposition, Matrix Solvers.  
 

I. INTRODUCTION 
 

As computational power has increased 
exponentially over the past few decades, the need 
for solving complex systems of equations has 
grown equally in tandem. Even simple geometries 
can often lead to complex matrices whose size can 
easily be in the order of thousands. In order to 
accurately and quickly provide results from these 
simulations an appropriate solution method must 

be chosen. This paper will address the use of 
graphical processing units (GPU’s) based LU 
decomposition solvers for matrix solutions.  

 
The LU decomposition offers many 

advantages for solving dense matrices. Full 
inversion methods (such as Gaussian elimination) 
can allow for the solving of many right hand sides 
easily once the inversion is complete. However, 
full inversions often require large computational 
runtimes compared with LU decomposition. Many 
parts of LU decomposition lend itself well to 
implementation on the GPU due to its past 
widespread use on other various parallel 
computing systems [2-6].  

 
Using the NVIDIA compute unified device 

architecture (CUDA) interface, many of the 
computations required for LU decomposition can 
be offloaded to the GPU. While LU decomposition 
on the GPU has previously been demonstrated to 
outperform the CPU [3-4], past published work 
has been mainly limited to real matrices in single 
precision. In order for LU decomposition to be of 
widespread use in computational electromagnetics 
(CEM), any GPU implementation must be able to 
support complex values. Large matrixes will also 
require double precision support in order to 
maintain stability.  

 
In this paper the construction of LU 

decomposition solver on the GPU is performed 
using existing and newly developed routines. 
While many of the subroutines used in LU 
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decomposition can run on the GPU faster than the 
CPU, some portions of the code are still more 
appropriate to run on the CPU [2-3]. Maintaining 
data integrity between CPU and GPU for complex 
double precision numbers must be established. 
The inclusion of double-precision calculations will 
also be examined from a memory standpoint in 
optimizing the local cache memory in the GPU to 
achieve the fastest execution possible. 

 
II. Data Types and Computations 

Efficiency 
 

It is widely known that different data types 
can have a large effect on the computational 
runtime for any algorithm. For instance, going 
from any real data type to a complex one not only 
doubles the amount of memory required to move 
and store, but the complexity of even simple 
arithmetic operation increases by a significant 
amount. Complex addition and subtraction 
requires two separate additions or subtractions. 
Multiplication requires one addition, one 
subtraction, and four multiplications. Division 
requires eight multiplications, three additions, one 
subtraction, and two divisions. This increase in 
complexity for complex numbers can have major 
effects on the runtime of any algorithm.  

 
In addition, the change from single to double 

precision calculations can have a likewise effect 
on performance. The double precision 
performance of the NVIDIA Tesla C1060 is 
almost 12 times slower than single precision. An 
Intel Core i7 CPU has double precision speed only 
1.4 times slower. This major discrepancy is due to 
both the maturity of the arithmetic hardware and 
how this hardware is implemented. Double 
precision support on NVIDIA GPU’s are only a 
single generation old and are implemented by 
combining multiple single precision units together 
to create a double precision unit. Future generation 
of NVIDIA Fermi GPU’s are expected to have 
better double precision support according to the 
vendor information that are about to be released. 

 
In this paper we will consider various aspects 

in the comparison between solvers utilizing 
different data types. The amount of data to be 

transferred and stored in system, the increase in 
computations required for complex number, and 
the efficiency of double precision calculations will 
be taken into account. Comparisons will address 
all these issues within the results.  

 
III. LU Decomposition Solvers in CUDA 
 

The LU decomposition has been previously 
demonstrated on the GPU using CUDA and other 
programming techniques for single precision real 
matrices [3-4]. Published result produced speed 
gains approaching an order of magnitude over 
common CPU’s. These solvers mixed a 
combination of CPU Basic Linear Algebra 
Subprograms (BLAS) calls, CUDA CUBLAS 
(NVIDIA’s GPU based BLAS libraries) calls, and 
CUDA kernel. The BLAS libraries contain highly 
tuned functions commonly used in many programs 
to perform basic linear algebra. The published LU 
solvers were facilitated by the complete and 
mature development of CUBLAS libraries for 
single precision real data types. These solvers 
showed a speed increase of 6 to 12 times (relative 
to various hardware). However, the restriction of 
single precision real data types limits its 
usefulness for CEM simulations. Many common 
CEM problems require the solver to be available 
for any combination of single precision, double 
precision, real, and complex data. 

 
The development of solvers that support data 

other than a real single precision on the 
CUDA/GPU platform presents several unique 
challenges to be addressed. These challenges 
occur from the status of the CUBLAS libraries. 
The CUBLAS libraries (previous to release 3.0) 
only supported complete BLAS routines in single 
precision real and only very limited support for 
single and double precision complex. In the 
utilized version 2.0 of CUBLAS for this paper, 
only 2 out of 13 level 1 BLAS routines, 1 out of 
16 level 2 BLAS routines, and 2 out of 6 level 3 
BLAS routines were supported. The CUBLAS 
version 3.0, recently released, claims full support 
for all BLAS routines in all data types.  

 
With the release of CUBLAS 3.0 it is now 

possible to perform the LU decomposition directly 
on the GPU without the aid of any CPU calls. 
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However, this does not mean that the CUBLAS 
functions outperform their CPU based 
counterparts. Certain linear algebra functions still 
perform significantly faster (such as factorization) 
on the CPU compared to the GPU’s as utilized in 
this paper. The algorithm presented here was 
carefully profiled to determine when and which 
parts of the LU decomposition routine can be 
solved on the GPU with maximum efficiency. 

 
The real single precision solver presented here 

follows the published methodology of utilizing 
both the CPU and the GPU as in [3-4] and the 
established algorithms for parallel computing 
systems [5]. The code has been programmed and 
tuned by the authors using these methods. In order 
to extend this solver for other data types, some of 
the CUBLAS calls have been replaced with 
custom developed kernels (GPU functions).  

 
In the solvers presented here, the “*trsm” 

function which is a standard BLAS routine used to 
solve a triangular matrix, has been offloaded to the 
CPU. The transpose functions have been 
developed in CUDA to support all types of data 
(complex and real in single and double precisions). 
With this added support for the various data types, 
the developed GPU code was tuned for various 
block sizes which determines how much data gets 
transferred, at a time, between the GPU and CPU. 
Offloading the “*trsm” function back to the CPU 
also presents problems in maintaining data 
consistency. The transfer of data between 
CUBLAS on GPU and Intel MKL BLAS on CPU 
is simple when working with single (float) or 
double precision real numbers. However, for 
complex data, MKL BLAS and CUBLAS have 
different data types and data structures to represent 
the numbers. In order to accomplish consistent 
data transfer, the MKL BLAS has been modified 
so that its data structure is compatible with 
CUBLAS data types. This modification allowed 
the free exchange of data between CUBLAS on 
the GPU and MKL BLAS on the CPU for 
complex numbers. 

  
The custom routines in CUDA for 

transposition and pivoting were developed to 
support all combinations of data types. Depending 
on the data type needed, the additional data 

overhead requires smaller blocks of the matrix to 
be transferred at a single time (as a double 
precision complex matrix has 4 times the data as a 
single precision real matrix). The transpose 
routines make use of local cache memory inside 
the GPU in order to make this process as efficient 
as possible.  

 
Table 1 details the various functions used for 

the developed CPU+GPU based LU 
decomposition and where they are performed.  The 
basic algorithm iterates through the various block 
columns of the matrix and performs the 
decomposition as detailed in [5]. Each block is 
first transposed and the L/U matrices are updated 
on the GPU. The block is transferred to the 
computer system and factorization takes place on 
the CPU. The block then streams through the GPU 
for pivoting and back to the CPU. The block is 
then inverted and the L matrix is solved. The 
update for the U matrix is performed on the GPU, 
then the data is transferred back and the final U 
solve is done on the CPU.   

 
Table 1: Functions required for LU decomposition 

 

Transpose Block GPU (CUDA Kernel) 

Matrix Multiply GPU (CUBLAS) 

Factorization CPU (MKL BLAS) 

Pivot GPU (CUDA Kernel) 

Triangular Matrix 
Solve CPU (MKL BLAS) 

  
Each of the functions listed in Table 1 can be 

implemented on either the CPU or the GPU. For 
the factorization and the matrix solve routines, the 
CPU was more efficient in processing even with 
the added overhead of transferring the data. Both 
of these functions are not easily parallelized which 
explains why they are more efficiently performed 
on the CPU. The transpose and pivoting functions 
were written in CUDA and optimized for each 
data type and block size. This necessitated writing 
separate CUDA functions for each separate data 
type in order to maintain the highest processing 
speed possible. 
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IV. LU Solver Results 
 

The developed CUDA based LU solver was 
implemented on different systems for various data 
types. Similarly a pure CPU solver based on the 
Intel MKL library was used for all comparisons. 
The solvers were run on various CPU and 
CPU+GPU based configurations as detailed in 
Table 2. In all cases, the Intel MKL library uses all 
available cores on a CPU (2 cores on Core Duo, 
and 4 cores on i7). 
 

Table 2: System configurations 
 

System  

System 1

GHz Intel Core i7  
6GB DDR3 PC12800 
NVIDIA 280GTX 1GB 
NVIDIA Tesla C1060 4GB

 

System 2
GHz Intel Core Duo  
4GB DDR2 PC4700 
NVIDIA 8800GTX 768 MB

  
Figure 1 shows the runtime results for the first 

case of single precision real data for CPU and 
CPU+GPU implementations on various systems. 
This baseline case matches other published results 
[3] in runtimes and speed gain. The CPU+GPU 
implementations outperformed the CPU only 
implementation anywhere from 3 to 12 times 
based on the configuration of the CPU and GPU. 

  

 
 

Fig. 1. Runtimes for real single precision LU 
decomposition. 

In the real single precision case, the 
implementation is quite simple and the best speed 
gain can be realized. When the solver is expanded 
to double precision, the results show a moderate 
decrease in speed for all the available cases as 
seen in Figure 2. Only the NVIDIA 280 and Tesla 
C1060 support GPU based double precision and 
thus are shown here. The Intel Core i7 is the CPU 
for both the CPU and CPU+GPU cases in this 
figure. For this real double precision case, the 
CPU only implementation increased the runtime 
speed by roughly double across all the various 
matrix sizes, while the CPU+GPU implementation 
increased runtime by only around 90% over the 
single precision case.  

 
 

 
Fig. 2. Runtimes for real double precision LU 
decomposition. 
 

In the real double precision cases, the 
CPU+GPU implementation achieved a speed gain 
of seven times over the CPU only based 
counterpart.  Interestingly, even though twice the 
amount of data is required to be moved for a 
double precision case and known inefficiencies of 
the GPU processing double precision data, the 
CPU+GPU case only increased runtime by 90%. 
This can be explained by examining the memory 
access patterns in processing double precision 
data. In algorithms such as LU decomposition, 
data access to the memory of the CPU and GPU 
are not optimal for the fastest transfer. The 
addition of double precision data in these cases 
actually increase the efficiency of memory access 
since larger blocks of linear memory is being read 
at a single time. The addition of double precision 
arithmetic for these cases did not account for any 
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noticeable increase in processing time. This is due 
to the fact that in these cases the arithmetic is 
fairly simple. The calculations were completed 
before the next block of data has arrived from 
memory even with the overhead of double 
precision calculations. 

 
The last implementation presented is the 

complex double precision case. Figure 3 shows the 
runtimes for various configurations. With the 
addition of complex numbers, the runtimes have 
slowed significantly over the real single precision 
cases. The CPU only implementation runs 
approximately 9 times slower while the 
CPU+GPU implementation runs approximately 
twenty times slower. It can still be seen that in all 
cases the CPU+GPU implementation still 
outperforms the CPU only implementation by 
approximately two (2.66 Intel Core i7) to four (2.4 
GHz Core Duo).    

 

 
 
Fig. 3. Runtimes for complex double precision LU 
decomposition. 
 

The addition of complex data to the solver 
showed a drastic effect on the runtimes of the 
developed LU solvers. In order to understand how 
the various implementations performed, it is 
necessary to examine how the CPU only and the 
CPU+GPU implementations compared against 
themselves. Figure 4 shows the runtimes on the 
Intel Core i7 for the CPU only implementations.  

 
The addition of double precision to the 

implementation increased the runtime by only 
double. Since twice the data is being transferred in 

this case, it can be concluded that for the real 
single and double precision cases, the runtimes are 
simply a matter of the memory transfer rates. In 
the complex double precision case, the runtimes 
lagged the real single precision case by a factor of 
approximately 7. Since four times the data is 
required to be transferred it can be seen that the 
arithmetic itself becomes the limiting factor in 
performance.  

 

 
 

Fig. 4. Runtimes for CPU only LU decomposition. 
 

 

Figure 5 shows the comparison for the 
CPU+GPU cases running on the Intel Core i7 with 
the NVIDIA Tesla C1060 GPU. As shown before, 
the double precision increased the runtime relative 
to the single precision by only around 90%. While 
the data transferred did double, the GPU was able 
to handle the data more efficiently and thus did not 
require twice the time to make the transfer. 
Likewise from the CPU only cases, the memory 
transfer rates appear to be the limiting factor in the 
runtimes for these cases. However, in the complex 
double precision case, the slowdown is more 
pronounced. The runtime for the complex double 
precision is approximately twenty times slower 
over the real single precision case. Just as with the 
CPU only case, the complex double precision 
implementation becomes limited not by the 
memory access rate, but by the speed the system 
can perform the computations. Since the current 
CUBLAS on GPU is nowhere near as efficient as 
the MKL BLAS on CPU in performing double 
precision calculations, the GPU performance 
suffers a larger runtime penalty. 
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Fig. 5. CPU+GPU LU decomposition runtimes. 

 
VI. Verification and Examples 

 
To show the advantage of the CPU+GPU 

based solver, few examples were tested. These 
examples are based on a method of moments 
(MoM) solution whose results are well 
documented. Each of these examples will be used 
to compare both the speed and the accuracy of the 
CPU+GPU based solutions relative to the CPU 
only solution. For simplicity, all examples will be 
discretized with 4096 segments and run on an Intel 
Core i7 with a NVIDIA 280GTX. The 4096 
segments were choosen to show the performance 
for a simulation of decent size. The CPU only 
code utilizes all 4 cores of the Core i7 and the 
CPU+GPU code utilizes the same with the 
addition of the graphics card. All solutions were 
computed with double precision complex solvers. 

 
The first example is a simple wire dipole 

antenna. This example will calculate the current 
along a wire antenna of length L (0.1m) and 
diameter A (0.2mm) that is excited by a magnetic 
frill model as shown in Fig. 6. Sinusoidal basis 
functions and mid-point integration procedure are 
used for the solution of the resulting integral 
equation. 

 
Fig. 6. Dipole wire antenna configuration. 

 

The CPU+GPU code was run against the 
reference codes to ensure proper operation. Figure 
7 shows the current along the wire in both codes. 
The results show very good agreement with only 
very minor differences in the magnitude of the 
current. These differences  which are less than 
0.1% can be attributed to minor differences in how 
the numbers were stored and calculated in the 
various programs and the use of the GPU in the 
simulation.  

 

 
 

Fig. 7. Current distribution along the dipole wire 
antenna. 

 
The second example shows the calculation of 

the current distribution along a PEC plate 
illuminated by a TMz plane wave. Figure 8 shows 
the configuration of this setup. In this setup the 
width of the PEC plate is one wavelength and the 
TMz plane wave incident to the face of the plate at 
a 45 degree angle.  

 

 
Fig. 8.  PEC plate and excitation configuration. 
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This example was run and compared against 
the reference code as seen in Fig. 9. The 
CPU+GPU code again show excellent agreement 
in calculating the surface current of the PEC plate. 
The maximum error observed between the two 
solvers is 0.08%. 

 

 
 

Fig. 9. Current distribution along the PEC plate. 
 
The last example shows the calculation of the 

current distribution along a PEC cylinder 
illuminated by a TMz plane wave. Figure 10 shows 
the configuration of this setup with the diameter of 
the PEC cylinder being one wavelength. 
   

 
 

Fig. 10. PEC cylinder and excitation 
configuration. 
 

Figure 11 shows the current magnitude along 
the PEC cylinder for both cases. As shown, the 
agreement between the two codes is excellent. In 
this case, the maximum error between the CPU 
and CPU+GPU codes was less than 0.02% 

 

 
Fig. 11. Current distribution along the PEC 
cylinder. 

 
All three of the sample cases show excellent 

agreement with the CPU only solver and 
successfully solved the problems utilizing the 
GPU. For these cases a single solve time on the 
CPU required approximately 6.3 seconds while the 
CPU+GPU only required 3.2 seconds. Many cases 
in computational electromagnetics, such as 
computing the monostatic RCS of an object, 
require solving for hundreds or more of right hand 
sides. The speed increase shown for even a 
moderate matrix of rank 4096 can halve the 
solution time compared against a high end CPU. If 
double precision is not required, the time savings 
can be even greater. 

 
 

VI. Conclusions 
 

It has been shown that an LU decomposition 
solver can be effectively implemented utilizing the 
GPU for various data types from real single 
precision to complex double precision. Due to the 
nature of certain functions required for LU 
decomposition, the use of the CPU to perform 
various operations is necessitated. 

 
While the complex double precision LU 

decomposition solver did not maintain increase in 
speed as for the real precision cases did, the 
increase of two-fold can have a drastic effect on 
CEM simulation times, especially for problems of 
multiple right-hand sides. The decrease in speed 
gain from the CPU+GPU implementation in the 
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complex double precision cases can be easily 
attributed to the immature state of double 
precision arithmetic on this generation of GPU’s. 
Future generations of GPU’s have been promised 
to dramatically increase double precision 
arithmetic computations speed which should allow 
for greater utilization of the developed GPU 
routines for faster solutions to a variety of CEM 
and other applications.  
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Abstract— Recent advancements in graphics computing 
technology has brought highly parallel processing power 
to desktop computers.  As multi-core multi-processor 
computing technology becomes mature, a new front in 
parallel computing technology based on graphics 
processing units has emerged.  This paper reports a 
highly parallel symmetrical condensed node TLM 
procedure for the NVIDIA graphics processing units.  
The algorithm has been tested on three NVIDIA 
processors, from low-end laptop graphics card to high-
end workstation graphics processors. 
 
Index Terms— TLM, FDTD, GPU, SIMD, time-
domain, parallel computing, stream computing. 

I. INTRODUCTION 
 Graphics processing unit (GPU) based parallel 
computing has been an important topic for the 
computing industry for over a decade. Macedonia 
addressed this topic in a computing magazine article in 
2003 [1].  Most of the papers on GPU computing were 
related to signal and image processing [2–6]. Krakiwsky 
et al. and Inman et al. applied the technique to accelerate 
the FDTD algorithm [7, 8]. Takizawa et al. applied GPU 
computing to heat transfer simulation [9]. Z. Luo et al. 
and Harding et al. applied the paradigm to artificial 
neural network [10] and genetic algorithm [11], 
respectively.  Furthermore, a cluster of GPU based 
computers can be created to execute grand challenge 
problems [12]. Researchers at Stanford [13] have been 
using this technique for years in protein folding 
computation. 

Developing general purpose numerical modules for 
GPU was made easy by NVIDIA.  The company 
released its Compute Unified Device Architecture 
(CUDA) Software Development Kit (SDK) in early 
2007.  The SDK enables programmers to develop GPU 
code in a high level language, C-for-CUDA. Rossi et al. 
reported the first implementations of a two- and a three-
dimensional transmission line matrix (TLM) [14-17] 
program using the CUDA SDK [18]. This highly parallel 
TLM code has been ported to the new released OpenCL 

[19] environment. This makes it possible to run the 
program on non-NVIDIA GPUs and on heterogeneous 
computing hardware (for instance, GPU based 
computers with multiple multi-core CPUs). This paper 
addresses the algorithm design, programming 
techniques, and performance issues for implementing 
GPU based programs; in particular, the pros and cons of 
choosing CUDA and OpenCL will be discussed. 

 

II. GPU COMPUTING 
Modern GPU designs architectures are based on the 

Single Instruction Multiple Data (SIMD) computing 
paradigm. This hardware architecture utilizes multiple 
processors to perform similar tasks on vast quantities of 
data.  The appeal for GPUs exists not only because of 
their computational ability, but also given that they are 
relatively inexpensive and can be installed on existing 
workstations.  The NVIDIA GPUs used in this project 
are GeForce 8800 Ultra, Quadro FX 570M and Quadro 
FX5600 graphics cards [20]; these GPUs have 4 to 16 
multi-processors with 8 processors each for a total of  32 
to 128 processors. The GPUs have a maximum of 1.5 
GB of GDDR3 global memory. A schematic that depicts 
the computing model of the NVIDIA GPU using a layer 
of a TLM mesh is shown in Fig. 1. The figure illustrates 
a typical iteration cycle. The data structure to be 
processed (called a mesh) is defined in both the CPU 
and the GPU. After seeding a data structure with initial 
conditions, the host transfers the data to the GPU's 
global memory and constant memory. A GPU function 
(called a kernel) would then be invoked which would 
execute on all multi-processors (4 to 16). This 
computing paradigm is scalable by utilizing GPU 
clusters internal or even external to a workstation [21]. 
Adaptation to GPUs is suitable for many science and 
engineering applications. However, the parallelization of 
existing algorithms may require intricate and complex 
adaption efforts. 

The driving forces behind the computing framework 
depicted in Fig. 1 are the thread-blocks that control the 
GPU executions, Fig. 2. A thread block is defined as a 
grouping of threads that executes concurrently on the 
GPU multi-processors. Multiple data elements could be 
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Fig. 4. TLM boundary operation. 

 
nodes.  A traditional serial TLM program can be easily 
parallelized by using OpenMP [22] compiler directives.  
However, the number of cores on a single CPU is small 
and the gain in performance by using OpenMP is 
therefore still limited. With GPUs, numerical procedures 
such those described above can be executed in parallel 
on a much larger scale. 
 

IV. IMPLEMENTATION 
Efficient use of multiprocessor resources, especially 

global memory transfer strategies, can help to achieve 
close to the maximum theoretical operating speeds of 
GPUs. Memory transfer rates between the global 
memory and multiprocessors can be used as a 
benchmark for GPU performance since much of the 
kernel execution time (70% to 80%) may be spent in 
accessing global memory. In the case of the Quadro FX 
5600, the maximum theoretical memory bandwidth to 
global memory is 76.8 GB/sec [21] or expressed as 
read+write round trip: 38.4 GB/sec. 

Memory coalescing is a performance enhancement 
technique whereby access to global memory by 
multiprocessors can be accelerated [20]. Global memory 
(GDDR3 memory) consists of physical banks of 
memory. Access to global memory by any of the 
multiprocessors results in 400-600 clock cycles of 
latency. In other words, each four byte float or integer 
copied from or written to global memory takes 400-600 
clock cycles. Since the GDDR3 global memory exists 
physically as banks of memory, reads/writes can be 
organized such that [20]: 

1. The starting address of each half-warp (16 
threads) falls on a 64 byte interval 

2. Each thread of a half-warp reads/writes 4, 8 or 
16 bytes consecutively  

3. The threads of each half-warp must be spaced at 
4, 8 or 16 byte intervals. 
 

Figure 5 illustrates the differences in memory access 
speed (GB/sec read-write round trip) between coalesced 
code (~25 GB/sec) and non-coalesced code (~3 GB/sec). 

A speed-up of over 8 times for coalesced kernel code 
warranted developing TLM kernel that adhered to 
coalescing coding strategies. 

 

 
Fig. 5. GPU performance differences between coalesced 

a non-coalesced memory configurations. 
 
 

  
Fig. 6. Coalesced global memory access by thread-

blocks of multiprocessors. 
 

The TLM kernel is designed such that global memory 
is grouped by voltage link lines (12 per TLM node), and 
accessed by the multiprocessors in a coalesced manner 
to take maximum advantage of the GPUs speed 
performance, Fig. 6. The resolution of the Y and Z 
dimensions of a mesh is each one node wide. However, 
the X dimension is partitioned into 64 node segments. 
The addressing is thus contiguous, first in the x-
direction, then the y-direction and finally the z-direction.  
The thread-block dimension is defined at 64 threads, 
where the kernel would read a voltage link line for 64 
nodes at a time in the x-direction. For example, 64 
values of V1 would be read for 64 nodes, then for V2 
would be read for the same 64 nodes and so on until all 
12 voltagess have been read so that the scattering 
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structure and 288 MNodes/sec with the filter 
implemented. Ongoing research activities are focusing 
on improving the speed of execution and adapting the  

 
Fig. 11. Performance comparison — CUDA versus 

OpenCL. 
 
algorithms to solve various structures and 
configurations. An investigation in utilizing a cluster of 
4 NVIDIA GPUs on an Acceleware ClusterInABox™ 
Quad Q30 workstation is being conducted. The 
implementations described above can be modified to 
handle the generalized symmetrical condensed node 
(GSCN) TLM algorithm developed by Trenkic et al. 
[23, 24].  The total number of voltage impulses to be 
stored per node would thus increases from 12 to 18.  
This would reduce the number of nodes each multi-
processor thread-block can handle.  However the GSCN 
scattering procedure would not cause any significant 
reduction on the overall performance as the bottleneck is 
in the data transfer, not in number of floating point 
operations.  Hence, the performance results depicted in 
figures 8 and 12 are still valid but the code would reach 
the maximum acceleration at a smaller structure size. 
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Abstract-  An approach for the fast analysis of 
“irregular”, i.e., of conformal, periodic or 
aperiodic, 2D arrays, based on the use of the p-
series approach and Non-Uniform FFT (NUFFT) 
routines is proposed. The approach allows for 
modulating the computational burden depending 
on the array curvature and, thanks to the use of the 
NUFFT, the asymptotic growth of the computing 
time reduces to that of a few, standard FFTs. A 
sub-array partition strategy is also sketched and 
shown to further unburden the procedure and 
control the accuracy. The approach has been 
implemented in both sequential and parallel codes 
enabling its execution on CPUs and on cost-
effective, massively parallel computing platforms 
like Graphic Processing Units (GPUs). Its 
performance in terms of computational efficiency 
and accuracy has been assessed by an extensive 
numerical analysis and also against benchmarks 
provided by algorithms based on fast Matrix-
Vector Multiplication routines. 
 
Index Terms- Aperiodic array antennas, 
conformal array antennas, fast antenna analysis, 
GPU computing, CUDA. 
 

I. INTRODUCTION 
Array pattern synthesis is a computationally 

challenging problem since it requires demanding 
iterative algorithms for the (local or global) 
optimization of a properly defined objective 
functional [1-3]. The computational bottleneck of 
such algorithms is essentially related to the 
repeated calculation of the far field pattern (FFP) 
and possibly of the functional gradient (FG) (as 
long as gradient-based optimization approaches 
are adopted). 

Different kinds of arrays have been subject in 
the literature of synthesis procedures. Many of the 
developed synthesis algorithms refer to “regular 
arrays” (RAs), for which the elements are arranged 

on a periodic grid of a portion of a line or plane 
(see Fig. 1). In the last decade, “irregular arrays” 
(IAs), namely, arrays for which the elements lay 
on an “aperiodic” grid and/or on conformal lines 
or surfaces have been proposed (see Figs. 2-4) to 
overcome the typical issues of RAs [4-8]. Indeed, 
“aperiodic” structures allow, as compared to 
“periodic” ones, a more efficient power handling, 
if uniformly excited in amplitude [5], and permit 
improving the bandwidth performance [9], while 
also reducing the overall number of elements and 
mitigating the effects of the grating lobes [10]. 
Furthermore, “conformal” structures, as compared 
to linear or planar ones, satisfy aerodynamic and 
low-scattering requirements in aircraft antennas 
[4], permit space deployability [11] and 
considerably reduce the feed path length, thus 
improving the bandwidth behavior, of reflectarray 
antennas [7]. However, IA synthesis appears 
computationally more demanding than RAs 
synthesis, since the FFP or FG evaluations become 
more burdened. 

 
 

Fig. 1.  Example of planar, periodic array. 
 
For RAs, when the array factor can be 

employed [12] and the far field pattern is 
evaluated on a regular spectral grid, the excitation 
coefficients and the array factor are related by a 
“standard” Discrete Fourier Transform (DFT) link, 
i.e., a DFT defined on Cartesian, regular grids, as 
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Fig. 2. Example of planar, aperiodic array. 

 

 
 

Fig. 3. Example of conformal, periodic array. 
 

 
 
Fig. 4. Example of conformal, aperiodic array. 

discussed in [13]. In this case, the speedup is 
achieved by means of standard Fast Fourier 
Transform (FFT) routines [14]. Indeed, taking for 
example arrays of M elements, the use of FFTs 
changes the O(M2) computational complexity of 
each DFT to O(MlogM). 

On the other hand, for IAs, the possibility of a 
direct use of FFTs [6-8] breaks down. Indeed, for 
planar IAs, evaluating the FFP as well as the FG 
requires the DFT to be computed on irregular grids 
(Cartesian non-uniform or non-Cartesian), so that 
the requirement of standard FFTs is not met 
anymore. Moreover, for IAs whose elements are 
arranged on non-linear or non-planar domains, a 
standard DFT link between array factor and 
excitation coefficients is lost [7]. 

The aim of the paper is to show how the 
asymptotic growth of the computational burden 
when dealing with IAs can be reduced to 
O(MlogM) as long as the computation of the FFP 
can be recast as that of a few FFTs. To this end, 
three different tools are exploited in the following, 
namely the p-series approach [7,15,16], the Non-
Uniform FFT (NUFFT) algorithms [17,18] and a 
sub-array partitioning strategy. In particular, the p-
series approach enables, for conformal surfaces 
with mild curvature, recasting the link between the 
array excitation coefficients and the FFP as the 
sum of a few, possibly non-standard, DFTs. On 
the other hand, NUFFT algorithms quickly 
evaluate non-standard DFTs as the sum of a few 
FFTs. And so, the two approaches together are 
able to restore the yearned O(MlogM) 
computational complexity. Finally, the sub-array 
partitioning strategy is capable to additionally 
improve the method in terms of computational 
burden and accuracy. It is also shown that the 
computational approach herein proposed can be 
even more fruitfully exploited if implemented on 
innovative, intrinsically parallel, off-the-shelf 
hardware provided by Graphical Processor Units 
(GPUs) [19]. GPUs represent, in fact, inexpensive, 
highly-parallel hardware, significantly mitigating 
the requirements in terms of space, management, 
cost and user access, when compared to more 
complex CPU grid/cluster systems [20]. In 
addition, while programming on GPUs remains 
more involved than standard sequential 
programming, the recent interest in GPUs for 
scientific computing has promoted the 
development of effective programming 
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frameworks [21,22], which in return simplified 
implementations on these platforms [23]. Finally, 
it is further shown how the proposed strategy 
fruitfully modulates, depending on the array 
curvature, the computational burden without 
impairing the accuracy of the FFP evaluation. 

The performance of the approach is tested by an 
implementation in C language on a standard, 
single-core (sequential) CPU and by an 
implementation in NVIDIA CUDA (Compute 
Device Unified Architecture) language [24] on a 
(multithread) NVIDIA GTX 260 GPU. More in 
detail, C language implementations of the 
proposed strategy and of an approach based on 
sequential Optimized Matrix-Vector 
Multiplication (OMVM) [25,26], generally having 
an O(M2) asymptotic complexity, but performing 
better than a brute-force (i.e., a matrix vector 
multiplication based on the use of “for loops” 
[27]) one, have been setup. The OMVM approach 
has been purposely developed in this paper to be 
used as a reference for assessing the performance 
of the proposed strategy. Speedups of more than 
10 times for arrays of 104 elements obtained by 
our method as compared to OMVM, FFP 
evaluation are highlighted. Similarly, CUDA 
language implementations of the proposed strategy 
and of an approach based on parallel OMVM 
routines have been realized. Speedups of more 
than 8 times for arrays of 104 elements, when 
comparing the GPU version of our approach 
against that of employing parallel OMVMs are 
pointed out. Moreover, speedups of more than 40 
times, when comparing the GPU and CPU 
versions of the developed algorithm, are indicated.  

Finally, the accuracy of the procedure is 
discussed. 

The paper is organized as follows. In Section II, 
the problem of radiation is formulated and the 
strategy exploited for the NUFFT-based 
evaluation of the FFP, relying on the use of the p-
series approach, is presented. The benchmarking, 
OMVM-based method is also sketched. Section III 
briefly enlightens some details of the sequential 
(CPU) and parallel (GPU) implementations for 
both considered approaches (i.e. NUFFT and 
OMVM). Sections IV and V illustrate and 
compare the computational performance and 
accuracy of the NUFFT-based method, as 
compared to the OMVM-based one. Finally, in 
Section VI, conclusions are drawn and future 

developments are foreseen. In the Appendices, the 
NUFFT algorithm is shortly recalled, C-like and 
CUDA-like listings of the developed NUFFT 
routines are reported and ancillary calculations 
concerning the convenience of adopting a sub-
array partitioning are presented. 
 

II. RADIATION BY 2D IRREGULAR 
ARRAYS 

In the following, the approach to the fast 
analysis of IAs is presented by referring to a 
general 2D geometry.  

Let us consider an antenna array made of M 
elements, non-uniformly distributed on a 2D 
arbitrary surface, S, of equation z=f(x,y), (x,y)∈D, 
with D a planar, auxiliary domain, so that the 
radiating elements are located at the points 
(xm,ym,zm) with zm=f(xm,ym) and m = 0, 1, …, M-1 
(see Fig. 5). The complex excitation coefficients 
are denoted with am, m = 0, 1, …, M-1. 

Generally speaking, the FFP of an IA can be 
written as [4,6-8] 
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β=2π/λ, λ being the wavelength, and hr(u,v,xm,ym) 
accounts for the radiation characteristics and 
position of the m-th element (see also Subsection 
C). 

Henceforth, the vector aspects of the problem 
are dismissed. In other words, we assume that h 
can be factored out as  

 
),(),,,(),,,( vupyxvuhyxvuh mmmmr = , (3) 

 
that is, all the array elements share a common 
polarization behavior described by p. Accordingly, 
Fr(u,v)=F(u,v)p(u,v), where 
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We notice that 
• for mild conformal geometries (the elements 

have approximately the same orientation), 
vector correction terms to eq. (3) are often 
negligible; 

• for non-mild conformal geometries, the sub-
array partitioning strategy helps to mitigate 
the assumptions needed for the validity of eq. 
(3) (see Subsection II.e). 

In practice, the FFP is required at a number H 
of spectral positions (uh,vh), so that the 
corresponding discrete values Fh of F can be 
written, following eq. (4), as 

 

 

Fh = amh(uh,vh ,xm,ym )e j uhxm +vhym[ ]

m= 0

M −1

∑ .        (5) 

 
Thus, even in the case when the spatial and 

spectral points (xm,ym) and (uh,vh), respectively, 
form a Cartesian grids, the samples of the FFP 
cannot be evaluated by a standard FFT since eq. 
(5) is not in the form of a DFT [28]. 

 
A. Far Field Pattern Computation by 
Optimized Matrix-Vector Multiplications 

Whenever it is not possible to conveniently 
express the function h(u,v,xm,ym), an effective way 
to evaluate the samples Fh of the FFP is employing 
OMVM routines. 

Indeed, the kernel h(uh,vh,xm,ym)expj[uhxm+ 
vhym] of eq. (5) can be arranged as a matrix B 
whose generic element is  
 

 

 

Bhm = h(uh,vh ,xm,ym )e j uhxm +vhym[ ]              (6) 
 
so that eq. (5) can be recast as a matrix-vector 
multiplication 

 

 

Fh = Bhmam
m= 0

M −1

∑ .             (7)  

 
Eq. (7) is amenable to be evaluated by OMVM 

routines, which in general perform as O(M2) or, in 
the case of particular symmetries of B, as 
O(Mlog5M) [25,26]. 

In the following, we illustrate a strategy capable 
of reducing the computational complexity needed 
to calculate Fh’s in cases when the function 
h(xm,ym,u,v) can be factored out. 

B. Factorization of the Function h(u,v,xm,ym) 
As long as h(u,v,xm,ym) can be written (in an 

exact or approximate way) as 
 

 

h(xm,ym ,u,v) = ϕ p (u,v)ψ p (xm,ym )
p= 0

P−1

∑ ,       (8) 

 
then the FFP samples Fh can be calculated as 
 

 

Fh = ϕ p (uh,vh )
p= 0

P−1

∑  
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Now, each inner summation of eq. (9) is in the 

form of a (possibly non-uniform, depending on the 
values of xm, ym, uh, and vh) DFT which can be 
computed, in the general case, by a NUFFT 
routine call, performing, as already stressed in the 
Introduction, as O(MlogM). Consequently, the 
FFP samples Fh can be evaluated by P NUFFT 
calls, for an overall O(PMlogM) complexity. 

Generally speaking, a simple way to obtain a 
factorization of h is to regard it as the kernel of a 
linear operator A so that the singular functions of 
A, can be employed [29] as functions ϕp and ψp 
which then provide, when the summation in eq. (9) 
involves infinite terms, an exact representation of 
h. However, when truncating, such summation 
requires a high number of terms for an accurate 
representation, then the expansion of h can be 
obtained by selecting proper basis functions ϕp and 
ψp, depending on the features of h. In the 
following, we present a simple example, of 
relevant practical interest, concerning the 
factorization (8), for a proper choice of ϕp and ψp. 
 
C. p-Series Factorization 

In order to focus the attention on a case of 
practical interest, we consider an IA for which  

 
mjwz

mm evufyxvuh ),(),,,( = ,          (10) 
 

where )( 222 vuw +−= β  and f(u,v) is the element 
factor [12]. As prefigured at the beginning of 
Section II, h depends on the radiation 
characteristics of the m-th element through the 
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element factor p, and on its position through the 
quota zm. For the sake of simplicity, in the 
following formulas we will skip the element 
factor, unessential in the discussion, and we will 
nevertheless deal with it throughout the numerical 
analysis. 

Under this hypothesis, following the approach 
in [7, 15, 16] and on denoting by w0 the value of w 
related to the main beam direction, eq. (4) can be 
rewritten as 

 

 

F(u,v) = a'm e j[uxm +vym +w'zm ]

m= 0

M −1

∑           (11)  

 
with w’=w–w0 and a’m =am exp[jw0zm]. For mild 

curvatures of S, the exponential exp[jw’zm] can be 
expanded by a truncated Taylor series up to the 
(P-1)-th order (p-series), so that 

 

    

 

F(u,v) ≅
( jw')p

p!
zm

p

m= 0

M −1

∑ am
, e j uxm +vym[ ]

p= 0

P−1

∑        (12)  

  
and the discrete values Fh of F can be expressed as 

 

       

 

Fh =
( jwh

, )p

p!
zm

p

m= 0

M −1

∑ am
, e j(uhxm +vhym )

p= 0

P−1

∑ .       (13)  

 
Obviously, the smaller the curvature of S, the 

smaller the value of P required for a given 
accuracy. In practice, a proper value for P can be 
chosen to trade off the computational burden and 
the accuracy of the approach, as it will be clearer 
in Subsection II.e and in the numerical analysis 
presented in Section IV. In general, the number of 
p-series terms is chosen in a way to ensure that the 
argument of exp[jw’zm] is less than a “small” value 
all over the spectral (u,v) region of interest. Such a 
value is typically assumed equal to π/8, or even 
lower if more accurate results are desired. 
Moreover, the chosen number of p-series terms 
depends also on the coverage, so that, once the 
array and the coverage are given, the number of p-
series terms can be consequently assigned. We 
stress that the inner summation in eq. (13) is not in 
the form of a standard DFT [28], so that, to 
recover the desired computational complexity, a 
NUFFT structure should be employed.  

 
 

Fig. 5. Geometry of the problem. 
 

D. Use of the NUFFT 
Concerning the fast evaluation of each inner 

summation in eq. (13), a different NUFFT 
algorithm should be considered depending on the 
spatial and spectral grids at hand. More in detail: 

a) for an arbitrary spatial grid (xm,ym) (aperiodic 
conformal array) and for a regular, Cartesian 
spectral lattice (uh,vh), a Non-Equispaced 
Data (NED), or “type-1”, NUFFT is of 
interest [17]; 

b) for a regular, Cartesian spatial grid (periodic 
conformal array) and for an arbitrary spectral 
one, a Non-Equispaced Result (NER), or 
“type-2”, NUFFT should be employed [17]; 

c) for arbitrary spatial and spectral grids, a 
“type-3” NUFFT should be adopted [18]. 

Since cases b) and c) are extensions of case a) 
which do not add any conceptual difficulty, in this 
paper we assume to evaluate the FFP on a regular, 
Cartesian spectral lattice, so that NED-NUFFTs 
are of interest (case a)). This is the most frequently 
occurring case, since, in antenna synthesis, the 
design specifications are usually given on a 
regular, Cartesian spectral lattice (uh,vh), leading 
indeed to the use of NED NUFFTs. Accordingly, 
for the sake of brevity, cases b) and c) will not be 
dealt with in the details. 

Different approaches have been proposed in the 
literature for evaluating NUFFTs [17,18,30-33]. 

The main idea underlying many NUFFT 
algorithms is to approximate the non-uniform 
exponential function exp(jp∆uxm) (having assumed 
that the h-th spectral point (uh,vh) corresponds to 
the (p∆u,q∆v) uniform spectral grid point), by 
interpolating L, “oversampled”, properly chosen 
and windowed uniform exponentials 
exp(jp∆ul∆x), l=1,..,L. Accordingly, non-
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uniformly sampled exponentials can be 
approximated by properly weighted sums of 
uniform exponentials, enabling to exploit a finite 
number of standard FFT routine calls. It is worth 
noting that this strategy is not equivalent to a 
“brute-force thinning” of an array which, on the 
contrary, requires significantly denser element 
grids [34]. In this paper, we use the approach in 
[17], based on an “exact” representation of the 
exponentials exp(jp∆uxm). For the reader’s 
convenience, we quote Appendix A for a brief 
mathematical description of the employed NUFFT 
algorithm. 

 
E. Sub-Array Partitioning 

It should be mentioned that the array can be 
also partitioned into N sub-arrays, each one made 
up of mn elements, such that m0+ m1+... mN-1=M. 
Accordingly, eq. (13) can be rewritten by 
explicitly describing the radiation by each array 
portion, thus leading to 

 

Fh =
( jwh

, )p

p!
zm

p

m= mn

mn+1

∑ am
, e j(uhxm +vhym )

p= 0

P−1

∑
n= 0

N−1

∑ .    (14) 

As an advantage, the number P of terms 
involved to represent the exponential in (10) by a 
Taylor series expansion associated to each 
subarray is expected to reduce, for a fixed 
accuracy. Accordingly, the strategy can be applied 
to non-mild shapes, also to reduce model errors 
related to the vector aspects (i.e., model errors in 
the assumption (3)). To better enlighten this 
advantage, we mention the borderline case of a 
faceted array (or a faceted reflectarray [35-37]). In 
this case, across the junctions between the facets, 
the curvature is singular. Nevertheless, a 
partitioning into subarrays enables accurate 
computations with a number of P=1 terms for each 
facet (see also Subsection IV.c). Moreover, the 
sub-array partitioning strategy is further facilitated 
by the use of type-2 (for non-aperiodic arrays) or 
type-3 (for aperiodic arrays) NUFFT routines. 
Indeed, even when dealing with a uniform array, 
the field radiated by the various facets should be 
computed onto the common (u,v) grid associated 
to the overall antenna, a procedure requiring in 
general time-consuming interpolation stages. From 
this point of view, the opportunity of employing 
(type-2 or type-3) NUFFT routines, enabling 
arbitrary (u,v) output grids, offers the possibility of 
performing such an interpolation with O(MlogM) 

complexity. In Section IV, we discuss how much 
convenient such a strategy can be. 

Finally, the sub-array approach is amenable to a 
multi-level implementation [38], but, for the sake 
of simplicity, in this paper we will deal with a 
single-level one. 

 
III. IMPLEMENTATION OF THE 

ALGORITHMS 
The approach proposed in Subsections B-E has 

been implemented in both, a sequential code, 
running on conventional computing architectures 
(single-core CPU), and in a parallel code, taking 
advantage of GPU acceleration. Moreover, 
sequential and parallel implementations of an 
approach based on OMVM routines according to 
eq. (7) have been also setup to serve as a 
benchmark for the performance of the proposed 
approach. 

For both, the sequential and parallel codes, 
particular care has been devoted to 

• selecting high performance FFT routines, as 
required by the proposed, NUFFT-based 
approach; 

• choosing high performance Matrix-Vector 
multiplication routines, as required by the 
OMVM-based scheme. 

In the following, some implementation details 
concerning the developed sequential and parallel 
codes will be discussed. We remark that symbols 
in the following are defined in the Appendices A, 
B and C. 

 
A. Sequential Implementations 

All the sequential codes have been developed in 
ANSI C language. Such a choice is due to the use 
of the CUDA environment to develop the parallel 
counterpart. Indeed, a CUDA program consists of 
“phases” that are executed on the host (CPU) or 
the device (GPU) and of data structures that can be 
allocated on the host or the device, as well (see 
[24]). The host code is straight ANSI C code. The 
device code is ANSI C code, extended with 
special keywords for calling data-parallel 
functions (kernels), and managing the associated 
data structures. Accordingly, the development of a 
parallel code can be performed by starting with the 
sequential ANSI C code, spotting the phases that 
should be parallelized, and extending the 
corresponding instruction and data structures with 
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the special keywords for parallel executions 
provided by CUDA. 

In particular, concerning the sequential code: 
• the NUFFT algorithm has been implemented 

according to [17] (see also Appendix A); a 
particularly fast implementation of the FFT, 
based on the same philosophy of FFTW [39], 
and contained in the Intel Math Kernel 
Library (MKL) [40], has been exploited to 
speedup the required FFT calculations; a C-
style listing of the algorithm is reported in 
Appendix B; the critical point of the 
algorithm is represented by the U matrix 
filling operations, performed within three, 
nested (m, l1 and l2) for loops; such a filling is 
“pseudo-random” (i.e., it does not obey to a 
“row-major” filling criterion [41]) since the 
indices ix and iy “jump” between non-
consecutive values as long as m, l1 and l2 are 
swept; as known, this severely affects the 
memory latency when accessing the elements 
of U [41]; 

• the implementation of the OMVM-based 
approach relies on BLAS routines;  

For both the cases, Intel Math Kernel Libraries 
(MKL) (v.1.0.02), including BLAS and FFT 
routines, have been exploited. 

 
B. Parallel Implementations 

As already stressed in the Introduction, all the 
parallel codes have been developed by means of 
the CUDA language [24]. 

For both, the NUFFT-based and OMVM-based 
algorithms, the GPU is exploited as an 
accelerating device, executing portions of the code 
in parallel [19]. More in detail: 

• for the proposed approach, in correspondence 
to each NUFFT call, the execution is 
delivered to the GPU and the evaluation of 
each NUFFT performed by a proper, parallel 
implementation of the scheme detailed in 
Appendix A; 

• for the OMVM-based approach, the 
evaluation of the matrix multiplication 
required by eq. (7) is performed, again 
through a parallel implementation on the 
GPU; 

In the sequel, some details concerning the 
parallel implementations of the two considered 
approaches will be reported.  

 
1. NUFFT-based approach 

All the stages of Appendix A have been 
carefully examined and parallelized, according to 
the key rules of GPU programming [24]. A 
CUDA-style listing of the algorithm is reported in 
Appendix C. More in detail: 

 
Stage 1 
The calculations of the samples of the spatial 

and spectral windows Φ and Φ̂ , respectively, as 
well as of the indices µx,m and µy,m (see Appendix 
B) are fully independent from each other and are 
evaluated in parallel, rather than by for loops as in 
the sequential case. 

The computation of the U matrix is also 
parallel, but requires some more care, since 
different approaches could be envisaged to this 
end and the best performing one should be 
selected. Indeed, due to the already remarked 
“pseudo-random” access to U required by the 
sequential implementation, devising an efficient 
filling procedure in the parallel case is not 
straightforward and represents the main difficulty 
to be solved throughout the parallelization of the 
whole code described in Appendix B. 

A first possible parallelization strategy would 
be to commit a thread to compute a single matrix 
element of U. However, in this way, the generic 
thread should perform, due to the “pseudo-
random” filling, a time-consuming browsing of the 
input elements to establish whether they contribute 
to the committed element of U or not. 

As an alternative, the implemented parallel 
code employs a 1D block grid of length M, each 
block allocating (2K+1)×(2K+1) threads. In this 
way, the above mentioned browsing is avoided 
since each thread is assigned to a different input 
element and updates the corresponding element of 
the U matrix.  

Generally speaking, the number of allocable 
blocks in a 1D grid depends on the computing 
capability of the employed GPU [24]. For the 
GPU employed in this paper, the number of 
allocatable blocks is 65535, which is large enough 
for all the considered numerical tests. For arrays 
with M>65535, the algorithm should foresee a 
sequential allocation of 1D block grids. Since the 
maximum number of allocatable blocks depends 
on the employed GPU, the actual performance of 
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the algorithm depends on the hardware 
performance of the available graphic card. 

However, it should be noticed that, by this 
solution and regardless to M, more than one thread 
may need to simultaneously update (namely, read, 
compute and store a new value) the same element 
U(ix,iy). Unfortunately, when this happens, a 
conflict such as Writing After Writing (WAW) 
and Writing After Reading (RAW) [41] can occur, 
affecting the results. To preserve the integrity of 
the data, atomic operations have been exploited 
[41,42], which basically ensure the semantic 
correctness of the algorithm through a serialization 
of the updating operations. We finally observe 
that, the parallel implementation is such that two 
threads belonging to the same block never update 
the same element U(ix,iy) (although threads 
belonging to different blocks can do). Moreover, 
since each block is (2K+1)×(2K+1) sized and, 
generally speaking, K is usually “small” (typical 
values range from 6, for single precision 
arithmetic, to 12, for double precision [17]), in 
order to speed-up the memory access, the updating 
operations are performed first on a temporary 
(2K+1)×(2K+1) matrix, allocated in the shared 
memory (and then shared by threads belonging to 
the same block), and subsequently on the global 
memory by the mentioned atomic operations. 

 
Stage 2 
The computation of the required FFT has been 

parallelized by means of the latest release of the 
cuFFT library (cuFFT v2.3) [43], implementing 
several, optimized parallel FFT algorithms, and 
choosing the one to be used depending on the 
shared memory occupation of the input array and 
on the possibility of reducing its size to a power of 
an integer factor. 

 
Stage 3 
Extracting the elements of the Û  matrix, their 

scaling with the elements Φpq and the subsequent 
memory updates are independent, and then easily 
parallelizable, operations. 

We finally remark that, throughout the parallel 
implementation of the NUFFT routine, the typical 
suggested guidelines in programming GPUs [24] 
and concerning, for example, 

• avoiding divergencies due, f.i., to conditional 
statements or non-coalesced memory 
accesses; 

• balancing the computational load among the 
available resources; 

have been applied. 
Furthermore, data padding [24] has been 

adopted to manage a generic input data size. It 
should be noticed that, for the considered case, 
data padding does not significantly affect the 
algorithm performance since the amount of 
employed padding is always less or equal to the 
block size (which, as above discussed, contains 
(2K+1)×(2K+1) only threads) and, as such, 
negligible for a large input data size M. 

 
2. OMVM-based approach 

The implementation of the OMVM-based 
approach relies on the latest release of the 
cuBLAS (cuBLAS v.2.3) routines [44]. 

Also for this case, data padding has been 
applied. 

 
3.  Multilevel parallelization 

It is worth noting that, the particular expression 
in eq. (13) is amenable to a further level of 
parallelization, since the different terms of the p-
series summation can be simultaneously computed 
and, in turn, each NUFFT can be parallelized 
according to the guidelines above. Unfortunately, 
a single GPU cannot handle more kernels 
simultaneously and hence cannot effectively 
manage a multi-level, parallel computation.  

Nevertheless, with a multi-GPU system [45], 
the computation of each term of the p-series can 
be executed by a different GPU accomplishing, in 
turn, the computation of a parallel NUFFT. 
Afterwards, all the terms can be added together by 
means of a reduction operation on a “master” 
processing unit. This strategy allows operating a 
two-level parallelism, one to compute the p-series 
and one to compute the NUFFTs. 

Similar considerations apply also to the sub-
array partitioning approach (see eq. (14)). Indeed, 
also in this case the computations for each sub-
array are independent from all the others and a 
two-level parallelism can be obtained. Obviously, 
in this case, a three-level parallelism can even be 
achieved, by exploiting the independence of the 
sub-arrays and of the p-terms. 
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In this paper, only results concerning a single-
level parallelization are shown. The multi-level 
case is left to future developments since it does not 
introduce any conceptual difficulty, but for 
communication protocols between the GPUs [45]. 

It should be finally observed that, with 
reference to the parallel implementation of the 
proposed NUFFT-based approach, the order of 
computation among the different p-series terms, 
or, in other words, the order of computation of the 
different required NUFFT routine calls, could be 
rearranged to simultaneously execute more than 
one NUFFT on the same GPU. In this way, 
apparently a multi-level parallelism could be 
achieved on a single GPU. However, if ever such a 
solution would be more effective, it should not be 
considered of practical interest since it would not 
comply with the typically required transparent 
scalability on a multi-scale architecture [24]. 
 

IV. COMPUTATIONAL 
PERFORMANCE 

In this Section, we present a numerical analysis 
showing the computational performance of all the 
developed algorithms. More in detail, after having 
illustrated the hardware setup employed for the 
tests, a comparison between the computational 
performance of the CPU and the GPU 
implementations of the NUFFT-based and 
OMVM-based algorithms are reported. Finally, 
the trade-off between computational performance 
and accuracy of the p-series and sub-array 
partitioning approaches is discussed.  
 
A. Hardware Setup 

Sequential implementations have been run on a 
personal computer with a single-core, Intel 
Pentium IV processor, with 3 GHz of clock 
frequency, and equipped with a RAM, 2.0 GBytes 
sized.  

Parallel CUDA codes have been executed on 
the same personal computer used for the 
sequential tests, but powered by a GeForce GTX 
260 GPU, having 24 multi-processors working at 
800 MHz and equipped with a memory, 872 
MByte sized.  

 
 
 

B. Computational Performance of the 
Implemented Algorithms 

Fig. 6 reports a comparison of computing times 
for the FFP evaluation by all the implementations 
discussed in Section III versus the size M of the 
IA. More in detail, the computing time has been 
normalized, for all the algorithms, to the 
corresponding one concerning the case M=80. As 
it can be seen, the two GPU implementations 
outperform the corresponding CPU ones, and, in 
particular, the NUFFT-based implementation on 
GPU ensures the lowest growth rate. It is worth 
noting that, the considered GPU computing times 
(here and in the following) include transfers 
from/to host (PC memory) to/from device (GPU 
global memory), so that they represent the 
effective speed-ups that the GPU can provide 
against the CPU architecture. In Fig. 6, the M2 and 
MlogM trends, agreeing with those for the two 
considered CPU-based algorithms, are also 
depicted for higher values of M. Finally, some 
relevant speed-ups are summarized in Table 1. 

 

 
 
Fig. 6. Growth rates of the computing times for the 
FFP evaluation by all the implementations 
illustrated in Section III. 
 
 Table 1: Speed-ups among different 
implementations for an array with M=104. 
 

Implementations Speed-up 
CPU NUFFT vs. 

OMVM >10 

GPU NUFFT vs. 
OMVM 8 

NUFFT GPU vs. 
CPU >40 
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In Fig. 7, the speed-up of the GPU 
implementation as compared to the CPU one 
(CPU computing time / GPU computing time) for 
the NUFFT-based approach against the size M of 
the input data is depicted. As it can be seen, the 
improvement in the performance for the GPU 
computation is significant already for small sized 
arrays (less than 100 elements) and the speed-up 
factor grows dramatically with the increasing IA 
dimension M.  
 

 
 
Fig. 7. Speed-up of the GPU vs. CPU 
implementations for the NUFFT-based approach. 

 
In order to explain such a speed-up, a code 

profiling has been performed, enlightening that the 
improved performance is essentially due to the 
critical filling of the matrix U of the sequential 
case and to the employed effective solution in its 
parallelization. 

We finally note that, the relative drops of 
GPU/CPU performance are due to particular sizes 
of the input elements whose data structure does 
not effectively fit the characteristics (number of 
shared registers, constant memory size, number of 
allocatable blocks, number of processors) of the 
employed hardware. As a consequence, for such 
particular input dimensions, the code execution is 
not as massively parallel as it occurs for the others. 
Nevertheless, the GPU still guarantees a 
significant speedup as compared to the CPU. 

 
C. Computational Burden of the p-Series and of 
the Sub-Array Partitioning Strategy 

We now aim at briefly clarifying, for the 
sequential implementation, the conditions under 
which the sub-array partitioning strategy (eq. (14)) 

becomes computationally convenient with respect 
to the only p-series approach (eq. (13)). 

The computational burdens of eqs. (11) and 
(14) are reported and compared in Appendix D. As 
it can be expected, it turns out that (eq. (D3)), for 
sequential implementations, the sub-array 
partitioning becomes convenient as long as it 
“favorably” exchanges p-series terms with sub-
arrays. 

Obviously, these conclusions do not hold true 
when a multi-level parallelism is employed since, 
in this case, the computation time can be reduced 
by a p-series/sub-array partitioning approach 
despite the higher number of operations. 

A remarkable case when the sub-array 
partitioning becomes convenient is that (already 
mentioned) of faceted arrays [35-37], i.e., when 
the surface S is made up by contiguous planar 
portions (facets) with different relative 
inclinations. In this case, each facet can be 
associated to a sub-array which, being flat, 
requires just 1 p-series term. To enlighten this 
point, we have considered the case of a faceted 
array having 3 facets and M=19600 elements. Tab. 
2 summarizes the speed-ups obtained by the sub-
array partitioning strategy as compared to p-series 
only evaluations of the FFP, as a function of P. 
 
Table 2: Comparing the computational 
performance of sub-array partitioning vs. p-series. 

 

# p-series terms Speed-up 
3 1 
4 1.34 
5 1.67 
6 2 
7 2.34 

 
V. ACCURACY 

In this Section, we present a numerical analysis 
illustrating the accuracy of the proposed, NUFFT-
based strategy, by focusing the attention on two 
examples: a linear, aperiodic and parabolic, 
aperiodic arrays. 
 
A. Linear, Aperiodic Array 

Let us begin with a linear (non-conformal), 
aperiodic array. More in detail, we consider an 
equivalently tapered Chebyshev, 1D array [6,8], 
made of 2048 elements having uniform 
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excitations. The elements positions (see Fig. 8) 
have been properly determined, according to the 
approach in [6,8], in order to synthesize the same 
pattern of a Chebyshev array of 1024 uniformly 
spaced elements having a side lobe level of -26dB. 
The resulting inter-element spacing of the array 
elements varies from a minimum of 0.33λ to a 
maximum of 1.8λ, while the overall array size is 
1000λ. 

 
Fig. 8. Elements positions for the Chebyshev 
array. For the sake of clarity, only the position of 
one element every 16 are shown. 

 
The adopted synthesis algorithm is based on 

the optimization of a proper objective functional 
and requires direct evaluations of the FFP, which 
have been performed by means of the proposed 
approach. Obviously, the array being linear, only 1 
p-series term is required. 

Figure 9 shows the synthesized FFP of the 
equivalently tapered Chebyshev array. The 
computations have been sequential and the 
reported “exact evaluation” has been performed by 
the OMVM approach. The computing times for 
the proposed and OMVM approaches have been 
35ms and 62ms, respectively.  

 
Fig. 9. u cut of the FFP of the synthesized 
equivalently tapered, 1D Chebyshev array. Red 
stars: proposed approach. Blue dashed line: exact 
evaluation. 
 

 

B. Parabolic, Aperiodic Array: Accuracy of the 
p-Series and Sub-Array Partitioning Strategies 

In this Subsection, we highlight, with reference 
to the case of a parabolic, aperiodic array, the 
accuracy of the p-series approach versus the array 
surface curvature, and the improvements in the 
accuracy provided by the sub-array partitioning 
strategy. 

To this end, we consider two IAs having the 
same number (i.e., 65388) of elements lying on 
two parabolic surfaces having the same diameter 
(D) but different focal length (f). In particular, the 
first IA, say IA1, has a focal/diameter ratio (f/D) 
equal to 1, while the other, say IA2, has f/D equal 
to 1.5. Under these hypotheses, the curvature of 
IA2 is smoother than that of IA1 (see Fig. 10).  

 

 
 

Fig. 10. The two considered parabolic IAs for the 
analysis of the p-series and sub-array partitioning 
accuracies. Blue: IA1. Red: IA2. 

 
The histogram in Fig. 11 indicates the Root 

Means Square (RMS) error between the exact 
evaluations of the FFPs for IA1 and IA2 (eq. (7)) 
and their computations with the proposed 
approach (eq. (14)), against the number of 
considered p-series terms and sub-arrays. 
Assuming, as acceptable accuracy, the one 
corresponding to a RMS equal to 1%, Fig. 11 
shows that if no partitioning is adopted for IA1, 
even six p-series terms are not enough to attain the 
desired precision. On the contrary, partitioning IA1 
into 16 sub-arrays ensures the desired accuracy 
already with 5 terms and splitting up further the 
array into 64 or 256 sub-arrays reduces the number 
of required p-series terms to 4 or 3, respectively. 
Concerning now IA2, Fig. 11 shows that its milder 

365CAPOZZOLI, CURCIO, D'ELIA, LISENO, VINETTI: FAST CPU/GPU PATTERN EVALUATION OF IRREGULAR ARRAYS



curvature gives rise to a faster p-series 
convergence with respect to IA1. Indeed, 4 p-series 
terms now ensure 1% of RMS error even without 
sub-array partitioning. Introducing the partitioning 
in this case allows reducing the p-series terms to 3 
or 2 with 16 or 256 sub-arrays, respectively. 

 

 
Fig. 11. RMS errors when computing the FFPs of 
IA1 and IA2 against number of p-series terms for 
different numbers of sub-arrays. FFP1 refers to 
IA1, while FFP2 refers to IA2. 
 
C. Accuracy of the p-Series Approach Versus 
the Degree of Aperiodicity 

We finally consider the case of a 2D IA, whose 
16384 elements are aperiodically distributed on a 
paraboloid with focal length/diameter ratio equal 
to 0.8, a typical value in the applications. The 
inter-element spacing varies from 0.35λ to 0.9λ, 
while the excitation coefficients have been chosen 
according to: 

 
1,...,1,0,*1)/( −== −−⋅ Mmeea mm didF

m
βα     (15) 

 
where dm is the distance of the m-th array element 
from the foci, •  is the wave-number and α has 
been properly determined to obtain an amplitude 
tapering of -4dB at the edge. 3 p-series terms have 
been considered, ensuring a negligible RMS error 
(~10-5) in the visible region [0.4,0.4]x[0.4,0.4] • 2 
of the (u,v) plane.  

Figure 12 compares the FFP evaluation of the 
considered IA by means of the proposed approach 
to the exact evaluation (eq. (7)). 

The robustness of the proposed approach versus 
the “degree of aperiodicity” of the array is 
illustrated in Table 3 which reports the RMS error 

of the FFP evaluation when an increasing random 
fraction of array elements is erased, as compared 
to the setting of Fig. 12, thus increasing the degree 
of aperiodicity. It should be mentioned that, as 
long as an increasing random fraction of array 
elements is erased, the sidelobe intensity rises up, 
which leads to the higher RMS in Tab. 3. This 
could be however mitigated by an increasing 
number of p-series terms. 

 
Fig. 12. u cut of the FFP of the parabolic, 
aperiodic array. Red stars: proposed approach with 
3 p-series terms. Blue dashed line: exact 
evaluation. 
 

Table 3:  RMS vs degree of aperiodicity. 
 

RMS error Erased 
elements [%] 

10−8 0 
2.9−3 1 
1.4−1 5 
0.27 10 

 
VI. CONCLUSIONS 

An approach for the fast analysis of IAs based 
on the use of the p-series expansion and NUFFT 
routines has been proposed and implemented in 
both, sequential (CPU) and parallel (GPU) codes. 

The performance of the algorithms has been 
analyzed both in terms of computational efficiency 
and of achievable accuracy.  

In particular: 
• both, the sequential and parallel, NUFFT-

based approaches are capable of improved 
performance as compared to (sequential and 
parallel) algorithms based on OMVMs; 

366 ACES JOURNAL, VOL. 25, NO. 4, APRIL 2010



• a sub-array partitioning approach can 
further reduce the computational burden by 
speeding-up the convergence of the p-series;  

• a proper parallel code implementation 
enables GPU computing to significantly 
speed-up the execution as compared to that 
on CPU. 

We finally remark that, some of these results 
can be extended to the FG computation in 
synthesis algorithm and to the case of volumetric 
(3D) IAs. Concerning array synthesis, it should be 
mentioned that often multi-stage synthesis 
approaches are employed as in [46] and that the 
most computationally demanding stages can 
strongly benefit of calculating FFP and FG by the 
approach here above proposed, committing the 
computation according to more sophisticated 
vector models just to the last synthesis steps. 

 
APPENDIX A: THE NUFFT ALGORITHM 
 
According to [17], the “exact” representation of 

the exponential function exp(jp∆uxm) is the 
following: 

 

 

e jp∆uxm =
(2π )−1/ 2

Φ(p∆u /c)
ˆ Φ (cxm − l1)

l1 ∈Z

∑ e jp∆ul1 / c   (A1)  

 
where c > 1 is an “oversampling factor”, Φ is a 

∞
0C  function with support in [-π,π] and strictly 

positive in [-π/c,π/c], and Φ̂  is its Fourier 
transform. 

Following eq. (A1), any of the NUFFTs in eqs. 
(13) or (14) can be rewritten as 
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where ,
m

p
mm azb = . Henceforth, we assume to 

be interested in the values of pqb
~

 for p=-N1/2,…, 
N1/2 and q=-N2/2,…, N2/2. 

The sums over l1 and l2 in eq. (A2) require the 
computation of standard 2D, FFTs. Furthermore, 
they can be effectively evaluated provided that Φ̂  
is small outside some interval [-K,K], so that it is 
required that Φ has compact support in [-α,α] and 
Φ̂  is concentrated, as much as possible, in [-K,K]. 
To this end, a Kaiser-Bessel window Φ is used 
[17]. 

The computation of eq. (A2) can be divided 
into three stages (see also [17]).  

 
Stage 1 
For each (xm,ym), the nearest equispaced spatial 

frequencies l1/c and l2/c are determined. The 
samples of the windowing/interpolating functions 
Φ and Φ̂ , respectively, are computed. The inner 
m summation in eq. (A2), that is, the U(l1,l2) 
function, is calculated.  

 
Stage 2 
A standard, 2D FFT routine is performed on U. 

The output matrix Û has size cM×cM. 
 
Stage 3 

Û is reduced to an N1×N2 matrix and then 
scaled with the windowing function 

 

(2π )−1 /Φ(p∆u /c)Φ(q∆v /c). 
 

APPENDIX B: C-STYLE LISTING OF THE 
SEQUENTIAL NUFFT ALGORITHM 

 
// ********* 
// * STEP 1 * 
// ********* 
 
for(p=-N1/2;p<N1/2;p++) { 
   for(q=-N2/2;q<N2/2;q++) { 
 
   Φpq=Φ(2πp/(cN1))Φ(2πq/(cN2)); 
        } 
           } 
 
   for (m=0;m<M;m++) { 
    
      µx,m=round(c*xm); 
      µy,m=round(c*ym); 
    
      for (l1=-K;l1<=K;l1++) {    
       
         ix=mod(µx,m +l1+c*N1/2,c*N1); 
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         wxm= Φ̂ (c*xm-(µx,m+l1)); 
       
         for(l2=-K;l2<=K;l2++){ 
          
            iy=mod(µy,m+l2+c*N2/2,c*N2); 

            wym= Φ̂ (c* ym-(µy,m+l2)); 
            U[ix,iy]=U[ix,iy]+wxm*wym*bm; 
          } 
               } 
               } 
   
// ********* 
// * STEP 2 * 
// ********* 
 

Û =fft(U); // 2D fft routine provided by MKL 
 
 
// ********* 
// * STEP 3 * 
// ********* 
 
for (p=0;p<N1;p++){ 
   for(q=0;q<N2;q++) { 
       
      nufft[p,q]=div(u[(c-
1)*N1/2*c*N2+p*c*N2+(c-1)*N2/2+q],Φpq); 
               } 
            } 

 
APPENDIX C: CUDA-STYLE LISTING OF 

THE PARALLEL NUFFT ALGORITHM 
 

// ********* 
// * STEP 1 * 
// ********* 
 
/* Generates a 1D grid of threads to evaluate 
µx,m and µy,m. NUM_THREADS = # threads per block 
*/ 
dim3 dimGrid_mu(M/NUM_THREADS,1); 
dim3 dimBlock_mu(NUM_THREADS,1); 
 
// Parallel evaluation of µx,m and µy,m 
data_round<<<dimGrid_mu,dimBlock_mu>>>(xm,ym,µx,

m,µy,m); 
 
// Generates a 2D grid of threads to evaluate 
Φpq 
dim3 dimGrid_phi(N1/BLOCK_SIZE, N2/BLOCK_SIZE); 
 
// Parallel evaluation of Φpq 

  
dim3 dimBlock_phi(BLOCK_SIZE,BLOCK_SIZE); 
Φ<<<dimGrid_phi,dimBlock_phi>>>(Φpq,N1,N2);  
 
/* Generates a 2D grid of threads to evaluate 
wxm and wym and evaluates those quantities */ 
 
dim3 dimGrid_phi_hat(M,1); 
dim3 dimBlock_phi_hat(2*K+1,1); 

Φ̂ <<<dimGrid_phi_hat,dimBlock_phi_hat>>>(wxm,xm
,µx,m,M); 

Φ̂ <<<dimGrid_phi_hat,dimBlock_phi_hat>>>(wym,ym
,µy,m,M); 

    
// Generates a 1D grid of threads and 
evaluates U 
dim3 dimBlock_u(2*K+1,2*K+1); 
dim3 dimGrid_u(M,1); 
U_matrix_evaluation<<<dimGrid_u, 
dimBlock_u>>>(bm,M,µx,m,µy,m,U,wxm,wym,N1,N2); 
   
// ********* 
// * STEP 2 * 
// ********* 

Û =cuFFT(U); 
 
// ********* 
// * STEP 3 * 
// ********* 
 
dim3 dimGrid_scaling(N1/BLOCK_SIZE,N2 
/BLOCK_SIZE); 
dim3 dimBlock_scaling(BLOCK_SIZE,BLOCK_SIZE); 
scaling<<<dimGrid_scaling,dimBlock_scaling>>>(
Φpq);  

   
APPENDIX D: COMPUTATIONAL 

BURDENS OF THE p-SERIES AND SUB-
ARRAY PARTITIONING APPROACHES 
 
In the un-partitioned case, according to eq. 

(13), the number of operations needed to 
determine the FFP, say No, is (neglecting 
summation operations as compared to 
multiplications) 

  

 

No = M P 4.5c 2 log2(c 2M) + 20K 2 + 3[ ]+ 2{ },  (D1) 
 
where K and c are the NUFFT oversampling 

factor and interpolation length, respectively, and 
the complexity for the evaluation of a single 
NUFFT has been determined according to [17]. 

When the surface is partitioned into Nsub• M 
sub-arrays, the computational complexity becomes 
(neglecting again summation operations as 
compared to multiplications) 

 

 

No
sub = M ⋅ P ' ⋅{ N sub[ ⋅ (4.5c 2 log2(c 2M) +

20K 2 + 2)+1]+ Nsub +1}
 (D2) 

 
where P’• P is the number of p-series terms 

needed in eq. (17) to achieve the same accuracy as 
for the un-partitioned case. Dividing (D2) by (D1) 
and enforcing that the ratio is less than one, we 
have: 
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No
sub

No
≤1⇒

⇒ Nsub ≤
9c 2P log2 c + 20K 2P + ∆P +1

1+ (20K 2 + 9c 2 log2 c)(P − ∆P)

(D3) 

 
where P’=P-• P. Eq. (D3) provides a necessary 

(but not sufficient) condition, in terms of number 
of sub-arrays Nsub, for the sub-array partitioning 
approach to be computationally convenient as 
compared to the un-partitioned case, for a fixed 
accuracy. Obviously, in eq. (D3), 0• • P<P since 
the partitioning can reduce the number of p-series 
terms at most to P’=1. Generally speaking, • P is a 
function of Nsub and it increases with the number 
of sub-array partitions.  

To be more specific we observe that, typically, 
the values of the NUFFT oversampling factor and 
interpolation length are 2 and 6, respectively. 
Substituting these values in eq. (D3), we get: 

 

 

Nsub ≤
756P + ∆P +1

1+ 756(P − ∆P)
≅

P
(P − ∆P)

≤ P .(D4) 
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Abstract– A new floating random-walk 
algorithm for the one-dimensional modified 
Helmholtz equation subject to Neumann and 
mixed boundary conditions problems is 
developed in this paper. Traditional floating 
random-walk algorithms for Neumann and 
mixed boundary condition problems have 
involved “reflecting boundaries” resulting in 
relatively large computational times. In a recent 
paper, we proposed the elimination of the use of 
reflecting boundaries through the use of novel 
Green’s functions that mimic the boundary 
conditions of the problem of interest. The 
methodology was validated by a solution of the 
one-dimensional Laplace’s equation. In this 
paper, we extend the methodology to the 
floating random-walk solution of the one-
dimensional modified Helmholtz equation, and 
excellent agreement has been obtained between 
an analytical solution and floating random-walk 
results. The algorithm has been parallelized and 
a near linear rate of parallelization has been 
obtained with as many as thirty-two processors. 
These results have previously been published in 
[1]. In addition, a GPU implementation 
employing 4096 simultaneous threads displayed 
a similar near-linear parallelization gain and a 
one to two orders of magnitude improvement 
over the CPU implementation. An immediate 
application of this research is in the numerical 
solution of the electromagnetic diffusion 

equation in magnetically permeable and 
electrically conducting objects with applications 
in dielectrometry and magnetometry sensors that 
have the ability to detect sub-surface objects 
such as landmines. The ultimate goal of this 
research is the application of this methodology 
to the solution of aerodynamical flow problems. 
 
Index Terms– Floating random-walk, Monte 
Carlo, modified Helmholtz equation, 
parallelizable algorithm, CUDA, GPU.  
 

I. INTRODUCTION 
The floating random-walk (FRW) method [2] 

is a statistical technique for the numerical 
solution of deterministic boundary value 
problems. It is a generalization of the Monte 
Carlo integration method [3], which is a 
statistical approach to estimating integrals, 
which, unlike many other techniques, is well-
suited to evaluating multi-dimensional integrals.  
We will discuss one such method, “Sample 
Mean Monte Carlo” [3], and then demonstrate 
how the technique is modified to form the basis 
for the FRW method. 

Consider a function )(xf  defined over the 
interval bxa ≤≤ . Our problem is to estimate 
the integral 

.)(∫=
b

a

xfdxI                        (1) 
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In the event that the integral is improper, 
absolute convergence is assumed. We select an 
arbitrary probability density function )(xp , with 
a corresponding random variable ξ . We define 
another random variable η  as 

( )
( ).ξ
ξη

p

f
=                            (2)                   

The expectation value of the random variable 
η , written as ( )ηE , is equal to the integral I , 
which can be expressed as 

( ) .)(
)(
)(

∫ 







==

b

a

xp
xp

xf
dxE ηI               (3)                                                                                       

This integral can be evaluated by sampling the 
integrand with the help of a random-number 
generator, and averaging over a statistically 
significant number of samples. This approach is 
particularly suited to evaluating higher 
dimensional integrals, because the 
computational work of sampling the integrand 
does not increase substantially with the 
dimensionality of the integral. We will now 
describe how this Monte Carlo integration 
method can be generalized into the FRW 
method for the solution of boundary value 
problems. 

We consider a differential equation, with a 
differential operator L, 

[ ] ,)()( rr fUL =                         (4)                                                                                                                                                                  
where the solution U(r) is a function of the 
three-dimensional position vector r. The 
function f(r) is a source term. The Green’s 
functions for (4) are the solutions of the 
differential equation 

[ ] ,)()|( oo rrrr −= δGL                   (5)                                                                         
subject to specified boundary conditions. We 
assume that the operator L is of the Sturm-
Liouville [4] form: 

[ ] ,)()(. rr qpL +∇∇=                    (6)                                                                     
where )(rp  and )(rq are known functions of r . 
Using Green’s integral representation [4] U(r) 
can be written as 

( )

[ ]

[ ] .)()()(

)()()(

)()|(

rrr|r.s

r|rrr.s

rrrr

or

or

oo

UpGd

GpUd

fdvGU

S

S

V

∫∫

∫∫

∫∫∫

∇+

∇−

=

           (7) 

The first term on the right hand side of (7) is a 
volume integral involving the source term in the 
entire volume V of interest. The second and 
third terms are vector surface integrals over the 
surface S enclosing V, where sd  is a vector 
whose magnitude is equal to that of an 
infinitesimally small area unit on the surface S 
and directed normally outward from the center 
of the area unit.  The term G(r|ro) is often 
referred to as the volumetric Green’s function 
and the term  r|r or )(G∇ is called the surface 
Green’s function. The second term corresponds 
to the Neumann [4] boundary condition, 
whereas the third term corresponds to the 
Dirichlet boundary condition [4]. In traditional 
FRW algorithms, homogeneous Dirichlet 
boundary conditions are imposed on the Green’s 
function given by (5). As a result, the second 
integral in the right hand side of (7) goes to 
zero. To evaluate the solution to (4) at a 
particular point in the domain of interest, we 
consider [2] maximal spheres, cubes, or any 
geometrical object for which the solution to (5) 
is known. We then make random hops to the 
surface of that geometrical object based on any 
predefined probability density. The weights for 
such random hops are determined by sampling 
the remaining two integrands in (7). For 
example, in the case of a Dirichlet problem with 
no source term [i.e., 0)( =rf ], the contribution 
of the volume integral also goes to zero and the 
problem reduces to a Monte Carlo integration of 
an infinite-dimensional integral, as given by: 

( ) ( ) ( ) ( )

( ) ( ) ( ),cos||

,|...|

,1

1

1

nn

S

n

S

GK

UKdsKdsU
n

−−− ∇=

= ∫∫
γn1nrn1n

nn1-n100

rrrr

rrrrrr

n

(8)                                   

where nn ,1−γ  is the angle between 
 r|r n1nrn

)( −∇ G and .nsd  The successive surface 
integrals in (8) relate to successive random hops 
across the problem domain and the weight 
factors of the form ( )n1-n rr |K  are derived from 
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the third integral term on the right hand side of 
(7) that corresponds to the Dirichlet boundary 
condition. A particular random walk is 
terminated at the boundary, where the solution 
is known, and the samples of successive weight 
factors multiplied by the solution at the 
boundary yield a particular sample of the 
solution. A numerical solution of (4) is obtained 
by averaging over a statistically significant 
number of such samples.  

The termination of the random walk becomes 
a problem for Neumann and mixed boundary 
condition problems where the solution is not 
known at all points of the domain boundary. In 
traditional random walk literature [5], these 
boundary conditions are formulated as partially 
“reflecting” as the random-walker has a chance 
of either being absorbed in the problem 
boundary or being thrown back into the problem 
domain. In a recent paper [6], we formulated a 
FRW algorithm for this particular problem 
where the reflection at problem boundaries was 
eliminated through the development of a 
Green’s function whose boundary conditions 
mimicked the boundary conditions of the 
problem of interest. In this paper, we extend the 
methodology to the solution of the one-
dimensional modified Helmholtz equation, 
subject to mixed boundary conditions. 
 

II. THE NEW FORMULATION 
Consider the equation 

,02

2

=
dx

Ud                           (9)                                                                         

where U  is the dependent variable of interest 
defined in the problem domain .0 Lx ≤≤  The 
boundary conditions imposed on this problem 
are α=)0(U  and .)( β=LU   A traditional 
FRW algorithm for this problem will be based 
on a Green’s function given by 

( )02

2

xx
dx

Gd
−= δ ,                   (10)                                                                

defined on a problem domain ,hxh ≤≤−  with 
homogeneous Dirichlet boundary conditions 
( ) 0| 0 =− xhG  and ( ) .0| 0 =+ xhG  The solution 

to (10) in a zero-centered notation (i.e., 00 =x ) 
is given by 

( )
( )

( )
.

0,
2
1

0,
2
1

0|
















≤+−

≥−
=

xhx

xhx
xG             (11)                                                            

Based on the 1D version of the Green’s integral 
representation (7), the solution to (9) at the 
center of the one-dimensional problem domain 
can be written as 

,

)0(

hx

hx

dx

dU
G

dx

dG
U

dx

dU
G

dx

dG
UU

−=

=





 −−





 −=

             (12)                                          

where no specific boundary conditions have 
been imposed on the Green’s function. Using 
the Green’s function given by (11), (12) can be 
reduced to 

).(
2
1)(

2
1)0( hUhUU −+=            (13)                                             

Thus, the solution to (9) at the center of the 
problem domain hxh ≤≤−  can be expressed 
in terms of the solution at the two end-points. In 
a traditional FRW algorithm, (13) is used to 
generate the random walks. The random walker 
either hops to the left or to the right with equal 
probability (without any restriction on the hop 
size) until it is absorbed at one of the 
boundaries. An estimate of the solution at any 
given point *xx = within the problem domain 

Lx ≤≤0 is given by 

( ) ,*

βα

βα βα
NN

NN
xU

+
+

=                 (14) 

where the number of times the random walker 
hits the 0=x  and the Lx =  boundary are αN  
and βN  respectively.  Now let us consider the 
solution of (9) defined on the problem domain 

,0 Lx ≤≤  but with the boundary conditions 
α=)0(U  and{ } .β=

=Lxdx
dU  It is obvious that 

a FRW scheme based on (13) will not find a 
reward at the Lx =  boundary. The termination 
at this boundary is based on a finite-difference 
based representation of the Neumann boundary 
condition [5] and the random-walker is either 
absorbed or reflected back into the problem 
domain. If the random walker is reflected back 
in the problem domain, once again random 
walks are generated based on (13). This partial 
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reflection at the boundary increases the 
computational time and as a result, Neumann 
and mixed boundary condition problems are 
considered difficult to be handled with the FRW 
method. 

In a recent paper [6], we proposed a 
philosophically different approach for Neumann 
and mixed boundary condition problems and 
applied it to the problem given in (9). In our 
approach, the boundary conditions imposed on 
the Green’s function mimic those of the problem 
of interest and as a result, the reflecting 
boundaries are converted to absorbing 
boundaries. In this paper, we use this approach 
to develop a FRW algorithm for the one-
dimensional modified Helmholtz equation given 
by 

,02
2

2

=− Uk
dx

Ud                     (15)                                                                       

where U is the dependent variable of interest 
defined in the problem domain ,0 Lx ≤≤  and 
k  is a real number independent of .x  The 
boundary conditions imposed are χ=)0(U  and 

{ } .δ=
=Lxdx

dU   Our approach is motivated by 

the one-dimensional version of Green’s integral 
representation given by (12) and is based on a 
Green’s function )|( 0xxG  of (15) given by 

( ) ( ),| 00
2

2

2

xxxxGk
dx

Gd
−=− δ         (16)                                                          

defined in the problem domain hxh ≤≤−  with 
the boundary conditions ( ) 0| 0 =− xhG  and 

{ } .0=
=hxdx

dG  This Green’s function is 

explicitly given by 

( ) ( )[ ]
[ ]

( )[ ]

( ) ( )[ ]
[ ]

( )[ ] .,cosh
2cosh

sinh
|

,,sinh
2cosh

cosh
|

0

0
0

0

0
0

xxhxk

khk

hxk
xxG

xxhxk

khk

hxk
xxG

≥−×

+
−=

≤+×

−
−=

          (17)                                           

We use the boundary conditions that have been 
imposed on the Green’s function given by (17) 
and the one-dimensional Green’s integral 
representation given by (12) to obtain a 
representation of the solution ( )0xU  at a point 

hxh ≤≤− 0  given by 

( ) ( )

( ) .

| 00

hx

hx

dx
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=
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−=

             (18) 

We now obtain a derivative of (18) with respect 
to 0x  and obtain a representation of the 
derivative of the variable of interest U  given by 

( ) .
0
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00 hxhx
dxdx
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xU

dx
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−==









−








−=  (19) 

Equations (18) and (19) are used to generate a 
FRW scheme that is different from the scheme 
based on (13). In order to estimate the solution 
at a given point, the random walker hops to 
either the left or the right with probability 2/1  
as given by (18). If the random walker moves to 
the left, there is a multiplicative weight factor 
given by [ ] hxxLL xxGW −=−= )|(2 0  and (18) is 
again used to generate the random walks in the 
next hop. On the other hand, if the random 
walker moves to the right, there is a 
multiplicative weight factor given by 

( )[ ] hxLR xxGW =−= 0|2  and (19) is used to 
generate the random walks in the next hop. As 
(19) is used to generate the random walks, the 
random walker moves to the left or the right 
with probability .2/1  If the random walker 
moves to the left, there is a multiplicative 
weight factor given by 

( )[ ]
hxxxRL xxGW

−=
−= 0|2

0
and (18) is used to 

generate the random walks in the next hop. On 
the other hand, if the random walker moves to 
the right, there is a multiplicative weight factor 
given by [ ]

hxxRR xxGW
=

−= )|(2 00
and (19) is 

used to generate the random walks in the next 
hop. A particular random walk terminates either 
in the left boundary with a reward χ  or at the 
right boundary with a reward ,δ  and an 
estimate of the solution is obtained by averaging 
over a statistically significant number of random 
walks. Thus, through the use of the Green’s 
function in (17), the partially reflecting 
boundary at Lx =  is converted to an absorbing 
boundary and there is no reflection. The results 
for the problem given by (15) will now be 
presented. 
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III. SOFTWARE RESULTS 
A mixed boundary condition problem for the 

modified Helmholtz equation given by (15) is 
chosen with ,3=L  ,5.0=k  1=χ  and .3=δ  
Fig. 1 plots the exact analytical solution and the 
FRW results and these are seen to be in 
excellent agreement. In the FRW simulations, 

6102×  random walks have been carried out for 
each solution point and the average error 
between the analytical results and the FRW 
solution was seen to be about 0.1 percent. Fig. 2 
shows the relative speed of parallelization with 
respect to single processor computation. It is 
seen that the relative speed of parallelization 
gets closer to unity as the number of random-
walks per solution point is increased. The 
increased deviation from linearity with decrease 
in the number of random-walks can be 
interpreted as the percentage increase in inter-
processor communication time with respect to 
actual computation time that occurs with 
decrease in the number of random-walks. 

 
Fig. 1. Analytical and FRW results for the 
solution of the modified Helmholtz equation 
plotted against normalized length ( ).' kxx =  
 

IV. GPU IMPLEMENTATION 
    While multiprocessor environments provide 
exceptional throughput advantages in scientific 
computing, GPUs have recently emerged as an 
alternative highly-parallel technology for 
general purpose computing.  GPUs contain a 
significantly higher core density than any 
commercially-available CPU, with the tradeoff 

 
 
Fig. 2. Relative speed of parallelization with 
respect to single processor computation. 
 
of a restricted and relatively more specific 
instruction set and the need for complex 
memory management by the designer. With the 
recent introduction [7] of the Compute Unified 
Device Architecture (CUDA) to developers on 
commodity NVDIA graphics cards, throughput 
gains of scientific applications can be increased 
by orders of magnitude. Using NVIDIA's CUDA 
application programming interface (API), we 
have implemented the previously-developed 
algorithm to explore and evaluate the merit and 
value of the approach.  Efficient parallelization 
is a significant logical problem that may be 
solved in different ways depending on the nature 
of the architectural environment and the 
algorithm under parallelization. CUDA’s shared 
memory model and layout of threads into 
blocks, for example, must be taken into account 
to maximally utilize the GPU’s resources.  
    The Helmholtz problem under study lends 
itself well to parallelization.  As the problem 
requires executing highly-repetitive code for 
millions of iterations per point at which the 
equation is solved, it can directly be parallelized 
by assigning each point to a thread within a 
thread block. Our final program was divided 
into three sections: 
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1)    A serial (CPU) part that set up initial 
conditions. 

2)   A parallel version that ran 200,000 iterations 
of the algorithm for each point. 

3)   A serial finalization section that collected 
and displayed the results from the GPU. 

The implementation has been simplified 
through the use of global GPU memory that is 
retained for the execution lifetime of the 
application. Additional improvements of 100x 
to 150x speedup can be achieved by using the 
shared memory, visible between the threads of a 
block but not shared among other blocks.  This 
requires some overhead to load from global to 
shared memory at the beginning of the block 
and restore results to global memory at the end, 
but ‘reads’ and ‘writes’ from shared memory are 
comparable to register access time which is 
drastically faster than the 400-600 cycles 
required for global memory ‘reads/writes.’ The 
initial copy from global to shared memory is 
hidden by using thousands of threads that are 
more computationally intensive. 
    A 200,000-iteration test has been run on both 
a CPU and a GPU, with 16 points for the CPU 
and 4096 points for the GPU, the CPU 
completed its task in 2.57 seconds, while the 
GPU took 16.56 seconds.  This indicates a 
speedup of 39.7 (0.16s/point vs. 0.004s/pt) in 
favor of the GPU.  With additional 
improvements in memory handling, significant 
additional speedup may be possible.  The GPU 
implementation is based on 4096 parallel 
threads organized into 32 blocks of 128 threads 
each for purposes of coalesced memory access 
and thread scheduling.  To circumvent an 8-
second execution time limit imposed by the 
Linux drivers for the graphics card, tests 
involving more than 100,000 random walks 
were broken down into multiple sub-steps each 
running at most 100,000 walks.  Note that the 
imprecision visible in Figure 3 below is 
attributable both to the use of single-precision 
floating point calculations instead of double-
precision in our tests (the GPU in question, 
GeForce GTS 8800, does not contain double-
precision floating point units) and to the 
relatively low number of walks (i.e., 200000) for 
each point.  Although only nine representative 
points are shown on the graph, the Helmholtz 

solution was calculated for a full 4096-point 
span for ],5.1,0[' =x  where kxx ='  is the 
normalized length scale shown in Fig. 1. 
    The GPU implementation utilized the 
Mersenne Twister pseudorandom number 
generator (PRNG) written by NVIDIA [8].  It 
was used to generate a very large array of 
pseudorandom numbers before the random walk 
algorithm began; the algorithm then picked 
successive numbers out of the pre-calculated 
array.  The random number array of about 24 
million values was recalculated on the GPU in 
roughly 1 second using 4096 parallel threads; 
when the test was broken into multiple sub-
steps, a new set of PRNGs was calculated with a 
new seed for each sub-step. 
     

 
 
Fig. 3. GPU solution to the Helmholtz equation 
utilizing random walks. The solution at nine 
representative points from a total of 4096 is 
shown. 
 

V.   CONCLUSION 
Summarizing, a previously-developed FRW 

methodology [6] for Neumann and mixed 
boundary problems has been extended to the 
solution of the 1D modified Helmholtz equation. 
In this methodology, reflecting boundaries are 
converted into absorbing boundaries through the 
development of Green’s functions that mimic 
the boundary conditions of the problem of 
interest. The algorithm has been validated by an 
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analytical solution and excellent agreement has 
been obtained between analytical and numerical 
results. The algorithm has been parallelized in 
software and a near linear rate of parallelization 
has been obtained for as many as thirty-two 
processors.  On a commodity graphics card, a 
speedup of over two orders of magnitude over 
the software implementation has been obtained. 
Further work involving GPU implementation 
will therefore begin with further optimizing our 
current implementation and considering a 
method of higher parallelization by scheduling 
threads on the per-walk level rather than the per-
point level, which while introducing more 
overhead will allow for similar (and therefore 
lower) execution time between threads. Our 
future work in this area will involve the 
extension of this methodology to other 
important equations and to problems in two and 
three dimensions. The ultimate goal of this 
research is the utilization of this methodology 
for the solution of aerodynamical problems with 
Neumann and mixed boundary conditions. 
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Abstract—In this paper, we present an efficient 
parallel multilevel fast multipole algorithm 
(MLFMA) for three dimensional scattering 
problems of large-scale objects. Several parallel 
implantation tricks are discussed and analyzed. 
Firstly, we propose a method that reduces 
truncation number without loss of accuracy. 
Furthermore, a matrix-sliced technique, 
allowing data in the memory transforming into 
the hard disk, is applied here, in order to solve 
the problem of extremely large targets. Finally, a 
transition level scheme is adopted to improve 
the parallel efficiency. We demonstrate the 
capability of our code by considering a sphere 
of 220λ discretized with 48,879,411 unknowns 
and a square patch of 200λ discretized with 
10,150,143 unknowns. The bi-static RCS is 
calculated within 41.5 GB memory for the first 
object and 14.7 GB for the second one. 

 
Index terms—parallel algorithm, RCS 
calculation, multilevel fast multipole algorithm, 
electromagnetic scattering. 
 

I. INTRODUCTION 
Integral equation methods are widely used for 

solving electromagnetic scattering problems, 
and the multilevel fast multipole algorithm 
(MLFMA) has established itself as one of the 
most powerful among the different acceleration 
methods [1]. However, for many real-life 
problems, the discretization of these large-scale 
targets lead to millions of unknowns. The 
maximum size that can be solved is limited even 
with modern computers. Thus, it is necessary to 
develop an efficient parallel algorithm in order 
to solve these very large-scale problems. 

Of the various parallelization schemes for 
MLFMA, the most popular is the distributed 
memory architectures by constructing clusters of 

computers with local memories connected via 
fast networks [1]-[5]. However, the parallel 
implementation of MLFMA is not trivial, owing 
to the complicated structure of this algorithm. 
Without careful parallel schemes, the algorithm 
may fail to produce accurate results. Thus, a 
series of implementation tricks have been 
developed for the efficient parallelization of 
MLFMA in [2]-[5]. But even with these 
implementations, the algorithm has to face 
memory-hungry problem for many extremely 
large problems. 

In this paper, we present an efficient parallel 
MLFMA algorithm that integrating a series of 
implementation tricks proposed in [2]-[4]. In 
particular, a novel trick for reducing the 
truncation number is presented and the 
technique, that slices the matrix data and save it 
to the hard disk, is applied in our code, in order 
to optimize the memory usage and solve the 
memory-hungry problem. To demonstrate the 
capability of our parallel MLFMA code, the 
bi-static RCS of a sphere with a diameter of 
220λ, containing more than 50 million 
unknowns, and a patch of 200λ, containing 
about 10 million unknowns, are successfully 
solved. 

 
II. PARALLEL IMPLEMENTATION 

OF MLFMA 
 

A series of implementation tricks for parallel 
MLFMA are developed in [2]-[4], most of 
which focus on memory optimization. We can 
say that reducing the RAM requirement can 
never be over-emphasized. In this section, 
several tricks that integrating in our code will be 
introduced and analyzed.  

1054-4887 © 2010 ACES
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A. Integral Equation Formulation 
In this section, we consider the scattering of 

electromagnetic waves from perfectly 
conducting objects. 

For a perfectly conducting object, the 
well-known electric-field integral equation 
(EFIE) can be written as [2] 

   ˆ ( , ') ( ') '
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In Equation (1),   is the impedance of free 
space, S is the surface boundary of the scatterer, 
and t̂  is the unit tangent vector at any given 
point on S. Furthermore, J


 is the unknown 

surface electric current, iE


is the incident 
electric-field vector, and I is the unit dyad. 

If the surface of the object is closed, it can 
also be described using the magnetic-field 
integral equation (MFIE) 

( ) 1ˆ ˆ ( , ') ( ') '
2 4 S

J rt t n g r r J r dS


     
          

ˆ ( )it n H r   
                (2) 

where n  is the unit normal vector, and iH


is 
the incident magnetic-field vector. 

However, both EFIE and MFIE suffer from 
nonunique solutions at resonant frequencies. To 
alleviate this problem, for a surface-closed 
target, we used the combined-field integral 
equation (CFIE) which is defined by the relation 

 EFIE+ (1 )  MFIE          (3) 

where α∈  [0,1] is called the combination 
coefficient. 

In order to solve these equations numerically, 
we should model the surface with flat triangular 
patches and expand the current in term of RWG 
basis functions [7]. Applying Galerkin’s method, 
the integral equation is then reduced to a system 
of linear equations. The matrix element of EFIE 

and MFIE is given by 
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where ( )nf r  is the nth RWG basis function. 

The matrix element corresponding to CFIE 
can then be derived 
as (1 )E M

mn mn mnZ Z Z     . Then the integral 
equations reduce to the matrix equation 

   1 1[ ] [ ] [ ]N N N NZ J V             (6) 

where N is the number of unknowns. 

Equation (6) can be solved using an iterative 
method such as the Generalized Minimal 
Residual Algorithm (GMRES). The detailed 
discussions for the parallelized version of 
GMERS can be found in the literature [2]. 

 
B. A Novel Method for Reducing the 
Truncation Number 

In MLFMA, the memory requirement and the 
CPU time depend heavily on the truncation 
number, L, which is normally determined by the 
size of box, D [6]. We should determine the 
minimum value of D in order to reduce the 
truncation number, and thus save the memory 
requirement and CPU time. The relation 
between the truncation number L and D can be 
expressed as 

       lnL kD kD             (7) 

Previously, D is determined by the real size of 
box in each level. The truncation number L then 
can be calculated using equation (7). However, 
the value of D obtained in this way is not a 
minimum, for there are spaces for many boxes 
[4]. In [4], one method is proposed to determine 
the minimal D at each level by finding the 
maximum distance of the edge-distance located 
in each box.  
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In this section, we present another method, by 
finding the equivalent maximum distance in 
each box, to determine the value of D. The 
equivalent maximum distance on level L is 
defined as 

     2 2 2
max min max min max min( )d l x x y y z z     

 

where xmin, ymin, zmin and xmax, ymax, zmax are the 
minimum and maximum coordinates, 
respectively, among the triangular patch pair 
center points for each box on one level. Figure 1 
shows the relation of the equivalent maximum 
distance, d, and D concerning with the real size 
of box for a two-dimensional problem. The solid 
and dashed line represents d and D respectively, 
and the white nodes are the patch pair center 
points in the box. 

 

 

 

 

 

 

 

 
 
 
 
Fig. 1. The relation of d and D for a two- 
dimensional problem. 

We could calculate every d in every box at 
each level, find the maximal one, and designate 
it as the equivalent value of D. Thus, the 
truncation number at each level can be 
determined by  

        ( ) ln ( )L kd l kd l          (8) 

For the equivalent maximum distance d is less 
than the value of D, thus the truncation number, 
L, can be reduced without loss of the accuracy. 
For a target discretized with tens of millions 
unknowns, the time consuming on finding the 
equivalent maximum distance can be neglected. 
Also, this method can be efficiently parallelized. 
Figure 2 shows the Bi-static RCS of a sphere 
with a diameter of 4λ，the result shows our 

method agrees well with the MIE series. 

 
Fig. 2. The Bi-static RCS of our method and the 
MIE series. 

 
C. The Matrix-Sliced-to-Disk Technique 

For many extremely large targets even modern 
servers and computers will encounter 
memory-hungry problems. The memory in 
MLFMA is mainly consumed in setting up the 
matrix equation. The idea that transforms the 
matrix data into the hard disk is straight-forward. 
There are three main reasons for adopting this 
technique to our parallel MLFMA code: 

1) This approach allows us to solve extremely 
big problems without having to worry about the 
memory consumption. Memory is almost used 
for other parts of MLFMA such as the oct-tree 
rather than the matrix equation. 

2) From an economic and convenient point of 
view, this approach helps our code to be more 
scalable and meet the demand of some 
low-performance computers. With this approach, 
we can solve a problem with about one million 
unknowns on a single computer of only 2 GB 
memory. 

3) With the swift improvements in the hard 
drive storage technology, the difference of the 
I/O speed of memory and the hard disk will be 
reduced, making this approach more and more 
attractive, as shown in Fig. 3. 

Actually, this technique will cost slightly 
more time than without it, for the I/O operation 
of hard disk is relatively slower than that of 
memory. Thus it is necessary to compare the 
CPU time and the elapsed time (which express 
the total time from the start of a program to the 

O x 

y 

D d 
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end of it), in order to evaluate the efficiency of 
this technique. Sphere with different electrically 
sizes are considered here. The diameters of 
sphere range from 20 wavelengths to 220 
wavelengths. The CPU and elapsed time for 
different sizes are depicted in Figure. 3. All the 
calculations are carried out on one computer 
with 4 CPUs and a high performance SAS hard 
disk. The result shows that up to nearly 50 
million unknowns, the performance with this 
technique is only 4.5% slower than that without 
it. For the situation that the number of 
unknowns less than 10 million, the differences 
of with and without this technique can be well 
neglected. 

 

Fig. 3. The comparisons of CPU time and 
elapsed time for different electrical sizes of 
sphere. 

 
The solid-state store technique is the trend. 

With the technical improvement of high 
performance hard disk, the influence of this 
relatively slower I/O operation will be less 
significant. Thus, we can say that this technique 
will be much more practical in the future. 

 
D. The Transition Level Scheme 

An important part of parallel MLFMA is the 
parallel efficiency. Previously, the boxes were 
distributed equally among the processors. It is 
natural that this parallel approach can achieve 
good load-balancing in fine levels. However, it 
is difficult to achieve good load-balancing in the 
coarse levels with this approach, since the 
number of boxes is small in those levels. This 
usually degrades the parallel efficiency and 
performance of parallel MLFMA code. 

A transition level scheme is proposed in [3] in 
order to improve the parallel efficiency. In the 
levels that are finer than the transition level, the 
boxes are distributed equally among the 
processors; in the levels that are coarser than the 
transition level, the far-field pattern and 
translation matrix are distributed equally among 
the processors. However, this scheme causes 
additional communication between processors.      
In order to reduce this problem of 
communication and to restrict each processor to 
communicate with only two nearby processors 
at most, it is proved in [4] that the transition 
level should be the level where the truncation 
number, L, is not less than twice the number of 
processors, p. To obtain good parallel efficiency, 
we usually choose L=2p. 

 
E. The Efficiency of Parallel MLFMA 

The efficiency of parallel algorithm is defined 
as 

1 100%
p

T
pT

  
 

where p is the number of processors, pT  is the 
CPU time consumed for p processors. 

To demonstrate the efficiency of our Parallel 
MLFMA, the bi-static RCS of a sphere of 
diameter 40λ is calculated. The total parallel 
efficiency and matrix-vector multiplication 
parallel efficiency is shown in Fig. 4. We can 
see that the efficiency is above 80% even for 16 
processors. 

 

 
Fig. 4. The parallel efficiency for a sphere of 
diameter 40λ from 1 to 16 processors. 
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III. CAPABILITY OF THE PARALLEL 
MLFMA 

A parallel MLFMA code has been developed 
by implementing several tricks presented in the 
above sections. To demonstrate the capability of 
our code, we first calculate the bi-static RCS of 
a sphere of diameter 220λ discretized with 
48,879,411 unknowns. The incident angle is 
(90°, 0°), and the scanning plane is xoy plane 
with 1801 sampling points from (0°, 180°). The 
parallelized GMRES is adopted to solve the 
matrix equation, and the residual error is 0.005. 
The simulation is carried out on one single 
computer with 8 Xeon 3.0 GHz CPUs and 64 
GB memory. The detail resources used in this 
calculation is shown in Table 1.  

 
Table 1. The computational resources for a 
sphere of 220λ by the parallel MLFMA. 

General 
Information 

CPU Time (min) 

Geometry size 
(wavelength) 

220 Geometry 
information 

5.6 

Number of 
processors 

8 Set up of 
near-field 

matrix 

199.1 

Number of 
iterations 

19 Set up of 
far-field 
matrix 

67.3 

Total memory 
(GB) 

41.5 Iteration and 
solution 

1121.5 

Total time (hr) 26.9 RCS 
calculation 

0.63 

 

Fig. 5. The bi-static RCS for a sphere of 
diameter 220λ. 
 

To further demonstrate the capability of our 
parallel MLFMA code, we calculate the bi-static 
RCS of a square patch of size of 200×200 
wavelengths with 10,150,143 unknowns. Since 
this is an open structure, EFIE is used to solve 
this problem. The patch is located in the yoz 
plane with its  center at the origin. The incident 
angle is (90°,0°) and the scanning plane is xoy 
with 1801 sampling points from (0°,180°). The 
parallelized GMRES is adopted to solve the 
matrix equation, and the residual error is 0.001. 
This simulation is carried out on one computer 
with 8 Xeon 3.0 GHz CPUs and 64GB memory. 
In this problem, only 4 CPUs are used. The 
detailed resources for this calculation are shown 
in Table 2. 
 

Table 2. The computational resources for a 
square patch of 200λ by the parallel MLFMA. 

General 
Information 

CPU Time (min) 

Geometry size 
(wavelength)

200 Geometry 
information 

2.6 

Number of 
processors 

4 Set up of 
near-field 

matrix 

40.1 

Number of 
iterations 

142 Set up of 
far-field 
matrix 

13.4 

Total memory 
(GB) 

14.7 Iteration and 
solution 

624.9 

Total time (hr) 11.5 RCS 
calculation 

0.37 

 

Fig. 6. The bi-static RCS for a square patch of 
length 200λ. 
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IV. CONCLUSIONS 
In this paper, several implementation tricks of 

parallel MLFMA have been introduced and 
analyzed. Firstly, we proposed a modified 
truncation number method in order to reduce the 
memory and CPU time usage; secondly, a 
technique that sliced matrix to hard disk is 
applied to fulfill the memory demand for 
extremely large problems; finally, a transition 
level scheme is introduced in order to improve 
the parallel efficiency. With these tricks, 
memory usage can be reduced. We demonstrate 
the capability of our code by considering a 
sphere of diameter 220λ, containing nearly 50 
million unknowns and a square patch with a 
length of 200λ, involving approximately 10 
million unknowns.  
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