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An FDTD TF-SF Boundary on Face-Centered Cubic Grids 

Lijuan Shi 1, Lixia Yang 2, and Wei Feng 1 

1 Department of Physics 

Jiangsu University, Zhenjiang, 212013, China 

juan-online@163.com, wfeng@ujs.edu.cn  

2 Department of Communication Engineering 

Jiangsu University, Zhenjiang, 212013, China 

lixiayang@yeah.net 

Abstract ─ The implementation of total-field/scattered-

field (TF-SF) boundary for finite-difference time-

domain (FDTD) method was proposed based on face-

centered cubic (FCC) grids. On the basis of the 

arrangement of fields components in the FCC voxel, the 

update equations for the electric and magnetic field 

components of the TF-SF boundary are derived. The 

resonant frequency of a cavity is calculated to illustrate 

that the FCC grid scheme is more accurate as compared 

to the equivalent Yee grid method. Then, by simulating 

the amplitude distribution of the vertical and oblique 

incident plane waves in the whole calculation region, 

the effectiveness of the TF-SF boundary is verified 

numerically.  

Index Terms ─ Face-centered cubic grids, finite-

difference time-domain method, total-field/scattered-

field boundary. 

I. INTRODUCTION
The finite-difference time-domain (FDTD) method 

is widely applied in many electromagnetic problems for 

its instinctive structure and simple implementation [1-6]. 

It is well known that the algorithmic structure of the 

standard FDTD method is based on Cartesian (Yee) grid 

[7,8]. However, due to the selection of computational 

molecule and grid, this Yee-based method has one 

drawback of anisotropy as described by the numerical 

dispersive equation. Thus, the wave-front distortions 

which would not appear in the analytic domain can be 

demonstrated in numerical simulations. One effective 

way of improving the isotropy of FDTD scheme is to use 

alternatives to the standard Cartesian grid [9-11]. Potter 

proposed the face-centered cubic (FCC) lattices for 

the discretization of Maxwell’s equation [12]. The 

comparison of dispersion and stability analysis of this 

method with an equivalent Cartesian method has shown 

that the isotropy has been significantly improved, and the 

stability criterion has also been much relaxed than the 

Yee cell  1.37473FCC Yeet t   , resulting in further 

computational savings. As a result, the FCC grid can be 

considered as an attractive alternative tesselation of 3D 

space for Maxwell’s equations. 

In order to apply the FDTD method based upon FCC 

grids to electromagnetic scattering problems of complex 

mediums, efficient total-field/scattered-field (TF-SF) 

boundary need to be introduced into the computation 

region [13,14]. The TF-SF formulation divides the entire 

FDTD lattice into two distinct regions. Incident and 

scattered fields exist in the total-field region, and 

scattered fields are only limited in the scattered-field 

region [15,16]. Failure to do so can lead to high levels 

of field leakage errors across the TF-SF boundary. In 

this paper, we present a detailed explanation of the 

implementation of TF-SF boundary for FDTD method 

based upon FCC grids. 

The organization of this paper is as follows: Section 

2 simply introduces the FCC grid structure. In Section 3, 

the update equations for the electric and magnetic field 

components of the TF-SF boundary are derived. The 

effectiveness of the proposed scheme is numerically 

verified in Section 4. Section 5 are the conclusions. 

II. DESCRIPTION OF THE FCC GRID

STRUCTURE 

The face-centered cubic (FCC) grid is a spatial 

extension of hexagonal grid. The arrangement of electric 

and magnetic fields in the FCC voxel is shown in Fig. 1, 

which consists of lattice points lying at each corner and 

in the center of all six faces [5]. Two FCC grids should 

be considered for discretizing Maxwell’s equations: one 

indicates the electric field components, and the other 

hosts the magnetic components. Different from the 

conventional Cartesian (Yee) grid, both electric field 

components and magnetic field components are 

collocated (each lattice point denote all three components) 

in FCC grids, whereas magnetic and electric fields are 
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staggered. It is obviously seen that there are four unique 

electric field vectors and four unique magnetic field 

vectors in the FCC voxel: located at the closest corners, 

as well as lying in the center of the xy-face, yz-face and 

xz-face. For the purposes of indexing and analysis, the 

side lengths of the FCC voxel are assumed as ,x y    

and z , the indies with a given voxel are set as 

   , , , , , ,i j k n i x j y k z n t     , where t  is the time 

step. The magnetic field grid is displaced from the electric 

field grid along the direction of the voxel main diagonal 

by the displacement vector  / 4, / 4, / 4d x y z    . 

Fig. 1. Electric and magnetic field lattice points in the 

FCC voxel. 

According to the arrangement of fields components 

in the FCC voxel, the tetrahedral structure of electric 

fields surrounding a given magnetic field is shown in Fig. 

2 (a). The field update equations at the tetrahedron center 

are obtained using these nearest neighbors. Projecting 

this tetrahedral structure onto the rectangular coordinate 

axes, the displacement vectors that represent the location 

of these electric field components with reference to the 

magnetic field location, are 1= , ,
4 4 4

x y z   
 
 

e  , 

2 = , ,
4 4 4

x y z   
 

 
e  , 3= , ,

4 4 4

x y z   
 

 
e  and 

4 = , ,
4 4 4

x y z   
   
 

e , respectively. On the contrary, in 

Fig. 2 (b) the appropriate displacement vectors presenting 

the magnetic field locations neighboring the electric 

field, are 1 , ,
4 4 4

x y z   
  
 

h , 2 , ,
4 4 4

x y z   
   
 

h  ,

3 , ,
4 4 4

x y z   
   
 

h   and 4 , ,
4 4 4

x y z   
   
 

h  , 

respectively. 

(a) 

(b) 

Fig. 2. (a) The organization of the electric fields 

neighboring a specified magnetic field point; and (b) 

the organization of the magnetic fields neighboring a 

specified electric field point. 

III. TF-SF BOUNDARY IMPLEMENTATION

ON FCC GRIDS 
As illustrated in Fig. 3 (a), the field update points 

around the TF-SF boundary for the FDTD method on 

FCC grids are different from those on the Yee scheme. 

The field update points on the TF-SF boundary are 

assumed as electric field grids, and the grid points displace 

/ 4m  ( , ,m x y z ) away from the TF/SF boundary are 

set as magnetic field grids. Here, we take the upper 

boundary as an example. The derivations for other five 

boundary proceeds in a similar way. In Fig. 3 (b), the 

filled circle ②  at the upper boundary indicates the 

electric field grid located at the corners of FCC grids, and 

circles ① and ③ indicate electric field grid lying in the 

center of the face of an FCC grid. The hollow circles 

④-⑦ indicate the neighboring magnetic field grids on 

the exterior boundary located / 4z  distance away from 

the upper boundary.
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(a) 

1  1/ 2, 1/ 2, ai j k 

2  , , ai j k

6  +1/ 4, +1/ 4, 1/ 4ai j k 

7  +3 / 4, +3 / 4, 1/ 4ai j k 

3  +1/ 2, +1/ 2, ai j k

4  3/ 4, 3/ 4, 1/ 4ai j k  

5  1/ 4, 1/ 4, 1/ 4ai j k  

4

z

1

2

34

5

6

7

(b) 

Fig. 3. (a)TF-SF field boundary of FCC-FDTD method; 

and (b) arrangement of fields components at the upper 

boundary. 

A. Update equations of electric field components

It is obvious that the computations of the electric

field components on the TF-SF boundary are related to 

the magnetic field components on the exterior boundary 

which belong to the SF field. Therefore, when the 

incident wave is introduced into TF region by the TF-SF 

boundary, the iteration equations of electric field 

components are required to add the incident wave field 

value at the corresponding time step and the grid [1]. 

Thus, the update equations of electric field components 

at the upper boundary (
az z ) can be obtained as below:

(1) Electric field grid located at the corners of FCC

grids: 

    

 1 1

, , , ,

1/2 1/2

1 1 1 1 1 1, ,, , , ,
4 4 4 4 4 4

1/2 1/2

1 1 1 1 1 1, ,, , , ,
4 4 4 4 4 4

,

a a

a a

a a

n n

x xi j k i j k
FCC

n n

z i z ii j k i j k

n n

y i y ii j k i j k

E E

t
H H

y

t
H H

z





 

 

     

 

     



  
     

  
     

(1) 

where  1

, , a

n

x i j k
FCC

E


 is update equation for electric 

component 
xE at location  , , ai j k based upon FCC grids:

 1

, , , ,

1/2 1/2
1 1 1 1 1 1

, , , ,
4 4 4 4 4 4

1/2 1/2
1 1 1 1 1 1

, , , ,
4 4 4 4 4 4

1/2 1/2

1 1 1 1 1 1
, , , ,

4 4 4 4 4 4

1 1 1
, ,

4 4

a a

a a

a a

a a

a

n n

x xi j k i j k
FCC

n n

z zi j k i j k

n n

z zi j k i j k
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y yi j k i j k

y i j k

E E

t
H H

y

H H

t
H H

z

H


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

 

     

 

     

 

     

  



 
 

  


 



 
   


1/2 1/2

1 1 1
, ,

4 4 4 4

.
a

n n

y i j k
H

 

  


 



(2) 

Similarly, the update equations can be obtained for 
1

, , a

n

y i j k
E



and 
1

, , a

n

z i j k
E


, 

 1 1

, , , ,

1/2 1/2

1 1 1 1 1 1, ,, , , ,
4 4 4 4 4 4

1/2 1/2

1 1 1 1 1 1, ,, , , ,
4 4 4 4 4 4

+

- ,

a a

a a

a a

n n

y yi j k i j k
FCC

n n

x i x ii j k i j k

n n

z i z ii j k i j k

E E

t
H H

z

t
H H

x





 

 

     

 

     



  
     

  
     

(3) 

 1 1

, , , ,
FCC

1/2 1/2

1 1 1 1 1 1, ,, , - , - ,
4 4 4 4 4 4

1/2 1/2

1 1 1 1 1 1, ,, , - , - ,
4 4 4 4 4 4

,

a a

a a

a a

n n

z zi j k i j k

n n

y i y ii j k i j k

n n

x i x ii j k i j k

E E

t
H H

x

t
H H

y





 

 

   

 

   



  
     

  
     

(4) 

where 

 1

, , , ,

1/2 1/2
1 1 1 1 1 1

, , , ,
4 4 4 4 4 4

1/2 1/2
1 1 1 1 1 1

, , , ,
4 4 4 4 4 4

1 1 1
, ,

4 4

1/2 1/2
1 1 1 1 1 1

, , , ,
4 4 4 4 4 4

a a

a a

a a

a

a a

n n

y yi j k i j k
FCC

n n

x xi j k i j k

n n

z zi j k i j k

z i j k

n n

x xi j k i j k

E E

t
H H

z

t
H H

x

H

H H







 

     

 

     

  

 

     



 
 

  





 
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

 

1/2 1/2
1 1 1

, ,
4 4 4 4

,
a

n n

z i j k
H

 
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




(5) 

x

y

z

 0 0 0
, ,i j k

0 0 0

1 1 1

4 4 4
, ,i j k  

 
 
 

0 0

1 1 1

4 4 4
, ,

a
i j k  
 
 
 

0

1 1 1
+ +

4 4 4
, ,

a a
i j k
 
 
 

 , ,
a a a

i j k

1 1 1
+ + +

4 4 4
, ,

a a a
i j k
 
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 

TF/SF

boundary

Δz 

4 
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 1

, , , ,
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1 1 1 1 1 1
, , , ,

4 4 4 4 4 4

1/2 1/2
1 1 11 1 1 , ,, ,
4 4 44 4 4

1/2 1/2
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, , , ,
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, ,
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4 4 4 4

.
a
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x i j k
H

 
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




(6) 

In addition, for the electric field components located 

at four edges of the upper boundary, they also belong to 

the corners of FCC grids, and can be derived in the same 

way. 

(2) Electric field grid lying in the center of the face

of FCC grids: 

1 1
1 1 1 1

+ , + , + , + ,
2 2 2 2
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3 3 1 1 1 1, ,, , , ,
4 4 4 4 4 4
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1
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+ , + ,
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a

n
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E
 

 
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in equations (7-9) are the update 

equations of electric field components at node

0

1 1
+ , , +

2 2
i j k
 
 
 

, which can be easily obtained by 

replacing  , , ai j k  in equations (2), (5) and (6) with 

0

1 1
+ , , +

2 2
i j k
 
 
 

, respectively . 

B. Update equations of magnetic field components

In Fig. 3, it is also seen that the computations of

magnetic field components on the exterior boundary 

located / 4z  distance away from the upper boundary 

are related to the electric field components on the TF-SF 

boundary, and therefore the iteration equations of 

magnetic field components are required to subtract the 

incident wave field value at the corresponding the grid 

on the TF-SF boundary. Then, the update equations of 

magnetic field components can be represented as below: 

(1) Magnetic field grid located at the corners of FCC

grids: 
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(2) Magnetic field grid lying in the center of the face 

of FCC grids: 
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 are the update equations of magnetic 

field components at location 
3 3 1
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 
 based 

upon FCC grids, respectively. 
 

IV. NUMERICAL RESULTS 
In this section, we will first validate update 

equations for the electric and magnetic field component 

reformulated on FCC grids, as the implementation  

of the proposed TF-SF boundary for the FDTD method 

are based on these update equations. Here, let us  

consider an empty rectangular metal cavity. The  

cavity size is 10 15 16mm mm mm  . The FCC cell  

sizes are 0.5x y z mm        . The time step is

0/ 2.5 =0.667t c ps  , where 0c  is the speed of light  

in vacuum. A modulated Gaussian pulse is used as the 

source function, which is described by: 

  2 2

0( ) exp[ 4 ( ) / ] cos( )P t t t t      ,           (19) 

with the angular frequency parameter 
10=4 10   , delay 

parameter =30 t   and 
0 0.8t  . The excitation source 

is placed at (0,0,0). Figure 4 plots the waveform of 
zE  

component of TM111 mode at observation point (0,0,10). 

The simulated results demonstrate the convergence of 

the proposed FCC grid method. In Fig. 5, the resonant 

frequency of TM111 mode of the cavity using the FCC 

method is 20.086GHz, and the theoretical resonant 

frequency of the cavity is 20.319GHz. The structure  

is also simulated in the standard Cartesian grids using  

the same cell sizes, and the resulting resonant frequency 

is 19.932GHz. The relative error is defined as

 0 0 100%E rf f f    , where 
0f  is analytical 

frequency of the cavity, 
rf  is the simulation frequency 

of the cavity. The relative error obtained by FCC  

method and Cartesian method are 1.147% and 1.904%, 

respectively. It is shown that the FCC grid code is more 

accurate as compared to the traditional Yee grid method.   
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Fig. 4. 
zE  component of TM111 mode at observation 

point (0,0,10). 
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Fig. 5. The resonant frequency of TM111 mode of the 

cavity based upon the FCC grids.  
 

Next, numerical examples are presented to validate 

the proposed TF-SF boundary for a plane wave 

excitation in the FDTD scheme based upon FCC grids. 

Here, a sinusoidal wave as an incident source is 

expressed by: 

       
0sin(2 / )f c t  ,                        (20)  

where c0 is the speed of light in vacuum, and the 

wavelength of plane wave is =0.1m . The total 

computational region contains 280 280 280   FCC cells 

with 280 cells along x, y and z directions, respectively. 

The TF region has 60 FCC cells along x, y and  

z directions, respectively. The spatial step is set as
35 10x y z m         , and the time step size is 

0/ 4 =4.17t c ps  . The calculation program was set 

to run 1000 time steps. Numerical results in Fig. 6 are for 

the case of vertical incidence. Figures 6 (a) and 6 (b) 

show the plane wave amplitude distribution in the yz-

plane section of the TF area at time step 220 t  and 

380 t , respectively. The value of the right color bar 

indicates the relative amplitude value of 
xE . The 

xE  

field value against time at the observation point (0,0,0) 

is shown in Fig. 6 (c). It is clearly seen that there are no 

field leakage errors across the TF-SF boundary. The 

incident wave is successfully introduced into the TF area 

with the proposed TF-SF boundary.  

Finally, the effectiveness of this TF-SF boundary for 

introducing plane wave at oblique incidence will be 

verified. The plane wave amplitude distribution in the 

yz-plane section of the TF area at time step 220t t    

and 440t t   are shown in Fig. 7 (a) and Fig. 7 (b), 

respectively. Figure 7 (c) plots the 
xE  field value against 

time at the observation point (0,0,0). It is further shown 

that the incident wave is successfully introduced into the 

TF area efficiently with the proposed TF-SF boundary. 

It therefore appears that this study lays a solid foundation 

for using FDTD method based on FCC grids to deal with 

scattering problems. In Figs. 6 (c) and 7 (c), we found 

that the value of electric field varies slightly with the 

increase of time. This is due to the fact that the 

computational domain wasn’t truncated by the absorption 

boundary. There are certain reflections from the 

computational boundary. The related absorbing boundary 

conditions for FDTD method based upon FCC grid will 

be studied in future work. 
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Fig. 6. Plane wave introduced into the TF area at  

vertical incidence: (a) amplitude distribution of electric 

component Ex at time step 220t t  ; (b) amplitude 

distribution of electric component Ex at the time 

380t t  ; (c) field value of Ex against time at the 

observation point (0,0,0). 
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Fig. 7. Plane wave introduced into the TF area at vertical 

incidence: (a) amplitude distribution of electric 

component Ex at time step 220t t  ; (b) amplitude 

distribution of electric component Ex at the time 

380t t  ; (c) field value of Ex against time at the 

observation point (0,0,0). 

VI. CONCLUSION
In this paper, we formulate an effective TF-SF 

technique for the FDTD method based upon FCC 

grids is presented. According to the location of electric 

and magnetic field components in the FCC voxel, the 

difference iteration formulas for the electric and 

magnetic field components of the upper boundary are 

derived. Numerical results demonstrate that the incident 

plane wave can be successfully introduced into the TF 

area with the proposed TF-SF boundary. Future work 

will establish the complete FCC-FDTD algorithm for the 

EM scattering of targets by researching on the related 

absorbing boundary conditions and the near-to-far field 

transformation boundary. 
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Abstract ─ The benchmark electromagnetic inverse 

scattering problem is re-visited in this paper from a big 

data perspective. It serves as the benchmark application 

problem in systematic parametric study of differential 

evolution (DE). Representative strategies with a full 

sweeping of intrinsic control parameters are applied to 

draw a systematic picture of DE. Insights extracted from 

preliminary numerical results are presented to rebut the 

questionable statements and advise DE applicants. 

Index Terms ─ Benchmark electromagnetic inverse 

scattering, differential evolution, parametric crime, 

parametric study, stochastic crime. 

I. INTRODUCTION

A. Questionable statements in DE

Among the rapid expanding family of natural

optimization algorithms, DE [1],[2] proposed by Price 

and Storn in 1995 is a very simple but very powerful 

evolutionary algorithm. It quickly earned its reputation 

as a prominent function optimizer through self-assessment 

and international showdowns. It has been applied to 

electromagnetic inverse scattering [3],[4], antennas 

[5], electromagnetic composite materials [6], frequency 

selective surfaces [12], microwave absorbers [8], and a 

lot of other mathematical and engineering optimization 

problems [9],[10],[11],[12],[13]. 

The standard notation DE/x/y/z of DE strategies 

[14] implies vast variants. As a matter of fact, only

two operators, differential mutation and crossover, are

involved in the standard notation that it is unable to cover

all variants of DE strategies. Evolution mechanism,

parental selection, and survival selection are missing.

There are two mechanisms to evolve the population 

in DE. The classic DE (CDE), also known as two-array 

method, applies static one while the dynamic DE (DDE) 

[15], or one-array method [16], evolves the population 

dynamically. A close analogy between the relationship 

between CDE and DDE and that between Jacobi and 

Gauss-Seidel method in linear algebra [17] can be made. 

Although it is well known that Gauss-Seidel method 

might converge faster more reliably than Jacobi method, 

it is claimed that there is “no dramatic difference in 

performance between the one- and two-array methods”. 

Differential mutation has been established as the 

crucial evolutionary operator leading to the success of 

DE. Its generic formulation to generate a mutant vn+1,i for 

mother pn,i reads: 

 1, , , , ,1 , , ,2

1

n i n i n i y n i y

y

y

F



  v b d d , 

where pn,i  Pn, the population of the nth generation, bn,i 

is the differential mutation base, dn,i,y,1 and dn,i,y,2 form the 

yth pair of donors, and Fy is the mutation intensity, also 

known as scale factor, for the yth vector difference. 

Please note that the notations of population individuals 

in this paper interchangeably represent the individuals 

as well as their N-dimensional vector of optimization 

parameters x whenever possible. 

It has been a consensus in DE that different 

differential mutation bases balance the exploration and 

exploitation processes in DE differently. Accordingly, 

strategies with different differential mutation bases may 

have different performance. An anonymous reviewer 

comments that “in practice, DE/rand/1 is the most widely 

used strategy. Moreover, DE/best/1 is more prone to 

being trapped in a local optimum”. 

The successful innovation of differential mutation 

unfortunately shades other important ideas in DE as 

crossover does in genetic algorithms (GA). One of the 

victim operators in DE is crossover. It has been claimed 

that “The crossover method is not so important although 

Ken Price claims that binomial is never worse than 

exponential” [18]. 

The above highlighted statements have been well 

circulated in DE community. However, accumulating 

evidences pose stronger and stronger challenge against 

them. Serious measures have to be taken to examine 

these dubious statements to avoid potential damages to 

applicants’ confidence in DE. 

B. A big data practice

In 2004, after applying DE in electromagnetics for

four years, this author started to get annoyed by the 

unsatisfactory performance of DE and inconsistent 

claims about DE strategies and intrinsic control 

parameters. An ambitious effort to reveal the relationship 
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between DE strategies, their intrinsic control parameters 

and mathematical features of optimization problems was 

triggered. 

One of the fundamental activities in this effort is 

a literature survey on DE [9],[10],[13]. Mining and 

reviewing ever-growing literatures on DE is undoubtedly 

a big data process. It has been going on until today 

although there is a short break in 2012 due to this 

author’s transfer from National University of Singapore 

to University of Electronic Science and Technology of 

China and a burglary into this author’s office. Full details 

of the literature survey will be given in this author’s 

coming monography. 

Another essential activity in the effort is a systematic 

parametric study on DE [9],[10],[19],[20]. DE strategies, 

their corresponding intrinsic control parameters, 

termination conditions, toy functions and benchmark 

application problems, their corresponding non-intrinsic 

control parameters, form a testing system. Three 

performance indicators, reliability, efficiency, and 

robustness are defined to quantify performance of tested 

DE strategies. 

This effort fits perfectly into the framework of big 

data. During this process, existing data is collected and 

huge amount of new data is generated. Most importantly, 

all available data is mined for insights to have more 

pleasant experience in future applying DE and develop 

better DE strategies.  

C. Benchmark electromagnetic inverse scattering

problem

Electromagnetic inverse scattering [21] are of great 

interest to both scientific researchers and engineers. 

Locating multiple two-dimensional perfectly conducting 

objects illuminated by TM-z plane waves and 

reconstructing their shape is a benchmark electromagnetic 

inverse scattering problem [4]. Scattered electric fields 

of some representative objects measured in controlled 

laboratory environment are also available [22],[23]. 

The benchmark electromagnetic inverse scattering 

problem has been solved by using a variety of inversion 

algorithms such as Newton-Kontorovitch algorithm 

[24], binary genetic algorithm [25], real-coded genetic 

algorithm [21], DE [4], and differential evolution with 

individuals in groups (GDE) [26]. Under the persistent 

promotion of this author, it has been accepted by both 

electromagnetic and optimization communities as one of 

the benchmark electromagnetic optimization problems 

due to its practical value and affordable computational 

cost. 

D. Contributions of this paper

In this paper, the benchmark electromagnetic

inverse scattering problem is re-visited. It serves as the 

benchmark application problem in systematic parametric 

study of DE. Representative strategies related with the 

aforementioned questionable statements are applied to 

solve the benchmark electromagnetic inverse scattering 

problem. Full sweeping of representative intrinsic control 

parameters has been conducted to draw a systematic 

picture of DE. Insights extracted from preliminary 

numerical results are presented to rebut the questionable 

statements and advise DE applicants. Moreover, 

parametric and stochastic crimes are defined to promote 

appropriate practice of applying and comparing 

stochastic and/or intrinsic control parameters-dependent 

optimization algorithms. 

II. BENCHMARK ELECTROMAGNETIC

INVERSE SCATTERING PROBLEM

A. Configuration

For better readability and completeness of this paper,

the problem geometry is re-depicted in Fig. 1, where O 

is the origin of the global coordinate system, , a circle 

of radius Rmeas, is the measuring (data) domain in which 

the scattered electric fields are measured, the black dots 

on  are receivers, D is the imaging (object) domain 

which is usually chosen to be circular or rectangular. 

 

d2

dK 

 

O 

1 



K
Rmeas

 

2 

d1

 



O

K

O2 

O1

D


incE

Fig. 1. Geometry of the electromagnetic inverse scattering 

problem. 

The objects of interest are the K perfectly conducting 

cylinders in D, Oi(di, i) is the local origin of the ith 

cylinder which can be any point within the cylinder 

contour Ci, di is the distance between O and Oi, i is the 

angle from horizontal or +x direction to vector 𝑂𝑂𝑖
⃑⃑ ⃑⃑ ⃑⃑  ⃑. Ci

is represented by a local shape function 𝜌𝑖 = 𝐹𝑖(𝜃𝑖) in

the local polar coordinate system. Physically, 𝐹𝑖(𝜃𝑖) ≥
0 ∀𝜃𝑖 ∈ [0,2𝜋] . Apparently, the same contour can be

represented by infinite sets (Oi, Fi). 

The local shape function 𝐹𝑖(𝜃𝑖)  used to be

approximated by a trigonometric series 𝐹𝑖
𝑇(𝜃𝑖) of order

N/2 [24],[25]: 
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𝐹𝑖
𝑇(𝜃𝑖) = ∑𝐴𝑖𝑗𝑐𝑜𝑠(𝑗𝜃𝑖)

𝑁 2⁄

𝑗=0

+ ∑𝐴𝑖(𝑗+𝑁 2⁄ )𝑠𝑖𝑛(𝑗𝜃𝑖)

𝑁 2⁄

𝑗=1

, 

where Aij are coefficients.  

Five contours are generated as shown in Fig. 2 by 

setting the coefficients as a random number uniform in 

the suggested ranges [25]. The local shape functions are 

shown in the left figure while the contours are shown in 

the right one. Only the local shape function in red dash 

line is non-negative. The corresponding contour in red 

color is regular. Apparently, it is very hard for 𝐹𝑖
𝑇(𝜃𝑖) to 

meet the physical requirement on local shape functions. 

 

 
 

Fig. 2. Trigonometric local shape functions. 

 

In 2000, Qing [27],[28] proposed the closed cubic 

B-splines local shape functions 𝐹𝑖
𝐵(𝜃𝑖) with N control 

points Cij to approximate 𝐹𝑖(𝜃𝑖): 

     
3

mod(m 1 j,N)

0

,B

i i i i i i

j

F F C Q t   



   

where  

𝑄0(𝑡) =
1

6
(1 − 𝑡)3, 

𝑄1(𝑡) =
1

2
𝑡3 − 𝑡2 +

2

3
, 

𝑄2(𝑡) = −
1

2
𝑡3 +

1

2
𝑡2 +

1

2
𝑡 +

1

6
, 

𝑄3(𝑡) =
1

6
𝑡3, 

𝑡 =
𝑁

2𝜋
𝜃𝑖 − 𝑚, 

𝑚 = ⌊
𝑁

2𝜋
𝜃𝑖⌋. 

It has been proven that: 

min
0≤𝑗≤𝑁−1

𝐶𝑖𝑗 ≤ 𝐹𝑖
𝐵(𝜃𝑖) ≤ max

0≤𝑗≤𝑁−1
𝐶𝑖𝑗 . 

Therefore, by setting min
0≤𝑗≤𝑁−1

𝐶𝑖𝑗 ≥ 0 , non-negative 

definiteness of 𝐹𝑖
𝐵(𝜃𝑖) can be guaranteed. 

Similarly, five contours are generated as shown in 

Fig. 3 by setting the control points as a random number 

uniform in the specified ranges. The local shape 

functions are shown in the left figure. All of them are 

non-negative. In addition, the contours are shown in the 

right one. All contours are regular. 

 

 
 

Fig. 3. Closed cubic B-spline local shape functions. 

 

The objects of interest are illuminated by TM plane 

waves (time factor 𝑒𝑗𝜔𝑡assumed and suppressed where 

𝜔 = 2𝜋𝑓 is the angular frequency) of unit amplitude: 

𝐄𝑖(𝐫) = 𝑧̂𝑒𝑥𝑝(−𝑗𝑘0𝑘̂ ∙ 𝐫), 

where 𝐫 = 𝑥𝑥̂ + 𝑦𝑦̂, 𝑘0 = 𝜔 𝑐⁄  is the wave number in 

free space, c is the light speed, 𝑘̂ = cosφ𝑥̂ + 𝑠𝑖𝑛𝜑𝑦̂ is 

the incident wave unit vector and  is the incident angle. 

𝑥̂, 𝑦̂ and 𝑧̂ are the unit vectors in the x, y and z directions 

respectively. 
 

B. Direct problem 

The electric field integral equations governing the 

scattering problem are: 

       2' ' '0
0 0

11

,
4 j

K K
i

j i
C ij

E r J r H k r r dr r C




    , 

       2' ' '0
0 0

1

,
4 j

K
s

j
C

j

E r J r H k r r dr r




     , 

where µ0 is the permeability of free space, 𝐽𝑗(𝐫
′) is the 

induced surface current intensity on the surface of the jth 

cylinder, 𝐻0
(2)(∙) is the second kind Hankel’s function of 

zeroth order.  
 

C. Inverse problem 

The inverse problem is to locate the objects of 

interest and reconstruct their shape, given the measured 

scattered electric fields 𝐄𝑠𝑚 which is an 𝑁𝑓 × 𝑁𝑎 × 𝑁𝑟-

dimensional vector [𝐸1
𝑠𝑚, ⋯ , 𝐸𝑗

𝑠𝑚 , ⋯ , 𝐸𝑁𝑓×𝑁𝑎×𝑁𝑟
𝑠𝑚 ] , Nf, 

Na, and Nr  are the total number of frequencies, incident 

angles and receivers respectively. It is cast into an 

unconstrained functional minimization problem whose 

optimization parameters are: 

   1
1

, , , ,
K

i i i i K
i

d F 


   x x x , 

and objective function is: 

 
 sm s

sm
f




E E x
x

E

, 

where 𝐱𝑖 = [𝑑𝑖 , 𝜓𝑖 , 𝐹𝑖(𝜃𝑖)] , 𝐄𝑠(𝐱)  is an 𝑁𝑓 × 𝑁𝑎 × 𝑁𝑟 -

dimensional vector of scattered fields corresponding to 

the profile ⋃ [𝑑𝑖 , 𝜓𝑖 , 𝐹𝑖(𝜃𝑖)]
𝐾
𝑖=1 , 
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2

1

f a rN N N

sm sm

j

j

E

 



 E , 

2

1

f a rN N N

sm s sm s

j j

j

E E

 



  E E . 

One of the distinctive mathematical features of 

functional f(x) lies with its non-uniqueness, i.e., there  

are infinite minima corresponding to the infinite sets  

of (Oi, Fi) representing the same contours Ci. The 

electromagnetic equivalence principle makes the non-

uniqueness issue more complicated. 

Approximating 𝐹𝑖(𝜃𝑖)  by 𝐹𝑖
𝐵(𝜃𝑖)  simplifies the 

unconstrained functional minimization problem into an 

unconstrained parameter minimization problem whose 

objective function is intact but the optimization parameters 

are: 

 1, , Kx x x , 

where 𝐱𝑖 = [𝑑𝑖 , 𝜓𝑖 , 𝐶𝑖0, ⋯ , 𝐶𝑖(𝑁−1)]. 
 

III. DIFFERENTIAL EVOLUTION 

A. General framework 

As seen from Fig. 4, CDE and DDE share 

initialization, differential mutation with parental 

selection embedded, crossover, evaluation, and survival 

selection, but differ in evolution. Initial population P0 is 

generated through initialization. In CDE, population 

evolves generation by generation until at least one of the 

termination conditions is met, hopefully the objective is 

met. On the other hand, although index n is still in use in 

DDE for better clarity, it does not bear the same meaning 

as generation index in CDE. More importantly, the 

population continuously updates itself. 

 

initialization n = 0 

do i = 1, Np 

do j = 1, N 

𝑥𝑗
0,𝑖 = 𝑎𝑗 + 𝑟𝑗

0,𝑖(𝑏𝑗 − 𝑎𝑗) 

end do 

end do 

evolution CDE DDE 

do while (termination conditions not satisfied) 

n = n + 1 

do i = 1, Np 

differential evolution to get vn+1, i 

crossover to get cn+1, i 

evaluation of cn+1, i 

survival selection to get pn+1 i 

end do 

end do 

do while (termination conditions not 

satisfied) 

i = 1 

differential evolution to get vn+1, i 

crossover to get cn+1, i 

evaluation of cn+1, i 

survival selection to get pn+1 i 

if (i .eq. Np) then 

n = n + 1 

i = 1 

else 

i = i + 1 

end if 

end do 

 

Fig. 4. Pseudocode of differential evolution. 

 

B. System of parametric study 

1) Differential evolution strategies 

Strategies in the system are classified into four 

categories according to their evolution and learning 

mechanism: CDE, DDE, CDE with opposition-based 

learning (OCDE) and DDE with opposition-based 

learning (ODDE) [29],[30]. An expanded notation system, 

i/x/(y,d)/z/s, is implemented to represent the specific 

operations in each strategy where x, y, and z bear the 

same meaning as in standard DE notation, i stands for 

initialization, d stands for donor selection, and s stands 

for survival selection. Therefore, the concerned DE 

strategies are: 

(a) CDE/i/x/(y,d)/z/s, 

(b) DDE/i/x/(y,d)/z/s, 

(c) OCDE/i/x/(y,d)/z/s, 

(d) ODDE/i/x/(y,d)/z/s. 

It has to be pointed out that even the above expanded 

notation system cannot cover all DE strategies reported 

in literatures. 

 

2) Intrinsic control parameters 

DE is population-based. Therefore, all DE strategies 

share the same intrinsic control parameter, population 

size Np. Two sets of population sizes, {8, 16, 24, 32, 40, 

48, 56, 64, 72, 80, 120, 160, 200, 400, 800, 1600} and 
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{10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 150, 200, 250, 

500, 1000, 2000} are implemented in the parametric 

study according to the dimension of the test problem. The 

first set is applied for the benchmark electromagnetic 

inverse scattering problem re-visited in this paper. 

It is well accepted that differential mutation is one 

of the key innovations leading to the success of DE. From 

this point of view, differential mutation has to be present 

in all DE strategies. In accordance, all DE strategies 

share at least one more intrinsic control parameter, 

mutation intensity F, or mutation intensities Fy if there 

are more than one pair of donors. The tested cases of 

mutation intensity form a set as {𝐹|𝐹 = 𝑗∆𝑚, 1 ≤ 𝑗 ≤
(𝐹𝑈 − 𝐹𝐿) ∆𝑚⁄ }  where FL and FU are the lower and

upper bounds. The step size m is usually adjusted 

according to the computational cost of the test problem. 

FL = 0, FU = 1 and m = 0.1 are applied for the benchmark 

electromagnetic inverse scattering problem re-visited in 

this paper. 

Traditionally, crossover is present in almost all 

applications of DE. In this regard, crossover probability 

pc, the companion intrinsic control parameter to crossover, 

is also essential and shared. Similarly, the tested cases 

of crossover probability form a set as {𝑝𝑐|𝑝𝑐 = 𝑗∆𝑐 , 1 ≤
𝑗 ≤ (𝑝𝑐

𝑈 − 𝑝𝑐
𝐿) ∆𝑐⁄ }  where 0 ≤ 𝑝𝑐

𝐿 < 𝑝𝑐
𝑈 ≤ 1 . The step

size c is also adjusted according to the computational 

cost of the test problem, usually in synchrony with m. 

𝑝𝑐
𝐿 = 0 , 𝑝𝑐

𝑈 = 1  and c = 0.1 are applied for the

benchmark electromagnetic inverse scattering problem 

re-visited in this paper. 

Obviously, a specific DE strategy may have more 

companion intrinsic control parameters. 

3) Test problems

Test problems in the system include toy functions

and benchmark application problems. A literature survey 

on test problems was started at almost the same time as 

the literature survey on DE. As of Dec. 22, 2016, more 

than 500 toy functions and 100 application problems 

from different disciplines, including the benchmark 

electromagnetic inverse scattering problem re-visited in 

this paper, have been collected. 

From the point of view of parametric study, 

landscape and mathematical features of test problems 

and their relationship with other components in the 

system for parametric study are more fundamental. 

Features such as decomposability, modality, continuity, 

differentiability, dimensionality, uniqueness, and many 

more are under careful scrutiny.  

One of the control parameters companion to test 

problems is the search space of their optimization 

parameters. Whenever possible, a wider search space is 

more welcome because it imposes less requirement on a 

priori knowledge, especially for practical engineering 

optimization problems. The standard setting of 0 < 𝑑𝑖 ≤

1𝜆, 0 ≤ 𝜓𝑖 ≤ 2𝜋, and 0 ≤ 𝐶𝑖𝑗 ≤ 1𝜆, for the benchmark

electromagnetic inverse scattering problem, is 

implemented in this paper. 

4) Termination conditions

When optimum (minimum by default) of the

optimization problem under test is known, it is very 

natural to terminate the search when the objective is met. 

It is mathematically formulated as: 

𝑓(𝐱) − 𝑓(𝐱∗) ≤ 𝜀,
where f(x*) is the known minimum, and  is the threshold 

value to reach. For most engineering optimization 

problem,  = 0.01. 

The optimum of some toy functions and most 

benchmark application problems is yet to determine. In 

this case, the second termination condition, time limit, 

is introduced straightforwardly. Due to its difficulty to 

implement across platforms, limit of number of objective 

function evaluations has been proposed as an equivalent 

alternate. In this paper, it is set as 2000 times the problem 

dimension.  

5) Performance indicators

Three performance indicators, reliability, efficiency,

and robustness are defined in descending order of 

priority to quantify performance of tested DE strategies. 

Reliability refers the capability to find the optimum of 

the concerned optimization problem, efficiency refers to 

the number of objective function evaluations before the 

optimum is successfully located, while robustness refers 

to the sensitivity of reliability and efficiency with respect 

to intrinsic control parameters of concerned optimization 

algorithms and/or other control parameters in the 

parametric study system. Due to page limitation, explicit 

and physically meaningful quantitative definition of the 

three performance indicators will be presented in a new 

book by this author, hopefully published by John Wiley 

& Sons and/or IEEE Press. 

IV. NUMERICAL RESULTS AND INSIGHTS

A. Profile reconstruction

All profiles considered in [4] were re-simulated here.

Due to non-uniqueness of the problem and stochastic 

nature of DE, special attention is given to consistency of 

successfully reconstructed profiles to address the effect 

of non-uniqueness and randomness. 

Although the final optimization parameters x and the 

corresponding objective function value f(x) obtained by 

successful searches are diverse, in terms of the final 

reconstructed profiles, all participating DE strategies 

perform perfectly. In all noiseless synthetic reconstruction, 

true profiles are successfully reconstructed to the 

acceptable engineering accuracy  if DE converges. In 

real reconstruction, the objective function value cannot 

go below  because of noise in the measured scattered 
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electric fields. As a matter of fact, f(x*) = h >  where x* is 

the true profile. Fortunately, the reconstructed profiles x 

agree quite well with those given in [4] when f(x) ≤ h + . 
 

B. Parametric study 

Our attention in this paper is focused on evaluating 

DE instead of solving the benchmark electromagnetic 

inverse scattering problem. Therefore, besides the 

reconstructed profiles, we are more interested in the 

statistical characteristics of the reconstruction process. 

The representative reliability and efficiency of DE is 

shown in Fig. 5. For consistency with [9], reliability here 

is represented by the percentage of total number of 

successful searches (TNSS) among all searches and the 

percentage of number of successful trials (NST) among 

all trials. Similarly, efficiency in Fig. 5 is defined as the 

minimal average number of objective function evaluations 

(MANOFE) of all successful trials. The presented results 

show DDE significantly outperforms CDE in terms of 

both reliability and efficiency. 
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Fig. 5. Reliability and efficiency of differential evolution 

solving benchmark electromagnetic inverse scattering of 

a perfectly conducting circular cylinder. 

 

It is also observed from obtained numerical results 

that: 

(a) DE strategies with best differential mutation base 

show better performance than those with random 

differential mutation base; 

(b) DE strategies with exponential crossover perform 

better than those with binomial crossover. The 

aforementioned statements about crossover are 

inconsistent with numerical results. 

Due to page limitation, full set of performance has 

been scheduled to be published in this author’s next 

monograph. 

 

1) Optimal intrinsic control parameters 

It is observed from Fig. 5 that the reliability of DE 

presents a shape of bell with respect to population size. 

Thus, although a larger population may be more diverse, 

extra-large population does not necessarily mean better  

performance. 20-80 seems acceptable for DDE while the 

optimal population size of CDE belongs to a much 

narrower range due to its much stronger sensitivity of 

efficiency with respect to population size. In another 

word, DDE is more robust. 

The optimal mutation intensity and crossover 

probability corresponding to the most efficient successful 

trial is shown in Fig. 6. DDE prefers remarkably weaker 

mutation which is reasonable because dynamic evolution 

introduces more diversity into the population. In addition, 

both CDE and DDE prefer full or nearly full crossover 

which implies an important role of crossover in DE.  

The stronger and more inconsistent change of optimal 

mutation intensity and crossover probability of CDE  

in the vicinity of its optimal population size further 

demonstrates DDE’s robustness. 
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Fig. 6. Optimal mutation intensity and crossover 

probability. 

 

2) Parametric crime 

Robustness, or sensitivity of performance of DE 

with respect to its intrinsic control parameters at the 

vicinity of its optimal values has long been known an 

important issue. Intuitively, DDE can be observed from 

Fig. 5 more robust than CDE.  

Essentially, the parametric study here involves two 

important aspects: identifying optimal values of intrinsic 

control parameter and quantifying robustness of DE  

at its vicinity. By now, this author is still working on  

a quantitative performance indicator to represent 

robustness. A promising candidate might be the safe 

zone borrowed from the idea of beam width or bandwidth 

in electromagnetics. 

Although experiences show that DE is more robust, 

or less sensitive with intrinsic control parameters, 

underestimating or even ignoring it is by no means wise 

and might result in false and misleading conclusions.  

It implies flat performance throughout viable range of 

intrinsic control parameters which is absolutely not true. 

Such a misconduct is termed as parametric crime as 

sketched in Fig. 7 in analogy to inverse crimes in inverse 

problems. 
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Fig. 7. Parametric crime. 

Assume that algorithms A and B are compared with 

each other. Both of them involve an intrinsic control 

parameter. Obviously, algorithm A is better than B. 

However, if algorithm B at B1 is compared with 

algorithm A at A2, a false conclusion that algorithm B 

outperforms algorithm A will be drawn. 

In Fig. 5, the efficiency of CDE for Np < 100 is 

observed better than that of DDE for Np = 400. Obviously, 

it is not true that CDE is better than DDE. 

3) Stochastic crime

As a member of stochastic optimization algorithms,

the process of a single run of DE is hardly reproducible. 

One might converge while the other fails although all 

settings are exactly the same. Likewise, two successful 

runs are very likely to have completely different 

converging process. In this regard, it would be a serious 

misleading conduct to define the performance of any 

stochastic optimization algorithm as the one of a single 

run. Similarly, such a misconduct is termed as stochastic 

crime. 

Stochastic crime might also lead to reversed false 

conclusion about competing optimization algorithms. 

For example, in our practice, CDE only takes 720 

objective function evaluations to solve the benchmark 

electromagnetic inverse scattering problem of a single 

perfectly conducting circular cylinder in the most 

efficient run, while one of the successful DDE runs takes 

1280 objective function evaluations to solve the same 

problem. One might accordingly claim false advantage 

of CDE against DDE. In fact, the average number of 

objective function evaluations of CDE and DDE is 

1248.8 and 625.07 respectively. The claim of advantage 

of CDE against DDE is apparently false. 

V. CONCLUSIONS
In this paper, the benchmark electromagnetic 

inverse scattering problem is re-visited from a big data 

perspective. It serves as the benchmark application 

problem in systematic parametric study of DE. 

Preliminary numerical results re-confirm the advantage 

of dynamic evolution. Best differential mutation base 

and exponential crossover are also observed more 

competitive. 
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Abstract ─ In this paper, a novel periodic spectral 

alternating direction implicit multi-resolution time 

domain (PS-ADI-MRTD) method is proposed for 

solving periodic structures. The algorithm for inversion 

of the block periodic tri-diagonal matrices is presented. 

A typical example is given to validate the effectiveness 

of the proposed algorithm, and the numerical results also 

show that the proposed algorithm can save more 

computation time than the traditional MRTD method. 

Furthermore, the PS-ADI-MRTD method is applied to 

analyze the electromagnetic scattering characteristics of 

two types frequency selective surface (FSS) structures. 

Index Terms ─ Alternating Direction Implicit (ADI), 

Frequency Selective Surface (FSS), Multi-Resolution 

Time Domain (MRTD), spectral technique. 

I. INTRODUCTION
The Multi-Resolution Time-Domain (MRTD) 

technique was first proposed by Krumpholz and 

Katehi [1-2]. Although with a high linear dispersion 

performance [3-5], the MRTD method has a major 

disadvantage that the time stability condition is stricter 

than FDTD [2], which limits the computational 

efficiency of the MRTD method. In 2001, Chen [6] 

proposed the ADI-MRTD method, which is 

unconditionally stable, that is, the choice of time step is 

not limited to the size of space interval. 

In computational electromagnetics, there are various 

periodic structures, such as gratings, photonic bandgaps 

(PBG), frequency selective surfaces (FSS) and phased 

antenna arrays. And notable progress on the engineering 

applications of periodic structures has been achieved at 

the same time [7-13]. In this paper, the spectral technique 

[11-13] is applied to ADI-MRTD method, resulting in 

the periodic spectrum ADI-MRTD (PS-ADI-MRTD) 

algorithm. With the advantages of highly-linear dispersion 

performance and the CTW wave, it is suitable for 

calculating the periodic structures with high efficiency 

and oblique incidence. Moreover, a block periodic 

tridiagonal matrix inversion algorithm is presented. The 

scattering analysis of square thin plate arrays verifies the 

effectiveness and effectiveness of this method, and the 

numerical simulation shows that PS-ADI-MRTD has a 

good performance in saving computing time. 

At the end, the PS-ADI-MRTD method is used to 

analyze the frequency scattering characteristics of a 

patch-type frequency selective surface and an aperture-

type frequency selective surface, and the influence of 

incident angle and array arrangement on their dispersion 

characteristics is also discussed. 

II. THE PROPOSED PS-ADI-MRTD

ALGORITHM 

The basic equations form of the PS-ADI-MRTD is 

similar to that of the ADI-MRTD [6]. In the PS-ADI-

MRTD method, the Maxwell’s equations are divided 

into two sub-steps,  1 2n th and  1n  th step. 

Taking xE  and zH  as example, in the  1 2n th sub-

step, the following difference updating equations can be 

obtained as: 
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(2) 

In the  1n  th sub-step, the difference updating

equations can be obtained as: 
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The coefficients  a l  for 0 2l   have been tabulated

in [3], and the coefficients  a l  for 0l   are given by

the symmetry relation    1a l a l    :
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(6) 

Observing Eq. (1), we can see that Eq. (1) cannot be 

solved directly because both sides of Eq. (1) contain 

unknown components. It needs the unknown 1 2n

zH 

component to compute the 
1 2n

xE 
 component, so we can 

substitute Eq. (2) into Eq. (1), and the equation for 
1 2n

xE 

can be obtained as Eq. (6) by proper rearrangement. 

In free space, the above formula can be simplified 

as: 
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(7) 

Similarly, we can obtain the equation for electric 

fields at the (n+1)th step: 
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(8) 

Taking Eq. (6) as example, the left side of Eq. (6) 

can be expressed as: 
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where 
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The Eq. (9) can be written in a matrix form as 

follows: 

 AX = Y , (11) 

where the coefficients matrix is as follows: 
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Matrix A  is a block periodic tri-diagonal matrix, 

and ia , ib , ic , t , s  are all m order square matrices. And 

the form of coefficient matrix A  in Eq. (11) can be 

written as Eq. (12). In this work, the PS-ADI-MRTD 

equations are obtained based on the D2 wavelet [14]-[16], 

and 5m  . The elements of matrices ia , ib , ic , t  and 

s  are as follows: 
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It is defined that 
1p , 

1q  are m order square matrices, 

1

1n

q p t , 
1

1n

p sq , and  
T

1 0 0 np p p , 

 
T

1 0 0 nq q q , matrix A  can be written as 

T A B pq , where: 
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Following the Sherman-Morrison-Woodbury formula, 

we can get [17]: 

    
1 1

1 T 1 1 T 1 T 1

m

 
        A B pq B B p I q B p q B . (19) 

Suppose that matrix B is invertible and then the 

necessary and sufficient condition for matrix A to be 

invertible is that the 
T 1

m

I q B p  is invertible. Finally, 
1

A can be solved as follows: 

  1

ij n n




A c , 

,

,

i j i j

ij

i j i j

i j

i j

 
 
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g h ψ ζ
c

x y ψ ζ
. (20) 
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And ijc is calculated as follows. For the given 

invertible matrices 
1p and

1q , where 
1

1n

q p t , 

1

1n

p sq , one can have:
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1
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Defining that 
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1 mx I , one can have: 

1

1 i

h α ,  1

1 1 2,3, ,i i i i i n

   h b h α

 
1

n n n


g u h ,  1

1 1, 2, ,2i i i i i n n

    g b g u

1

1 1

y α ,  1 1 2,3, ,i i i i n   y β y

 
1

n n n


x u h ,  1 1, 2, ,2i i i i n n    x l x

   1 1 1 1 1 1 1m n n n n n n n    ξ I q g h q y x p q g h q y x p

 1

1 1 n n

 ψ ξ p x y p y g , 
T T

1 1 n n ζ q g h q y x

,

,

i j i j

ij

i j i j

i j

i j

 
 

 
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. 

The TF/SF boundary and the absorbing boundary 

condition (ABC) of the PS-ADI-MRTD algorithm are 

similar to that of the traditional MRTD algorithm. 

III. HANDLIING OF THE PERIODIC

BOUNDARY CONDITION
For a better understanding of this paper, Fig. 2 

shows a top view of a unit in a periodic structure, where 

xT and yT are the cycle lengths along the x- and y-

direction, respectively, FNx , LNx and FNy , LNy are the

first and last grid points along the x- and y-direction in 

the computational domain, respectively. 
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Fig. 2. Schematic diagram of the periodic structure unit. 

Taking the electric fields as example, the periodic 

boundary condition of the MRTD can be expressed as 

follows: 

     1 1
F L2 2

, , , , exp jn n

x x y yE i Ny l k E i Ny l k k T     , 

(21) 
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F L2 2

, , , , exp jn n

y y x xE Nx l j k E Nx l j k k T     , 

(22) 

     1 1
F L2 2

, , , , exp jn n

z z y yE i Ny l k E i Ny l k k T     , 

(23) 

     1 1
F L2 2

, , , , exp jn n

z z x xE Nx l j k E Nx l j k k T     . 

(24) 

The other set of equations for H can be obtained by 

duality. Where 0, 1 ,  2l  , it should be noted that the 

l is an effective support size for the MRTD basis function.

IV. NUMERICAL RESULTS

A. Scattering analysis of thin metal square array

In this section, a thin square metal plate array is

calculated. As shown in Fig. 1, the edge length of a 

square metal plate is 0.5 cm, and the periodic unit 

size is 1cm 1cm . The space is discretized by a 

mesh 0.05x y z        cm, the time step is 

CFL / 3t c   , and
CFLCFLN t t   , where 

CFLt  is 

the time step limit defined by the stability condition of 

the traditional MRTD. CFLN 3 is used for the PS-

ADI-MRTD method. The computational domain along 

the z-axis is truncated with absorbing boundary. The 

excitation is a TE wave with constant transverse wave-

number (CTW) and the wave vector is on the x-z plane 

with 0yk  . Therefore, the time domain expressions of 

the incident electric and magnetic fields can be expressed 

as follows: 
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, (26) 

where xk denotes transverse wave-numbers, which 

are assumed to be constant numbers (independent of 

frequency). zk  is the normal wave-number, 0 2k f c . 

0 is the impedance of free space. The term 

2 2

0exp( )k  corresponds to a Gaussian pulse used to 

limit the bandwidth of the incident wave, and 950  . 
1F  denotes the inverse Fourier transform. The frequency 

range here is from 1.0 GHz to 40GHz, then the xk range 

is from 0.0 to 838rad/m. 
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Fig. 2. The reflection coefficients with different incident 

angles. 

Figure 2 shows the calculated reflection coefficients 

versus frequencies at different incident angles. As can be 

seen from Fig. 2, the numerical results of the proposed 

method are in good agreement with that of the MRTD 

and SFDTD, which verifies the accuracy of the PS-ADI-

MRTD method. In addition, as shown in Table 1, 

numerical results also validate that although the PS-ADI-

MRTD method uses more memory, it can save 

computing time by more than 26% compared with the 

traditional SFDTD and MRTD. 

Table 1: CPU time and memory for different schemes 

Schemes 
CPU 

Time/s 

CPU 

Memory/MB 

SFDTD 3563.25 8.10 

MRTD 1347.56 2.94 

PS-ADI-MRTD 973.53 4.31 

B. Application in frequency selective surface analysis

Frequency selective surface (FSS) is a kind of

periodic structure which is widely used. It is generally 

composed of a certain number of passive resonant 

elements arranged in a specific way. Its main feature is 

that it can filter electromagnetic waves at different 

frequencies, incidence angles and polarization states. 

Two kinds of common FSS structures are periodically 

arranged sheet metal (patch type) and periodically 

opened sheet metal (aperture type). Generally speaking, 

in a certain frequency band near the resonance frequency, 

the former exhibits total reflection, while the latter 

exhibits total transmission [18]. In this section, the 

scattering characteristics in frequency domain are 

analyzed for the two types of FSS structures. 

1
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
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      (b)  (c) 

Fig. 3. Patch FSS structure and two array modes. 

Figure 3 (a) is a periodic unit of a patch-type FSS 

structure and its placement on the substrate medium 

(black part is metal). The relative conductivity of the 

medium is 2.2r   and the thickness is 6 mm. Figure 3 

(b) and Fig. 3 (c) are two kinds of array modes of FSS.

The thickened wireframes in the figure are periodic units

in two cases respectively. The setting of the constant

transverse incident wave is also the same as that in

Section III.A.
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Figure 4 is the calculation result of two arrays under 

vertical incidence. It can be seen that the translation of 

the structure results in a slight shift of the reflection 

characteristic curve to the high frequency. The resonance 

frequencies before and after the translation are 9.5 GHz 

and 9.7 GHz respectively, and the second resonance 

frequency point appears in the array arrangement mode 

(b) at about 16.5 GHz. 
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Fig. 4. Frequency characteristics of two array modes in 

vertical incidence. 
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Fig. 5. Frequency characteristics of array mode (b) at 

different incidence angles. 
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Fig. 6. Frequency characteristics of array mode (c) at 

different incidence angles.  
 

Figure 5 and Fig. 6 show the results of two array 

modes when the incidence angle is 0 , 15  and 30 ,  

respectively. It can be seen that the variation law of the 

two graphs is the same, and the reflection characteristic 

curve moves to the low frequency end with the increase 

of the incident angle. The first resonance frequency  

point appearing under the three incident angles has  

little difference, and the characteristic curve before the 

frequency point is also similar. As shown in Fig. 5, the 

second resonance frequencies of the array arrangement 

(b) at 15 and 30 degrees are 14.4 GHz and 13 GHz, 

respectively. From Fig. 6, it can be seen that the second 

and third resonance frequencies appear in the calculated 

frequency band after the array translation, such as the 

two consecutive resonance frequencies of 14 GHz  

and 14.6 GHz at the incident angle of 30 degrees, 

respectively. 

Using the same method, we also calculated the 

frequency domain scattering characteristics of the 

aperture-type FSS structure shown in Fig. 7. 
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Fig. 7. Periodic cell of aperture-type FSS. 

 

The calculated results at incident angles 0 degrees 

and 30 degrees are shown in Fig. 8 (a) and Fig. 8 (b) 

respectively. It can be seen that the resonant frequency 

point appears at about 13.8 GHz at vertical incidence, 

when the reflectivity is near zero and the corresponding 

transmittance is 1, which is consistent with the full 

transmission characteristics of the aperture FSS discussed 

above. When the incident angle increases, the resonant 

frequency is about 14.3GHz, and the reflectivity is about 

0.48. It can also be seen from the figure that with the 

further increase of frequency, the frequency reflection 

characteristics of the structure are more complex. 
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Fig. 8. Frequency characteristics of the aperture-type 

FSS. 

V. CONCLUSION
In this paper, the spectral technique is applied to 

ADI-MRTD method for periodic structure calculation, 

and the PS-ADI-MRTD method is obtained. The inverse 

process of block periodic tridiagonal matrix is introduced 

and the numerical results verify the effectiveness and 

efficiency of the proposed PS-ADI-MRTD method. In 

the calculation case, the CPU time saveing is about 26%. 

Moreover, we apply this algorithm to analyze the 

frequency domain scattering characteristics of FSS and 

obtain the expected results, which further confirms the 

effectiveness of PS-ADI-MRTD algorithm. 
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Abstract ─ The way to handle the uncertainty of design 

parameters has attracted wide attention in the 

optimization of electromagnetic designs. The Monte 

Carlo Method works well when dealing with uncertainties 

but it consumes too much time and computational 

resources. This paper proposes a computationally 

efficient way to achieve robust optimization based 

on Stochastic Collocation Method and the TEAM 22 

problem is used as a verification example. It is 

demonstrated that the approach combining Stochastic 

Collocation Method and a genetic algorithm provides 

high computational efficiency, without losing accuracy 

compared with the Monte Carlo Method. 

Index Terms ─ Monte Carlo Method, robust, Stochastic 

Collocation Method, TEAM 22, uncertainty. 

I. INTRODUCTION
It is a common knowledge that the performance 

of the electromagnetic (EM) design is influenced by 

uncertainties [1]. The uncertainties may be caused 

by, for example, manufacturing tolerances in geometric 

variables or the inevitable variation of material 

parameters. These uncertainties will jeopardize the 

robustness of the design. Robustness refers to the 

insensitivity of the final optimization results to 

parameter perturbations [4]. A robust design should not 

be very sensitive to slight changes in its design 

parameters as this would either seriously impact 

production costs or make the physical machine behave 

differently from its optimized computer simulation 

model [5].  

In response to this requirement, many scholars have 

used a variety of methods to obtain a robust device or 

control method. Some examples of the state-of-the-art 

optimization methods used in the field comprise a new 

algorithm based on the Climb method [4], a possibility-

based optimal design algorithm [5], a surrogate modeling 

technique based on a second-order equation [6], and the 

space-time kriging surrogate model [8]. 

The previous methods require a lot of time and 

computational resources to obtain a robust solution, 

which significantly affect computational efficiency of 

EM optimization [9] .Therefore, some measures 

are taken such as evaluating the robustness of both 

performance and constraints under uncertainty by the 

worst-case optimization [9], reusing the global surrogate 

model to perform sensitivity analyses of generated 

designs [10], and proposing an efficient reliability-based 

robust design optimization method [11]. However, these 

methods more or less show limitations when they are 

applied to other optimization problems. 

To improve the numerical efficiency of EM 

optimization while maintaining design robustness, an 

optimization strategy based on Stochastic Collocation 

Method (SCM) [12] is proposed in this paper. The basic 

concepts of SCM are given in Section II. Section III 

shows the process of obtaining the robust optimal 

solution based on SCM. Section IV introduces the 

TEAM 22 problem [17] and compares the robustness and 

time consumption of the optimization techniques, with 

the results obtained by the different methods. Finally, the 

paper’s conclusions are drawn in Section V.  

II. OUTLINE OF THE STOCHASTIC

COLLOCATION METHOD
It can be helpful to apply uncertainty analysis 

methods to computational electromagnetics (CEM) [20] 

in order to take account of practical complexity and 

unpredictability within a simulation. To this end, design 

parameters of EM simulation are presented by random 

variables with properly assigned distributions. 

The Stochastic Collocation method (SCM) is a 

popular choice for the stochastic processing of complex 

systems where well-established deterministic codes 

exist. SCM is supposed to be universal because it only 
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deals with the input and output of the problem without 

changing the solver itself. The applicability of SCM 

method is not affected by the complexity of the original 

problem so long as reliable deterministic solver is 

developed. By utilizing the SCM method, the relationship 

between the uncertainty of output and the input variables 

is approximated by the sum of some specific polynomials. 

One way is to use a Lagrange interpolation approach that 

is given by (1): 

0

( ) ( ( )) ( ) ( ),
n

j j

j

y x Lag f x f x l x


  (1) 

where y(x) is a polynomial approximation of the true 

solution f(x). n is the number of collocation points. xj 

and f(xj) stand for the collocation points and the 

corresponding deterministic solutions of these points, 

respectively. lj(x) are the Lagrange interpolation 

polynomials structured by the collocation points: 

0,

( )
( )

( )
.

n

i

j

i i j j i

x x
l x

x x 





 (2) 

As for the SCM, the collocation points are given by 

the zero points of the generalized Polynomial Chaos 

[12]. The orthogonal polynomial basis is selected 

according to the probability distribution of the random 

variables, as shown in Table 1. Specially, if the variables 

are multidimensional, the interpolating points are the 

tensor product form of interpolating points in every 

dimension [16]. The accuracy of the SCM had been 

elaborated in [22]. It was shown that the longer each 

single CEM simulation lasted, the more efficient and 

thus more desirable SCM could be. 

Table 1: The correspondence between the type of 

generalized Polynomial Chaos and Random Variables 

Random 

Variables 

Wiener-Askey 

Chaos 
Support 

Gaussian Hermite-chaos ( , ) 

Gamma Laguerre-chaos [0, )

Beta Jacobi-chaos [ , ]a b

Uniform Legendre-chaos [ , ]a b

III. SCM BASED ROBUST OPTIMAL

DESIGN 
The traditional optimal design problem is constructed 

as: 

d

d

min ( )

. . ( ) 0,    1, ..., ,
i

f

s t g i m 

P

P
(3) 

where f(Pd) is the objective function for design variable 

set Pd; gi(Pd) are the constraint functions for i=1,…,m. 

When the uncertainties are taken into account, the 

random design variable set P is defined as: 

, P P ξ

where P is the mean value of P according to the 

statistical definition, while ξ  is the random variable 

whose distribution can be assumed to be uniform in order 

to obtain a robust solution to the optimization problem. 

Thus, P can be redefined by normalization as: 

,x  P P η (4) 

where η is half of the range of the distribution and x a 

random number between [-1,1]. 

The incorporation of the robustness analysis with 

formulation (4) incurs high computational time. For 

the traditionally used Monte Carlo method (MCM), a 

serious computational burden is imposed by the required 

large sample size, as well as the iterative nature of the 

design optimization process. In contrast, the SCM is 

similar to MCM in the sense that it involves only the 

solution of a sequence of deterministic calculations at 

given collocation points in the stochastic space [23]. 

By applying the SCM to robust optimal design 

problem, f(P) can be approximated by Lagrange 

interpolation polynomial according to (1): 

1

( ) ( ) ( ) ( ),
n

i i

i

f y f l


 P P P P (5) 

where Pi (i=1,2,…,n) is the collocation points for 

univariate (or tensor product form of interpolating points 

for multivariate) problems, with a similar form to (4): 

.
i i

x  P P η

Generally, the zero points of generalized 

Polynomial Chaos in Table I are chosen to be xi. For 

instance, the Legendre polynomials are orthogonal with 

respect to the uniform distribution. Its expression is as 

follows:  

  

0

2

( ) 1,

1
( ) 1 ,   1, 2, ...

2 !

n
n

n n n

L x

d
L x x n

n dx



  
(6) 

Let the zero points of the n-dimensional Legendre 

polynomial be 
1 2, ,..., nx x x , and the Lagrange basis 

polynomial li(x) are given by (2). 

After the y(P) is constructed (equation (5)), the 

mean of the obtained n values is defined as the objective 

function value of P as MCM does. It is denoted as: 

1

1ˆ ( ) ( )
n

S i

i

f y
n 

 P P (7) 

The SCM is not subject to the number of sampling 

points but to the number of variables. For problems 

where the solution is a smooth function of the random 

input variables and the dimension of the stochastic space 

is moderate, SCM has been shown to converge much 

faster than MCM [23]. 

IV. APPLICATION TO TEAM 22
The TEAM workshop problem 22 [14-16] is an 

optimization case of the Superconducting Magnetics 
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Energy Storage (SMES) that has been used as a 

benchmark problem in magneto statics. The TEAM 22 

system is composed of two coils with opposite current 

densities. The configuration of the TEAM 22 is presented 

in Fig. 1, and its parameters are summarized in Table 2. 

The goal of TEAM 22 is to find the best configuration in 

SMES device to maintain the stored energy while 

minimizing the stray field. The stray field is represented 

by magnetic flux density Bstray and it is evaluated in 21 

equidistant points marked on lines a and b in Fig. 1: 

 

21

2

stray,

2 1

stray
.

21

i

i


B

B   (8) 

Furthermore, to keep the superconductivity 

characteristic, the restriction is given by the inequality 

(9): 

 
2

max
( 6.4 +54)  (A/mm ).J   B   (9) 

Since the current density of both coils is fixed in the 

TEAM 22, the inequality (9) can also be expressed as 

(10): 
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Fig. 1. The configuration of the TEAM 22. 

 

When the robustness is taken into account in the 

optimization of TEAM 22, it is assumed that the 

adjustable parameters R2, h2, d2 in the outside coil suffer 

undesirable and unavoidable presence of the uncertainties. 

The goals of the robustness-considered case remain the 

same as the classical problem. By defining the design 

variables set  
2 2 2

= , ,R h dP , the robust TEAM 22 

problem can be formulated with the objectives and the 

restriction above as: 

 

2

stray 0

1 22

norm 0

2

max

| |
min ( )

. .  ( 6.4 +54)(A/mm )

E E
f

E

s t J

 


 

 

B
P

B

B

,  (11) 

where Bnorm=200μT; Bmax is the maximum magnetic flux 

density; E is the energy that is actually stored in the 

designed device; E0 is the target stored energy with a 

fixed value 180MJ;
1

 ,
2

  are the barycentric weights. 

Take
1

 =0.001, 
2

 =1 in this case to keep the relative 

value of the leakage flux in the same order of magnitude 

as the relative error of the stored energy: 

 

2

stray 0

2

norm 0

max

| |
min ( ) 0.001

. .  4.92T

E E
f

E

s t B


  



B
P

B  . 

The genetic algorithm (GA) is used to optimize the 

TEAM22, and the robustness is achieved by using MCM 

and SCM respectively at the fitness function which is the 

criterion for selection operators. The process of finding 

the optimal solution is shown in Fig. 2. Following the 

process of survival of the fittest in nature, the objective 

function is chosen as a selection criterion. Once the 

genetic representation and the fitness function are 

defined, the GA proceeds to initialize a population of 

solutions and then to improve it through repetitive 

application of the mutation, single point crossover, 

inversion and selection operators until a termination 

condition has been reached. The population is set to 200, 

and the termination condition is set to iterate 200 

generations. The workstation used in this paper is Dell 

T7610 with Intel(R) Xeon(R) E5-2687W v2 3.4GHz and 

128G RAM. 
 

Table 2: Team 22 parameters 

 R1[m] R2[m] h1[m] h2[m] d1[m] d2[m] J1[A/mm2] J2[A/mm2] 

Min - 2.6 - 0.408 - 0.1 - - 

Max - 3.4 - 2.2 - 0.4 - - 

Step - 0.01 - 0.007 - 0.003 - - 

Fixed 2.0 - 1.6 - 0.27 - 22.5 -22 
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Fig. 2. The process of finding the optimal solution 

through GA. 

 

A. Robustness achieved by MCM 

Let    
2 2 2

, , 0.01, 0.007, 0.003=
R h d

  η  be the 

set of variable step values given by Table 2. 100 points 

are randomly sampled in the range of P η and denoted 

as P1,P2,…,P100. Assume the notation ˆ ( )
M

f P  for the 

mean of objective function value of the selected 100 

points. Its expression is given by (12): 

 
100

1

1ˆ ( ) ( )
100

M i

i

f f


 P P . (12) 

Every individual is treated with above process in the 

GA. And the result of optimization is shown in Fig. 3. 

The optimal solution is P = {3.128, 0.583, 0.317}. 

 

 
(a) 

 
(b) 

 

Fig. 3. The result of optimization with robustness 

considered by MCM: (a) objective value and (b) 

parameters’ value. 

 

B. Robustness achieved by SCM 

The cubic polynomials are selected in SCM to 

diminish the deviation of the interval. The three-

dimensional form of the Lagrange interpolation formula 

is given by (13): 

 3 3 3

1 1 1

( , , ) ( , , )

( , , ) ( ) ( ) ( ).
i j k k j i

i j k

f x y z y x y z

f x y z l z l y l x
  




  (13) 

As for the TEAM 22, the interpolation formulation 

is formed as: 

 3 3 3

2( ) 2( ) 2( )
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y
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where 
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with x, y, z random numbers between [-1,1]. The 

interpolating points are  
1 2 3

15 15
, , , 0,

5 5
I I I  

 
 
 

 

where I can be x, y or z, and the tensor product form is 

15 15 15 15
, 0, , 0,

5 5 5 5
  
   
   
   

. Thus, equation 

(14) can provide the answer.  

Accordingly, 100 values of x, y and z are each 

randomly taken and substituted into (14) to obtain the 

corresponding objective function value .The notation 

ˆ ( )
S

f P  is defined as the mean of the 100 obtained values  
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to represent the objective function value of P given by 

(16): 
100

1

1ˆ ( ) ( )
100

S i

i

f y


 P P . (16) 

The result of optimization is shown in Fig. 4. The 

optimal solution is P = {3.221,0.857,0.206}. 

(a) 

(b) 

Fig. 4. The result of optimization with robustness 

considered by SCM: (a) objective value and (b) 

parameters’ value. 

C. Results and discussion

The rate of change in function value in the robust

interval 0.6D η  is defined as: 

 

 
= ,

std f

mean f


where std(f) is the standard deviation of objective 

function f in the input parameters’ interval while mean(f) 

is the mean of f. 

The “normal” solution that does not consider 

robustness is also calculated. And it is compared with 

the solutions obtained above, as outlined in Table 3. 

Although the “normal” method obtains the smallest 

objective function value, the robustness of results is 

much lower than the other two methods. 

The   value that does not consider robustness is 

the largest when subjected to uncertainty perturbations, 

suggesting that the EM device considering robustness is 

more stable. In contrast, MCM and SCM reaches the 

same level of robustness. At the same time, it is noted 

that the time required by the optimal solution considering 

robustness is greatly increased. But the efficiency of 

achieving robustness by using SCM is improved by 

nearly 72.06%. Thus the SCM is an effective technique 

in terms of accuracy and computational efficiency. 

For the SCM method, the order of the interpolating 

polynomials is set to be cubic in this paper. The cubic 

polynomials can lead to convergence considering both 

computational efficiency and accuracy according to 

[19]. To further justify this setting, several orders of 

interpolating polynomial are applied in the SCM based 

optimization. The results are compared with that of 

MCM, as shown in Fig. 5. The coincidence degree 

between probability distributions of MCM and SCM for 

different orders of interpolation is calculated, as outlined 

in Table 4, which means the accuracy of SCM is improved 

with the rise of order. Meanwhile, the consumed time Tc 

increases in the form of formula (17) with the rise of 

interpolating order where n stands for the number of 

order and p for the number of parameters (p is set to 3 in 

our case). If the time taken for two-point fitting is 

assumed for one unit, the relative times consumed by 

other orders are outlined in Table 4: 

c

p
T n . (17) 

It is noted that the accuracy of SCM decreases when 

interpolating order is higher than five. It is attributed 

to oscillation at the edges of an interval when using 

polynomial interpolation of high degree over a set of 

equispaced interpolation points, which is known as 

Runge's phenomenon. Therefore, the cubic order is 

selected to balance accuracy in the approximation of the 

objective function against Runge's phenomenon and 

computational requirements. 

Table 3: Comparison of robust optimization results obtained by different methods 

Method R[m] h[m] d[m]  Consumed Time[s] 

Normal 3.127 0.548 0.336 7.58% 40078.79 

MCM 3.128 0.583 0.317 6.85% 4709168.56 

SCM 3.221 0.857 0.206 5.04% 1315861.82 
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Table 4: Comparison of robust optimization results 

Orders of interpolation 2 3 4 5 

Coincidence degree of probability distributions (taking the probability 

distribution of MCM as reference) 
80.16% 90.41% 93.98% 95.46% 

Tc (taking the time of two-point interpolation as reference) 1 3.375 8 15.625 

 
 

Fig. 5. Comparison of accuracy for different orders of 

interpolating polynomial. 
 

It is indicated by (13) that the calculation process of 

SCM is related to the number of variables. It may take 

much more time to obtain a robust solution when the 

number of variables increases, which is known as the 

‘curse of dimensionality’ problem. Therefore, SCM needs 

improvements and can be considered in combination 

with dimension reduced method [24] to solve the problem 

of multivariate uncertainty, which is an interesting issue 

to be investigated in future. 
 

V. CONCLUSION 
The uncertainties which exist in design variables 

and design process are taken into account in the 

optimization of EM devices. The SCM is applied to the 

robustness optimization by combing the GA algorithm, 

which exhibits comparable calculation accuracy to 

MCM with much less consumed time. For the TEAM 22 

optimization, the computational efficiency is improved 

by nearly 72.06% using SCM. As a compromise between 

accuracy and efficiency, the order of interpolating 

polynomials for the SCM method is set to cubic. 

Meanwhile, the ‘curse of dimensionality’ problem of 

SCM caused by multivariate uncertainty still needs 

further investigation. 
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Abstract ─ The research on the electromagnetic 

scattering characteristics of the aero-engine nozzle can 

provide an important reference for the electromagnetic 

stealth design of aircraft. In this paper, the numerical 

simulation and experimental measurement are used to 

study the radar cross section (RCS) and inverse 

synthetic aperture radar (ISAR) image characteristics 

of spherical convergence flap nozzle (SCFN). Firstly, 

the feasibility of using the shooting bouncing ray (SBR) 

method to calculate the scattering characteristics of 

electrically large and deep cavity is verified. Secondly, 

the numerical simulation data and experimental data 

of electromagnetic scattering of SCFN are processed 

by ISAR imaging algorithm, the numerical and 

experimental ISAR images of SCFN are obtained. The 

results show that SBR can effectively calculate the 

RCS of the electrically large size cavity within ± 30° 

of the axis direction. The polarization influences the 

experimental ISAR image. Both the numerical and the 

experimental ISAR image can accurately reflect the 

scattering center distribution inside the SCFN, and the 

numerical ISAR image is superior to the experimental 

ISAR image in image entropy and equivalent number of 

looks (ENL), and is partly inferior to the experimental 

ISAR image in terms of image average gradient. The 

results prove the validity and accuracy of the numerical 

ISAR image.  

Index Terms ─ Inverse Synthetic Aperture Radar 

(ISAR), shooting and bouncing ray (SBR), scattering 

center, spherical convergence flap nozzle (SCFN). 

I. INTRODUCTION
For the military aircraft, the aero-engine nozzle 

produces a significant impact on the backscattering 

of aircraft. Therefore, whether the electromagnetic 

scattering of the engine nozzle can be effectively 

controlled is directly related to the backward 

electromagnetic stealing capability of the aircraft. As a 

representative of a new type of vector nozzle, spherical 

convergent flap nozzle (SCFN) has superior 

aerodynamic and stealth performance. Due to its simple 

structure, large vectoring angle and easy integration 

with the aircraft, SCFN has been included in the 

integrated high performance turbine engine technology 

(IHPTET) program by the United States [1]. 

Inverse synthetic aperture radar (ISAR) has been 

widely used in the military field, it has mainly been 

applied to automatic recognition and stealth of targets 

in recent years. Because of the particularity of the field, 

there is less information on the ISAR imaging of real 

military aircraft. Besides, there are few published 

results in the ISAR imaging of aircraft with the inlet 

and nozzle, and it is rare to directly study the ISAR 

imaging of aero-engine nozzle. ISAR imaging of the 

engine nozzle can analyze the strong scattering source 

inside the nozzle and guide its radar cross section 

(RCS) reduction, which would help improve the 

backward electromagnetic stealth performance of the 

aircraft and also provide a reference to the aerodynamic 

design of the engine nozzle. 

In 1990, Lin et al. conducted the first 

electromagnetic scattering test on the S-shape inlet and 

obtained the RCS and ISAR images of the S-shape inlet 

[2]. However, due to the underdeveloped computer 

graphics technology, the ISAR image was very blurred 

and could not reflect the distribution of the scattering 

center clearly. In recent years, Guo et al. tested the 

electromagnetic scattering characteristics of the 

axisymmetric nozzle and the double S-shape nozzle 

respectively, and obtained a relatively clear ISAR image 

[3, 4]. Although measurement in anechoic chamber is 

an effective and accurate method, the current testing 

device is difficult to measure full pitch/yaw angles for 

large targets. The numerical simulation of ISAR 

imaging of the target can make up for this shortcoming. 

To obtain numerical ISAR image, it is necessary 

to calculate the scattering data of the target over a range 
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of frequencies and angles. For electrically large size 

cavities, the full wave methods such as method of 

moment (MOM) or finite element method (FEM) 

consume too much computational resources [5], so high 

frequency approximation methods such as shooting and 

bouncing rays (SBR) are the main methods currently 

used. In recent years, in order to accelerate the 

calculation speed and accuracy of ISAR images, the 

traditional SBR has many improved methods, such as 

the Ray Travel Map (RTM) method in [6]; image-

domain ray tube integral equation method proposed in 

[7, 8]; Jiang et al. used OpenGL to speed up ray tracing 

in the SBR [9]; Dong et al. added the EEC method to 

the SBR to correct the contribution of edge diffraction 

[10]. However, the models studied by the above 

scholars are closed targets, and the ISAR images lack 

experimental verification. Sze studied the ISAR image 

of electrically large zigzag-grooved structures [11], but 

the model differs greatly from the actual inlet or nozzle; 
Pienaar et al. performed numerical simulation and 

experimental tests on the electromagnetic scattering 

characteristics of the Boe707 model [12, 13]. However, 

the inlet of the model was closed and could not reflect 

the scattering characteristics of the cavity. In summary, 

it is necessary to conduct numerical simulation and 

experimental verification of ISAR imaging of electrically 

large cavity. 

In this paper, the numerical calculation and 

experimental test of electromagnetic scattering 

characteristics of SCFN under different frequencies and 

different polarization modes are conducted. Firstly, the 

RCS of SCFN obtained by SBR and measurement are 

compared, and the effectiveness of SBR in calculating 

the electromagnetic scattering characteristics of the 

electrically large and deep cavity with complex internal 

structure is verified. Secondly, the numerical ISAR 

image and experimental ISAR image of SCFN are 

acquired by imaging algorithm and compared through 

different criteria. Finally, the effects of frequency, 

polarization mode and experimental procedure on ISAR 

images are analyzed. 

II. SBR METHOD AND VERIFICATION
For an arbitrary tube, the scattered electric field at

observation point A ( , , )r    is [14]: 

( , , ) ( ).
jkre

r A A
r

    
  

 E   (1) 

According to the Huygens’ principle, A  and A  

can be obtained by the following formula: 
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Where N is the total number of the effective ray tubes, 

Ar  is the position vector of the last hit point on the target, 

( , )s   is the shape function,
exitA  is the cross section 

of the exit ray tube. 1 2 3( )A E x E y E z，
  

  E ( )AE  is 

the electric field with each ray tube, 1 2 3s x s y s z，
  

  s

s is the exit ray tube direction, and 1 2 3k x k y k z，
  

  k  k 

is the observation wave vector. 

To improve the calculation accuracy, 1/20 

wavelength is chosen as the step size for dividing the 

ray tube. For accelerating the computational efficiency 

of the intersection of the ray and the triangle, a data 

structure based on the Bounding Volume Hierarchy 

BVH) method is employed. 

In order to verify the accuracy of the SBR, the RCS 

of SCFN calculated by SBR and measurement are 

compared. The structure of the SCFN is shown in Fig. 

1. The incident angle of the plane wave is θ = 90°, φ =

-30° to 30°. The SCFN has a central cone and mixer

inside, and the inlet of SCFN is disposed as metal

terminal. The comparison between the calculated results

and the experimental results are shown in Fig. 2.

(a) SCFN and Coordinate System (b) The bottom of SCFN

Fig. 1. SCFN geometric model and local profile. 
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(a) Vertical polarization (b) Horizontal polarization

Fig. 2. Comparison of SCFN’s RCS: “Experiment” (blue dots and line), and “simulation” (red dots and line). 

Figure 2 illustrates normalized RCS of SCFN 

obtained by SBR and measurement at 20 GHz and 

different polarization modes. It can be seen from Fig. 2 

that the RCS of experimental result at 0° is not the peak 

value because the adjustment of the nozzle central axis 

is difficult to implement during the test, which causes 

some deviation in detection angle. From the comparison 

results of RCS curves in Fig. 2, the simulation results 

are close to the experimental results. The simulation 

results of horizontal polarization agree well with the 

experimental results in the range of ±30° while there 

are certain errors at vertical polarization. The difference 

between the numerical results and the experimental 

results is partly due to the inevitable error in model 

manufacturing. The anechoic chamber background also 

has a cluttered effect on the test results, which can 

be reduced by background vector canceling, but the 

influence cannot be completely eliminated. In general, 

the SBR has certain accuracy and reliability when 

calculating electromagnetic scattering characteristics of 

electrically large and deep cavity. 

III. ISAR IMAGING ALGORITHM
In this paper, the filtered back projection method 

(FBP) is used to reconstruct the ISAR image. The 

relationship between the scattering field and the image 

is given by the following formula [15, 16]: 

max max

min min

( , )

( , )exp[ 2 ( cos - sin )] .

k

k

g x y

kG k j k y x dkd





    



 
(4) 

Where ( , )g x y is the ISAR image of the target, 

( , )G k  is the scattering filed of measured or calculated. 

2 /k   ,  is wavelength,   is the azimuth angle, 

as Fig. 3 shows. Then (4) can be decomposed into:     

min min

0
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Where max minB k k  . Since the frequencies in the

calculation and measurement are discrete, it is necessary 

to discretize (5) and (6). If k=nB/N, n=0, 1…, N-1, N is 

number of sampling frequency points, then (5) can be 

rewritten as: 
( 1) /

min
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( ) ( ) ( , )exp( 2 ).
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The projection line l is equidistantly discretized 

according ml , /ml m B , m=0,1,…,N-1: 

let min( ) ( ) ( , )
B
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Where ( )mp l is the projection value obtained from

different lm. The projection line l in the process of 

integration changes with  . For ( , )g x y  at any point, 

each   corresponds to a different l. Therefore, ( )p l is

the projection value obtained from the discrete l, and 

( )mp l needs to be obtained by interpolating ( )mp l : 

-1( ) interp[ ( ), ( )].m mp l p l p l    (10) 

"Interp" means the interpolation method. In this paper, 

linear interpolation is selected as interpolation method. 
Finally, the ISAR image can be obtained by integrating 

angle: 
max

min min

min

2 2
( , ) ( ) ( ) .

j k l j k l
g x y p l e d p l e



 

 


   (11) 

It can be seen from the above analysis that the 

formula derivation process of the FBP method is strict, 

and only the interpolation process brings errors. In 
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addition, in order to reduce the side lobes, Kaiser 

window function is used. 

IV. ISAR IMAGING STUDY OF SCFN

A. Numerical simulation of ISAR imaging of SCFN

In this paper, SBR is used to calculate the

electromagnetic scattering characteristics of SCFN. The 

frequency is the same as the experiment, which is 3 to 

6 GHz, 8 to 12 GHz, 19 to 25 GHz respectively; the 

polarization modes are horizontal polarization and 

vertical polarization; the incident angle is θ = 90°, φ = 

-20°~20°. The calculation results are given together

with the experimental results for comparison.

B. Experimental test of ISAR imaging of SCFN

The measurement was conducted in the National

Defense Key Laboratory of UAV Special Technology of 

Northwestern Polytechnical University. The experiment 

used a stepped-frequency test system. The stepped-

frequency signal is generated by Agilent E8363A VNA. 
The experiment uses broadband horn antenna HD-1060, 

its bandwidth is 1-6GHz, the gain is 6-13dB; standard 

gain horn antenna HD-100 and HD220, bandwidth is 

8.20-12.40GHz and 17.6-26.7GHz respectively, and the 

gain is 15dB. The cross polarization gain of the antenna 

is less than 30 dB of the main polarization gain.  

To test the electromagnetic scattering characteristics 

inside the SCFN, the low electromagnetic scattering 

characteristic carrier (hereinafter referred to as a carrier) 

was designed and fabricated. The outside of the carrier 

is covered with radar absorbing material. The SCFN is 

wrapped in a carrier as shown in Fig. 4.  
The measurement system construction is shown 

in Fig. 5. The vector network analyzer transmits the 

stepped-frequency signal, which is amplified by a 

power amplifier and then transmitted, finally received 

by the horn antenna. To minimize the influence of the 

coupling signals on measurement accuracy, some radar 

absorbing materials were placed between the two 

antennas during the measurement. 

Fig. 3. Schematic diagram of turntable imaging. 

(a) The profile of SCFN and carrier (b) The testing SCFN model

Fig. 4. The structure of testing SCFN. 

C. Comparison between numerical simulation and

experimental results

The results of numerical simulation and 

experimental testing of the ISAR imaging of the SCFN 

are shown in Fig. 6 to Fig. 8. The ISAR image of the 

cavity structure does not reflect the geometry of the 

cavity and only gives the distribution of the scattering 

center inside the cavity. For ease of understanding, the 

outline of the SCFN is supplemented, as depicted by the 

red lines in Fig. 6 to Fig. 8. For the sake of simplicity 

and not to cause misunderstanding, the ISAR image 

based on numerical simulation is simply referred to as 

“numerical ISAR image”, and the ISAR image based on 

experimental test is simply referred to as “experimental 

ISAR image. 

Figure 6 shows ISAR imaging results at 3 to 6 

GHz. Both the calculation results and the experimental 

results show that when electromagnetic wave entered 

inside the SCFN, the bottom of SCFN contributes the 

most to scattering because the scattering type at the 

bottom is specular scattering. Since electromagnetic 
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wave bounces multiple times between the mixer and the 

center cone, the scattering in this area is also strong. It 

can be seen from the experimental results in Fig. 6 (b) 

and Fig. 6 (d) that the carrier also has a certain 

scattering intensity.  
It can be seen from the experimental ISAR images 

under different polarization modes that the outlet of 

SCFN shows two spots under vertical polarization and a 

stripe under horizontal polarization. The experimental 

results show that polarization has different effects on 

scattering, mainly because the edge diffraction intensity 

caused by polarization is different. When the edge is 

parallel to the direction of polarization, the edge will 

produce strong edge diffraction; conversely, when the 

edge is perpendicular to the direction of polarization, 

the resulting edge diffraction intensity is much weaker. 

In addition, since the surface of the SCFN is not 

smooth, electromagnetic waves are diffusely reflected, 

and the outlet is not completely wrapped by the carrier 

during measurement, so the outlet can be clearly seen 

in the experimental results. The outlet cannot be 

represented in numerical results because all surfaces in 

the calculation were treated as non-thickness surfaces, 

and SBR ignores the edge diffraction in the calculation 

and considers all regions as ideal conductors, diffuse 

reflection does not exist. 

Fig. 5. Diagram of measurement system. 

(a) Numerical ISAR Image (vertical polarization) (b) Experimental ISAR Image (vertical polarization)

(c) Numerical ISAR Image (horizontal polarization) (d) Experimental ISAR Image (horizontal polarization)

Fig. 6. Comparison between numerical and experimental ISAR image (3 to 6GHz). 
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(a) Numerical ISAR Image (vertical polarization) (b) Experimental ISAR Image (vertical polarization)

(c) Numerical ISAR Image (horizontal polarization) (d) Experimental ISAR Image (horizontal polarization)

Fig. 7. Comparison between Numerical and Experimental ISAR Image (8 to 12GHz). 

Figure 7 shows ISAR imaging results at 8 to 12 

GHz. The center cone of SCFN is a truncated cone 

which has a small flat surface at the top. The type of 

scattering of this small flat surface is the same as the 

bottom of SCFN, both of which are specular scattering. 

However, since the area of the top of center cone is too 

small, the scattering intensity is much smaller than the 

bottom of SCFN. In Fig. 7, it is faintly visible that there 

is a bright spot at the position corresponding to the top 

of the center cone. 

Figure 8 shows the imaging results at 19 to 25 

GHz. The scattering intensity of the carrier in Fig. 8 is 

much smaller than that of Fig. 6 and Fig. 7, because the 

radar absorbing material has a better absorption effect 

in the high frequency band and a poor effect in the low 

frequency band. The bright spots produced by the top 

of the center cone are clearly visible in Fig. 8. As 

bandwidth and frequency increase, the resolution of 

the ISAR increases accordingly, so that the absorbing 

pyramid on the carrier can be clearly distinguished in 

Fig. 8. In numerical ISAR images and experimental ISAR 

images, the region outside SCFN also has scattering 

intensity, which is mainly due to interference caused 

by imaging algorithm. In addition, the manufacturing 

error of SCFN, antenna measurement error, darkroom 

background interference, etc. will cause disturbance to 

the experimental ISAR image. 

In order to quantitatively evaluate the quality of 

ISAR images, Shannon entropy, equivalent number of 

looks (ENL) and image average gradient are taken as 

the criteria for evaluating the quality of ISAR images 

[17]. For an ISAR image in size of M N , define the 

Shannon entropy H(f) as: 

   
1 1

( ) ln ,
M N

mn mn

m n

H f P P
 

   (12) 

where 

1 1

( , )
.

( , )
mn M N

m n

f m n
P

f m n
 




 (13) 

( , )f m n represents the gray value of the pixel at ( , )m n  

in the ISAR image. The smaller entropy value of ISAR 

image is, the more information of ISAR image contains,

the better the focusing performance of ISAR image has.

ENL is an index to measure the relative intensity of 

speckle noise in an image. The larger the ENL is, the 

better the identifiability is, and the weaker the speckle 

is. It is defined as: 
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Where ( )E I and var( )I represent the mean and

variance of the image respectively. 

The average gradient of the image indicates the 

rate at which the image details change and represents 

the relative clarity of the image. The larger the average 

gradient is, the clearer the image is. It is defined as: 
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Where M N  denotes the image size, 
f

x




 denotes the 

horizontal gradient, and 
f

y




denotes the vertical gradient.

(a) Numerical ISAR Image (vertical polarization) (b) Experimental ISAR Image (vertical polarization)

(c) Numerical ISAR Image (horizontal polarization) (d) Experimental ISAR Image (horizontal polarization)

Fig. 8. Comparison between numerical and experimental ISAR image (19~25 GHz). 

It can be seen from Table 1 and Table 2 that 

different polarization modes have little effect on the 

entropy of ISAR image, and numerical ISAR image 

entropy is smaller than the entropy of experimental 

ISAR image, which indicates that the focusing 

performance of numerical image is better than that of 

experimental image. The ENL of the numerical ISAR 

image is larger than that of the experimental ISAR 

image, indicating that the experimental ISAR image 

is difficult to identify, which may due to the strong 

interference in the experimental process. The image 

average gradient characterizes the intensity of the 

image change. Since the numerical ISAR image has 

no background and carrier interference, most areas of 

the image do not change much, so the image average 

gradient of the numerical ISAR image is smaller. 

Comparing the imaging results we can infer that 

the area where SCFN contributes mainly to scattering is 

the part where specular reflection exists, the part where 

multiple bouncing occurs, and the part where edge 

diffraction occurs. Since the SBR considers the 

environment around the target to be vacuum when 

calculating the target electromagnetic scattering, there 

is no anechoic chamber background interference, thus 

the numerical ISAR image is visually clearer than 

experimental ISAR image. Compared to experimental 

ISAR images with various disturbances, numerical 

ISAR images can be better applied to the target 

recognition. In addition, since the numerical ISAR 

image can accurately reflect the scattering center 

distribution inside the SCFN, the numerical ISAR 

image can be applied to the RCS extraction to judge 
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the contribution of the internal components of SCFN  

to total scattering. Taking into account the enormous 

resources spent on ISAR imaging experiment, the 

advantages of numerical ISAR images in terms of cost 

and efficiency are more obvious. 
 

Table 1: Results of each criterion under horizontal 

polarization 

Frequency 

(GHz) 
3-6 8-12 19-25 

Criterion Num. Exp. Num. Exp. Num. Exp. 

Image 

entropy 
0.4361 2.9995 0.1123 2.5781 0.2469 3.7061 

ENL 21.1856 5.2411 82.7427 7.2330 71.8607 8.1126 

Average 

gradient 
0.0076 0.0023 0.0056 0.0097 0.0023 0.0096 

*Num.: Numerical; Exp.: Experimental 

 

Table 2: Results of each criterion under vertical 

polarization 

Frequency 

(GHz) 
3-6 8-12 19-25 

Criterion Num. Exp. Num. Exp. Num. Exp. 

Image 

entropy 
0.5013 3.0446 0.1968 2.6167 0.3072 3.7858 

ENL 20.6227 5.6650 31.7412 7.2334 27.8587 9.1920 

Average 

gradient 
0.0107 0.0120 0.0105 0.0122 0.0109 0.0108 

*Num.: Numerical; Exp.: Experimental 

 

CONCLUSION 
In this paper, the RCS characteristics and ISAR 

image of SCFN are numerically calculated and 

experimentally tested. The conclusions are as follows. 

(1) The comparison with the existing experimental 

data shows that the SBR can accurately calculate the 

scattering characteristics of the electrically large and 

deep cavity in the axial range of ± 30°. 

(2) The experimental results indicate that there are 

differences in the effects of polarization modes on the 

scattering characteristics of binary vector nozzles. The 

main reason for the differences is the relative positional 

relationship between the surface of the outlet and the 

polarization direction. 

(3) The numerical ISAR image is superior to the 

experimental ISAR image in image entropy and ENL, 

and the average gradient of the experimental ISAR 

image is partly better than the experimental ISAR 

image. The comparison between the experimental ISAR 

image and the numerical ISAR image demonstrates that 

the ISAR image can accurately reflect the scattering 

center distribution inside the SCFN, so the RCS of the 

target component can be extracted from the ISAR 

image, which is also the direction of future work. 
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Abstract ─ A new shortest path source recovery 

algorithm is presented for source signal recovery issue 

in underdetermined blind source separation, by which 

the source signals can be recovered in case the observed 

signals are no less than two dimensions. In this 

algorithm, two adjacent observed signals are taken 

everytime among m observed signals, marked as the thi

and 
thj  signals, and form a two-dimensional observed 

signal combination, 1,2, , 1, 1i m j i    . The first 

and 
thm  signals are used to form another two-

dimensional observed signal combination, then m two-

dimensional observed signal combinations are obtained. 

The number of source signals is n, the n signals can be 

obtained respectively after signal recovery by using each 

two-dimensional observed signal combination A matrix 

(i.e.,  
T

ˆ ˆ ˆ ˆ ˆ( , ,:) (1,1,:), (1,2,:), , (1, ,:), (2,1,:), , ( , ,:)p q n m ns s s s s s ) 

which is a mn-dimensional vector combination matrix 

can be obtained using each signal combination A 

mnmn-dimensional square matrix can be gotten by 

calculating the vector angle between rows of 

( , ,:)p qs matrix, for the first n rowsmn columns,

position the vector where the matrix elements are 

between 0 and
0 . The mean is calculated for the signal 

vector with angle smaller than 
0 as the estimate of the

source signals. Thus, the estimates (1,:), (2,:), , ( ,:)ns s s  

of n source signals can be obtained eventually. The 

method presented provides a new option for solving 

underdetermined blind source signal recovery problem. 

Index Terms ─ Shortest Path Method, Source Signal 

Recovery, Sparsity, Underdetermined Blind Source 

Separation. 

I. INTRODUCTION
Underdetermined blind source separation (UBSS) 

is a kind of signal processing techniques to estimate the 

source signals only using observed signals when the 

source signal prior information and propagation channel 

parameters are unknown and the number of the 

observed signals is smaller than the source signals. 

Recently underdetermined blind source separation has 

become a research hotspot in international signal 

processing community, which is generally applicable 

to the fields of biomedicine, mobile communication, 

radar signal processing, underwater acoustic signal 

processing, image processing, voice signal processing, 

and mechanical fault diagnosis, etc. For example, in the 

field of communication, it can be used for code division 

multiple access multi-user detection, interference 

suppression, noise cancellation, etc. to improve the call 

quality; in the field of radar signal processing, it can be 

used for distributed radar interference suppression, 

signal sorting, etc. to improve echo Signal anti-

interference ability, realize radar, communication signal 

sorting, etc. under the condition of lack of prior 

information, spectrum aliasing, and on the same 

frequency [1,2]. But it is also a difficulty issue due to 

the number of the observed signals is always smaller 

than the source signals. The way for solving this 

problem generally divided into two steps: estimate the 

mixing matrix using observed signals, then recovery the 

source signals employing the mixing matrix estimated 

and observed signals [1,2]. The inverse matrix cannot 

be solved directly to recovery source signals since 

the mixing matrix is underdetermined. Therefore, the 

recovery of source signal is a complex issue. The 

recovery result of the source signals directly relates to 

the signal blind separation processing. In short, source 

signal recovery algorithm research is of important 

theoretical and practical significance. 

In [3-5], it is assumed the source signals have strict 

orthogonality or quasi-orthogonality in time-frequency 

domain, which means they are not coincident or 

almost not coincident at some points, and the source 

signal separation is realized by time-frequency mask. 

Degenerate unmixing estimation technique (DUET) 

presented by Yilmaz et al. [3] is a typical time-

frequency masking method. The DUET proposed by 

Cobos et al. [4] improves the accuracy in signal 

separation. However, both the methods presented are 

only applicable to the situation when the observed 
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signals are two dimensional. In [5], the hypothesis of 

orthogonality is relaxed, and it is only required that the 

number of source signals that exist concurrently at the 

time-frequency point is smaller than observed signals. 

The assumptions are further relaxed in [6], in which it 

is only required that the number of the source signals 

existed concurrently at the time-frequency point is 

no more than the sensors. The main problem of these 

methods is the requirements on strict orthogonality 

or quasi-orthogonality of signals in time-frequency 

domain are still too rigid. 

Bofill et al. [7] presented a source signal sparsity-

oriented shortest path source signal recovery algorithm 

which is simple and efficacious, yet it is only applicable 

to two-dimensional observed signal. Georgiev et al. [8] 

proved that, 
1l norm minimizing method is equivalent

to the shortest path method. The main problem of the 

shortest path is only applicable to the two-dimensional 

observed signals. 

Xiao et al. [9] presented a statistically sparse 

decomposition principle (SSDP). The source signal is 

estimated using correlation coefficient of minimized 

source signal within a fixed time interval in the 

algorithm. It is required the number of non-zero source 

signals within the interval no more than two, thence it is 

not applicable to the recovery of underdetermined 

source signals that are not sufficiently sparse. Zhao et 

al. [10] expanded SSDP algorithm and obtained 

the Statistically Non-Sparse Decomposition Principle 

aimed at two-dimensional observed signals.  

Compressed sensing theory is also used for 

recovery of underdetermined blind source signal. When 

the estimate of the mixing matrix has been completed, 

the recovery of underdetermined blind source signal is 

similar to compressed sensing reconstruction model. Fu 

et al. compared the three methods (greedy algorithm, 

1l norm algorithm and smooth
0l norm algorithm) and

proposed SCMP algorithm and plane pursuit algorithm 

[11,12] which are more accurate and less time waste. In 

[13], a new algorithm based on artificial neural network 

was introduced. Compressed sensing theory is applied, 

with the main problem of requiring the source signals 

have high sparsity, large data sampling points, and high 

calculation load. 

In this paper, we propose a modified shortest 

path algorithm for UBSS problem. By employing the 

proposed algorithm, underdetermined blind source signal 

recover can be realized when the antenna array is more 

than or equal to two dimensions. The proposed algorithm 

provides a new technical approach to solve the difficulty 

of source signal recovery for UBSS. 

The remainder of the paper is organized as follows. 

Section Ⅱ presents the model for underdetermined blind 

source separation problem. Section Ⅲ gives the new 

source signal recovery method with the modified 

shortest path algorithm. Section Ⅳ describes simulation 

results that illustrates the effectiveness of the proposed 

method. Finally, the conclusions are drawn in Section 

Ⅴ. 

Ⅱ. MODEL FOR UNDERDETERMINED 

BLIND SOURCE SEPARATION 
The general goal of blind source separation is to 

recover source signals from observed signals. The 

aliasing of the source signals to observed signals may be 

linear instantaneous, convolutional or nonlinear. Research 

is carried out for linear instantaneous aliasing of source 

signals in this paper. It is assumed that, there are n 

source signals expressed as T

1 2( ) [ ( ), ( ),..., ( )]nt s t s t s ts , 

where the superscript T means transposition and it 

has the same meaning in the following. The number 

of signal sampling points is 01,2, ,t T . Signal 

aliasing will occur during the propagation of n source 

signals and the reception by sensors. The m observed 

signals received by antenna array are expressed as 
T

1 2( ) [ ( ), ( ),..., ( )]mt x t x t x tx . Any observed signal ( )tx  is 

the aliasing of the source signals ( )ts . The mathematical 

model of linear instantaneous aliasing blind source 

separation is: 

( ) ( ) ( ).t t t x As n (1) 

Where, the prior information of mixing matrix A and

source signals ( )ts cannot be measured, only ( )tx can 

be measured. ( )tn  refers to the additive noise aliased in 

the process of signal reception. 

When the number of observed signals m is smaller 

than the number of source signals n, the blind source 

separation is referred to as underdetermined blind 

source separation. The mixing matrix A is column 

dissatisfaction rank in underdetermined blind source 

separation, so ( )ts cannot be obtained by the inverse 

matrix of A. Therefore, source signal recovery issue is 

a huge challenge in underdetermined blind source 

separation. 

III. NEW SOURCE SIGNAL RECOVERY

METHOD WITH THE SHORTEST PATH

ALGORITHM 

A. Sparsity-based underdetermined blind source

signal recovery model

Blind source separation based on sparse 

representation can be used to solve the problem of 

underdetermined blind source separation. For blind 

source separation of sparse signals, it can be represented 

as below to seek for optimal solution: 

 
2

2,
,

1
min .

2
i

i t

t


 
A s

As x s  (2) 

Where, 2 is the noise variance, 
2

As x  is the sum 
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of square of reconstructed error. The final item is the 

non-sparse penalty (assuming the source signals are 

independent of each other). Many variables require 

optimization, and the model can be simplified as the 

following when the mixing matrix A is known:  

 
     

2

02

1
min , 1,2, , .

2

n

i
s t

i

t t t t T


   LAs x s   (3) 

In the absence of noise, equation (3) can be 

simplified as:  

 
  0min , 1,2, , .

n

i
t

i

t t T L
s

s  (4) 

The total optimization for underdetermined source 

signal recovery can be broken down into 
0T sub-

optimization items. 

B. Source signal recovery algorithm with the

shortest path method

The shortest path method is a simple and effective 

source signal recovery algorithm for underdetermined 

blind source separation. It is suitable for the recovery of 

the source signal which is sufficiently sparse and the 

observed signals is two-dimensional. When the source 

signals are not sufficiently sparse in the time domain, 

they can be sparsely represented adopting time-

frequency transformation or wavelet transformation 

method, therefore the source signal recovery can then 

be realized adopting the shortest path method. The 

source signal recovery issue can be converted into the 

solving of the optimization described below according 

to sparse component analysis theory:  

( )
1

1

min | ( ) |,

( ) ( ) ( ).

n

i
t

i

n

i i

i

t

t t t









  






s
s

x As a s

    (5) 

Where, ( )tx  is the observed signals and the number is 

m; A is the mixing matrix; the number of source signals 

is n; 
ia is the thi column of the mixing matrix and

( )i ts  is the thi source signal. To minimize
1

( )
n

i

i

t


 s  at 

the time is to carry out linear decomposition for the 

observed signals in the directions of two columns of the 

mixing matrix and to find out the shortest path from 

the origin to the observed signals. When there are two 

observed signals, the method to solve the question is 

shown in Fig. 1. For minimizing 
1

| ( ) |
n

i

i

t


 s  at the time, 

it can be known from Fig. 1, the shortest path from the 

origin to observed signal x is the two vectors (a and b), 

which are closest to the angle of x. 

x

A

B

b

a

o 1x

2x

c

tθ

Fig. 1. Schematic for the shortest path method for the 

two-dimensional observed signals. 

For the situation when there are more than two 

observed signals, the original shortest path method is 

improved in this paper, therefore it is applicable to 

the recovery of the source signals with two or more 

observed signals. The method is taking two adjacent 

observed signals every single time among m observed 

signals and express them as the thi  and 
thj  observed 

signals, where, 1,2, , 1, 1i m j i    , which means 

the observed signals processed each time is the 

combination of two adjacent observed signals, then 

1m combinations are obtained. The first and the thm

observed signals are taken to form another two-

dimensional observed signal combination. Then m two-

dimensional observed signal combinations can be 

obtained. For each combination, corresponding source 

signals can be recovered adopting the original shortest 

path method, then there are m groups of source signals 

recovered. As the number of source signals is n, then n 

signals can be obtained respectively by using each of 

the m two-dimensional observed signal combinations 

obtained from the original observed signals. Assuming 

that the signals obtained from separation of each 

combination is expressed as ˆ( , ,:)i ks , where, 1,2, ,i m

refers to the serial number of each two-dimensional 

observed signal combination; 1,2, ,k n  is the serial 

number of the signal obtained from separation of each 

two-dimensional combination, :  refers to the number of 

sampling points. A new matrix is gotten using the 

signals obtained from the separation of the m groups, 

and it can be expressed as:  
Tˆ ˆ ˆ ˆ ˆ( , ,:) [ (1,1,:), (1,2,:), , (1, ,:), (2,1,:), , ( , ,:)]p q n m ns s s s s s . 

     (6) 

( , ,:)p qs  is a 
0mn T  dimensional vector combination 
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matrix. mn refers to the number of the separated 

signals. 
0T  refers to the number of sampling points of 

the signal.  

For matrix ( , ,:)p qs , calculating the vector angles 

between its rows, then a mnmn-dimensional square 

matrix Q can be obtained. For the first n rowsmn 

columns of the square matrix, check if the matrix 

element is between 0 and threshold value 
0 . If yes, it 

means that the intersection angle of the signals in 

matrix ( , ,:)p qs  is smaller than 
0 , which reflects the 

strong similarity of the signals. The mean of the signal 

with angles less than 
0  can be calculated respectively 

as the estimate of the source signals. Thus, the estimates 

(1,:), (2,:), , ( ,:)s s s n  of n source signals (the source 

signals to be recovered) are gotten eventually. 

The threshold 
0  is a critical parameter in this 

algorithm. When determining 
0 , it should consider if 

the mixing matric can be estimated accurately. In this 

paper the threshold is determined based on the research 

of Zayyani et al. [14] and Cramér–Rao bound of mixing 

matrix. The threshold should be larger than the least 

angle that the mixing matrix can be estimated correctly. 

The extensive simulations show that the algorithm 

proposed in this paper has good robustness when the 

threshold 
0  is larger. The simulation shows that, when 

the value of 
0  is within 

o o[15 ,35 ] , the difference of 

source signals recovery result is not obvious. A larger 

0  is more favourable for signal recovery results since 

more signals can be integrated to obtain the estimates of 

source signals.  

Specific steps of the algorithm presented in this 

paper are shown as follow: 

Step 1: Pre-processing is carried out for the 

observed signals ( )tx , which can remove the column 

vectors with all components are zero. Then unification 

of direction is conducted.  

Step 2: In m observed signals ( )tx  obtained from 

one measurement, T

1 2( ) [ ( ), ( ), , ( )]mt t t tx x x x , the 

sampling time 
01,2, ,t T . Two adjacent observed 

signals ( )i tx  and ( )j tx  are selected each time, 

1,2, , 1i m  , 1j i  . The first and the mth  

observed signals are taken to form a two-dimensional 

observed signal combination. Then m two-dimensional 

observed signal combinations can be obtained in total, 

which are expressed as
T( ) [ ( ), ( )]k i jt t tx x x respectively, 

where, 1,2, ,k m ; 

Step 3: Calculate the angle of each base vector of 

mixing matrix A: the angle of base vector is defined  

as 1 2 1tan ( / )j

j j 
A

A A , 
jA  refers to the thj  column 

vector of the mixing matrix, 1,2, ,j n ; n is the 

number of source signals, the superscripts 2 and 1 mean 

the second and the first row of the column vector 

respectively;  

Step 4: The angle of the observed signal vector t
x  

in each combination is calculated respectively adopting 

the original shortest path algorithm for the combination 

of m two-dimensional observed signals at each 

observed moment; 

Step 5: Find out the two base vector angles closest 

to the observed signal vector angle t  at the moment, 

and record the two row vectors i
a  and i

b  in 

corresponding mixing matrix, where, ,i i a b A  and i 

refers to the serial number of the thi  combination in the 

m combinations, 1,2, ,i m ;  

Step 6: Assume [ ]i i

r A a b , 
rA  refers to a 

submatrix of 2×2 formed by two rows of i
a  and i

b  in 

mixing matrix A. i
a  and i

b  are the two vectors closest 

to t
x  at the moment of t, then make 1

r r

W A ; 

Step 7: The source signals at sampling moment t 

are recovered using the following equation:  

  
.

t t

r r

t i i

j

= ,

=0 for j ,

s W x

s b a
                     (7) 

Where, t

rs  is the component of x in the directions of 

vector i
a  and i

b ; 

Step 8: For each two-dimensional observed  

signal combination T( ) [ ( ), ( )]k i jt t tx x x , 1,2, ,k m , 

corresponding source signals are recovered adopting the 

original shortest path method, and there are m groups  

of source signals recovered. As the number of source 

signals is n, so n signals can be obtained after recovery 

by using each of m two-dimensional observed signal 

combinations. Assuming the signal obtained from 

separation of each combination is expressed as ˆ( , ,:)i ks , 

where, 1,2, ,i m  refers to each two-dimensional 

observed signal combination; 1,2, ,k n  refers to the 

signal obtained from separation of each two-dimensional 

combination; :  means the number of sampling points;  

Step 9: A new matrix is formed using the signals 

obtained from the separation of m two-dimensional 

observed signal combinations, which can be expressed as 

Tˆ ˆ ˆ ˆ ˆ( , ,:) [ (1,1,:), (1,2,:), , (1, ,:), (2,1,:), , ( , ,:)]p q n m ns s s s s s . 

( , ,:)p qs  is a 
0mn T -dimensional vector combination 

matrix. 

Step 10: A mnmn-dimensional square matrix Q 

can be obtained by finding the angle between the row 

vectors of matrix ( , ,:)p qs . For the first n rowsmn 

columns of the square matrix, check if the matrix 

element is larger than 0 but smaller than 
0 , meaning 
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that the angle of the single vector in matrix ( , ,:)p qs

is smaller than 
0 . The mean is calculated for the

signal vectors with angle smaller than 
0 as the

estimate of the source signal. Thus, the estimates 

(1,:), (2,:), , ( ,:)ns s s  of n source signals (i.e., the 

source signals to be recovered) can be obtained 

eventually.  

IV. SIMULATION AND ANALYSIS
The simulation platform is a DELL9020MT 

computer, Intel(R) Core(TM) i7-4770 CPU @3.40GHz, 

64-bit Windows operating system. MATLAB software

is used for the simulation experiment. The signal-to-

noise ratio of the observed signals changes from 8 to

20dB and Monte Carlo simulation at each signal-to-

noise ratio is carried out for 500 times. The performance

indexes for evaluating the recovery effect of the source

signal include the average separated signal to interference

ratio SIR (SIR )imean  and the average similarity 

coefficient ( )ijmean  , , 1,2, ,i j n . Where, SIR  

and   are the separated signal to interference ratio 

and similarity coefficient respectively. The formulas for 

calculation of them are shown in (8) and (9), where, 

ˆ ( )i ts  and ˆ ( )j ts  are the thi  and thj signals respectively. 

( )i ts  refers to the thi source signal: 

 

0

2

1

2

( )

SIR 10lg .
ˆ ( ) ( )

T

i

t

i

i i

t

t t



 
 
 
 
 
 

 s

s s
,                  (8) 

0

0 0

1

2 2

1 1

ˆ( ) ( )

.

ˆ( ) ( )

T

i j

t

ij
T T

i j

t t

t t

t t




 





 

s s

s s

 (9) 

The threshold value 
0 for signal integration is set at

o20 . 

Experiment 1: 

There are 5 source signals. Assuming the source 

signals are sufficiently sparse in time domain, then the 

signal types and parameter settings are as follows: 

1s is a conventional pulse signal, carrier frequency 

=5 z1fc MH , pulse width r1 10t s , pulse repetition 

period 1 100r sT  , pulse start time 01 0t  ; 

2s is a conventional pulse signal, carrier frequency 

2 =5 zfc MH , pulse width 
2  7rt s , pulse repetition 

period 
2 100r sT  , pulse start time 

02 10t s ; 

3s is a linear FM signal, carrier frequency 

3 =5 zfc MH , pulse width 
3  10rt s , pulse repetition 

period 
3 100r sT  , pulse start time 

03 20t s , 

instantaneous bandwidth is 
3  10B MHz ; 

4s is a linear FM signal, carrier frequency 

4 =5 zfc MH , pulse width 
4  8rt s , pulse repetition 

period 
4  100rT s , pulse start time t04=30μs, intrapulse 

bandwidth 4   15B MHz ; 

5s is a sinusoidal phase-modulated signal, carrier 

frequency 
5 5cf MHz , pulse width 

5 8rt s , pulse 

repetition period 5 100rT s , pulse start time 

05 40t s , modulated signal frequency 
5 100af kHz , 

modulation index 5 5a  . 

The sampling frequency of the receiver is 50MHz; 

the number of sampling points is 10,000 and the 

dimensional of observed signals is 2. The mixing 

matrix is generated using rand function 

 0.3942    0.0162    0.9100    0.2152   -0.9458

-0.9190    0.9999   -0.4146    0.9766   -0.3246

 
  
 

A . 

When 2, 5m n  , there are two observed signals, the 

method proposed in this paper is actually the original 

shortest path method [7]. The source signals are 

recovered adopting the method mentioned in this paper 

and CMP method [15], L1CMP method [15] and RBF 

network method [16], and the results are shown in Figs. 

2 (a)-(c). 

Figure 2 shows that with the increase of signal-to-

noise ratio of observed signals, the signal to interference 

ratio and similarity coefficient of the signals obtained 

from recovery using different signal recovery algorithms 

tend to increase, meaning that the signal separation 

result is acceptable The separation effect adopting the 

method presented in this paper is slightly lower than 

CMP method but better than L1CMP and RBF network 

methods. As for calculation efficiency, it is reflected 

in Fig. 2 (c) that the calculation time of the method 

presented in this paper is obviously less than other 

methods.  
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Fig. 2. Comparison of the performance and calculation 

time of different methods when m=2 and n=5. (a) The 

average signal to interference ratio of separated signals. 

(b) The average similarity coefficient of separated 

signals. (c) The average calculation time. 

 

Experiment 2: 

The parameters and number of source signals are 

the same as Experiment 1. The sampling frequency  

of the receiver is 50MHz and the number of signal 

sampling points is 10,000. The dimensional of observed 

signals is three and the mixing matrix is generated 

using rand function,  

-0.1605    0.8133    0.8729    0.3014    0.2312

 0.8612   -0.4460    0.4247    0.8280    0.9358

-0.4823    0.3736    0.2401   -0.4728   -0.2662

 
 


 
  

A .

 
The recovery results of source signals by different 

methods are shown in Fig. 3. 

Figure 3 shows that the separation effect adopting 

the method proposed in this paper is better than the 

other three methods. The computing efficiency of the 

method is higher. 
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Fig. 3. Comparison of the performance and calculation 

time of different methods when m=3 and n=5. (a) The 

average signal to interference ratio of separated signals. 

(b) The average similarity coefficient of separated 

signals. (c) The average calculation time. 
 

Experiment 3: 

There are 7 source signals. Assuming the source 

signals are sufficiently sparse in time domain, and the  
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signal types and parameter settings are as follows: 

1s is a nonlinear FM signal, carrier frequency 

1 10cf MHz , pulse width 
1 16rt s , pulse repetition 

period 1 200rT s , instantaneous bandwidth
1 10B MHz , 

pulse start time 01  0t  ; 

2s is a conventional pulse signal, carrier frequency 

2 8cf MHz , pulse width 2 15rt s , pulse repetition 

period 2 180rT s , pulse start time 02 20t s ; 

3s is a linear FM signal, carrier frequency 

3 5cf MHz , pulse width 3  15rt s , pulse repetition 

period 3 180rT s , pulse start time 03 40t s , 

intrapulse bandwidth 3 20B MHz ; 

4s is a linear FM signal, carrier frequency 

4 5cf MHz , pulse width 4 20rt s , pulse repetition 

period 4 180rT s , pulse start time 04  60t s , 

intrapulse bandwidth 4 15B MHz ; 

5s is a sinusoidal phase-modulated signal, carrier 

frequency 5 5cf MHz , pulse width 5 20rt s , pulse 

repetition period 5 200rT s , pulse start time

05 80t s , modulation frequency 5 200af kHz , 

modulation index 5 5a  ; 

6s is a sinusoidal phase-modulated signal, carrier 

frequency 6 5cf MHz , pulse width 6 15rt s , pulse 

repetition period 6 200rT s , pulse start time 

06 100t s , modulation frequency 6 200af kHz , 

modulation index 
6 2a  ; 

7s is a nonlinear FM signal, carrier frequency 

7 15cf MHz , pulse width 7 20rt s , pulse repetition 

period 7 200rT s , intrapulse bandwidth 7  5B MHz , 

pulse start time 07 115t s . 

The sampling frequency of the receiver is 50MHz; 

the number of sampling points is 10,000 and the 

dimensional of observed signals is 4. The mixing 

matrix is generated using rand function, 
-0.5224   -0.4859    0.1343   -0.3511    0.4795    0.0934    0.2742

 0.2835   -0.5464   -0.4342   -0.1150   -0.7562   -0.6842   -0.0333

 0.5654    0.0297    0.7147    0.6674    0.4023    0.6325   -0.6
A =

892

-0.5719   -0.6815    0.5316    0.6466    0.1906    0.3508    0.6698

 
 
 
 
 
 

. 

The recovery results of source signals by different 

methods are shown in Fig. 4. 

Figure 4 shows that the separation effect adopting 

our method is slightly lower than the other three 

methods, but the signal to interference ratio of 

separation and similarity coefficient obtained using our 

algorithm are sufficient to accurately separate 7 source 

signals from 4 observed signals, with the law of the 

computing efficiency is generally the same as 

Experiment 2. 
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Fig. 4. Comparison of the performance and calculation 

time of different methods when m=4 and n=7. (a) The 

average signal to interference ratio of separated signals. 

(b) The average similarity coefficient of separated

signals. (c) The average calculation time.

Experiment 4: 

There are 5 source signals, and the source signals 

are not sufficiently sparse in time domain. Wavelet 
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transform is used for sparse representation of source 

signals in this paper. The source signal types and 

parameter settings are as follows: 

1s is a traditional pulse signal, carrier frequency 

1 5cf MHz , pulse width 
1  100rt s , pulse repetition 

period 
1 400rT s , pulse start time 

01 0t  ; 

2s is a traditional pulse signal, carrier frequency 

2 20cf MHz , pulse width 
2 100rt s , pulse 

repetition period 
2 400rT s , pulse start time 

02  0t  ; 

3s is a linear FM signal, carrier frequency 

3 20cf MHz , pulse width 
3 50rt s , pulse repetition 

period 
3  200rT s , pulse start time 

03 100t s , 

intrapulse bandwidth 3  5B MHz ; 

4s is a linear FM signal, carrier frequency 

4 60cf MHz , pulse width 
4  50rt s , pulse repetition 

period 
4 200rT s , pulse start time 

04 150t s , 

intrapulse bandwidth
4  5B MHz ; 

5s is a sinusoidal phase-modulated signal, carrier 

frequency 
5 15cf MHz , pulse width 

5  50rt s , pulse 

repetition period 
5  200rT s , pulse start time

05 150t s , modulation frequency 
5 200af kHz , 

modulation index 5 1a  . 

The sampling frequency of the receiver is 

200MHz; the number of sampling points is 40,000. The 

values of two source signals at some moments are not 

zero, at some moments, only the value of one source 

signal is non-zero, while the values of other source 

signals are all zero, that is, the source signals are not 

sufficiently sparse in time domain. The mixing matrix 

is generated using rand function, 

0.4638 -0.6693 -0.9474 0.3031 -0.6117

= -0.5711 -0.4033 0.0377 -0.0828 -0.7777

0.6773 0.6240 -0.3177 -0.9494 0.1454

 
 
 
  

A . 

Figure 5 (a) and Fig. 5 (b) show the results by two 

processing methods, which are adopting the proposed 

shortest path method based on wavelet transformation 

and adopting the proposed shortest path method 

directly. The wavelet basis function is “dmey” and the 

wavelet is decomposed into 6 layers.  

We can see that from Fig. 5, when the source 

signals are not sufficiently sparse in time domain, time 

domain separation signals can be obtained by seeking 

for sparse representation of the source signals using 

wavelet packet transformation. When compared with 

the source signal recovery result adopting our method 

directly in time domain, the recovery effect of the 

former processing method is obviously better. 

The algorithm proposed can be used when there are 

two or more observed signals. In the shortest path 

method presented, ideal source signal recovery can be 

realized with high computing efficiency when the 

source signal is sufficiently or not sufficiently sparse in 

time domain. When the source signal is not sufficiently 

sparse, sparse representation can be used for the 

observed signals. When the source signal is sufficiently 

sparse in the transformation domain, the proposed 

algorithm can be used for source signal recovery.  
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Fig. 5. Performance comparison of different methods 

when m=3 and n=5. (a) The average signal to 

interference ratio. (b) The average similarity coefficient. 

V. CONCLUSIONS
The shortest path method is a recovery algorithm 

for underdetermined blind source separation with good 

effect. It has the advantages of short computational time 

and high signal recovery accuracy. A new shortest path 

source signal recovery algorithm is presented based on 

the defect that the traditional shortest path method can 

only be used for the case with two observed signals. 

Underdetermined blind source signal recover can be 

realized when there are two or more observed signals 

by employing the proposed algorithm. The feasibility of 

the algorithm is validated by simulation experiments, 

and the proposed algorithm has high computing 
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accuracy and low time complexity. 
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Abstract ─ Unmanned aerial vehicle (UAV) used in 

overhead transmission lines (OTLs) inspection are 

required to fly along a preset path to conduct special 

tasks. However, UAVs sometimes deviate from the 

preset path due to positioning error or control error in 

practice, thereby reducing the quality of the inspection 

task or even leading to serious line collision accidents. In 

this study, a method is proposed to evaluate the UAV 

position deviation from the preset path in real time on the 

basis of a measurement and analysis on the electric field 

generated by transmission lines. A new idea is presented 

to solve the obstacle avoidance problem for UAV in 

transmission line inspection. To improve evaluation 

accuracy, the influences of transmission tower and UAV 

body are considered in the theoretical calculation model 

for electric field, and the electric field data are 

preprocessed to diminish the influence of environmental 

noise and measurement inherent error. To improve the 

real-time performance of the evaluation algorithm, the 

dynamic programming and hidden Markov model 

(HMM) are combined to form a dynamic-hidden Markov 

model algorithm, in which the parameters of the HMM 

are determined by the expected maximization parameter 

estimation and corrected in real time. The feasibility and 

accuracy of the proposed method are verified by several 

simulation examples and experiments. 

Index Terms ─ Dynamic-hidden Markov model, flight 

deviation, transmission line inspection, unmanned aerial 

vehicle (UAV). 

I. INTRODUCTION
Using unmanned aerial vehicle (UAV) to inspect 

overhead transmission lines can improve work efficiency, 

save manpower and material resources, and overcome the 

constraints of geographical environment compared with 

traditional manual inspection. Therefore, transmission 

line inspection with UAV has been promoted in recent 

years. To achieve the patrolling objectives and avoid 

collision accidents, UAVs should fly along preset paths as 

far as possible. If flight deviates, warning should be 

provided, and the position should be adjusted in time. 

Several methods, such as GPS [1], machine vision 

ranging [2], ultrasonic ranging, radar ranging [3], optical 

ranging [4], and artificial potential field method [5,6], are 

suitable for measuring the distance between the UAV 

and physical object. However, these methods have limited 

application scenario, and improving their measurement 

accuracy is expensive. For example, numerous signal base 

stations must be built to improve the precision of GPS 

ranging. Therefore, a convenient and effective method 

is necessary to evaluate if the flight positions of UAVs 

deviate from the preset paths. 

Many studies [7,8] have reported that AC overhead 

transmission lines inherently generate power frequency 

electric fields in their surrounding space and that the 

electric field intensity at a space observation point is 

directly related to the distance between the field point and 

line. On this basis, the present study proposes a new idea, 

that is, to use the power frequency electric field of the AV 

overhead transmission lines as the data foundation to 

evaluate whether and how much the current flight position 

of a UAV deviates from the preset path. As the electric 

fields themselves are generated by transmission lines, the 

electric field measuring device is a single-sided structure, 

unlike the laser and ultrasonic ranging devices, which 

requires the producing and transmitting parts of the source 

signal and the receiving part of the reflection signal. 

Moreover, power frequency electric field propagates a 

long distance that the sensor can measure appropriately. 

The electric field strength is not affected by the ambient 

light intensity and environment temperature, which avoids 

the lack of visual and infrared sensing. 

The primary idea of the method proposed in this study 

is to regard the real-time measured electric field at the 

UAV’s positions and the theoretically calculated electric 

field values at the corresponding positions on the preset 

path as the basic data. After preprocessing the basic data, 

the dynamic-hidden Markov probability model (D-HMM) 

is introduced to evaluate the deviation and drift direction 

between the current position and preset path of the UAV. 

To improve the evaluation accuracy, influences of 

the transmission tower and UAV body on the electric 

field are considered in the calculation model. Moreover, 
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the theoretically calculated and measured electric field 

data are preprocessed to eliminate the influence of 

environmental noise and inherent measurement error 

before taking them into D-HMM that is used to improve 

the real-time performance of the evaluation algorithm. 

 

II. IMPROVED CALCULATION MODEL OF 

ELECTRIC FIELD AND DATA 

PREPROCESSING 
The accuracy of evaluating the flight position 

deviation of UAV with the proposed method considerably 

depends on the accurate calculation of the space electric 

field generated by AC OTLs. 

 

A. 3D electric field calculation model considering 

actual states of OTL 

The charge simulation method (CSM) is 

recommended to calculate the power frequency electric 

field generated by AC OTLs in a large space. An 

improved 3D model is presented in this study to enhance 

the calculation accuracy. 

Figure 1 shows the constituents and layout structure 

of OTLs with towers. The two ends of a span fixed at 

Tower A and Tower B can be not at the same height. The 

origin of coordinate O is set at the projection on the ground 

of the lowest point of the span. The mathematical model 

of the catenary conductors can be described as [9,10]: 

 A B( ) cosh cosh ( )
2

D x
z x H x x x

D

 



 
     

 
, (1) 

where D is the length of span, α is the horizontal stress 

coefficient of conductor, and H is the lower height of 

conductor from the ground. Then, 

0D/   ,                               (2) 

where γ and σ0 are the specific load and horizontal stress 

of the conductor, respectively. 
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Fig. 1. Constituents and layout structure of the AC OTLs 

with towers. 

 

If the height of both ends at Tower A and Tower B 

are equal, then xA = −xB = −D/2. Meanwhile, if the height 

difference between two ends is h, then, 
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. (3) 

The tower comprises abundant steel bars, which  

will affect the electric field near them because of 

electromagnetic induction. A simplified model of the 

tower is divided into M sections [11]. In the i-th segment, 

the space coordinates of its head and end are (xi1, yi1, zi1) 

and (xi2, yi2, zi2), respectively. The coordinates of any point 

in the middle of this segment is (xi0, yi0, zi0), as shown Fig. 

2.  
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Fig. 2. Model of the tower. 
 

A span of each overhead conductor is divided into N 

segments, and the coordinate setting for the endpoints of 

each segment is similar to that shown in Fig. 2. Then, the 

calculation method is unified for the overhead conductor 

and tower. Assuming that the length of the i-th analog line 

charge is li and the density of analog line charge is 
i , the 

potential generated by the analog line charge at the spatial 

observation point (x, y, z) is denoted by: 
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where ε0 is the vacuum dielectric constant; r and r' 

represent the distance from the source point and its mirror 

point to the field point, respectively, which are denoted by: 
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, (5) 

where t is the normalized parameter of the distance 

between points (xi0, yi0, zi0) and (xi1, yi1, zi1), which can be 

shown as: 

 0 1 0 1 0 1

2 1 2 1 2 1

( [0,1])i i i i i i

i i i i i i

x x y y z z
t t

x x y y z z

  
   

  
. (6) 
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The simulated charge density can be calculated after 

setting the known conductor potential φil = U and tower 

potential φit = 0 as boundary conditions. Then, the 3D 

electric field components at the spatial observation point 

can be obtained: 

, ,i i i

ix iy izE E E
x y z

    
  
  

. (7) 

Furthermore, numerical calculations are applied to 

integral Equation (4) and differential Equation (7). Then, 

the 3D electric field components are given by: 
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where, 
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Finally, the 3D electric field components at the spatial 

observation point are superimposed the effect of all the 

simulated charges: 

, ,x ix y iy z izE E E E E E     .     (10) 

 The electric field strength can be obtained 

2 2 2
x y zE E E E   . (11) 

B. Effect of UAV on the space electric field

The shell material of the UAV used in transmission

line patrol and inspection is a composite material with 

carbon-fiber reinforced resin matrix, which has high 

electrical conductivity [12,13]. Therefore, the effect of the 

UAV’s body on the space electric field cannot be ignored. 

Because the UAV body’s shape is complicated and 

the surface potential is unknown, the electric field analysis 

cannot be performed with the CSM. The finite element 

method is suitable for solving partial differential equations 

on complex regions. Therefore, it is used here. 

The simulation model of the UAV is built in the 

power frequency electric field of transmission lines, and 

the free tetrahedron element is used to divide the model 

[14,15]. The boundary conditions of the entire model are 

initially set. Then, the boundary potential distribution and 

electric field of each grid element of the UAV model can 

be calculated with Maxwell equations. In addition, the 

influence of UAV on electric field distribution can be 

observed by comparing the electric field distribution in 

the calculation domain with and without the UAV. The 

installation position of the electric field measurement 

sensor on the UAV can be determined as well. In addition, 

the regularity of UAV’s influence also can be used to 

correct the measured electric field data. 

C. Preprocessing of electric field data

To eliminate the influence on electric field

measurement from environmental noise and the inherent 

error of the measuring device, the proposed evaluation 

method should be made suitable for OTLs with different 

voltage levels and arrangements. A parameter, namely, 

electric field ring ratio change rate K (%), is defined to 

preprocess the electric field data:

  1 +1/ max{ } 100n n n n nK E E E E  ， , (12) 

where En is the electric field at the n-th measurement 

point, n = 1, 2, 3…. Considering the requirement of the 

subsequent D-HMM discriminant model, the measured 

and theoretical electric field data are processed similarly. 

III. DEVIATION EVALUATION MODEL
By comparing the measured electric field data with

the theoretical electric field data at the same observation 

points on the preset path, the UAV position deviation 

from the preset path can be judged to a certain extent. 

However, the actual physical conditions are difficult to 

simulate accurately with theoretical models, and random 

errors exist in the electric field measurement due to 

the diversity of the geographical environment and 

meteorological conditions. Therefore, the measured data 

should be further analyzed and processed, and a practical 

position matching algorithm with high robustness and 

good generalization should be studied for the UAV. 

A. Background and introduction of D-HMM

The matching model based on probability can

effectively overcome these problems and improve 

evaluation credibility. Therefore, this study uses a non-

supervised probability statistical learning model based on 

time series data, namely, HMM [16,17]. The HMM can 

be used to determine the implicit parameters of the time 

series from the observable data sequences. Then, these 

parameters are used for further analyses, such as pattern 

recognition and fault diagnosis. 

The change process of position and electric field 

measurement data during UAV patrol and inspection are 

time-series processes. Furthermore, the current position 

of the UAV is only related to the previous moment, 

which satisfies the Markov property [18]. Therefore, the 

position of UAV can be described by Markov chain. 

The hidden here refers to the real position of 

the UAV, which cannot be obtained directly due to 

measurement error and must be inferred by the HMM 

model. 
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The electric field data are measured in real time 

during UAV flying. To improve the real-time 

performance of the model algorithm, this study combines 

the dynamic programming and HMM to form the D-

HMM algorithm. The parameters of the D-HMM are 

determined with the expectation maximization parameter 

estimation method and corrected with the dynamic 

programming method in real time, where the dynamic 

programming algorithm is used to infer the position 

sequence of the UAV during flight. Figure 3 shows the 

main program flow chart of the D-HMM algorithm, in 

which the observation sequence O and EM parameter 

estimation and the Viterbi algorithm are three subroutines. 

start

Time sequence length T

i=1

Input sequence [O(i)]T

Input HMM Parameter

λ (i) ={A(i)，B(i)，Π(i)} 

The most probable State 

sequence [I*
(i)]T and current 

flight status I*
(i)T+i-1

Terminate the  predict  

program？

End

i=i+1

Y

N

EM Parameter estimation

Get the observation 

sequence O

Viterbi algorithm

Fig. 3. Flow chart of the D-HMM algorithm. 

B. Method of obtaining the observation sequence

Before running the D-HMM algorithm, to simplify

the data structure of the algorithm program and improve 

the running speed of the program, normalizing the 

measured electric field data with noise is necessary. 

The observation sequence [O(i)]T corresponding to the 

measured electric field sequence is obtained by comparing 

the theoretical and measured electric field data after 

being computed and normalized, where O(i) represents the 

observation sequence of the i-th iteration. 

Initially, the theoretical electric field of the eight-

direction offset path around the preset path is shown in 

Fig. 4. Then, nine theoretical electric field sequences are 

obtained, where, d = 0,1,2···8. They are converted into 

theoretical K-value sequence [KC] d following the method 

described in Section C of the first part. Furthermore, the 

time series of measured electric field is also transformed 

with the same method, and the time series of measured 

K-value [KM] is obtained. Then, the initial observation

sequence [O(i)]T is obtained by comparing sequence [KM]

and sequence [KC] d with the flight velocity v and electric

field measurement time interval Δt of the UAV.

Presupposed 

path

Offset 

direction 1
Offset 

direction 2

Offset 

direction 3

Offset 

direction 4

Offset direction 5

Offset 

direction 6

Offset 

direction 7

Offset 

direction 8

Fig. 4. Schematic of the preset path and offset direction. 

C. Model training

After obtaining the input observation sequence,

the model should be trained in accordance with the 

observation sequence to obtain the model parameters. 

In practical applications, the data storage of the UAV 

electric field measurement is limited, the training sample 

capacity is small, and the data update speed is fast. To 

realize the rapid training of small sample statistical 

model, this study uses EM parameter estimation iterative 

algorithm to obtain HMM parameter set λ = {A, B, Π}. 

λ contains three types of parameters, where A = [aij] is 

the probability transfer matrix of the real state and aij` 

represents the probability that the real state changes from 

i to j. B = [bik] is the probability matrix of the observed 

state, and bik represents the probability of the observed 

state being k when the real state is i. Π = [πi] is the 

probability vector of the initial state, and πi represents the 

probability of the real state being i. 

The core steps of the EM algorithm include the 

two parts of the problem expectation expression and 

the expectation maximization calculation [19]. In the 

proposed algorithm model, the expected Q expression is 

denoted by: 

 
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. (13) 

The three elements of HMM appear in the three parts 

of Equation (13). Therefore, only the three parts of the 

Q function should be maximized to obtain the model 

parameters: 
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where, 
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By substituting Equation (15) into Equation (14), the 

model parameter λx calculated by the x-th iteration can 

be obtained. For one input observation sequence O, x 

iterations are performed. If λx converges to λ or reaches 

the maximum number of iterations, then λ is the output 

parameter of the model.  

D. Dynamic update of HMM parameter

With the movement of the UAV, the track of the

UAV will change constantly, and the measured electric 

field data will be updated constantly. To improve the real-

time and accuracy of the algorithm further, the parameters 

of the algorithm model are continuously corrected with the 

updating of the input data. In this study, a parameter 

dynamic update module is added to the HMM algorithm 

to form the D-HMM algorithm. 

The value of the algorithm parameter set λ is affected 

by the observation sequence. Hence, a well-designed 

dynamic update scheme of the observation sequence 

can simultaneously realize the dynamic update of the λ 

parameter. 

When the algorithm runs for the first time, the 

observation sequence is recorded as O(1), and the sequence 

length is T. When the data at time t = T+1 is measured, the 

data at time t = 1 is discarded to form a new observation 

sequence O(2). In this manner, the real-time input sequence 

group of D-HMM can be obtained. Figure 5 shows the 

dynamic selection of the input observation sequence. 

Round 1

Round 2

Round i

t 1 2

1 …

…

T

2 … T+1

…

i …
T+i-1

Fig. 5. Dynamic selection of the input observation 

sequence.  

This dynamic selection method of the propulsion 

input sequence not only preserves the contribution of each 

measurement data to the calculation of the algorithm 

parameters during flight but also effectively reduces the 

sensitivity of the algorithm to the initial parameters. 

Moreover, this method controls the length of the input 

sequence, improves the running speed of the algorithm, 

and enhances the accuracy and timeliness of the 

discriminant results.  

E. Position deviation evaluation

On the basis of the model parameters, the subsequent

step is to evaluate whether the UAV deviates from the 

preset path, particularly the direction and distance of 

the deviation in a continuous period of time. UAV offset 

measurement is essentially an optimization analysis 

problem for a multi-step multi-state process. In this study, 

the dynamic programming Viterbi algorithm is used 

to solve the D-HMM model of the known observation 

sequence O and parameter λ. At this time, the optimal 

hidden sequence corresponding to the observation 

sequence is obtained, that is, the true migration of UAV. 

The core idea of the Viterbi algorithm is that, in the multi-

step and multi-choice problem, each step retains the 

optimal solution of the previous step and finds the optimal 

path of the transition between multiple steps through 

the backtracking method [20,21]. Figure 6 shows the 

algorithm flow. 

Variable initialization δ1 and ξ1  

According to Eq.(16) (17) 

calculate δt and ξt 

Input sequence [O(i)]T and λ(i)

End 

t=1

t>T-1

Record the end of the 

optimal path iT* 

According to Eq.(18) 

calculate  it-1*

t=t+1

Y

N

t=2

Y

N

t=t-1

Output the optimal path I*

Viterbi algorithm 

start

Fig. 6. Flow chart of the Viterbi algorithm. 

The variable δt (i) represents the probability of the 

optimal path in all paths leading to state i at a certain time 

t. The variable Ψt (i) represents the state of the optimal path

starting point to state i at time t, the recursive expressions

of δt (i) and Ψt (i) are as follows:
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By the forward recursive calculation, the probability 

P* corresponding to the last node of the time series and 

the state IT* of the node are obtained. On the basis of the 

formula, 

 * *
1 1( )t t ti i   . (18) 

The last node is inversely backtracked to obtain the 

entire optimal path I* = [i1*, i2*, … , iT*], that is, the UAV 

deviates from the preset path evaluation result for a period. 

 

IV. EXAMPLE AND EXPERIMENT 
To verify the feasibility and validity of the proposed 

method, a numerical example and experimental scheme 

are shown here. In the numerical example, assuming that 

the UAV flight control system is in perfect condition,  

the real flight path of the UAV coincides with the preset 

path, but the electric field measurement device has 

measurement errors. This scheme is designed to verify the 

effectiveness of the path discrimination algorithm in  

the case of limited accuracy of the airborne measuring 

device. The experimental conditions of the experimental 

verification are set as follows: set up a test site to simulate 

an experimental platform, set an experimental path that 

deviates from the preset path, measure the electric field  

on the path, and input the algorithm model to simulate  

the discriminant experiment. This scheme is close to the 

actual situation and aims to verify the feasibility of the 

algorithm. 

 

A. Numerical verification 

The preset path and offset range are set as shown in 

Fig. 7, and the preset path is numbered as state 0. The four 

offset states shown in the figure correspond to state 

numbers 1–4. Figure 8 shows the corresponding K values 

of the preset paths and offset states. 

If the flight plan of UAV is to fly straight from one 

base tower to the next at a uniform speed, then the flight 

path is at a horizontal distance of 5 m from the side phase, 

the height is the same as the ground line suspension, and 

the total length of the path is 300 m. The electric field is 

measured every meter of flight. When the UAV reaches 

the end of the preset path, 301 electric field measurement 

data are obtained. Then, the corresponding 300 K-values 

can be calculated. Ideally, the flight state observation 

sequence of the UAV on the preset path is

0

[0,0,0, ,0,0,0]EO 

300*

……
. 

The length of the sequence selected by one 

calculation is set to T=10. To show the UAV flight without 

offset, the vector representing the probability of actual 

flight state should be set to Π = [1, 0, 0, 0, 0]. The length  

of the sequence selected by one calculation is set to T=10. 

 

Horizontally approach to 

presupposed path (state1)

conductors

Tower

Presupposed path

Horizontally away from 

presupposed path (state 2)

Vertically upward from the 

presupposed path (state 3)

Vertically downward from the 

presupposed path (state 4)  
 

Fig. 7. Schematic of the preset path and offset range (top 

view and left view). 
 

 
 

Fig. 8. Preset path and offset value corresponding to the K 

value. 

 

To show the UAV flight without offset, the vector 

representing the probability of actual flight state should be 

set to Π = [1, 0, 0, 0, 0]. The random errors of 5%, 10%, 

15%, and 20% are superimposed on the electric field value 

of the preset path to calculate the corresponding K-value. 

As shown in Fig. 9, the state closest to the K-value is found 

and forms the observation sequence O. The path state I* is 

determined by the D-HMM algorithm. Taking the first 10 

m of the flight as an example, in one calculation, the 

measurement error is set to 5%. The input observation 

sequence is O5% = [1, 2, 0, 3, 4, 1, 2, 1, 2, 1], and the output 

path state sequence is I*5% = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0]. 

Therefore, the flight state of UAV is along the preset path 

without offset in the course of 10 m uniform straight flight 

from one base tower to the next. 

For each of these error ranges, discriminant 

calculations are performed 30 times using the algorithm 

model without adding a dynamic parameter update 

module, and 10 discriminant points are calculated each 

time. The discriminant error rate of the proposed 

algorithm is recorded in each error range. Then, the 

algorithm model of the dynamic parameter update module 

is used to discriminate the same point. Table 1 shows the 

results. 
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Table 1: Accuracy of different error range algorithms 

Error Range Discriminant Point 

No Dynamic Parameter Updating 

Module 

Dynamic Parameter Updating 

Module 

Number of Errors Error Rate Number of Errors Error Rate 

5% 300 25 8.33% 7 2.33% 

10% 300 28 9.33% 8 2.67% 

15% 300 30 10% 9 3% 

20% 300 33 11% 11 3.67% 

The D-HMM algorithm with dynamic parameter 

update module effectively reduces the error rate and 

improves the effectiveness of the UAV offset state 

discrimination algorithm when a certain error exists in the 

electric field measurement. 

B. Experimental verification

In the laboratory environment, an experimental

platform is simulated. Three copper rods with length of 3 

m and diameter of 1 cm are used to simulate the single-

return three-phase transmission lines. Wooden supports 

with height of 2 m are used at both ends of each conductor. 

The three-phase conductors are arranged horizontally, 

and the phase spacing is set at 1.5 m. Three wires are 

connected to 1 kV three-phase transformer through lead 

wire. The three wires from left to right are A, B, and C 

phases, respectively. Figure 9 presents the schematic of 

the simulated experimental platform, and Fig. 10 displays 

the real object.  

2
m

1.5m

A B C

1
.5

m

1.5m

1
.8

m

1  2  3  4  5  6

2.5m

1'  2'   3'  4'   5'   6' 

l

l 

Fig. 9. Schematic of the simulated experimental 

platform. 

Electric field 

sensor

Three phase 

transmission line

Three-phase 

voltage regulator

Three-phase 

transformer
o

y
x

z

Fig. 10. Physical chart of the simulated experimental 

platform. 

Starting from the midpoint of the side phase 

conductor, the straight-line l in Fig. 9 is set as the preset 

path of the UAV with a height of 1.5 m. The flight 

direction is 6→1. An offset straight-line l’ is set directly 

above the straight-line l, and the height is 1.8 m. The actual 

flight path of UAV is set to be 6’→5’→4→3→2’→1. 

Table 2 shows the measured electric field, calculated  

K value, and discriminant results. Except for the first 

measurement data without output and the last point has 

low confidence in discrimination, the remaining points 

can correctly determine the path offset state. The validity 

of the proposed algorithm in the laboratory environment 

is verified. 

Table 2: Experimental data and results 

Sequence 
Electric 

Field (V/m) 

Value 

of K 

Discriminant 

Result 

1 43.9 

2 63.7 31.1 5 

3 111.6 42.9 4 

4 195.2 42.8 3 

5 377.5 48.3 2 

6 607.2 37.8 1 

V. CONCLUSION
This study proposes a method to evaluate the position 

deviation of UAV from the preset path in real time by 

using electric field information. Initially, considering 

the influences of transmission tower and UAV body, a 

calculation method of spatial electric field distribution is 

introduced. Then, dynamic programming and HMM are 

combined to form the D-HMM algorithm for evaluating 

the deviation of UAV from the preset path. This algorithm 

can dynamically update model parameters and meet the 

real-time and accuracy requirements of the deviation 

evaluation when the UAV is flying with high speed. 

Finally, the feasibility and effectiveness of the proposed 

method are verified through numerical calculation and 

experiments. The application of electric field information 

in the flight control of line patrol UAV is discussed in 

depth. This study provides a new thinking of auxiliary 

UAV flight control and ensures the quality of the 

inspection task and avoids collision by evaluating the 

position deviates. 
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In the future, the work space of multi-functional civil 

UAVs, such as logistics, photography, and exploration 

UAVs, and transmission line corridors can have inevitable 

intersections. The method proposed in this study also 

provides a new idea for the autonomous obstacle 

avoidance of generally using UAV. 
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Abstract ─ Temperature-dependent switchability of 

electrical property has drawn a lot of attention recently. 

In this article, electromagnetic (EM) radiation is used to 

induce temperature change in silver telluride and iron 

telluride nanostructures, which can be potentially used to 

trigger electrical property changes in them. Due to the 

low EM absorptivity of silver telluride nanowire, heating 

it via EM fields is very challenging. To enhance its EM 

absorptivity, various percentages (by mass) of iron oxide 

powder are mixed into it. It is verified that, similar 

to pure silver telluride, the mixture also exhibits a 

rapid change in electrical conductivity within a certain 

temperature range. The experiment is designed to 

characterize the EM absorptivity of three such mixtures 

with different percentage compositions and an iron 

telluride nanodisk in the X-band frequency range (8 to 

12 GHz). The temperature increase induced by the absorbed 

EM energy will lead to the rapid change of electrical 

conductivity by  -type to  -type phase transition in 

silver telluride and p-type to n-type transition in iron 

telluride, which can be potentially used to develop EM 

sensors for applications in communication technology. 

Index Terms ─ Electrical switchability, electromagnetic 

radiation absorption, EM sensor, nano-composites. 

I. INTRODUCTION
With the rapid development of wireless 

communication, the increasing usage of electromagnetic 

devices results in serious electromagnetic interference 

(EMI) and electromagnetic compatibility (EMC) 

problems [1-4]. More seriously, the high density of 

electromagnetic (EM) radiation caused by wireless 

communication has been confirmed to have a great 

effect on the health and safety of humans, such as 

sleep disturbance, headache, nausea, visual disorders, 

respiratory problems, and nervous excitation [5].  

In consideration of the pollution and threat from 

EM radiation, many ideas have been proposed to prevent 

the radiation from being harmful to the humans and 

communities. EM sensors or switches have since come 

out. There are some sensors or switches based on 

amorphous semiconductor [6], superconductor [7], and 

high-pressure gas arresters [8]. However, semiconductor-

based switches have a limited number of operations 

when protecting circuits against high voltage transients, 

superconductors require low-temperature cooling, and 

gas arresters have complicated design with relatively 

large size [9]. After that, in recent years, significant 

progress has been achieved in microwave cryogenic 

electronics operating at liquid nitrogen temperatures 

[10]. Symmetrical thin-film switches based on current-

induced phase transitions from superconductor to 

normal state [11], and polycrystalline manganite films 

exhibiting the “electro-resistance” effect [12] were 

proposed. However, the high speed of operation of these 

sensors is always accompanied with energy focusing in 

narrow channels of the film and damage to the protector 

[10]. To overcome the drawbacks mentioned above, 

the potential use of silver telluride and iron telluride 

ACES JOURNAL, Vol. 35, No. 4, April 2020

Submitted On: November 4, 2019 
Accepted On: April 18, 2020 1054-4887 © ACES

424



nanostructures in EM sensors are considered, where 

Joule heating induced by the EM energy absorbed by 

these materials triggers rapid electrical property changes. 

In this article, silver telluride nanowire, which has 

low EM absorptivity, is blended with iron oxide powder, 

which has higher ability to absorb EM radiation energy 

and subsequently convert it into heat or other forms of 

internal energy [13-17], to improve the mixtures’ EM 

absorptivity while keeping the feature of rapid electrical 

property changes [18-26]. The EM absorption properties 

of three mixture samples with different percentages of 

silver telluride nanowire and iron oxide powder, and a 

nanodisk made of iron telluride are measured in X band, 

which is in great demand [27-30]. The good EM 

absorption properties of these materials can lead to 

increase in their temperature in environments with high 

EM radiation. This will eventually cause the rapid change 

of the electrical conductivity by  -type to  -type phase 

transition [31-32] in silver telluride and p-type to n-type 

transition [33-34] in iron telluride, which can be 

potentially applied to develop EM sensors. The remainder 

of this paper is organized as follows. Section II describes 

the experimental details. Section III shows the results 

and discussion. Finally, the conclusion is drawn in 

Section IV.  

II. EXPERIMENTAL DETAILS
All chemicals are used as received without 

further purification. Tellurium dioxide (≥99.99%), 

polyvinylpyrrolidone (PVP, MW~ 40,000), potassium 

hydroxide, (KOH, ≥90%), hydrazine monohydrate 

(N2H4⦁H2O, 78%~82%), and iron oxide (Fe3O4, ≥99.99%, 

325 mesh) were purchased from Sigma Aldrich, while 

silver nitrate (AgNO3, ≥99.9%), ethylene glycol (EG, 

≥99%) and ethanol (≥95%) were purchased from VWR.  

For the synthesis of Ag2Te_2xAg nanowires, the 

procedure from our previous publication was followed 

exactly [32]. Firstly, 9.576 g TeO2, 12 g PVP, 44.484 g 

KOH, and 600 ml EG were added to a 1 L glass reactor 

with magnetic stirring initiated for continuous mixing. 

The glass reactor was heated to 120oC and 20 ml 

N2H4⦁H2O was rapidly injected into the reactor. Here the 

TeO2 served as a precursor for Tellurium, N2H4⦁H2O 

was a reductant to provide electrons with Te, while KOH 

was added to tune the pH of the solution and the reaction 

rate. The temperature was maintained at 120oC for 1 hour 

under nitrogen gas protection. Then, the reaction was 

stopped and cooled down to room temperature naturally. 

The tellurium nanowire was washed three times with 

deionized (DI) water and re-dispersed in 800 ml EG in 

a 2 L beaker for Ag2Te synthesis. Alongside, 40.769 g 

AgNO3 was dissolved in 200 ml EG. Then, the 

AgNO3/EG solution was added into the 2 L beaker 

and stirred at room temperature for 2 hours for the 

conversion from Te into Ag2Te. In this process, AgNO3 

was reduced to metallic Ag and then combined with 

Te to yield Ag2Te. The as-synthesized Ag2Te_2xAg 

nanowires were centrifuged two times with deionized 

water and washed in an ethanol solution (12.5% of 

N2H4⦁H2O) for 24 hours to remove the surfactant. The 

mixture was then washed twice with ethanol and 

vacuum-dried.  

Ag2Te-Fe3O4 composite sintering: The Ag2Te 

nanowires was grounded into loose powder and griddled 

by a 325-mesh sieve in a nitrogen-filled glovebox. 

Ag2Te and Fe3O4 powder were mixed evenly by mortar 

and loaded into graphite die for spark plasma sintering 

(SPS). The sintering condition was under 40 MPa at 

850oC for 5 minutes and then cooled down to room 

temperature naturally [33]. 

The EM absorption property was measured using a 

programmable vector network analyzer (VNA, Agilent 

E8364) with calibration kit (Agilent 85052D) and cables 

(GORE Microwave). The samples were placed inside an 

X band waveguide (Aircom Microwave) to measure the 

S parameters.  

III. RESULTS AND DISCUSSION
The Ag2Te is analyzed by using X-ray diffraction 

(XRD) and transmission electron microscopy (TEM). 

The XRD result, Fig. 1 (a), shows that our synthesized 

Ag2Te can be indexed as pure monoclinic phase silver 

telluride (red lines: JCPDS # 34-1042). Figure 1 (b) is 

the low-magnification TEM image of Ag2Te and Fig. 1 

(c) is the high-resolution TEM (HRTEM) image of

Ag2Te with its fast Fourier transform (FFT) image. The

synthesized Ag2Te is further proved to be the same

monoclinic phase of Ag2Te (space group is 13).

This large-scale solution-synthesis method enables 

us to sinter several Ag2Te - Fe3O4 composite disks with 

1 cm diameter by Spark Plasma Sintering (SPS) and 

investigate the electrical properties of the resulting 

mixtures. Figure 2 (a) is the XRD results of Ag2Te - 

Fe3O4 composites, where all percentages are by weight. 

There are both silver telluride peaks (JDCPS #34-1042) 

and iron oxide peaks (JCPDS #19-0692) in all three 

composite disks. With increasing Ag2Te weight percent, 

Ag2Te peaks increase while Fe3O4 peaks decrease. The 

Seebeck coefficient of Ag2Te - Fe3O4 composites has 

been measured from 40oC to 220oC and is shown in Fig. 

2 (b). All these three samples have negative Seebeck 

coefficient values during the test temperature range 

which indicate they are n-type semiconductors. 

For 25% Ag2Te-75% Fe3O4 and 50% Ag2Te-50% 

Fe3O4 samples, the absolute Seebeck coefficient increases 

with temperature. However, the absolute Seebeck 

coefficient of 75% Ag2Te -25% Fe3O4 decreases first 

then increases after 125oC. Figure 2 (c) is the electrical 

conductivity of Ag2Te - Fe3O4 composites. The 25% 

Ag2Te -75% Fe3O4 sample has the highest electrical 

conductivity with the value between 140 S/cm to 160 

S/cm. The electrical conductivity of all three samples 
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have a dramatic decrease between 140oC to 160oC. 

 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 1. (a) XRD of Ag2Te. Red lines: standard silver 

telluride. (b) TEM image of Ag2Te. (c) HRTEM of 

Ag2Te (Inset: FFT of Ag2Te). 

 

   
(a) 

 
(b) 

 
(c) 

 

Fig. 2. (a) XRD results of Ag2Te - Fe3O4 composites. All 

these percent numbers are weight percentages. (b) 

Seebeck coefficient of Ag2Te - Fe3O4 composites. (c) 

Electrical conductivity of Ag2Te - Fe3O4 composites. 
 

As is well known, Ag2Te changes from low-

temperature monoclinic phase (   phase) to high-

temperature cubic phase (   phase) at 150oC [35-36]. 
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During phase transition from   phase to   phase, the 

energy band gap of Ag2Te increases, which in turn 

decreases the carrier concentration (n) while the electron 

mobility (v) fluctuates a little bit. As a result, the 

electrical conductivity changes from a highly conductive 

state (  phase) to a poorly conductive state (   phase) 

based on the equation σ=nev [35, 37, 38]. This phase 

transition property may explain the dramatic changes 

in Figure 2b and 2c, especially for the sample of 

75% Ag2Te-25% Fe3O4. As to the FeTe2, it shows a 

temperature-dependent reversible and reproducible 

switching behavior between p-type to n-type conduction 

[33]. 

Magnetite is one of the most important resources for 

production of iron via microwave heating because of its 

good coupling with microwaves and three mechanisms 

including Joule loss, dielectric loss, and magnetic loss 

would contribute to microwaves heating [39]. Thus, the 

magnetite is mixed with the silver telluride nanowire to 

increase the EM absorption of the composites. Figure 3 

shows the EM absorption of the three Ag2Te - Fe3O4 

composite disks with different mass percentage 

compositions (75% Fe3O4-25% Ag2Te, 50% Fe3O4-50% 

Ag2Te, 25% Fe3O4-75% Ag2Te), and the iron telluride 

nanodisk in X band. The measurement was performed by 

placing the disks in an X-band waveguide with the disk 

face parallel to the waveguide cross-section to ensure 

the same experiment condition. The input power 0p is 0 

dBm. All disks are 1.6 mm thick. The EM absorption is 

calculated from the measured S parameters and is given 

by  2 2

11 21 01 S S p [40-42]. 

Fig. 3. EM absorption of samples in X band. 

The maximum EM absorption power measured is 

0.37 mW, which occurs at 11.2 GHz with the composite 

made of 50% Fe3O4-50% Ag2Te. This composite also 

shows better EM absorption performance over others 

in the frequency range from 8 GHz to 11.4 GHz. For 

the composites made of 25% Fe3O4-75% Ag2Te, 75% 

Fe3O4-25% Ag2Te, and the iron telluride, the maximum 

absorption power is 0.31 mW at 11.31 GHz, 0.32 mW at 

11.29 GHz and 0.28 mW at 11.35 GHz, respectively. At 

least 30% power is absorbed by the samples at around 

11 GHz. The potential sensors can absorb high-power 

EM radiation and convert it to heat, which results in a 

temperature rise given by  T Q C , where Q  is the 

amount of the heat absorbed and C  is the heat capacity 

[43]. The temperature rise eventually leads to rapid 

change in electrical conductivity by  -type to  -type 

phase transition for Ag2Te - Fe3O4 samples as shown in 

Fig. 2, and  p-type to n-type transition in iron telluride 

with reversible and reproducible switching behavior 

[33]. A multi-physics simulation package is needed to 

include electromagnetic modeling of energy absorptivity 

of the mixtures at different frequencies, thermal modeling 

of temperature changes, and chemical modeling of 

electrical conductivity changes from  -type to  -type 

phase transition in silver telluride and p-type to n-type 

transition in iron telluride. The electromagnetic radiation 

driven phase transitions in Ag2Te - Fe3O4 and FeTe2 

nano-composites can be potentially applied to develop 

EM sensors.  

IV. CONCLUSIONS
It is shown in this work that the iron telluride and 

mixture composites made of silver telluride nanowire 

and iron oxide powder have good EM absorption in X 

band and exhibit rapid changes of electrical property in 

a certain temperature range. The composite made of 50% 

Fe3O4-50% Ag2Te has the maximum EM absorption 

power at 11.2 GHz which leads to the temperature rise. 

In turn, the temperature rise causes a rapid change in 

the electrical conductivity by  -type to  -type phase 

transition in the composite mixtures and p-type to n-type 

transition in iron telluride, which can be potentially 

exploited for developing EM sensors. 
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Abstract ─In order to further exploit the sparseness 

of antenna array and speed up the convergence of 

constrained normalized LMS (CNLMS) algorithm, 

maintaining good beam pattern performance and better 

output signal-to-interferences-plus-noise ratio (SINR), 

a new method with approximation 𝑙0 -norm constraint

is proposed to improve CNLMS algorithm, and its 

derivation process is given in detail. In this newly 

proposed algorithm, the correntropy induced metric 

(CIM) is used to approximate the 𝑙0 -norm, which is

considered construct a new cost function to fully exploit 

the sparsity of the antenna array and reduced the number 

of active array elements. Using the CIM penalty, the 

proposed CIM-based CNLMS (CIM-CNLMS) algorithm 

is derived in detail, where the Lagrange multiplier 

method is utilized to solve the cost function of the 

proposed CIM-CNLMS algorithm, and the steepest 

descent principle is considered to obtain the update 

equation. The computer simulation results demonstrate 

that compared with other CLMS algorithms, the new 

algorithm obtains better performance, which greatly 

reduces the proportion of active array elements in the 

thinned antenna array. Simultaneously, the new algorithm 

has excellent beam pattern performance and better SINR 

performance with faster convergence speed and more 

stable mean square error. 

Index Terms ─ adaptive array beamforming, CNLMS 

algorithm, correntropy induced metric, 𝑙0-norm constraint,

sparse arrays. 

I. INTRODUCTION
Adaptive beamforming, an essential and elementary 

problem in array signal processing, has attracted great 

attention in many applications, including sonar, radar, 

wireless and mobile communications, seismic sensing, 

biomedical engineering [1-2]. Moreover, the Linear 

Constrained Minimum Variance (LCMV) algorithm 

proposed by Frost [3] is a well-known algorithm, which 

gives a beam in the desired direction and forms a null in 

the direction of arrival (DOA) of the interfering signal. 
The LCMV algorithm minimizes the energy output in 

order to minimize the interference of the array output and 

the noise signal energy, maintaining a constant gain 

in the desired direction of the viewing direction. The 

adaptive beamforming algorithm adjusts the weight 

vector of the antenna array to match the desired signal as 

well as the interfering signal as a function of time. The 

CNLMS algorithm is considered as the normalization 

form of the LCMV algorithm, in which the array 

elements can be adjusted in real time [4]. 

In some applications, such as radar, sonar, in order 

to achieve the desired performance, we need to use many 

array elements to achieve the goal. However, if the array 

has too many array elements, the array requires a lot of 

operations and huge amounts of energy. Consequently, 

the application of many existing beamforming algorithms 

will cost a large amount of energy consumption in the 

antenna array, and the antenna array needs to provide 

a strong calculate ability, which make the antenna 

array increase the cooling equipment with superior 

performance, resulting in complex antenna equipment 

and high cost.  
Till now, the existing algorithms solve the 

mentioned problems above. With the development of 

sparse signal processing technology, it becomes a new 

exploration direction that the algorithm of sparse signal 

processing is applied to design beamforming algorithms 

to make the weight coefficient of the array element 

toward sparse. In recent years, along with the 

development of Compressed Sensing [5], many works 

have been done in the field of sparse signal processing 
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[6-15]. In these efforts, LASSO [16] and some new 

LMS-based algorithms are developed for sparse system 

identification [6-9]. For example, the zero-attractive 

least mean square (ZA-LMS) and re-weighted ZA-LMS 

(RZA-LMS) algorithms have been proposed for this 

purpose. The ZA-LMS algorithm uses a 𝑙1-norm penalty

on the LMS cost function, which gives a zero attractor  

in the iterations. The RZA-LMS algorithm utilizes a 

re-weighted zero attractor to further improve the ZA-

LMS’s performance.  

Inspired by LASSO and the sparse LMS algorithms, 

the 𝑙1-norm constrained LMS (𝑙1-CLMS) algorithm was

proposed in [17]. After that, the new normalized version 

of 𝑙1 -CLMS ( 𝑙1 -CNLMS) [18] algorithm and its re-

weighted version ( 𝑙1 -WCNLMS) [18] with superior

performance have been proposed to make the antenna 

array element coefficients toward sparse, and the 

algorithm achieved good convergence performance. 

Recently, many re-weighted 𝑙1-norm and 𝑙𝑝-norm penalties

have been proposed and considered in [19-21]. And the 

𝑙0 -CNLMS algorithm, which applies the penalty of

approximate 𝑙0-norm to adaptive beamforming, has been

proposed in [22]. However, its computations are high 

because of the exponentiation operation.  

To better exploit the sparse characteristics of the 

antenna array, and to fully utilize the advantages of CIM 

theory for calculating the number of non-zero entries in 

the array weight vector, a new CNLMS algorithm is 

proposed by utilizing the CIM theory to reduce the 

number of active array elements under the framework of 

adaptive beamforming. In our proposed algorithm, CIM 

theory is to construct a modified CNLMS cost function 

that implements a zero attractor in CNLMS’s iterations 

with the help of Gaussian kernel theory, which is named 

as CIM-CNLMS. As a result, CIM acts as a 𝑙0 -norm

to help to speed up convergence and reduce MSE of 

the CNLMS. The simulation results demonstrate that 

the proposed CIM-CNLMS algorithm can improve the 

sparseness of the antenna array and reduce the MSE 

compared with the 𝑙1-WCNLMS algorithm. That is to

say, the proposed algorithm has better superiority than 

the 𝑙1 -WCNLMS algorithm in terms of sparsity and

MSE characteristics. The algorithms presented in this 

paper have potential applications in radar, sonar, and 5G 

antenna arrays. 

II. THE ARRARY PROCESSING

FUNDAMENTALS 
As portrayed in Fig. 1, a planar antenna array model 

consisting of M omnidirectional antenna elements 

spaced by half-wavelength is utilized to discuss adaptive 

beamforming algorithms, where 𝜆  represents the 

wavelength of the electromagnetic wave actually used. 

Assuming (L+1) narrowband signals are received by the 

antenna elements, with one signal of interest (SOI) and 

L interference signals. We assume that the horizontal 

azimuth of the SOI is 𝜃𝑆𝑂𝐼  and the horizontal azimuth of

the L interference signals is 𝜃𝑝 (p=1, 2, ..., L). Besides,

the zenith of SOI is defined as ∅𝑆𝑂𝐼  and the zeniths of

L interference signals are defined as ∅𝑝 (p=1, 2, …, L).

The received signal at the n-th snapshot is expressed as: 

𝐱(𝑛) = 𝐚𝑐𝐬(𝑛) + ∑ 𝐚𝑙𝐢𝑙(𝑛)
𝐿
𝑙=1 + 𝛈(𝑛), (1)

where 𝐚 , 𝐬(𝑛) , 𝐢𝑙(𝑛)  and 𝛈(𝑛)  are the steering matrix

related to the SOI and interference signal, the complex 

signal envelope vector as well as zero-mean Gaussian 

white noise vector, respectively. We assume that the 

SOI, interfering signals, and noise are statistically 

independent of each other. 

Under these assumptions, the SINR of the 

beamformer is calculated using the following equation: 

𝐒𝐈𝐍𝐑𝑜𝑢𝑡 =
𝐰H𝐑𝑠𝐰

𝐰H𝐑ξ𝐰
 , (2) 

where 𝐰 represents the weight coefficient vector of a 

M×1 dimensional, and 𝐑ξ  represents the covariance

matrix of the interfering signal plus noise, 𝐑s represents

the covariance matrix of the SOI. Then, we have: 

 {
𝐑𝑠 = 𝐚𝑐𝐬(𝑛)𝐬(𝑛)

H𝐚𝑐
H,

𝐑ξ = 𝐀𝑘𝐈(𝑛)𝐈(𝑛)
H𝐀𝑘

H + 𝛈(𝑛)𝛈(𝑛)H,
 (3) 

where 𝐀𝑘 represents the steering matrix of L interfering

signals, and I represents the interfering signal matrix 

composed of L interfering signals. 

The output signal y(𝑛) of the planar array at the nth 

snapshot can be expressed as: 

y(𝑛) = 𝐰H𝐱(𝑛). (4)

Fig. 1. Beamforming model. 

III. THE CLMS ALGORITHM AND THE

CNLMS ALGORITHM 

A. The CLMS algorithm

The specific results of the LCMV algorithm are

presented in [3], in which the weight vector representation 

of the LCMV algorithm is expressed as: 

𝐰opt = 𝐑−1𝐂(𝐂H𝐑−1𝐂)−1𝐅, (5)

where 𝐑 is the covariance matrix of the array input data 

and is defined as 𝐸(𝐗𝐗H), C is the constraint matrix of
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the array, and F denotes the constraint vector whose 

elements are related to the signal and interference of 

interest, (∙)H is the conjugate transpose operator. 

The CLMS algorithm adopts an adaptive filtering 

technique, which can effectively increase the gain of  

the SOI and at the same time better attenuates the 

interference signals from other directions. 

The following variables are defined as: 𝑒𝑛 ∈ ℂ, ℂ 

represents the set of complex numbers, 𝑒𝑛 represents the 

estimation error of the adaptive filter, 𝐰 ∈ ℂ𝑀 , 𝐰 

represents the vector of the coefficients, 𝐱𝑛 ∈ ℂ
𝑀 , 𝐱𝑛 

represents a vector composed of input signals, 𝑑𝑛 ∈ ℂ, 

𝑑𝑛  represents the desired signal. Using the minimum 

mean square error criterion, the linear constraint minimum 

problem can be expressed mathematically as: 

  𝐸[|𝑒𝑛
2|]𝐰

min    s. t.  𝐂H𝐰 = 𝐅, (6) 

where 𝑒𝑛 = 𝑑𝑛 −𝐰
H𝐱𝑛 . 𝐂  represents an 𝑀 × (𝐿 + 1) 

constraint matrix, and 𝐅  represents a corresponding 

constraint vector containing (L+1) elements. 

To solve this mathematical problem, the Lagrange 

multiplier is used to construct a cost function, which is 

given by: 

 G(𝑛) = 𝐸[|𝑒𝑛|
2] + 𝛄H(𝐂H𝐰− 𝐅), (7) 

where 𝛄 represents a Lagrange multiplier. To solve this 

cost function, the gradient descent principle is utilized 

for getting the optimal solution of the cost function. 

Firstly, the two sides of the equation (7) are derived 

with respect to 𝐰, and the following equation can be 

obtained: 

 𝛁𝐰G(𝑛) = −2𝐸[𝑒𝑛
∗𝐱𝑛] + 𝐂𝛄, (8) 

where 𝛁𝐰G(𝑛) denotes the gradient vector. 

In the real-time estimation, the equation (8) can be 

written as: 

 𝛁𝐰G(𝑛) = −2𝑒𝑛
∗𝐱𝑛 + 𝐂𝛄. (9) 

Using the gradient descent principle, the update 

equation in the objective function is expressed as: 

 𝐰𝑛+1 = 𝐰𝑛 −
μ

2
𝛁𝐰G(𝑛). (10) 

Substituting (8) into (10), we can get the final update 

equation: 

 𝐰𝑛+1 = 𝐰𝑛 + μ𝑒𝑛
∗𝐱𝑛 −

μ

2
𝐂𝛄. (11) 

Multiply both sides of (11) by 𝐂H, and combine (6) 

to find 𝛄: 

 𝛄 = (𝐂H𝐂)−1 (
2

μ
𝐂H𝐰𝑛 + 2e𝑛

∗𝐂H𝐱𝑛 −
2

μ
𝐅). (12) 

Re-substituting the obtained result (12) into (11) 

gives the updated equation: 

 𝐰𝑛+1 = 𝐏(𝐰𝑛 + μe𝑛
∗ 𝐱𝑛) + 𝐅𝐳. (13) 

In equation (13), we have: 

 𝐏 = 𝐈𝑀×𝑀 − 𝐂(𝐂
H𝐂)−1𝐂H, (14) 

 𝐅𝐳 = 𝐂(𝐂
H𝐂)−1𝐅. (15) 

 

B. The CNLMS algorithm 

In the CLMS algorithm, the value of the step size 𝜇 

is fixed. In order to speed up the convergence of the 

CLMS algorithm, the square of the posterior a posteriori 

error with respect to the step size at the snapshot point n 

can be minimized [4], [23]:  

 
𝜕[|𝑒𝑎𝑝(𝑛)|

2
]

𝜕𝑢𝑛
∗ =

𝜕[𝑒𝑎𝑝(𝑛)𝑒𝑎𝑝
∗ (𝑛)]

𝜕𝜇𝑛
∗ = 0, (16) 

where 𝑒𝑎𝑝(𝑛) = 𝑑𝑛 −𝐰𝑛+1
H 𝐱𝑛 = 𝑒𝑛(1 − 𝑢𝑛𝐱𝑛

H𝐏𝐱𝑛). 

Solving (16), the step-size at the nth snapshot point 

can be obtained: 

 𝜇𝑛 =
𝜇0

𝐱𝑛
H𝐏𝐱𝑛+𝛽

, (17) 

where 𝜇0 is a fixed step size, which is the initial value of 

the algorithm's step size, and 𝛽 is positive that is close to 

zero which is to prevent the denominator from being zero 

in (17). 

After the previous calculations, the update equation 

of the CNLMS algorithm is as: 

 𝐰𝑛+1 = 𝐏 [𝐰𝑛 + 𝜇0
𝑒𝑛
∗𝐱𝑛

𝐱𝑛
H𝐏𝐱𝑛+𝛽

] + 𝐅𝐳. (18) 

 

IV. THE PROPOSED CIM-CNLMS 

ALGORITHM 
In our proposed algorithm, the CIM is considered to 

approximate the 𝑙0-norm to create a new cost function 

based on entropy theory [24-26]. As we know, the 

similarity between two vectors 𝐗  and 𝐘  is measured 

using correntropy theory. The mathematical definition of 

the correlation entropy is presented as: 

 V(𝐗, 𝐘) =
1

𝑀
∑ 𝑘(𝑥𝑖 , 𝑦𝑖)
𝑀
𝑖=1 , (19) 

where 𝐗 = [𝑥1, 𝑥2, … , 𝑥𝑀], 𝐘 = [𝑦1 , 𝑦2, … , 𝑦𝑀],and 𝑘(. ) 
is a regenerative kernel function. In the equation, the 

Gaussian kernel function is given by: 

 𝑘(𝑥, 𝑦) = 𝑘(𝑥 − 𝑦) =
1

√2πσ
exp (−

‖𝑥−𝑦‖2

2σ2
), (20) 

where σ  is the kernel width. The 𝑙0 -norm of an M-

dimensional vector 𝐰 = [w1, w2, … , w𝑀]  is defined 

mathematically as: 

 ‖𝐰‖0 = card{𝑤𝑖: 𝑤𝑖 ≠ 0}, (21) 

where the 𝑙0-norm of the vector 𝐰 is the number of non-

zero entries in 𝐰 and card is set the cardinality [27]. 

As we know, solving 𝑙0-norm is an NP hard problem 

[27]. Hence, continuous function is often utilized to 

approximate 𝑙0 -norm [28]. In our proposed algorithm, 

the CIM theory is used to approximate the 𝑙0-norm to 

further develop the sparsity of the CNLMS algorithm. 

Therefore, our approximation 𝑙0-norm approximation:  

‖𝐰‖0~CIM(𝐰, 0) = √k(0) −
1

M
∑k(w𝑖 , 0)

M

i=1

 

 = √
k(0)

M
∑ {1 − exp (−

w𝑖
2

2σ2
)}M

𝑖=1  . (22) 

To simplify the expression in (22), the square  

root operation in (22) is removed, resulting in the 

approximation:  

‖𝐰‖0~CIM
2(𝐰, 0) =

k(0)

M
∑ {1 − exp (−

w𝑖
2

2σ2
)}M

𝑖=1 , (23) 

with 𝑘(0) =
1

√2𝜋𝜎
. 
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Then, a 𝑙0-norm penalty on the filter coefficients is

integrated in the cost function of the LMS algorithm 

to accelerate coefficient convergence. In our proposed 

algorithm, a new 𝑙0-CNLMS algorithm is developed for

adaptive beamforming control to make the coefficients 

toward sparseness: 

𝐸[|e𝑛|
2]  s. t. {

𝐂H𝐰 = 𝐅,
‖𝐰‖0 = 𝑡,𝐰

min  (24)

where ‖𝐰‖0 represents the number of non-zero entries

in  𝐰, and t represents the constraint value of the 𝑙0-norm

of 𝐰. 

The cost function with 𝑙0-norm penalty is defined as:

G𝑛
𝑙0 = E[|e𝑛|

2] + 𝛄H(𝐂H𝐰− 𝐅) + γ1(‖𝐰‖0 − t). (25)

According to (23), we can rewrite (25) as: 

G𝑛
𝑙0 = E[|e𝑛|

2] + 𝛄H(𝐂H𝐰− 𝐅)

+γ1 {
1

M√2πσ
∑ [1 − exp (−

w𝑖
2

2σ2
)]M

𝑖=1 − 𝑡  }. (26) 

Then, we have: 

{

𝛁𝐰G𝑛
𝑙0 = −2e𝑛

∗ 𝐱𝑛 + 𝐂𝛄 + γ1𝐉n,

𝐉𝑛 =
1

M√2πσ3
[w1exp(

−w1
2

2σ2
) ,… ,w𝑀exp(

−w𝑀
2

2σ2
)]

H

.

  (27) 

According to the gradient descent principle, the 

weight coefficient update equation of the CIM-CNLMS 

algorithm can be obtained: 

𝐰𝑛+1 = 𝐰𝑛 −
μ

2
{−2e𝑛

∗ 𝐱𝑛 + 𝐂𝛄 + γ1𝐉𝑛}. (28)

Next, the coefficient 𝛄  is gotten by multiplying 

𝐂H  at both sides of (28). According to the constraint

condition, 𝐂H𝐰𝑛 = 𝐂
H𝐰𝑛+1 = 𝐅, we get,

𝛄 = (𝐂H𝐂)−1𝐂H(2e𝑛
∗ 𝐱𝑛 − γ1𝐉𝑛). (29)

Here, we assume that the update equation in the 

algorithm has tended to converge, i.e., 𝐰𝑛 = 𝐰𝑛+1. The

approximation condition 𝐉𝑛
H𝐰𝑛+1 = t is proposed in [8]

because 𝐰𝑛 and 𝐰𝑛+1 are in the same quadrant. So, we

have the constraints: 

𝐉𝑛
H𝐰𝑛+1 = t,    𝐉𝑛

H𝐰𝑛 = t𝑛. (30) 

By multiplying the left and right sides of the 

equation in (28) by 𝐉n
H,  the equation is obtained:

t = t𝑛 −
𝜇

2
{−2𝑒𝑛

∗𝐉𝑛
H𝐱𝑛 + 𝐉𝑛

H𝐂𝛄 + γ1𝐉𝑛
H𝐉𝑛}. (31)

Substituting the results in (29) into equation (31) 

and separating 𝛾1, we have:

γ1 = −
2

𝜇r
𝑒0(𝑛) +

2𝑒𝑛
∗ 𝐉𝑛
H𝐏𝐱𝑛

r
 , (32) 

where r = 𝐉𝑛
H𝐏𝐉𝑛 is a scalar, and 𝑒0(𝑛) = t − t𝑛.

Substituting (29) and (32) into (28), the final update 

equation is obtained: 

𝐰𝑛+1 = 𝐰𝑛 +
𝑒0(𝑛)

r
𝐏𝐉𝑛 + 𝜇𝑒𝑛

∗ (𝐏𝐱𝑛 −
𝐉𝑛
H𝐏𝐱𝑛𝐏𝐉𝑛

r
). (33) 

We set: 

{

r = 𝐉𝑛
H𝐏𝐉𝑛,

𝑒0(𝑛) = t −    𝐉𝑛
H𝐰𝑛 ,

𝐅0(𝑛)=
e0(𝑛)

r
𝐏𝐉𝑛  ,

c=
𝐉𝑛
H𝐏𝐱𝑛
r

  .

(34) 

Then (33) can be written as: 

𝐰𝑛+1 = 𝐰𝑛 + 𝜇𝑒𝑛
∗𝐏(𝐱𝑛 − c𝐉𝑛) + 𝐅0(𝑛). (35)

The previously derived normalized version of the 

CLMS algorithm is utilized in the 𝑙0-CLMS algorithm

and l0-norm is approximated using CIM. Substituting (35) 

into 𝑒𝑎𝑝(𝑛) = 𝑑𝑛 −𝐰𝑛+1
H 𝐱𝑛 gives the equation:

 𝑒𝑎𝑝(𝑛) = 𝑒𝑛[1 − 𝜇𝑛(𝐱𝑛
H − c∗𝐉𝑛

H)𝐏𝐱𝑛] − 𝐅0
H(𝑛)𝐱𝑛. (36)

Based on the previous derivation of the CNLMS 

algorithm, the step size of the new CIM -CNLMS 

algorithm is realized and given by: 

𝜇𝑛 =
μ0[𝑒𝑛−𝐅0

H(𝑛)𝐱𝑛]

𝑒𝑛(𝐱𝑛
H−c∗𝐉𝑛

H)𝐏𝐱𝑛+𝛼
 . (37) 

A fixed convergence control factor 𝜇0 is introduced

to control the offset, and 𝛼 is a positive parameter that 

is close to 0 to prevent the denominator from being 0 

in the equation (37). By substituting (37) into (35), the 

updating equation of the new CIM-CNLMS is obtained 

and presented as: 

𝐰𝑛+1 = 𝐰𝑛 + 𝜇𝑛e𝑛
∗𝐏(𝐱𝑛 − c𝐉𝑛) + 𝐅0(𝑛), (38) 

where  

{

𝐏 = 𝐈𝑀×𝑀 − 𝐂(𝐂
H𝐂)−1𝐂H,

c =
𝐉𝑛
H𝐏𝐱𝑛

r
 ,

𝑒𝑛 = 𝑑𝑛 −𝐰
H𝐱𝑛 ,

𝜇𝑛 =
𝜇0[e𝑛−𝐅0

H(𝑛)𝐱𝑛]

𝑒𝑛(𝐱𝑛
H−c∗𝐉𝑛

H)𝐏𝐱𝑛+𝛼
 ,

r = 𝐉𝑛
H𝐏𝐉𝑛 ,

𝐅0(𝑛) =
𝑒0(𝑛)

r
𝐏𝐉𝑛 .

(39) 

V. SIMULATION RESULTS
In this section, we constructed several simulation 

experiments to test the performance of the proposed 

algorithm, whose performance is compared with the 

algorithms mentioned in the previous references [18]. 

The signals used in the simulation experiment are QPSK 

signals, four interference signals and one SOI signal. The 

horizontal azimuth of the SOI signal is 90° , and the

horizontal azimuth of the four interference signals are 

respectively 80° , 22° , 52° , 147° . The zeniths of all the

signals are 45°. The signal-to-noise ratio (SNR) is set to

20 dB, and the interference-to-noise ratio (INR) is set to 

40 dB. The frequency for all the experiments is 2 GHz. 

These signals are received by a regular hexagonal array 

(HA) with 91 elements. In the simulation, the initial 

steps 𝜇0  for the CIM-CNLMS algorithm, the CNLMS

algorithm, and the 𝑙1-WCNLMS algorithm are 8 × 10−2,

5 × 10−3 , 5 × 10−2 , respectively. In the simulation

experiment, the constraint factor t of the CIM-CNLMS 

algorithm is 0.4, and the constraint factor t of the  

𝑙1 -WCNLMS algorithm is 1.07. In the simulation

experiment, the number of iterations of the data is 12000. 

In the experiment,  𝜎 = 0.0032  is used in the CIM-

CNLMS algorithm. 

Figure 2 shows the beam pattern performance of 
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the proposed algorithm, and compares the beam pattern 

performance of the proposed algorithm with other existing 

algorithms. Our proposed CIM-CNLMS algorithm forms 

a null at the horizontal incident angle of the interfering 

signal, providing almost identical main lobe at the 

incident direction of the SOI. In addition, we can clearly 

see in the figure that the proposed algorithm has 

lower side lobe level (SLL) compared to 𝑙1-WCNLMS. 
Therefore, the proposed algorithm has better beam 

performance than the 𝑙1-WCNLMS algorithm.

Fig. 2. Beam patterns comparison of CIM-CNLMS 

algorithm with the LCMV, CNLMS and 𝑙1-WCNLMS

algorithms. The pink dot lines represent the interferences, 

and the black dot line represents the SOI. 

Figure 3 (a) is a sparse array generated by proposed 

CIM-CNLMS algorithm. The number of active array 

elements is 44 in an array with 91 elements, resulting in 

the sparsity of our proposed algorithm of 48.4%. Figure 

3 (b) is a sparse array generated by the 𝑙1 -WCNLMS

algorithm. The number of active array elements is 64, 

leading to the sparseness of the sparse array of 70.3%. 

Comparing the two previous algorithms, we can clearly 

see that our proposed CIM-CNLMS algorithm is far 

superior to the 𝑙1-WCNLMS algorithm in terms of the

finalized sparsity and the performance. 
Figure 4 shows the MSE of the three algorithms, 

where the blue line represents the MSE of the CNLMS 

algorithm, the red line represents the MSE of the 

proposed CIM-CNLMS algorithm, and the yellow line 

denotes the MSE  of the 𝑙1-WCNLMS algorithm. From

the figure, the proposed algorithm has the same MSE 

value as the 𝑙1-WCNLMS algorithm after convergence,

but our proposed algorithm converges at 1000th iteration, 

while the 𝑙1-WCNLMS algorithm converges at 4000th

iteration, and the CNLMS algorithm converges at the 

8000th iteration. Therefore, the proposed algorithm 

converges the fastest. It is not difficult to conclude that 

the proposed algorithm has the best MSE performance 

among these algorithms. 

(a) Sparse array thinned by CIM-CNLMS algorithm

(b) Sparse array thinned by 𝑙1-WCNLMS algorithm

Fig. 3. The thinned sparse arrays with black dots of active 

array elements and white dots of inactive array elements. 

Fig. 4. Convergence of the proposed CIM-CNLMS 

algorithm. 

The SINR results of the CIM-CNLMS are presented 

in Fig.5. From Fig.5, we can see that the SINR of the 
proposed CIM-CNLMS algorithm is better than the 𝑙1-

WCNLMS algorithm. However, it should be further 
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improved to get a nearly same SINR with the optimal 

one. The proposed algorithm can also be used for sparse 

DOA applications like [29] and uses the block norm in 

[30-33]. In addition, the proposed techniques can also be 

used in MIMO arrays [34-36] and UAV systems [37]. 

Fig. 5. SINR of the proposed CIM-CNLMS algorithm. 

VI. CONCLUSION
In this paper, an improved adaptive beamforming 

algorithm, which is named as correntropy induced 

metric based constrained normalized least mean square 

(CIM-CNLMS), has been proposed and investigated 

for thinning arrays to reduce the computations and 

exploiting the sparsity. The CIM-CNLMS algorithm 

remained main lobe in the direction of SOI, and 

suppressed the interferences using nulls in the direction 

of the interferences. The simulation results demonstrated 

that the proposed CIM-CNLMS algorithm reduces 

the number of active array elements for achieving the 

desired performance like the 𝑙1 -WCNLMS algorithm.

Additionally, the proposed algorithm has good beam 

pattern performance and better MSE performance in 

comparison with the popular algorithms mentioned in 

this paper. In addition, the output SINR of the proposed 

algorithm is better than the 𝑙1-WCNLMS algorithm.
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Abstract ─ An innovative adaptive mesh strategy 

based on LOLA-Voronoi (Local Linear Approximation-

Voronoi) is proposed to efficiently predict indoor signal 

propagation. This indoor high-efficiency propagation 

model (HPMO) can identify nonlinear regions to capture 

the complex behavior and achieve sufficient prediction 

accuracy when the computational cost is limited. A set 

of representative reference scenario simulation settings 

and results are reported and discussed to analyze the 

accuracy, and the efficiency of HPMO. Comparison with 

the original model based on traditional uniform mesh 

shows that the proposed method herein yields a 

considerable reduction in the prediction calculation cost 

of the complex indoor environment, while maintaining 

sufficient accuracy.  

Index Terms ─ HPMO, indoor signal propagation model, 

LOLA-Voronoi, received signal strength. 

I. INTRODUCTION
With the growing demand for indoor wireless  

LANs and personal communication networks, it is very 

important to adequately consider wireless communication 

in indoor environments. Recently, indoor localization [1-

2], wireless communication system design [3], and 

human exposure assessment [4] have become popular 

application areas for indoor electromagnetic environments. 

Therefore, efficient prediction of indoor radio wave 

propagation becomes a necessary basic step. 

A wide range of methods focused on indoor 

propagation prediction have been proposed. Deterministic 

models (such as FDTD, UTD, MoM [4-7]) have high 

accuracy, however, they are time-consuming due to the 

inherent computational complexity. On the contrary, 

empirical models (such as ITU-R, Motley-Keenan, 

Okumura–Hata, COST-231 [8-11]) have the advantage 

of rapid implementation, but the accuracy is flawed 

because the environment is simplified. In [12], multipath 

effect is considered in the model of radio channel, 

polarized channel model has also been defined within 

[13]. A modified Motley-Keenan model based on ray-

tracing was developed in [14-15], which takes into 

account both the multipath effect and beam polarization, 

thus obtaining the trade-off between accuracy and 

efficiency. Unfortunately, just uniform meshing is 

considered in this model and with higher operation 

frequency, smaller cell sizes, and more advanced 

antenna systems, radio propagation modeling becomes 

more difficult and challenging.  

To reduce the cost, a new zone-based propagation 

model based on reduced number of measurements to 

recover the indoor fingerprint database is taken in [16]. 

And a reconstruction technology based on 2D LOLA-

Voronoi (Local Linear Approximation-Voronoi) adaptive 

meshing method without any prior knowledge on the 

source antenna is developed in [17]. 

LOLA-Voronoi used in [17] is an effective 

integration of a sequential experimental design (SED). 

Unlike fixed mesh, LOLA-Voronoi could use information 

gathered from previous data points to determine the 

position of new data points adaptively [18]. The outcome 

of LOLA-Voronoi is a representative set of data samples 

that is more concentrated within those regions in which 

larger deviations from a local linear approximation have 

been calculated starting from a small initial set of 

samples. And its practical application in complex indoor 

environment remains to be solved. 

This paper aims at proposing an indoor high-

efficiency propagation prediction method based on 

LOLA-Voronoi adaptive meshing. The main contributions 

are presented here: (a) it’s the first attempt to implement 

an adaptive meshing using LOLA-Voronoi in an indoor 
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signal strength prediction developed by a modified 

Motley-Keenan model [14]; (b) the overall cost is 

reduced, while adequate accuracy is obtained in the 

computed estimation; (c) an indoor environment is 

selected as a reference scenario, and RMSE values of 

different indoor propagation models are calculated to 

verify the feasibility of the proposed model. 

This paper is organized as follows. The modified 

indoor propagation model and formulation of the LOLA-

Voronoi adaptive meshing method and the proposed 

HPMO are described in Section II. Section III describes 

the numerical simulation settings, prediction results and 

comparisons. Section IV concludes the paper. 
 

II. HIGH-EFFICIENCY PROPAGATION 

MODEL IMPLEMENTATION 

A. Modified Motley-Keenan model 

The path loss of indoor empirical propagation 

models are generally expressed as follows: 

AddLdL  )log(20)()( 0 ,                   (1) 

where L(d0) is the free-space loss at a reference distance 

d0 of 1m. d is the separation distance between transmit 

antenna (Tx) and receive antenna (Rx), A represents 

attenuation in signal strength, which tends to be variant 

in different models. 

A modified Motley-Keenan model [9] based on ray 

tracing is adopted in this work, A in equation (1) is 

mathematically expressed as: 

)log(10)log(10)
4

(log20   wwA 



,        (2)        

where λ represents the wavelength, τk, Гk are respectively 

the transmission and reflection coefficient when the  

ray encounters obstacle k, which can be calculated by 

Fresnel coefficients [19].  

The algorithm [15] uniformly divides the 2D 

research domain into a large number of nodes, and 

obtains the path loss corresponding to each node using 

the model expressed in equation (2).  

More details are added to the received EM signal 

strength P (in dB), such as transmit power and antenna 

directivity:  

)(RxTxTx dLGGPP  ,                        (3) 

where PTx is the transmit power, GTx and GRx are the 

transmitter (Tx) and receiver (Rx) antenna gains 

respectively.  

 

B. LOLA-Voronoi Adaptive meshing 

Adaptive meshing based on LOLA-Voronoi is 

aimed at selecting nodes in unexplored regions of the 

design space and adding nodes in regions which were 

previously identified to be interesting such as nonlinear 

regions [18]. These two measures are combined into a 

hybrid score to calculate each existing node: 

 


M
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m
mm
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1
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)()(

p

p
pp ,                    (4) 

where pm [m=1, 2, …, M] represents any one of the 

existing nodes, V(pm) is the size of Voronoi cell where 

pm is located, representing whether or not under-meshed 

around this point, the last fraction represents the non-

linearity behavior at pm.  
More specifically, Voronoi tessellation is an effective 

methodology to describe sampling density. It is a set of 

continuous polygons that connect the vertical bisectors 

of two adjacent line segments as shown in Fig. 1. 

 

 
 

Fig. 1. Voronoi tessellation in design space. 

 

Each cell contains only one node pm, and the cell 

size can be approximately estimated as: 

 
N

k
V m )(p ,                             (5) 

where N is the large number of randomly, evenly 

distributed Monte Carlo test points [tn, n=1, 2, …, N] 

generated in the domain, k denotes the number of test 

points closest to pm: 

'|' mmmnmn  ptpt .                     (6) 

In addition, the non-linearity can be estimated by  

the gradient g, which can be calculated by fitting a 

hyperplane through reference node pm and its ith neighbor 

),( )()( y
mi

x
mimi ppp   [i=1, 2, …, 4], the following system is 

solved by least squares: 
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where P(pmi) is the output value (here specifically refers 

to the received signal strength) corresponding to pmi, 
),( )()( y

m
x

m ggg  is the gradient that is being calculated. 

Then, the nonlinearity of the system near pm can be 

obtained by differences between the responses of the 

neighbors and the local linear approximation, using the 

following formula: 





4

1

))()(()()(
i

mmimmim PPO ppgppp .      (8) 

New node will be selected around the node with 

higher hybrid score according to equation (4). 

 

C. High-efficiency propagation model based on 

LOLA-Voronoi 

In order to avoid spending considerable amount of 

time and energy calculating a large number of nodes  

in [15], it is necessary to select a small number of 

interesting nodes to represent and predict the overall 

behavior of the propagation model. 

Therefore, the work-flow of the proposed HPMO is 

illustrated in Fig. 2. 

 

 
 

Fig. 2. Flow-chart of HPMO. 

 

In the design process, from two initial nodes located 

on the diagonal of the two-dimensional space, their 

corresponding signal strength value are calculated by 

equation (3), a new node will be generated around the 

node with the highest ranked score S according to 

equation (4). 

If the total number of the nodes has not yet been 

equal to the preset value M, a call is made to the model 

calculation and sequential design routine, which tends to 

select a new node to be evaluated, and the algorithm 

starts all over again. Finally, the EM signal strength 

distribution in the two-dimensional region is reconstructed 

according to the selected node and its corresponding 

output value. 

 

III. NUMERICAL RESULTS 
In this paper, all the simulation experiments are 

performed on a standard laptop with 1.6GHz CPU and 

8GB of RAM. 

 

A. Definition of indoor reference scenario  

In order to gain insight into the proposed model, the 

considered environment in this paper is an empty indoor 

environment with a very complex topology and form, 

including the size and shape of different rooms and 

corridors as shown in Fig. 3. 

 

 
(a)   (b) 

 

Fig. 3. Schematic view (a) and top view (b) of the indoor 

structure and transmitter location identification. 

 

The dot in Fig. 3 corresponds to the transmitter 

antenna [dipole], which is located at coordinates (x = 5 m, 

y = 3 m, z = 0.2 m). Specific simulation parameters are 

defined in Table 1. 

 

Table 1: Simulation parameters 

Parameters Value 

Frequency 2.4GHz 

Transmitter power 15dB(m) 

Wall permittivity 5.3 

Observation plane height 0.8m 

Observation range(x) [0m,50m] 

Observation range(y) [-5m,45m] 

 

B. Uniform meshing  

During the modeling process, in order to get better 

resolution, the uniform mesh size must be controlled 

below half the wavelength, which is due to Nyquist 

theory. As shown in Fig. 4 [mesh size of λ/2, total nodes 

of 6.4×105], the ray tracing algorithm [15] calculates 

each node to obtain a signal strength distribution map of 

the entire observation plane. 

In this indoor structure example, the grid size is 

closely related to the calculation time, as shown in Fig. 

5. The amount of computation for the exact solution of 
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the model tends to increase at an exponential rate with 

the problem size. 

 

 
 

Fig. 4. EM signal strength propagation map obtained by 

modified Motley-Keenan model based on uniform 

meshing. 

 

 
 

Fig. 5. The relation curve of mesh size and calculation 

time under uniform meshing. 

 

C. Adaptive meshing used LOLA-Voronoi  

In the study of electromagnetic field coverage in 

space, too fine mesh generation is not necessary. For the 

purpose of algorithm optimization and cost saving, the 

probes can be placed at interesting and representative 

positions, and then the signal strength in the entire 2D 

research area can be estimated by ordinary Kriging 

interpolation.  

To illustrate how LOLA-Voronoi identifies nonlinear 

regions while still maintaining proper domain coverage, 

the node distributions have been obtained using the 

adaptive meshing strategy and random meshing 

respectively when the number of M = 200 [Fig. 6 (a), Fig. 

7 (a)], and M = 500 [Fig. 6 (c), Fig. 7 (c)] nodes are used. 

Their corresponding prediction results are shown in Figs. 

6 (b), (d) and Figs. 7 (b), (d). 

 

 
(a)                                    (b) 

 
(c)                                    (d) 

 

Fig. 6. The distribution of nodes by the LOLA-Voronoi 

adaptive meshing and the corresponding prediction map 

when (a), (b) M=200, (c), (d) M=500. 

 

 
(a)                                    (b) 

 
(c)                                    (d) 

 

Fig. 7. The distribution of nodes by the random meshing 

and the corresponding prediction map when (a), (b) 

M=200, (c), (d) M=500. 

 

As shown in Fig. 6, as the number of nodes 

increases, the intensive subdivision always occurs near 

the wall where the signal strength value is mutated, and 

under-meshed is also avoided in other areas. Because 
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LOLA-Voronoi is always able to capture the details of 

the changes in the field, and can adaptively identify the 

location of interest while maintaining proper coverage. 

Random meshing is selected for comparison, which 

usually lead to chaotic distribution of nodes and even 

under-meshed of some regions [Fig. 7]. 

For the intuitiveness and completeness of the 

conclusion, the HPMO based on LOLA-Voronoi adaptive 

meshing is further verified by the prediction error versus 

the number of nodes [Fig. 8, 10 ≤ M ≤ 1000].  

The prediction precision could be supported by 

defining the relative error (ξ): 

2

2

ˆ

s

ss

 ,                                 (9) 

where s is the original data [Fig. 4] obtained by fine and 

uniform mesh, and ŝ  is the estimated data based on the 

several meshing nodes. In this paper, all the prediction 

errors are obtained by taking the average of the relative 

errors of equation (9) after 50 times measurement. 

 

 
 

Fig. 8. Performance Analysis—Comparison of prediction 

error between LOLA-Voronoi adaptive meshing and 

random meshing. 

 

In Fig. 8, LOLA-Voronoi adaptive meshing yields  

a certain improvement in the accuracy compared with 

random meshing. It is worth noticing that the fewer 

nodes makes the adaptive meshing more efficient than 

the random meshing, so as expected, the adaptive 

meshing strategy greatly accelerates the prediction of 

indoor propagation and keeps low prediction error by 

placing nodes in more important and interest positions. 

In order to further prove the accuracy of the 

proposed HPMO, Table 2 lists the RMSE (Root Mean 

Square Error) of indoor propagation models based on 

the benchmark simulation data of commercial software 

Altair Winprop in the same reference scenario. 

 

Table 2: RMSE of indoor propagation models 

Models RMSE(dB) 

Log-distance 7.18 

ITU-R [8] 8.46 

Multi-wall [9],[11] 4.74 

Modified Motley-Keenan [14-15] 4.65 

HPMO (0.16% of total nodes) 4.69 

 

It can be concluded from Table 2 that the HPMO 

proposed in this paper only needs 0.16% of the total 

number of nodes in the modified Motley-Keenan [14-15] 

model to reconstruct a result with the RMSE value  

of 4.69dB. It can be seen that even if the computing 

resources required by the original algorithm are reduced, 

it can still obtain sufficient prediction accuracy. 

 

IV. CONCLUSION 
In this paper, an innovative strategy for efficiently 

indoor propagation prediction has been proposed. In 

order to reduce the cost of the model program, the 

traditional dense uniform mesh method is replaced by an 

adaptive mesh method based on the output value. 

Accurately approximate the actual model based on a 

small number of interesting data points that are densely 

distributed in the nonlinear region and ensure that other 

regions are not under-meshed. Subsequently, the results 

from a representative set of numerical experiments have 

been reported and discussed to analyze the advantages of 

the proposed model in terms of accuracy and efficiency. 

The model obtained satisfactory results in the high-

efficient modeling of indoor scene, and also provided an 

important insight into the position of measuring 

equipment in actual experimental measurement. 
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Abstract ─ A modified Hilbert fractal geometry and 

serpentine radiator-based implant antenna is proposed 

for dual band medical operations in both the MICS 

band (402-405 MHz) and ISM band (2.4–2.48 GHz). 

The antenna has miniaturized dimensions of 5.5 x 7.6 x 

0.8 mm3 (width x height x thickness) and is simulated 

inside a four layer (air, skin, fat and muscle) model with 

dimensions of 150 mm x 75mm x 55 mm. A Zirconia 

(ɛr=29) superstrate and shorting pin were utilized to 

achieve biocompatibility and the desired resonance. 

Relatively stable and omni-directional radiation patterns 

were achieved for the dual band operation. An ISM band 

on-body antenna (5.8 x 5.5 x 0.8 mm3) was proposed to 

generate a wake-up signal while the wireless telemetry 

transmission was achieved using the MICS band on-

body antenna (5.8 x 5.5 x 0.8 mm3). Implant and on-body 

antennas demonstrated a reflection coefficient (S11) 

better than -10 dB characteristics. To adhere to the SAR 

regulation limit of 1.6W/kg, the peak incident power 

should not exceed 0.25 mW and 0.2 mW for the ISM 

band and MISC band on-body antennas respectively. 

Propagation channel characteristics were simulated by 

observing the S12 and S13 characteristics and satisfactory 

results were achieved. The peak gain for the implant, 

MICS band and ISM band on-body antennas were 

-39.8 dBi, -35.6 dBi and -23 dBi, respectively due to the

miniature dimensions. The miniaturized characteristics,

dual-band operation, biocompatibility and stable

characteristics in the presence of human tissue model

make both the implant and on-body antennas suitable for

biomedical monitoring systems.

Index Terms ─ Biocompatible, dual-band, implant 

antenna, miniaturized, on-body antenna.  

I. INTRODUCTION
Wireless Body Area Network systems (WBANs) 

have great potential in a wide range of applications 

including health-monitoring, mobile-health, military etc., 

for the collection of real-time and stored physiological 

data [1,2]. Communication channels of WBANs are 

typically categorized as in-, on-, and off-body [3]. 

Implant antennas have a vital role for the provision of a 

high-quality communication link between the in-body 

and on-body medical units [4-8]. Compared to well-

known antenna design techniques, implantable antennas 

should be miniaturized for physiological acceptability. 

In addition, these implants have some unique challenges 

with regards to impedance matching, bandwidth, 

multiband operation, low-power requirements (specific 

absorption rate limitation) and biocompatibility due to 

the variation in the electrical properties of human body 

tissues [6]. As demonstrated in previous studies, antenna 

characteristics must be optimized to achieve acceptable 

performance by accounting for detuning effects inside 

the human body which may otherwise have a 

considerable impact on the antenna response [9]. The 

implant antenna should possess satisfactory transmission 

characteristics in order to function as the communication 

link between an implanted device and an exterior 

instrument for biotelemetry. The Medical Implant 

Communications Service (MICS) band (402–405 MHz) 

is mainly used as the transmission channel between 

the implant unit and the on- or off-body units and is 

regulated by the United States Federal Communications 

Commission (1999) and the European Radio 

Communications Committee (1997). There is also an 

opportunity to operate in the Industrial, Scientific and 

Medical (ISM) bands of 915, 2450 and 5800 MHz 
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(Federal Communications Commission, 2012) to activate 

the implant medical unit [10]. An implant device may be 

switched between sleep and active modes to realize 

improve efficiency and extend the battery life of the 

device [11]. A raft of simulations for one- or three-layer 

tissue models have been proposed for the realization of 

in-depth analysis for surrounding complicated tissue 

environment [9,12] and subsequent experiments have 

investigated tissue-equivalent liquids [5,7], mimicking 

gels [11], and animals [13]. Several antenna designs have 

also been proposed with broadband and dual-band 

characteristics [14-18].  

Antennas with dual band operation, in the MICS and 

ISM frequency bands, are achieved using Serpentine 

curves in [11-13] which have dimensions of 22.5 x 22.5 

x 2.5 mm3. Another antenna with smaller dimensions, 

15Ã—22.5Ã—2.5 mm3, can be used with a multilayer 

configuration and includes an independent line to feed 

radiating elements via electromagnetic coupling [12]. 

While this approach allows for greater miniaturization, 

the bandwidth requires further improvement. The 

Sierpinski fractal concept was utilized for Planar Inverted-

F Antenna (PIFA) to achieve dual-band transmission 

[16] and a dual-band textile antenna based on Half-Mode

Substrate Integrated Waveguide (HMSIW) in has been

realized, albeit with a large form factor [18]. Circularly

polarized (CP) radiation is usually preferred to linearly

polarized radiation for wireless telemetry applications

due to the reduced multipath and an improved bit error

rate [19]. On-body antennas should also be designed

with simple, flexible, miniaturized and reduced radiation

characteristics. The gain of these antennae are typically

reduced due to the proximity to human tissues [20].

Multiple antenna designs in the literature have also been

proposed for WBAN applications [21-26].

The proposed implant antenna has a miniaturized 

size making it suitable for placement into an arm of the 

human body model. A three layer tissue model (skin, fat 

and muscle) which was also used in [9] is used in this 

research study. The radiating patch of the implant 

antenna is characterized using a combination of Hilbert 

fractal and serpentine geometries to realize dual-band 

operation and satisfactory transmission characteristics 

inside the arm model. Self-similarity and space filling 

are the two unique characteristics of Hilbert and 

serpentine geometries which allow for longer electrical 

lengths while maintaining the reduced physical size 

of the radiating patch. These characteristics allow for 

miniaturization and enhance resonances at the desired 

frequencies. Kaka et al. (2012) characterized the 

geometric generation and configuration of the Hilbert 

fractal geometry-based implant antenna [27]. Zirconia 

is used as a superstrate material in order to achieve 

biocompatible properties while preventing direct contact 

between the implant and human tissue. Along with the 

proposed implant antenna, on-body antennas for MICS 

and ISM bands are designed using hexagonal and 

circular serpentine geometries accordingly.   

The first objective is to simulate the proposed 

implant antenna inside the three-layer human arm model 

phantom for dual band operation. As a second design 

objective, the two on-body antennas are characterized 

and the path loss is analysed. The design methodology 

of the implant and on-body antennas is introduced in 

Section 2. Antenna geometry parameterizations are 

presented in Section 3. Various simulated performance 

analysis, including return loss, axial ratio and radiation 

characteristics, are discussed in Section 4. Conclusions 

are given in Section 5. 

II. DESIGN METHODOLOGY OF

IMPLANT AND ON-BODY ANTENNAS 
The four-step design methodology applied in this 

research study is shown in Fig. 1. First, the implant 

antenna was characterized and placed inside a human 

arm model with dimensions 150 x 75 x 55 mm3 (width × 

height × thickness mm3) for the purpose of determining 

transmission characteristics, in particular reflection 

coefficient (S11) values. Modifications are then made 

on the Hilbert and Serpentine geometries to achieve 

dual band operation with satisfactory transmission 

characteristics. S11 results better than -10 dB are 

acceptable for transmission. 

Fig. 1. Proposed generic four–step methodology for 

implantable antenna design. 

The second objective (Step 2) was to consider a 

superstrate dielectric layer to achieve biocompatible 

characteristics while preventing direct contact between 

the implant and human tissues. Additionally, a superstrate 

can prevent short circuit of the antenna operation by 

tissue. Some well-known materials that could be used 

for this approach include Teflon (permittivity – εr=2.1; 

dielectric loss tangent – tan δ=0.001), MACOR 
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(permittivity – εr=6.1; dielectric loss tangent – tan 

δ=0.005), and ceramic alumina (permittivity – εr=9.4; 

dielectric loss tangent – tan δ=0.006) [1]. The primary 

challenge here is to select a low-loss, biocompatible 

material that can insulate the antenna implant with as a 

thin coating. For this approach, zirconia (permittivity – 

εr=29; dielectric loss tangent – tan δ=0.001) was 

considered as materials with higher permittivity also 

resonate at lower frequencies due to shorter effective 

wavelength [9]. An important research objective in the 

development of WBAN is to understand the propagation 

channel characteristics as an essential requirement for 

the efficient design of wireless communication systems. 

The third (Step 3) and fourth objectives (Step 4) were to 

consider the design of on-body antenna designs for both 

the MICS and ISM bands so that a communication 

implant with the proposed implant antenna may be 

realized, as can be seen in Fig. 2. Anatomical tissue 

models, with the electrical properties of human body 

tissues, are proposed in the literature [1-3, 5-9, 11-14 and 

28]. The proposed antenna in reference [28] is assumed 

to be implanted subcutaneously into the human model 

between the shoulder and the elbow with model 

dimensions of 180 mm x 60 mm x 60 mm. Grey layer, 

brown layer, green layer and blue layer represents 

muscle, fat, skin and air layers accordingly. In order to 

obtain more realistic results in the research study, a four-

layer human arm model was used (air, skin, fat and 

muscle) with the dimensions of 150 mm x 75mm x 55 

mm (width × height × thickness mm3). 

Fig. 2. Propagation channel characteristics for dual band 

operation from implant antenna to on-body antennas. 

Grey, brown, green and blue represent muscle, fat, skin, 

and air, respectively. 

III. PROPOSED ANTENNA GEOMETRY

PARAMETERIZATION 

A. Implant antenna parameterization

Three layers were used to design the proposed

antenna: layer 1 was used as a ground plane and layer 2 

was characterized as a radiating element. A superstrate 

material was applied in layer 3 realization of 

biocompatibility. The final implant antenna geometry, a 

3D render of the proposed antenna design, and the three-

layer human tissue model that was used to simulate 

antenna performance, are depicted in Figs. 3 (a), (b) and 

(c), respectively. Rogers R03010 was used as the 

substrate with a dielectric constant (εr) of 10.2 and loss 

tangent (tan δ) of 0.0035. The thickness of the substrate 

was 0.9 mm and the feed position is located at the centre 

(xy-axis) of the structure as depicted in Fig. 3 (b).  

Fig. 3. (a) Final antenna geometry, (b) 3D of proposed 

antenna design, and (c) three-layer human tissue model. 

As can be seen from Figs. 3 (a) and (b), two major 

design guidelines, Hilbert fractal geometry and serpentine 

geometry, were applied to achieve the proposed antenna’s 

radiating element geometry. The initial shape of a square 

was used due to its ease of modification and the fact it 

is centro-symmetric on (0, 0). The initial square was 

divided into two vertical sections on the x-axis and a 

Hilbert fractal geometry modification was applied to the 

top left of the half-square region. The Hilbert generation 

process has previously been considered in [27] and the 

original first iteration modified by removing the right 

top part of the geometry. The serpentine geometry was 

applied beneath the Hilbert fractal geometry in order to 

increase the capacitive nature of the design [9]. The 

modification for the left-most region was intended to 

achieve resonance for MICS bandwidth. By utilizing 

modifications on the left-part of the square, a longer 

electrical length was achieved resulting in resonance at 

lower frequencies. Finally, two slits were removed from 

the centre of the right-part of the square in order to 

achieve resonance for the ISM bandwidth.  

A shorting pin with a radius of 0.5 mm was used at 

the centre of the serpentine geometry, as seen in the left-

part of the design in Fig. 3 (b), to connect radiating 

elements with the ground plane. This application causes 

an increase in the effective size of the antenna while also 

enhancing resonances on the desired frequencies [6]. A 

coaxial probe is employed as a feeding line and proposed 

implant antenna parameters were characterized to achieve 

50 ohm impedance matching. Figure 3 (b) depicts the 

Zirconia superstrate material in green (thickness of 0.5 

mm) which was used to prevent direct the contact of

human tissue by the implant. A three layer tissue model

(skin, fat and muscle) was used as a simulation

environment with similar electrical characteristics as

human arm model. As depicted in Fig. 3 (c), this model

has dimensions 150 × 75 × 60 mm3 (width × height ×

thickness). The electrical properties of each layer are

150 mm
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Muscle
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Tmuscle= 50 mm

5.5mm
5.2mm
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mm
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specified in Table 1 at 433 MHz and 2.45 GHz. It should 

be noted that the values are defined by the Office of 

Engineering and Technology (OET Bulletin 65 

Supplement C) of the FCC (2001) [29].  

As fat tissue exhibits lower loss characteristics than 

skin and muscle, the proposed implant was placed into a 

fat layer at a depth of 5 mm from the surface of the skin 

[9]. As Zirconia has a higher conductivity than human 

tissue, the MICS bandwidth resonance is enhanced. 

 

Table 1: Electrical properties of body tissue at the 

different frequency bands [29] 

 
Relative 

Permittivity ɛr 

Conductivity σ 

(S/m) 

Frequency (MHz) 433 2450 433 2450 

Body equivalent 

tissue 
56.7 52.7 0.94 1.95 

Skin 46.08 38.01 0.7 1.46 

Fat 5.57 5.28 0.04 0.1 

Muscle 56.87 52.73 0.8 1.74 

 

B. MICS band on-body antenna parameterization 

The proposed on-body antenna for operation at the 

MICS bandwidth was realized using two design concepts. 

The antenna was designed on a rectangular Roger 

RO3010 substrate with a dielectric constant (εr) of 10.2 

and loss tangent (tan δ) of 0.0035. First, a serpentine 

geometry was applied on a hexagonal geometry and 

Zirconia material was applied as a superstrate to shield 

all sides of the patch and achieve resonance in the desired 

MICS bandwidth which is necessary due to the higher 

permittivity of human tissue. Probe-feed excitation device 

was placed at the centre of the radiator. The initial design 

geometry is illustrated in Fig. 4 (a) and dimensions are 

presented in Table 2. The substrate thickness is 0.8 mm 

and the total antenna size is 6 × 5.7 x 1.3 mm3 (width × 

height x thickness). The top layer superstrate thickness 

is 0.5 mm while the two sides are 0.1 mm each and dark 

blue area superstrate thickness applied is 5.6 mm.   
 

 
 

Fig. 4. (a) Initial design geometry of the MICS band on-

body antenna, and (b) final design geometry with further 

increased electrical length. 

Table 2: MICS band on-body antenna initial design 

parameters 

Parameters (mm) B1 B2 B3 B4 

 6 5.7 3 2.7 
 

As a result of the shielding effect and the high 

electrical permittivity of the Zirconia superstrate, it was 

observed that the antenna experiences poor radiation 

efficiency and increased path-loss. The superstrate was 

removed from the final design geometry in an attempt  

to rectify these issues and improve the antenna 

transmission properties, reduce path-loss characteristics 

and simplify the structure. In addition to this, electrical 

path length was increased by applying additional 

rectangular serpentine geometry beneath the hexagonal 

shape, as shown in Fig. 4 (b). This resulted in lower 

resonating frequencies as in line with the outcome  

from first design concept. The final design antenna 

parameterization is shown in Table 3 with the dimension 

5.5 x 7.6 x 0.8 mm3 (width × height × thickness). 
 

Table 3: MICS band on-body antenna final design 

parameters 

Parameters (mm) A1 A2 A3 A4 A5 A6 

 2.7 2.725 1.95 5 7.6 5.5 

 

C. ISM-band on-body antenna parameterization 

The second proposed on-body antenna that operates 

at the ISM bandwidth was achieved by applying 

concentric circles slots within a square-form radiator  

as shown in Fig. 5. The mathematical expression for 

circular concentricity is shown in equation (1) where 

(h,k) represents the coordinates of the antenna geometry’s 

centre, r is the radius of the most inner circle and r1 is the 

radius of the second circle. The concentric design was 

deployed to increase the antenna’s electrical length: 
    (𝑥 − ℎ)2 + (𝑦 − 𝑘)2 =  𝑟2 𝑖𝑠 (𝑥 − ℎ)2 + (𝑦 − 𝑘)2

=  𝑟1
2, (𝑟1 ≠ 𝑟). 

(1) 

The antenna was again designed on a rectangular 

Roger RO3010 substrate. The probe-feed excitation device 

is placed at the centre of the radiator. The central position 

of the probe is intended to ensure that the probe size has 

no impact on the spatial dimension of the patch antenna.  
 

 
 

Fig. 5. Design geometry of the ISM band on-body antenna. 

(b)(a)

(h,k)
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IV. SIMULATION RESULTS
Numerical Finite Element Methods (FEM) were 

applied for the analysis of transmission characteristics of 

the implant and on-body antennas using commercially 

available full-wave 3D Ansoft HFSS software. Boundary 

conditions and meshing of the proposed antennas were 

chosen with respect to the resonant frequencies with 

perceived boundary wavelengths. In order to achieve 

lower resonant frequencies, the use of a dielectric 

substrate with high permittivity is required in order to 

achieve shorter effective wavelengths. Electric field 

distribution for the dual band operation implant antenna 

is shown in Fig. 6.  

Fig. 6. Implant antenna electric field distribution (a) 

MICS band and (b) ISM band. 

It could be seen from Fig. 6 that the modified Hilbert 

and serpentine radiator (left hand side of the antenna) 

was primarily used to achieve a frequency resonance in 

the MICS band while the two slits on the right-hand side 

are for the ISM band as expected. There are, however, 

coupling effects between both radiators. With the help of 

this dual-band operation, the antenna may be controlled 

to enter sleep or wake-up modes. The antenna is expected 

to communicate on MICS bands as soon as a wake-up 

signal is received in the ISM band. Such an implant 

would then have improved energy efficiency and a 

longer life cycle. Figures 7 (a) and (b) display the 

implant antenna current distribution at MICS and ISM 

bands respectively showing the same achievement for 

antenna resonances.  

Fig. 7. Implant antenna current distribution (a) MICS 

band and (b) ISM band. 

  (a) 

       (b) 

 (c) 

Fig. 8. Monitoring S11 characteristics of (a) proposed 

antenna with dual band operation, (b) MICS (402-405 

MHz) band on-body antenna, and (c) ISM (2.4-2.48 

GHz) band on-body antenna. 

Figure 8 depicts the simulation analysis of the 

proposed implant and on-body antenna performances by 

monitoring simulated reflection coefficient (S11) 

variations over the transmission bandwidths. It should be 

noted that the simulation of reflection coefficient 

analysis of the implant antenna over the MICS (402-405 

MHz) and ISM (2.4–2.48 GHz) bands are achieved at the 

same time and that reflection coefficient characteristics 

are enhanced  with S11 below -10 dB as shown in Fig. 8 

(a). In addition, the analysis of the MICS and ISM band 

on-body antennas reveal satisfactory reflection 

coefficient characteristics as shown in Figs. 8 (b) and (c) 
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respectively. Voltage Standing Wave Ratio (VSWR) 

simulation results of the proposed implant antenna and 

on-body antennas, over transmission bandwidths, are 

less than 2. These results indicate satisfactory matching 

characteristics and correlate with the reflection 

coefficient measurements.  

The real and imaginary parts of the input impedance 

as a function of proposed implant antenna frequency, 

MICS band on-body antenna and ISM band on-body 

antenna are shown in Figs. 9 (a), (b) and (c) respectively.  

 

 
  (a) 

 
     (b) 

 
     (c) 

 

Fig. 9. Input impedance of (a) proposed implant antenna, 

(b) MICS band on-body antenna, and (c) ISM band on-

body antenna: real part (purple line) and imaginary part 

(red line) over MICS and ISM bands.  

 

It can be observed from Fig. 9 (a) that at the 

resonance frequency of 400 MHz, the real part of the 

input impedance is approximately 70 Ω, which is in line 

with a reflection coefficient of better than -10 dB and an 

acceptable level for communication. However, the 

imaginary part is far from zero at 21 Ω. For the ISM 

band, the real and imaginary parts are approximately  

28 Ω and 4 Ω, respectively. On-body antennas can be 

matched to an approximately 50 Ω line for the mono-

band and dual band operations bandwidth. A matching 

circuit can be used in practice to realize stable 50 Ω 

matching.  

Figures 10 (a) and (b) illustrates the 3D radiation 

patterns for the 400 MHz and 2.4 GHz resonance 

frequencies, respectively. Omni-directional radiation 

properties, with a toroidal shape, were seen in both H-

plane and in the E-plane for dual-band operation. Hence, 

accurate orientation alignment is demonstrated.   
 

 
 

Fig. 10. 3D simulated radiation patterns of the proposed 

implant antenna at (a) 400 MHz and (b) 2.4 GHz.  
 

Specific Absorption Rate (SAR) is a vital measure 

of rate and which must adhere to the FCC approved limit 

[9]. Based on the HFSS simulations, a 10g average SAR 

from the arm model is given at 105W/kg at 400 MHz  

and 464 W/kg at 2.4 GHz. It should be noted that SAR 

values were achieved under a 1W input power condition, 

illustrated in Fig. 11 for dual band operation. In 

accordance, the incident power for the proposed implant 

antenna should be lower than 15.2 mW and 3.4 mW for 

the MICS and ISM bands, respectively, in order to meet 

the 1.6 W/kg regulation limit.  
 

 
 

Fig. 11. Proposed implant antenna showing the 

electromagnetic energy (SAR profile) distribution at (a) 

400 MHz and (b) 2.4 GHz. 

(GHz)

0.00 0.50 1.00 1.50 2.00 2.50 3.00
Freq [GHz]

-625.00

-425.00

-225.00

-25.00

175.00

375.00

Y
1

full8-fact17XY Plot 14 ANSOFT

m2

m1

Curve Info

im(Z(2,2))
Setup1 : Sw eep

re(Z(2,2))
Setup1 : Sw eep

Name X Y

m1 0.4000 61.5998

m2 0.4000 -9.0998

Y
1

(GHz)

0.00 0.50 1.00 1.50 2.00 2.50
Freq [GHz]

-600.00

-400.00

-200.00

 0.00

200.00

400.00

600.00

Y
1

4 antennas3XY Plot 25 ANSOFT

m4

m5

Curve Info

im(Z(4,4))
Setup1 : Sw eep

re(Z(4,4))
Setup1 : Sw eep

Name X Y

m4 2.4000 87.6739

m5 2.4000 -23.7269

Y
1

-11.20

-8.40

-5.60

-2.80

90

60

30

0

-30

-60

-90

-120

-150

-180

150

120

full8-fact10Radiation Pattern 4 ANSOFT

Curve Info

dB(rETotal)
Setup2 : LastAdaptive
Freq='2.4GHz' Phi='180deg'

dB(rETotal)
Setup2 : LastAdaptive
Freq='2.4GHz' Phi='185deg'

dB(rETotal)
Setup2 : LastAdaptive
Freq='2.4GHz' Phi='190deg'

dB(rETotal)
Setup2 : LastAdaptive
Freq='2.4GHz' Phi='195deg'

dB(rETotal)
Setup2 : LastAdaptive
Freq='2.4GHz' Phi='200deg'

dB(rETotal)
Setup2 : LastAdaptive
Freq='2.4GHz' Phi='205deg'

dB(rETotal)
Setup2 : LastAdaptive
Freq='2.4GHz' Phi='210deg'

dB(rETotal)
Setup2 : LastAdaptive
Freq='2.4GHz' Phi='215deg'

dB(rETotal)
Setup2 : LastAdaptive
Freq='2.4GHz' Phi='220deg'

dB(rETotal)
Setup2 : LastAdaptive
Freq='2.4GHz' Phi='225deg'

dB(rETotal)
Setup2 : LastAdaptive

-37.20

-34.40

-31.60

-28.80

90

60

30

0

-30

-60

-90

-120

-150

-180

150

120

full8-fact10Radiation Pattern 1 ANSOFT

Curve Info

dB(rETotal)
Setup1 : LastAdaptive
Freq='0.4GHz' Phi='180deg'

dB(rETotal)
Setup1 : LastAdaptive
Freq='0.4GHz' Phi='185deg'

dB(rETotal)
Setup1 : LastAdaptive
Freq='0.4GHz' Phi='190deg'

dB(rETotal)
Setup1 : LastAdaptive
Freq='0.4GHz' Phi='195deg'

dB(rETotal)
Setup1 : LastAdaptive
Freq='0.4GHz' Phi='200deg'

dB(rETotal)
Setup1 : LastAdaptive
Freq='0.4GHz' Phi='205deg'

dB(rETotal)
Setup1 : LastAdaptive
Freq='0.4GHz' Phi='210deg'

dB(rETotal)
Setup1 : LastAdaptive
Freq='0.4GHz' Phi='215deg'

dB(rETotal)
Setup1 : LastAdaptive
Freq='0.4GHz' Phi='220deg'

dB(rETotal)
Setup1 : LastAdaptive
Freq='0.4GHz' Phi='225deg'

dB(rETotal)
Setup1 : LastAdaptive

(a) (b)

(a) (b)

ACES JOURNAL, Vol. 35, No. 4, April 2020448



In addition, SAR characteristics of the on-body 

antennas (MICS and ISM) are presented in Fig. 12. The 

same power ratio to energy absorption is applicable for 

the on-body antennas. Based on this, the peak incident 

power should not exceed 0.25mW and 0.2mW for the 

ISM band and MISC band antennas, respectively. 

Fig. 12. Proposed on-body antenna showing the 

electromagnetic energy (SAR profile) distribution at (a) 

400 MHz and (b) 2.4 GHz. 

In addition to the dual band operation of the implant 

antenna, the analysis of path loss and propagation 

channel characteristics of WBAN is also a key research 

objective as the radio waves must travel from the implant 

antenna to on-body antennas through human tissue. 

S12 performance, the reverse transmission coefficient 

between the two antennas used to calculate coupling 

between antennas, was simulated for the MICS band on-

body antenna design at multiple distances above the 

three-layer human tissue model for diversity reception 

with results presented in Fig. 13. The frequency behaviour 

of the S12 characteristics is considered to be as important 

as the S11 characteristics as this represents the wireless 

channel frequency response.  

Fig. 13. S12 frequency response between the MICS band 

on-body antenna design and implant antenna at different 

distances ‘d’ between antennas.  

It is well-known that large distances impose high 

path loss between implant and on-body antennas. As can 

be seen in Fig. 13, S12 for the MICS band on-body 

antenna varies from -20 dB to -50 dB as the on-body 

antenna moves from 90 mm to 2 mm between the three- 

layer tissue model.  

S13 performance was also simulated for the ISM 

band on-body antenna design as shown in Fig. 14. It 

should be noted again that the ISM band on-body 

antenna was considered for the purpose of wake up the 

implant antenna for wireless telemetry transmission. 

Fig. 14. Monitoring S13 characteristics between ISM 

band on-body antenna design and implant antenna at 

different distances d between antennas. 

Figure 14 illustrates the coupling relationship 

between the in-body dual-band antenna and the ISM on-

body antenna. The coupling between the two antennas at 

the ISM band is dampened compared to the MICS band 

shown in Fig. 13. This is due to the higher Q-factor 

experienced by patch antennas at higher frequencies 

resulting from increased surface wave excitation. 

Analysis of the radiation efficiency and gain of 

the implant antenna suggests that both the gain and 

efficiency suffer largely as a result of being surrounded 

by the high-loss human tissue model. A comparison 

between the proposed implant antenna and other related 

published studies in terms of physical size, transmission 

bandwidth and peak gain (dB) is presented in Table 4.  

Table 4: Comparison between implant antenna and 

related studies 

Reference 
Dimensions 

(mm x mm x mm) 

Bandwidth 

(|S11| < -10 dB) 

Peak 

Gain 

(dBi) 

[11] 
22.5 x 22.5 x 2.5 

(1265.6 mm3) 

MICS -2.4

ISM -7.5

[30] 
16.5 x 16.5 X 2.54 

(691.515 mm3) 

MICS -31

ISM -9

[31] 
13.4 x 16 x 0.835 

(179 mm3) 

MICS -30.6

ISM -19.1

[32] 

10.02 x 10.02 x 

0.675 

(67.8 mm3) 

MICS -30.5

ISM -19.2

[33] 
8.75 x7.2 x 0.5 

(31.5 mm3) 

MICS -39.1

ISM -21.2

Proposed dual 

band design 

6 x 5.7 x 1.3 

(44.6 mm3) 

ISM -22.7

MICS -39.8
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The data presented in Table 4 shows that the 

proposed dual band implant antenna has the smallest 

physical dimensions and lower peak gain characteristics 

when compared to related studies. Low peak gain is 

observed due to the fact that the size reduction results 

as a less efficient radiator as compared to the λ/2 

requirement. Generally, a reduction in antenna efficiency 

has a direct impact on antenna gain. Importantly, 

properties including phantom size, electric properties of 

the tissue model and the placement of implant antenna in 

tissue model may be differ between publications. Peak 

gain for the MICS band and ISM band on-body antennas 

were recorded as -35.6 dBi and -23 dBi, respectively. 

Low on-body antenna gains were anticipated due to the 

miniature size of the antennas. The design of low power 

implant antennas is crucial for patient safety and to 

eliminate interference with other systems. A maximum 

of -16 dBm effective radiated power may be used for 

implant devices in the MICS band in order to not 

interfere with the collocated Meteorological Aids Service 

band [33]. 

V. CONCLUSION
A miniaturized implant and two on-body antennas 

were proposed in this research study for wireless health 

monitoring with dual band operation. Hilbert fractal 

and serpentine radiator geometries were modified and 

characterized in order to benefit from space filling and 

self-similar properties. The implant antenna, and on-

body MISC (402-405 MHz) and ISM (2.4-2.48 GHz) 

band antennas have dimensions 5.5 x 7.6 x 0.8 mm3, 6 x 

5.7 x 1.3 mm3 and 5.8 x 5.5 x 0.8 mm3 (width x height x 

thickness mm3). The ISM band could be used to transmit 

the wake-up signal for the implant antenna while health 

monitoring could be completed over the MICS band. A 

proposed dual-band operation model was simulated in a 

150 x 75 x 55 mm3 four-layer tissue model (air, skin, fat 

and muscle) with satisfactory transmission characteristics 

(S11 below -15 dB). Zirconia material was used to 

achieve biocompatible characteristics while preventing a 

short-circuit between the antenna and human tissue. A 

coaxial probe will be used as a feeding line for future 

experimental analysis and a shorting pin was used to 

connect the radiating elements to the ground plane in 

order to achieve resonance at specific frequencies. 

Analysis demonstrated that the implant and on-body 

antennas have satisfactory, omni-directional S12 and S13 

transmission characteristics and acceptable SAR results 

were achieved for dual-band operation. The achievement 

of stable transmission properties with antennas that are 

notably smaller than those presented in previous studies 

is a significant achievement of this work. 
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Abstract ─ In this paper, a 77GHz slot array antenna 

for millimeter-wave automotive radar application is 

designed and simulated using HFSS, in which the 

substrate integrated waveguide (SIW) is adopted. First, a 

linear array with 16 slots is designed, and its parameters 

are achieved by extracting the characteristics of the 

radiating slot in the array environment and comparing 

them with the array synthesis result. Then, a tree-shaped 

unequal feeding network with improved vertical 

transition is presented to make the entire array more 

compact. Finally, the configuration of the designed 8 × 

16 planar array antenna is given, and the fabrication error 

is analyzed. The simulation results of the 77GHz SIW 

slot array antenna show that its sidelobe levels (SLLs) 

are below -25dB in the E-plane and below -27dB in the 

H-plane, and the corresponding half-power beamwidths

are 13.9° and 9.7°, respectively.

Index Terms ─ Automotive radars, feeding network, 

slot array antenna, substrate integrated waveguide (SIW). 

I. INTRODUCTION
77GHz millimeter-wave radar enables high spatial 

resolution and high transmit power for a small antenna 

size. Also, it is robust against environmental influences 

such as extreme temperatures, bad light or weather 

conditions [1].  

Recently, the 77GHz array antenna for millimeter-

wave automotive radar application has drawn more and 

more attention. In [2] and [3], a 25×10 and a 20×16 

microstrip series-fed array antennas for millimeter-wave 

automotive radar were deigned, respectively. However, 

the ideal sidelobe levels (SLLs) cannot be achieved by 

the radiation effect of feeding networks and their antenna 

sizes are large. In [4], a series-fed patch array antenna 

was presented, which has reduced the size and has a wide 

bandwidth, nevertheless, its beamwidth in elevation is 

large that the radar is easy to be affected by ground 

clutter in practical application. In general, the 3dB 

beamwidth in elevation is ±5 degree. In [5], a series-fed 

patch array antenna for 77GHz automotive radar was 

designed and measured, which has reduced the radiation 

of the feeding network, however, the effect on the 

radiation pattern still exists owing to the half-microstrip 

structure. In fact, all the above-mentioned microstrip 

patch antennas are not the appropriate choices as the 

radiation loss and dielectric loss of microstrip are 

relatively large in the millimeter-wave band.  

Substrate integrated waveguide (SIW) is a new 

planar guided-wave structure fabricated in a dielectric 

substrate. Its guided-wave characteristic is close to that 

of conventional metallic waveguide [6]. It keeps both the 

advantages of metallic waveguide and planar microstrip 

structure. Waveguide slot array antennas are widely used 

in radar and communication systems featuring high gain, 

high efficiency, low cross-polarization levels and great 

capability of accurate control of the radiation patterns [7]. 

The SIW slot antenna inherits the virtues of waveguide 

slot antenna, and also has the advantages of low profile, 

compact size, low cost, and ease of being integrated with 

planar circuits [8]. In [9], an SIW slot array with flat-

shoulder-shaped radiation pattern was designed for both 

medium-range radar and long-range radar applications, 

in which the desired radiation pattern can be obtained. 

However, its reliability is to be improved for 

simultaneous detection of two ranges in one antenna by 

pattern synthesis. 

In this paper, we present a design of a 77GHz SIW 

slot array antenna for millimeter-wave automotive radar 

application, which is achieved via EM simulation using 

HFSS. It owns wide bandwidth, miniaturization, low 

sidelobes, narrow beams and high gain. 

In the classic design of longitudinal slot array, the 

Elliott’s iterative method is usually used, in which all the 

mutual coupling effects are taken into account, and the 

slot parameters for the desired aperture distribution and 

impedance matching are accurately determined with 

Elliott’s iterative procedure [7]. However, the Elliott’s 
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procedure is computationally complicated. With the 

development of the electromagnetic (EM) computation 

techniques, it is possible to design a slot array antenna 

using EM simulation software like HFSS.  

Unlike the conventional Elliott’s iterative method, 

we exploit the array synthesis result to obtain the design 

parameters in serial-fed array. First, we design a linear 

array with 16 slots and obtain its parameters by 

extracting the characteristics of the radiating slot in the 

array environment and comparing them with the array 

synthesis result. Then, we present a tree-shaped unequal 

feeding network with improved vertical transition, which 

can increase space utilization and reduce the entire 

antenna size. Finally, we design the 8 × 16 planar array 

antenna, and analyze the fabrication errors to test the 

tolerance of the antenna. 

II. DESIGN OF LINEAR ARRAY
The design parameters need to meet the 

requirements of certain amplitude distribution and 

impedance matching when we design an SIW linear 

array with slots. Its design procedure is as follows: The 

first step is to extract the radiating characteristics of 

the radiation element, which is the relationship of the 

slot normalized resonant conductance against resonant 

slot length and slot offset. The next step is to obtain 

the excitation amplitude distribution from the array 

synthesis result, and according to the distribution, the 

normalized conductance of each slot is determined. The 

final step is to obtain the design parameters of each slot 

by comparing it with the characteristic curve of slot.  

Fig. 1. Slotted waveguide and its equivalent circuit. 

According to the principle of the slot characteristics 

extraction [10], a waveguide with N slots and its 

equivalent circuit can be shown in Fig. 1. The distance 

from the first slot to the short-circuit matching stub and 

the distance from the last slot to the input port are sL and

pL , respectively.

According to the transmission line theory, for a 

transmission line of length sL with an arbitrary load, its 

normalized input admittance is: 

tan( )
( )

1 tan( )

l s
in s

l s

y j L
y L

jy L






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
,  (1) 

where ly denotes the normalized admittance of load. 

When the transmission line has a short-circuit load as in 

Fig. 1, (1) can be rewritten as: 

1
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in s

s

y L
j L

 . (2) 

The lengths and offsets of all slots are set to be the 

same, consequently, the admittance of every slot can be 

assumed with an identical value y. Thus, for the 1st slot, 

the normalized input admittance 1iny  can be expressed 

as: 
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As the distance from the Nth slot to the input port is 

pL , the input admittance at the input port of waveguide 

can be expressed as: 
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inN p
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In addition, the normalized input admittance can be 

also computed from the reflection coefficient [10], i.e., 
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where 11 equals to 11S , and 2 / g   , g is the

guided wavelength in equivalent waveguide. Here, when 

2 , / 4p g s gL L   , we can have: 

11

11

1

1
inN in

S
y y

S


 
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Therefore, the relationship can be established 

between 11S of the input port and total normalized 

admittance of all slots. The only unknown parameter 

in (8) is 11S of the slotted waveguide, which can be 

obtained by simulation via HFSS. Then the normalized 

admittance of every single slot can be calculated by: 

11

11

1

(1 )

S
y

N S





, (9)

where N is the number of slots in array. 
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In our design, the slot characteristics extraction 

procedure is carried out in a 5×16 array model as shown 

in Fig. 2, in which all the mutual coupling effects in the 

array environment are taken into account as much as 

possible.  

 

 
 

Fig. 2. Equivalent slotted array model for slot 

characteristics extraction via HFSS.  

 

For parameter extraction, an equivalent dielectric-

filled rectangular waveguide model is used according to 

the SIW equivalent theory to reduce the HFSS meshing 

and simulation time [11]. The equation of the equivalent 

width can be expressed as: 

 
2 2

1.08 0.1RWG

d d
a a

p a
     , (10) 

where RWGa  denotes the width of equivalent rectangular 

waveguide, and , ,a d p  denotes the width of the SIW, 

the period and diameter of the via, respectively.  

In the extracting procedure, the slot length is 

optimized at various offsets. All slots can be considered 

as in resonance state when the objective function 

 11Im 0S  . By recording the slot length and 11S  at this 

point, the resonant lengths and normalized conductance 

versus various slot offset can be obtained. We can use 

MATLAB to fit the relationship curve of them. The 

fitting curves are shown in Fig. 3. 
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Fig. 3. Characteristic curve of radiating slot. 

 

A certain design margin should be provided for 

processing in our design and simulation, in order to 

accommodate unexpected dimension variations in 

fabrication procedure. A relative strict SLLs standard of 

-30dB Taylor distribution is adopted for the synthesis in 

H-plane pattern. The normalized conductance of nth slot 

can be calculated by: 

 

2

2

1

n
n N

n

n

U
g

U





, (11) 

where nU  is the nth element’s excitation amplitude from 

the synthesis. When the normalized conductance of each 

slot is obtained, the design parameter (length and offset) 

of each slot can be obtained by comparing it with the slot 

characteristic curve. The configuration of the SIW slot 

linear array is shown in Fig. 4.  
 

 
 

Fig. 4. Configuration of the SIW slot linear array. 

 

In Fig. 4, the width of SIW is 2.3mm, the diameter 

of the metallized via is 0.4mm, and the distance between 

two adjacent vias is 0.6mm. The distance between 

adjacent longitudinal slots is one-half guide wavelength, 

and the short-circuit matching stub distance is a three-

quarter guided wavelength. The liner array is designed 

on Rogers 5880 dielectric substrate with relative dielectric 

constant 2.2r   and thickness 0.508mm. Further 

optimization is usually required since the simulation 

results by the initial design parameters are often not 

perfect. The final optimized design parameters are listed 

in Table 1. 
 

Table 1: Design parameters of the linear array 

Parameter 
Value 

(mm) 

Paramete

r 

Value 

(mm) 

L1 1.3 X1 0.09 

L2 1.3 X2 -0.09 

L3 1.31 X3 0.1 

L4 1.33 X4 -0.1 

L5 1.36 X5 0.1 

L6 1.38 X6 -0.12 

L7 1.4 X7 0.14 

L8 1.41 X8 -0.14 

es 2.95 ws 0.2 

 

The simulation results of S11 and radiation patterns 

of the linear array are shown in Fig. 5 and Fig. 6. The 

optimized results show that 11S is below -10 dB from 
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76GHz to 78.3GHz, and a relative bandwidth of 2.99% 

is achieved, with the gain of 15.3 dBi at 77GHz. The 

half-power beamwidth (HPBW) of the H-plane pattern 

is 8.9°, and the SLLs are lower than -26 dB. Therefore, 

the design of SIW serial-fed slot linear array has 

achieved good performance and will be used as the sub-

array of planar array in the next step. 
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Fig. 5. Simulated S11 of the linear array. 
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Fig. 6. Simulated radiation patterns of the linear array. 

III. DESIGN OF FEEDING NETWORK
Based on the previous design of the linear array, an

8×16 planar array antenna can be designed, in which an 

eight-way tree-shaped unequal feeding network with 

transition is required to excite the eight sub-arrays with 

tapered amplitude and in-phase output. 

A. Transition between RWG and SIW

As the transmission loss of coaxial line in

millimeter-wave band is relatively large, a transition 

from rectangular waveguide (RWG) to SIW is generally 

used as the feed. The commonly-used waveguide-SIW 

transition is a vertical transition one [12]. A coupling 

aperture with the size smaller than the waveguide inner 

wall is etched on the broadside of a slightly wider 

SIW, which is called the step-SIW, and the standard 

waveguide is vertically fixed to the coupling aperture. 

Impedance matching is achieved by adjusting the size of 

the step-SIW and coupling aperture.  

In this section, we first simulate a conventional 

RWG-SIW transition according to [12], whose 

configuration and simulated S-parameters results are 

shown in Fig. 7 and Fig. 8, respectively. The feeding 

waveguide employed here is a WR-10 waveguide 

with inner wall sizes 2.54mm and 1.27mm, respectively. 

The simulation results show that a 12% bandwidth 

(69.4GHz-78.5GHz) is achieved with 11 15S dB  and 

insert loss lower than 0.3 dB, which can provide smooth 

transition from RWG to SIW. 

Fig. 7. Configuration of the conventional RWG-SIW 

transition. 
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Fig. 8. Simulated S-parameters of the conventional 

transition. 

B. Design of eight-way feeding network with improved

vertical transition

The feeding network usually consists of a tree-

shaped power divider and a vertical transition. The 

conventional and proposed feeding networks are shown 

in the left and right sides of Fig. 9, respectively. 

Fig. 9. Configuration of conventional and proposed 

feeding network. 

ACES JOURNAL, Vol. 35, No. 4, April 2020456



As shown in Fig. 9, the vertical transition of the 

conventional feeding network is separately placed below 

the power divider, and it requires to pass through a 

certain length’s SIW transmission line to achieve stable 

transmission before connecting to the power divider. 

Clearly, it makes the feeding network not compact 

enough. Besides, there is an idle area above the first T-

junction, and the space utilization is too low.  

We propose a feeding network with improved 

vertical transition. The configuration of the novel 

feeding structure is shown in Fig. 10, in which the 

vertical transition is integrated in the idle area of power 

divider. The size of the coupling aperture and the width 

of the step-SIW can refer to the design results of the 

transition in Section III-A. The upper-wall’s distance can 

be obtained through simple optimization. 
 

 
 

Fig. 10. Configuration of the improved transition. 
 

The HFSS model measurement shows that by this 

change, the geometry of power divider has reduced from 

18.5mm×18.4mm to 10.9mm×18.4mm, which has a 

40% reduction. Furthermore, the original idle area is 

reutilized, thus the space utilization has increased.  

The improved transition is next to a T-junction 

which has an equal power dividing ratio to the port 2  

and port 3. The simulation result of S-parameters with 

this structure is shown in Fig. 11, it can be seen that a  

16% bandwidth (70.6GHz-82.6GHz) is achieved with 

11 15S dB  and insert loss lower than 0.4 dB, which 

validates that the proposed transition can provide smooth 

transition to the SIW feeding network.  
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Fig. 11. Simulated S-parameters of the improved 

transition. 

To achieve the low SLLs in the E-plane, eight ways 

in-phase and tapered amplitude output are required. As 

with the linear array, a design margin is provided for 

processing, and -30 dB Taylor distribution is adopted for 

the synthesis in E-plane pattern. The power divider is 

needed to divide into three stages, consisting of three T-

junctions, four Y-junctions with different power dividing 

ratios and in-phase output, and six L-junctions at each 

corner to suppress reflection. These structures need to be 

designed separately. 

The configurations of Y-junction and T-junction 

with uneven power dividing ratio are shown in Fig. 12. 

By adjusting the position of the matching via, we can 

improve the power reflection [13] and control the power 

dividing ratio, while the phase shift can be slightly tuned 

by adjusting the width of SIW branch [14], as different 

widths of SIW have different phase constants [15]. 

 

 
 

Fig. 12. Configurations of Y-junction and T-junction 

with a certain dividing power ratio. 

 

We combine the optimized Y-junctions and T-

junctions of each stage together to form the power 

divider and simulate in HFSS. Simulation results of the 

amplitude and phase characteristics of the complete 

eight-way feeding network are shown in Fig. 13 and Fig. 

14. The results show that the output power dividing ratio 

of eight ports at 77GHz basically meets the desired goal, 

and the output phase error is  3.5 degree, which can be 

regarded as in-phase output. 
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Fig. 13. Simulated amplitude characteristics of the eight-

way feeding network. 
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Fig. 14. Simulated phase characteristics of the eight-way 

feeding network. 

IV. DESIGN OF 8×16 PLANAR ARRAY

The configuration of the designed 8×16 SIW slot 

planar array is shown in Fig. 15. The waveguide feeding 

port is located on the back of the antenna. The 

performance simulation results of the antenna are shown 

in Fig. 16-Fig. 19.  

It can be seen from simulation results that 11S is 

below -10 dB from 76.4GHz to 78.2GHz, a relative 

bandwidth of 2.34% is achieved, with the gain of 23.6 

dBi at 77GHz. The E-plane pattern has a half-power 

beamwidth of 13.9° at 77GHz, the SLLs are lower than 

-25 dB, and the H-plane’s beamwidth is 9.7°, the SLLs

are lower than -27 dB. Good performance has been

achieved such as low SLLs, narrow beams and high gain.

Fig. 15. Configuration of the 8×16 SIW slot array 

antenna. 

75.5 76.0 76.5 77.0 77.5 78.0 78.5

-35

-30

-25

-20

-15

-10

-5

0

5

10

15

20

 S11

S
1

1
 (

d
B

)

Freq (GHz)

6

8

10

12

14

16

18

20

22

24

 Gain

G
a
in

 (
d

B
i)

Fig. 16. Simulated S11 and gain of the designed antenna. 
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Fig. 17. Simulated E-plane patterns of the designed 

antenna. 
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Fig. 18. Simulated H-plane patterns of the designed 

antenna. 

Fig. 19. 3D beam pattern of the designed antenna. 

V. ERROR ANALYSIS
In the millimeter-wave band, the performance of 

device is very sensitive to its dimension. When the 

antenna is fabricated, a tiny change of design dimension 

may greatly affect the antenna performance. It is 

necessary to perform an error analysis to test the 

tolerance of the antenna.  

Considering that the error analysis of the entire 

antenna will significantly increase the complexity and 

time consumption, the analysis is carried out in SIW 

linear array, in which the length error and offset error of 

radiation slots are taken into account and their impact on 

performance is analyzed and discussed, respectively. 

Generally, the machining error is controlled within 

±0.02mm. Therefore, the error analysis of 16 slots in 
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linear array can be divided into the following four cases 

[16]: all slots in positive tolerance, i.e., +0.02mm, all 

slots in negative tolerance, i.e., -0.02mm, half of them in 

positive tolerance with half in negative tolerance and all 

in random tolerance. 

The impact of length error and offset error on H-

plane pattern are shown in Fig. 20 and Fig. 21. We can 

see that the length or offset error will worsen the pattern 

slightly, mainly reflected in the elevation of sidelobes of 

1-2 dB and the broadening of the beamwidth within 1 

degree. In general, the H-plane pattern is still in good 

performance. The length or offset error will cause the 

shift of resonance point, as shown in Fig. 22 and Fig. 23. 

This is because that the lengths and offsets in the design 

are obtained from the slot characteristic curves extracted 

in the resonance state, and the change of length or offset 

will inevitably lead to the change of resonance state. 
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Fig. 20. Impact of length error on H-plane pattern. 
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Fig. 21. Impact of offset error on H-plane pattern.  
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Fig. 22. Impact of length error on S11. 
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Fig. 23. Impact of offset error on S11. 

 

It can be seen from Fig. 20 to Fig. 23 that the linear 

array basically keeps good performance in a certain 

range of errors, so we can infer that the complete antenna 

should also have a certain tolerance. In addition, it shows 

that in order to achieve good performance, it is necessary 

to provide a certain design margin in the design process, 

and it’s better to choose the manufacturing technology 

with high precision in the future.  

 

VI. CONCLUSION 
A 77GHz SIW slot array antenna is designed and 

simulated using the high-frequency simulation software 

HFSS in this paper. First, the radiating characteristic 

parameters of the slot are extracted using an equivalent 

array model, and a linear slot array with low SLLs in H-

plane is designed, then an 8 × 16 planar array fed by a 

novel tree-shaped feeding network is designed with an 

improved vertical transition, which can increase the 

space utilization and reduce the antenna size. The 

fabrication errors are also analyzed to test the tolerance 

of the antenna. Simulation results show that the designed 

antenna array has the characteristics of wide bandwidth, 

miniaturization, low sidelobes, narrow beams and high 

gain. It can be served as the transmitting antenna for 

automotive radar applications. 
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Abstract ─ A multiply parasitic-coupled, three-

dimensional antenna array with wide elevation angle 

for seamless unmanned aerial vehicle (UAV) 

communications is proposed. The proposed array consists 

of an upper substrate with a two-element dipole array, 

multiple parasitic elements, two supports including a 

microstrip feeding, and a lower substrate with a feeding 

network and its ground plane as a metallic reflector for 

wide radiation pattern and reduced back radiation. The 

proposed array operates with a 18% impedance bandwidth 

ranging from 4.51 GHz to 5.43 GHz by covering an 

UAV communications frequency band. Measured peak 

gain, total efficiency, and half-power beamwidth (HPBW) 

of the proposed array are approximately 5.5 dBi, 95%, 

and 140°, respectively. 

Index Terms ─ Antenna array, parasitic-coupled, three-

dimensional antenna, UAV, wide elevation angle. 

I. INTRODUCTION
Since unmanned aerial vehicles (UAVs) are able 

to remote control without people in aircraft, various 

applications using UAVs have been researched and 

expanded and have grown extensively over the years. 

In the military, UAVs utilize not only surveillance 

activities but also search-attack missions by focusing on 

the specific places or target objects. Furthermore, recent 

radio frequency identification (RFID) technology 

utilizes the UAVs for indoor or outdoor warehouse 

inventory management system in civilian industry. To 

realize these applications, the development of the 

customized antenna for reliable and stable UAV-based 

wireless communications is required. First of all, the 

UAV antenna requires a compact size such as 

lightweight and low-profile structure for stable long-

time flight and communications. Secondly, it needs to 

have a symmetrical structure to balance the aircraft. 

Moreover, high gain and wide beam coverage are 

required to seamless UAV to UAV or UAV to infra 

communications. To satisfy these demands, previous 

researches have been studied in [1]–[7]. Crossed dipole 

loaded with magneto-electric dipole antenna is proposed 

in [1], [2]. The antenna with a metallic cavity has a wide 

axial-ratio (AR) beamwidth and a high front-to-back 

ratio [3]. In [4] and [5], the low-profile antenna with 

wide beamwidth is proposed utilizing the vertical 

currents. Using reconfigurable feeding network [6] and 

shorted vertical plates [7], the wide beams are generated. 

Although these antennas have achieved wide beamwidth 

and a low-profile structure, they have a low productivity 

and are not suitable for use in UAVs because their 

structures are complicated. In this paper, a lightweight, 

low-profile dipole antenna array with wide elevation 

angle using multiple parasitic elements is proposed for 

seamless UAV communications. 

Fig. 1. Configuration of the proposed antenna array and 

its fabrication: (a) a perspective view of the proposed 

antenna array, (b) a top view of the upper substrate with 

dipole array and parasitic elements, (c) a top view of the 

antenna support with microstrip lines and a tapered 

balun, (d) the proposed array prototype, and (e) a bottom 

view of the lower substrate with a microstrip feeder. 
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Fig. 2. Performance analysis of the antenna with or 

without parasitic elements: (a) a dipole antenna without 

parasitic element, (b) a dipole antenna with two parasitic 

elements of 𝜆0/8, (c) a dipole antenna with two parasitic

elements of 𝜆0/4, (d) a simulation model for the proposed

antenna, (e) radiation patterns and HPBWs with regard 

to the antenna structure, and (f) antenna gain at the main-

beam direction and HPBW with regard to frequency 

variations. 

II. PROPOSED ANTENNA ARRAY

WITH A FEEDING CIRCUIT
Based on the linear array antenna theory, the 

proposed antenna array is based on a two-element dipole 

antenna array which has broadside beam [8]. Each 

unit cell antenna operates with the same power and a 

zero-phase difference. Figure 1 indicates the proposed 

antenna configuration and its fabricated array prototype. 

The proposed array consists of an upper substrate, a 

lower substrate, and two supports in Fig. 1 (a). The upper 

substrate includes a two-element dipole antenna array 

and five-parasitic elements with directive and reflective 

parasitic elements. Parasitic elements are added to widen 

an elevation beamwidth. To increase the directivity, a 

ground plane at the top layer on the lower substrate 

operates as a metallic reflector, and the bottom layer has 

a feeding network. It consists of a power divider and 

microstrip lines for feeding the two-element dipole array. 

To obtain the maximum antenna performance, the 

separated distance between upper and lower substrates is 

the height of the supports, and printed microstrip lines 

and tapered baluns are connected to the radiators. 

Figures 1 (b) and 1 (c) depict the top view of the upper 

substrate and antenna supports with a microstrip feeding, 

respectively. Figures 1 (d) and 1 (e) show the fabricated 

antenna prototype and the bottom view of the lower 

substrate, respectively. Table 1 describes the design 

parameters of the proposed array.  

Fig. 3. Comparison between the dipole array with and 

without parasitic elements: (a) a two-element dipole 

array without parasitic elements, (b) a two-element 

dipole array with two parasitic elements, (c) a two-

element dipole array with five parasitic elements, (d) a 

simulation model for the proposed antenna, (e) simulated 

radiation patterns with regard to the parasitic elements, 

and (f) simulated antenna gain and HPBW at z-axis with 

regard to the parasitic elements. 

Table 1: Design parameters of the proposed array (unit: 

mm) 

𝑊𝑠 𝑊𝑙 𝐻 𝐷𝑝1 𝐷𝑟
56 53 20 7.5 17 

𝐿1 𝐿2 𝐿3 𝑊𝑟 𝑊𝑓

21.4 28 14 0.7 1.78 
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Fig. 4. Simulated impedance variation at operating 

frequency with regard to H: (a) reflection coefficient 

variation and (b) impedance variation on Smith chart. 

Figure 2 depicts the performance analysis of the 

different antenna structures with regard to the separated 

distance between radiators and parasitic elements. 

Figurees 2 (a)-(c) indicate a dipole antenna, dipole 

antenna with directive parasitic elements at intervals of 

𝜆0 /8, and a dipole antenna with directive parasitic

elements at intervals of 𝜆0/4, respectively. The simulation

has been conducted using an antenna deployment in Fig. 

2 (d). It consists of the radiating substrate and a metallic 

reflector. The simulated radiation patterns and half-

power beamwidth (HPBW) at 5.09 GHz are in Fig. 2 (e). 

As the parasitic elements are far from the dipole antenna, 

HPBW is increased but the gain is reduced at 0° due to 

the trade-off between the gain and beamwidth. Similarly, 

Fig. 2 (f) shows the gain and HPBW with regard to 

the operating frequency. The antenna gain is decreased 

and HPBW is increased when the operating frequency 

increases and the parasitic elements are separated. In 

particular, the radiated beams are splitted at 5.03 GHz of 

𝜆0/4 deployment.

On the other hand, in order to compare HPBW at 

the elevation plane with regard to multiple parasitic 

elements, Figs. 3 (a)–(c) describe the different antenna 

array deployments with or without multiple parasitic 

elements. Figure 3 (d) indicates the simulation model for 

the proposed antenna. Figure 3 (e) shows the simulated 

radiation patterns of the dipole array with or without two 

parasitic elements and the proposed antenna array, 

respectively. The multiply parasitic elements increase 

the HPBW at elevation plane. The proposed antenna 

array in Fig. 3 (c) has a wide beamwidth of approximately 

162° rather than 106° and 136° at 5.09 GHz in Figs. 3 (a) 

and 3 (b), respectively. Other comparisons are conducted 

to compare the antenna gain and HPBW at z-axis with 

regard to the parasitic elements in Fig. 3 (f). As frequency 

increases, the HPBW also increases. However, the gain 

is rather reduced at higher than 5.7 GHz due to the beam 

splitting. Therefore, the proposed antenna array has been 

optimized for wide elevation angle and the antenna gain 

at UAV frequency band. 

Fig. 5. Simulated impedance variation with regard to 

𝐿3 : (a) reflection coefficient variation with regard to

frequency, and (b) impedance variation on Smith chart. 

III. RESULTS AND DISCUSSIONS
The proposed antenna array operates in the UAV 

communication frequency band from 5.03 GHz to 

5.15 GHz, which is assigned to the World Radio 

communication Conference-12 (WRC) of International 

Telecommunication Union (ITU). It is simulated and 

optimized using a commercial full-wave electromagnetic 
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simulation tool (Microwave Studio 2019 by CST), and 

designed and fabricated on an RF-35 substrate (𝜀𝑟 = 3.5,

δ = 0.0018) for experimental verifications. To obtain the 

mutual effect between the upper and lower substrates, 

the simulated results with regard to the antenna height 

(H) variations is shown in Fig. 4. The reflection coefficient

with regard to the operating frequency is described in

Fig. 4 (a). The resonant frequency is increased by

reducing H. Figure 4 (b) shows the variation of reflection

coefficients on Smith chart, and it describes the

impedance increases when H increases. Similarly, the

proposed array is affected by the director length (𝐿3) in

Fig. 5. As the 𝐿3 increases, its resonant frequency and

impedance on Smith chart are increased. By considering 

the antenna gain, radiation patterns with wide beamwidth, 

and the reflection coefficients, the geometry of the 

proposed array with multiple parasitic elements is 

determined on Table 1. 

Fig. 6. Simulated and measured antenna performances: 

(a) reflection coefficient with regard to operating

frequency and (b) peak gain and total efficiency with

regard to operating frequency.

Figure 6 shows simulated and measured results of 

reflection coefficient, peak gain, and total efficiency. 

The measured 10-dB bandwidth is approximately 18% 

from 4.51 GHz to 5.43 GHz. The difference between 

simulated and measured results is caused by the 

implementation error of three-dimensional antenna. The 

measured peak gain and total efficiencies in Fig. 6 (b) 

are approximately 5.54 dBi and 95% at 5.09 GHz, 

respectively. Figure 7 indicates the simulated and 

measured radiation patterns, which are a good agreement 

between the simulated and measured results. The HPBW 

and cross-polarization level of the proposed array are 

approximately 140° and -23 dB, respectively. Table 2 

describe the performance comparison between the 

previous works and the proposed array. The proposed 

antenna has relatively wide beam coverage and a high 

gain. 

Table 2: Performance comparison between the previous 

works and the proposed array 

Ref. 
𝑓𝑐

(GHz) 

Imp. BW 

(MHz) 

Peak Gain 

(dBi( c)) 

HPBW 

(°) 
Elect. Size 

(𝜆3)

[1] 1.8 970 8.3 70 0.64×0.64×0.16 

[2] 4 600 3.5 221 0.43×0.43×0.24 

[3] 1.6 1160 3.4 116 0.35×0.35×0.06 

[5] 1.5 1170 4.5 110 0.46×0.46×0.1 

[6] 2.55 600 7 120 1.45×1.45×0.12 

[13] 2 500 5.5 136 1.58×1.14×0.25 

Prop. 5.09 920 5.5 140 0.95×0.9×0.34 

Fig. 7. Simulated and measured radiation patterns with 

co-polarization and cross-polarization: (a) zx-plane, (b) 

xy-plane, and (c) zy-plane. 

IV. CONCLUSION
A multiply parasitic-coupled, three-dimensional 

antenna array with wide elevation angle for seamless 

UAV communication is presented in this paper. Based 

on the linear array antenna theory, a wide beam-coverage 

at elevation plane is obtained using a two-element dipole 

array and parasitic elements. Measured peak gain and 
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HPBW of the proposed array are approximately 5.5 dBi 

and 140°, respectively Due to a symmetrical structure, a 

low-profile configuration, and a wide elevation angle, 

the proposed antenna array is attractive to various 

wireless communications systems as well as UAV 

communications. 
 

ACKNOWLEDGMENT 
This work was supported in part by Institute for 

Information & communications Technology Promotion 

(IITP) grant funded by the Korea government (MSIT) 

(No. 2017-0-00795, A study on a small antenna system 

for vehicle supporting wide elevation angle), in part by 

the National Research Foundation of Korea (NRF)  

Grant funded by the Korea government (MSIT) (No. 

2019R1C1C1008102). 
 

REFERENCES 
[1] S. X. Ta and I. Park, “Crossed dipole loaded  

with magneto-electric dipole for wideband and 

wide-beam circularly polarized radiation,” IEEE 

Antennas Wireless Propag. Lett., vol. 14, pp. 358-

361, 2015. 

[2] G. Yang, J. Li, S. G. Zhou, and Y. Qi, “A wide-

angle E-plane scanning linear array antenna with 

wide beam elements,” IEEE Antennas Wireless 

Propag. Lett., vol. 16, pp. 2923-2926, 2017. 

[3] L. Wang, Z. Weng, Y. Jiao, W. Zhang, and  

C. Zhang, “A low-profile broadband circularly 

polarized microstrip antenna with wide beamwidth,” 

IEEE Antennas Wireless Propag. Lett., vol. 17, no. 

7, pp. 1213-1217, July 2018. 

[4] X. Chen, L. Yang, J. Zhao, and G. Fu, “High-

efficiency compact circularly polarized microstrip 

antenna with wide beamwidth for airborne 

communication,” IEEE Antennas Wireless Propag. 

Lett., vol. 15, pp. 1518-1521, 2016. 

[5] W. J. Yang, Y. M. Pan, and S. Y. Zheng, “A  

low-profile wideband circularly polarized crossed-

dipole antenna with wide axial-ratio and gain 

beamwidths,” IEEE Trans. Antennas Propag., vol. 

66, no. 7, pp. 3346-3353, July 2018. 

[6] W. Lin, H. Wong, and R. W. Ziolkowski, 

“Wideband pattern-reconfigurable antenna with 

switchable broadside and conical beams,” IEEE 

Antennas Wireless Propag. Lett., vol. 16, pp. 2638-

2641, 2017. 

[7] G. Li and F. Zhang, “A compact broadband and 

wide beam circularly polarized antenna with 

shorted vertical plates,” IEEE Access, vol. 7, pp. 

90916-90921, 2019. 

[8] C. A. Balanis, Antenna Theory, Analysis and 

Design. New York, Wiley, 1997. 

 

 

Dong-Geun Seo received the B.S. 

degree in Electronic Engineering 

from Gyeongsang National Univer-

sity (GNU), Jinju, South Korea, in 

2016, where he is currently pursuing 

the M.S. degree. His current research 

interests include near-field wireless 

power transfer and communication 

systems, beamforming antenna array and its feeding 

network for UAV communications, and RFID/IoT 

sensors. 

 

Wang-Sang Lee received the B.S. 

degree from Soongsil University, 

Seoul, South Korea, in 2004, and the 

M.S. and Ph.D. degrees in Electrical 

Engineering from the Korea 

Advanced Institute of Science and 

Technology (KAIST), Daejeon, 

South Korea, in 2006 and 2013, 

respectively.  

From 2006 to 2010, he was with the 

Electromagnetic Compatibility Technology Center, 

Digital Industry Division, Korea Testing Laboratory 

(KTL), Ansan-si, South Korea, where he was involved 

in the international standardization for radio frequency 

identification (RFID) and photovoltaic systems as well 

as electromagnetic interference (EMI)/EMC analysis, 

modeling, and measurements for information technology 

devices. In 2013, he joined the Korea Railroad Research 

Institute (KRRI), Uiwang-si, South Korea, as a Senior 

Researcher, where he was involved in the position 

detection for high-speed railroad systems and microwave 

heating for low-vibration rapid tunnel excavation 

system. Since 2014, he has been an Associate Professor 

with the Department of Electronic Engineering, 

Gyeongsang National University (GNU), Jinju, South 

Korea. From 2018 to 2019, he was a Visiting Scholar 

with the ATHENA Group, Georgia Institute of 

Technology, Atlanta, GA, USA. His current research 

interests include near- and far-field wireless power and 

data communications systems, RF/microwave antenna, 

circuit, and system design, RFID/Internet-of-Things 

(IoT) sensors, and EMI/EMC.  

Lee is a member of IEC/ISO JTC1/SC31, KIEES, 

IEIE, and KSR. He was a recipient of the Best Paper 

Award at IEEE RFID in 2013, the Kim Choong-Ki 

Award: EE Top Research Achievement Award by the 

Department of Electrical Engineering, KAIST, in 2013, 

the Best Ph.D. Dissertation Award: the Department of 

Electrical Engineering, KAIST, in 2014, the Young 

Researcher Award by KIEES in 2017. 

SEO, LEE: A MULTIPLY PARASITIC-COUPLED 3D ANTENNA ARRAY 465



Compact Substrate Integrated Waveguide Band-pass Rat-race Couplers 

Based on Mixed Shape Cavity with Flexible Port Topology 

Zhigang Zhang, Yong Fan, and Yonghong Zhang 

Fundamental Science on Extreme High Frequency Key Laboratory 

University of Electronic Science and Technology of China, Chengdu 611731, China 

freemanzzg@163.com, yfan@uestc.edu.cn, zhangyhh@uestc.edu.cn 

Abstract ─ A new type of compact band-pass rat-race 

couplers with flexible port topology based on mixed 

shape substrate integrated waveguide (SIW) cavity 

is first proposed in this paper. Moreover, composite 

right/left-handed (CRLH) SIW unit loaded on the 

common wall between cavities is used to achieve 

negative coupling structure. The diameter of the vias 

on the common wall related CRLH-SIW unit is also used 

to adjust the electric coupling strength and increase 

the coupling bandwidth. The detailed analysis and the 

design method have been introduced to realize a filtering 

rat-race coupler based on substrate integrated fan-shaped 

cavity (SIFC) and rectangular cavity (SIRC). In particular, 

the combination of mixed shape resonators and port 

location in rectangular resonators can be selected 

according to the requirement of port angle interval. 

Compared with other filtering couplers, the proposed 

designs exhibit good filtering responses, high Q factor, 

better isolation, multiple port angle intervals, amplitude 

balance, as well as 0° and 180° phase differences.  

Index Terms ─ Band-pass coupler, flexible port topology, 

mixed shape cavity, negative coupling structure, substrate 

integrated fan-shaped cavity (SIFC). 

I. INTRODUCTION
Rat-race couplers are essential components in 

transceivers for microwave communication systems. 

Miniaturized couplers with high performance are usually 

required in many applications. As a promising candidate 

for modern wireless transceiver systems, SIW technology 

[1-8] is beneficial to the realization of miniaturized 

couplers and filters due to the fact that it provides an 

excellent trade-off between waveguide and planar 

technologies. In [2], synthesis and design techniques of 

dual-band filters are proposed. A compact multilayer 

dual-mode filter based on the substrate integrated 

circular cavity (SICC) is developed in [6]. 

To further reduce size, a single device integrated 

with different functionalities, such as filtering coupler 

[9-21], has been attracting increasing attention. It also 

recommends an effective way to avoid the performance 

degradation due to a cascade connection of two individual 

components. Bandpass 90° and 180° directional couplers 

with coupled resonators have been first proposed in [9]. 
A compact filtering 180° hybrid is presented in [12]. 

Moreover, it is noteworthy that the coupler topologies 

also have an important impact on the miniaturization 

of the microwave system. Therefore, the port of the 

components should be placed at proper positions to meet 

the requirement of system topology and interconnect. 

(a) 

(b) 

Fig. 1. (a) Different types of topologies of existed 

couplers, and (b) additional bends are employed to match 

with the desired transmission direction.  

Recently, as shown in Fig. 1 (a), the existed couplers 

have several different types of topologies. 1) Two ports 

are placed at one side, and others are placed at the 

opposite side [9-10],[17],[20]; 2) the distance between 

each two ports is determined by the required electric 

length [12-15]; 3) ports are mutually orthogonal [18-19]. 

By using degenerate orthogonal modes of square SIW 

cavity, a crossover with bandpass responses is designed 

in [18]. Four TE101-mode square SIW cavities based on 

multilayer coupling structures are utilized to construct 

the filtering rat-race coupler [20]. A SIW filtering 

rat-race coupler based on TE102 and TE201 orthogonal 

degenerate modes is proposed in [21]. 

However, these types of topologies are not enough 
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in the high-density circuit design. As such, additional 

bends (Fig. 1 (b)) will be employed to modify their line 

direction to meet the system requirement, which leads  

to a large circuit area, a complex configuration and 

unwanted loss, electromagnetic compatibility (EMC) 

problem, especially leakage from the discontinuity. 

Therefore, it is expected that the port angle interval  

can be selected flexibly according to the topological 

requirements without introducing additional L-bends.  

In this paper, the mixed shape SIW cavities are  

first proposed to design band-pass rat-race couplers  

with flexible port topology. Specifically, by using  

mixed shape cavities, the structure of filtering coupler 

can be reasonably constructed according to the topology 

requirements while keeping good performance. With 

flexible ports arrangement and resonators combination, 

the coupler's topology is easy to match with the desired 

transmission direction, which means that there is no need 

to add additional L-bend and occupy additional area. 

What's unique about the analysis process of coupler is 

that the band-pass coupler is divided into two filtering 

power dividers, then each power divider is divided into 

two filters respectively, and the influence of the angle 

intervals between ports on Qe is considered in the  

design of coupler. Afterwards, the equivalent circuit and 

coupling matrix method are used to evaluate the initial 

value of design parameters accurately according to the 

specifications, which is beneficial to accelerate the later 

optimization design process. Furthermore, the demand 

of circuit topology has been integrated into design 

considerations for the first time, which is helpful to meet 

the requirement of system interconnect and the design of 

miniaturized structures.  
 

II. ANALYSIS AND DESIGN 

A. Configuration 

Several four-element coupler topologies are 

depicted in Figs. 2 and 3 to demonstrate different ways 

to achieve different port angular intervals.  
 

 
(a)                         (b).                       (c) 

 
(d)                         (e)                          (f) 

 

Fig. 2. (a)~(f) Examples of available angular intervals for 

Type A filtering coupler.  

 
(a)                        (b)                         (c) 

 
 (d)                          (e)                         (f) 

 

Fig. 3. Examples of available angular intervals for Type 

B filtering coupler. 

 

The shape of the resonator is very important to 

obtain the desired port direction while keeping good 

performance. Rectangular resonators [22-29] are easy to 

realize 0°, 90° and 180° interval between adjacent ports. 

Fan-shaped resonators may be a universal configuration. 

Furthermore, these different shape resonators can be 

mixed to achieve type A and B couplers with flexible port 

intervals. The combination of resonators with different 

shapes and the choice of port location in rectangular 

resonators are the key factors to construct various 

angular intervals for input/output ports. Substrate 

integrated fan-shaped cavities (SIFC) and rectangular 

cavities (SIRC) are utilized as basic resonance cells of 

the proposed filtering couplers.  

 

B. Analysis of coupler 

The topology of the filtering coupler is shown in 

Fig. 4 (a). As seen, the rat-race coupler has following two 

working states. When signals are injected from port 1, 

the output signals from ports 2 and 4 are in-phase, equal 

power allocation (M21=M41), just as an in-phase power 

divider should do. If port 3 is excited, the out-of-phase 

responses are obtained in ports 2 and 4 (-M23=M43). In 

this case, the coupler can be seen as an out-of-phase 

power divider. 

As depicted in Figs. 4 (a) and (b), in these two 

working states, the bandpass coupler is equivalent to an 

in-phase filtering power divider and an out-of-phase 

filtering power divider, respectively. Moreover, divider I 

and II shown in Figs. 4 (b) and (c) are both designed  

with 3-dB power split ability and have same passband 

characteristics but quite different phase characteristic. 

Therefore, the coupling coefficients between resonators 

of dividers have the following relationship: 

                    M21=M41=-M23=M43.                           (1) 

In addition, each power divider can be divided into 

two second-order bandpass filters which have the same 

operating frequency and passband characteristics, as 

shown in Fig. 4 (d) (M21, BF=M41, BF, M2L, BF=M4L', BF). 
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(a) 

(b) (c) 

(d) 

Fig. 4. (a) Topology of the filtering coupler, (b) topology 

of the filtering in-phase power divider, (c) topology of 

the filtering out-of-phase power divider, and (d) topology 

of two second-order filters. Where, β12, β23, β34, and β41 

are angular intervals for each port, respectively.  

Thus, the filtering rat-race coupler can be divided 

into four bandpss filters. Our strategy is to separately 

design these four components, and then combine them 

into one coupler. The coupling matrix of this second-

order coupled-resonator band-pass filter is expressed as: 

1 2

1,

1 , 12,
2

21, 2 ,

2,

0 0 0

0 01

2 0 0

0 0 0

S L

S BF

S BF BF
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
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 

  
 
 
 

. (2)
 

And the normalized input impedance of the filtering 

power divider in Fig. 4 (b) is required to be the same as 

matrix (2). Thus, the coupling coefficients for the filtering 

power divider topology in Fig. 4 (b) are determined as:  

  MS1,BF=MS1,        (3a) 

  M2L=M4L'=M2L,BF=M4L',BF.        (3b) 

Figure 5 is the equivalent circuit of the filtering 

coupler. As seen, four parallel LC resonators are used to 

model these four SIW resonators. The in-phase couplings 

of “resonator 1-to-2” and “resonator 1-to-4” are modeled 

by two interconnected -90° J-inverters (admittance 

inverters). The 180° out-of-phase couplings of “resonator 

3-to-2” and “resonator 3-to-4” are modeled by one +90°

and one -90° J-inverters, respectively. On the other hand,

when port 1 is excited, there are two paths for a signal to

reach port 3, one is resonator 1-to-2-to-3 and the other is

resonator 1-to-4-to-3. On the first path, there are one “J-

90°” and one “J+90°” inverters so the signal accumulates 

the phase of 0°. On the second path, there are two “J-

90°”inverters which lead to 180° accumulated phase. 

These two signals cancel out each other and result in zero 

voltage on port3. Thus, isolation between ports 1 and 3 

is achieved. 

Fig. 5. Equivalent lumped circuit model of the filtering 

rat-race coupler. 

Fig. 6. Equivalent circuit of the coupled-resonator 

bandpass filter. 

(a) 

(b) 

Fig. 7. Equivalent circuit of the filtering power 

divider: (a) in phase power divider, and (b) out-of-phase 

power divider. 
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The cross couplings between “resonator 1-to-3” and 

“resonator 2-to-4” are neglected in this model because 

the distances between them are relatively longer. Since 

the proposed circuit is reciprocal, it can also be excited 

from port 2 or port 4.Based on the analysis of the above-

mentioned topology, the filtering coupler can be seen 

as consisting of four coupled-resonator filters. The 

equivalent circuit of the two-order coupled-resonator 

filter is shown in Fig. 6. The input impedance of this 

filter is calculated as: 

   
 

2

1,21
1 2

21 1
2

2 2

1

1

BF

in s

L

j Jj L
z z

j LL C
z

L C
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

  





.  (4) 

According to the topology of the filtering coupler, 

the Equivalent circuit of the filtering divider is depicted 

in Fig. 7. The equivalent circuit of the filtering power 

divider in Fig. 7 can be realized by adding the nodes 

“J-90°”inverters and resonator 4 to the circuit in Fig. 6. 

The input impedance of equivalent circuit in Fig. 7 is 

calculated as: 

   
2 2

1,2 1,41
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.(5) 

In Fig. 5, four resonators are to be designed with the 

same external quality factor and resonant frequency (L1= 

L2= L3= L4=L0, C1= C2= C3= C4=C0). For a 3-dB divider 

(J12= J14), the input impedance is also given by: 
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.       (6)

In order to have the same return-loss performance 

for these two circuits, zin1 should be equal to zin2. Based 

on Eqs. (4) and (6), we have: 

1,2

1,2 1,4
2

BFJ
J J  .            (7) 

Moreover, the coupling coefficients between resonators 

[31] are:

1,2 1,4

12 14

1 1 2 2 1 1 4 4

,
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C C C C   

    (8a) 

1,2
12, 21,

1 1 2 2

,
BF

BF BF

J
M M

C C 
   (8b) 

From Eqs. (7) and (8), the relationship between the 

coupling coefficients of the filter and the divider is as 

follows: 

12,

12 14 .
2

BFM
M M    (9) 

Based on (1) ~ (3) and (9), the coupling matrix for 

the filtering power divider topology in Fig. 4 (b) is 

determined as: 

MS1,BF=MS1,     (10a)  
 M2L=M4L'=M2L,BF=M4L',BF,  (10b)

21, 41,

21 41 23 43
2 2

BF BFM M
M M M M      .     (10c) 

 (a) 

 (b) 

 (c) 

Fig. 8. Circuit simulation of the proposed filtering rat-

race coupler: (a) Port1 excited, (b) Port3 excited, and (c) 

Phase differences. 

The required normalized coupling coefficient (m) 

and external quality factors (Qe) for the filtering power 

divider can be calculated by: 

21 41
12

M M
m

FBW FBW
  , 21,

12,

BF

BF

M
m

FBW
 .     (11)   

2 2 2
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1
e
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FBW FBW
Q

M M FBW m
  


.          (12)

Generally, external quality factor (Qe) is related to 

the following three parameters: the length of feeding slot 

(Lgap), the width of external coupling aperture (Wc), 

port angular interval (β). So, the Qe corresponding to 
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each port of coupler is denoted as: QeI (Wc1, Lgap, β12), 

QeII (Wc2, Lgap, β23), QeIII (Wc3, Lgap, β34), QeIV 

(Wc4, Lgap, β41), respectively. In order to obtain the 

same return loss and passband characteristics on each 

port, we have: 

      QeI= QeII= QeIII= QeIV=Qe.                    (13) 

Since the equivalent circuit in Fig. 6 is a second-

order coupled-resonator bandpass filter, it can be design 

by the conventional synthesis technology [31]. Take  

the second-order Chebyshev equal-ripple response for 

example, with the center frequency f0, ripple level (La) 

(dB), and fractional bandwidth (FBW), and the port 

admittance Y0, the element values can be calculated: 
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,                       (16) 
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40
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.                   (17) 

In this design, a 50-Ω (Y0=0.02S) filtering rat-race 

coupler is centered at 10.2 GHz with second-order 

Chebyshev 0.05-dB equal-ripple response [La=0.05(dB)] 

and 2.6% fractional bandwidth (FBW). Based on above 

analysis, the filtering coupler can be seen as consisting 

of four coupled-resonator filters. The parameter values 

of the equivalent circuits in Fig. 6 and Fig. 7 are then 

evaluated using (7)–(9),(14)–(17): u=5.85058, L1= L2= 

L3= L4=L0=0.0293nH, C1= C2= C3= C4=C0=8.309pF,  

J1,2 BF=0.01575S, Y0=0.02S. J1,2=J1,4=-J2,3=J3,4=0.0111369S. 

After determining these parameters, the circuit structure 

can be constructed to obtain the desired responses. 

Figures 8 (a) and (b) show the circuit simulation of 

the proposed filtering rat-race coupler under the in-phase 

and out-of-phase operation, respectively. As seen, good 

filtering responses and amplitude balance can be 

obtained. Since the whole structure is symmetric, good 

phase imbalance of less than 1° between ports 2 and 4 is 

achieved, as shown in Fig. 8 (c). 

 

C. Design consideration 

The resonant frequency of mode for circular cavity 

with solid wall can be calculated by [24],[33]:  
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where μr and εr are relative permeability and permittivity 

of the filling material, μmn and μ'mn are the nth roots of 

mth Bessel function of the first kind and its derivative, R 

is the radius of circular cavity, Δh is the height of the of 

circular cavity ,and c is the speed of light in free space. 

According to Eq. (18) and by means of the least square 

method, the resonant frequency of the TM101 mode for 

SIFC can be calculated by the following formula:  

101

0.383
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f
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 
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2

.
0.95

eff

D
R R

p
             (19) 

Where, θ is the central angle of SIFC, Reff is the 

equivalent radius of the fan-shaped cavity. D and p are 

the diameter of metallized via-holes and center-to-center 

pitch between two adjacent via-holes. bθ is related to the 

central angle of a fan-shaped resonator. When θ=45°, 

60°, 90°, 120°, bθ is approximately equal to 3.2, 2.7, 2.1, 

1.8, respectively. 

 

       
                         (a)                                 (b)                          

 
                            (c) 

 

Fig. 9. Several port angular intervals of two SIRCs: (a) 

0°, (b) 90°, (c) 180°. Where, Lc is the side length of the 

SIRC, Lgap is the length of feeding slot.  

 

 
 

Fig. 10. Extracted Qe curves corresponding to different 

port angle intervals of two SIRCs.  

 

Figure 9 shows the combination of resonators 

facilitates the acquisition of different port angle intervals 

and the construction of different coupler topologies. At 

the same time, however, external quality factor (Qe) is 

also affected by the direction of ports. This means that 

besides the influence of external coupling parameters on 

Qe, port angle intervals also play an important role. 
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Therefore, numerical analysis is carried out on SIRCs 

with microstip lines as its input/output to determine the 

external quality factor using Ansoft’s HFSS. The 

external coupling is controlled by changing the length of 

feeding slot (Lgap) with a fixed feeding slot width. 

Figure 10 depicts extracted Qe curves versus the 

length of feeding slot (Lgap). As we can see, there is little 

difference between Qe variations at 0°and 180° port 

angular intervals in two SIRCs. When port angular 

interval is 90°, the value of corresponding Qe is larger 

than that of the previous two cases. 

III. FILTERING COUPLER TYPE A

A. Coupler structure
As shown in Fig. 11 (a), the filtering Type A coupler

consists of two fan-shaped SIW cavities and two square 

cavities. The coupling between resonators I and II, I and 

IV, III and IV is magnetic coupling, which is realized by 

the iris between the common narrow walls. However, 

electrical coupling occurs between resonators II and III 

due to composite right/left-handed (CRLH) transmission 

line loaded on the common walls. 

As shown in Fig. 11 (b), CRLH-SIW unit is 

achieved by introducing an interdigital slot etched on 

the metal surface of common post wall of SIW cavities. 

It should be noted that CRLH-SIW unit is used to 

achieve negative coupling structure, which decreases the 

resonant frequency of the corresponding SIW cavities. 

(a) 

(b) 

Fig. 11. The proposed Type A filtering coupler: (a) top 

view and (b) CRLH-SIW unit. 

Figure 12 shows the CRLH is loaded on the 

common walls oure the SIFCs, SIRCs and mixed SIW 

cavity respectively, resulting in decrease of the central 

frequency. The main reason is that the negative order 

resonance is excited in corresponding SIW cavities, 

which leads to decrease of the cut-off frequency of the 

waveguide [25]. In addition, the central frequency offset 

of the SIFCs is larger than that of other cases due to the 

loading of CRLH, as can be seen from Fig. 12. 

Fig. 12. Variation of the central frequency of SIW 

cavities with CRLH loaded. Where, Δf=f1-f0, f1 and f0 are 

the central frequency of cavities with and without CRLH 

loaded, respectively.  

B. Design
In our design, the desired passband is centered at

10.2 GHz with the 2.6% fractional bandwidth (FBW) of 

19-dB equal-ripple return loss. Based on the advanced

coupling matrix synthesis method in [32], the initial

normalized coupling matrix of corresponding bandpss

filter (BPF) can be synthesized as:
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From (7)–(12), (20) the desired parameters of the 

filtering power dividers can be calculated as follows: 

M21= M41= -M23= M43=0.02894, Qe,S1=27.3463, Qe,2L= 

Qe,4L'=27.3463. The external quality factor Qe is 

calculated by [31]  

0

3

2
e

dB

f
Q

f



,     (21)  

where f0 is the frequency at which S21 reaches its 

maximum value and Δf3dB is the 3-dB bandwidth for 

which S21 is reduced by 3 dB from its maximum value. 

Figure 13 shows the external quality factor versus 

the width of the external coupling aperture (Wc) and the 

length of feeding slot (Lgap). It can be seen that the 

larger the feeding slots length and the external coupling 

aperture width, the smaller the external quality factor. 

Based on the previous analysis, the filtering rat-race 

coupler can be divided into four bandpss filters. The 

adjustment of external quality factor (QeI, QeII) is 

realized by changing the value of Lgap, as depicted in 
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Fig. 13 (a). Then, the desired Qe (QeII = QeIII = Qe) can 

be achieved and the initial value of Lgap can also be 

determined. Due to different port angle intervals, the 

values of QeI and QeIV are greater than that of QeII 

and QeIII, as can be clearly seen from Fig. 13 (a). 

Therefore, another external coupling parameter (Wc) 

needs to be adjusted to achieve the same Qe as Port2 and 

3. Figure 13 (b) gives the extracted curve of QeI versus

the coupling aperture width Wc, which is determined to

meet the requirements with QeI=QeIV=Qe. Thus, the

initial value of Wc can be evaluated. Figure 14 illustrates

the extracted curves of M21 and M41, which versus the

coupling iris ap1 and ap2. As can be seen, when the

width of the coupling iris increases, coupling coefficients

increases accordingly. The coupling coefficients versus

the interdigital slot widths (W1) and diameter of the vias

(D1) are plotted in Fig. 14. The diameter of the vias on

the common wall related CRLH-SIW unit is used to

adjust the electric coupling strength and increase the

coupling bandwidth. Obviously, smaller W1 and D1

correspond to the wider bandwidth. In summary, the

design procedure of the proposed filtering coupler is

listed as follows.

Firstly, according to the requirement of the topology 

structure, the combination of resonators with different 

shapes can be selected in Fig. 2. Secondly, the resonant 

frequency of the SIFC is calculated by formula (19), to 

meet the required center frequency f0. Thirdly, a coupling 

matrix of a second-order BPF is synthesized according 

to the desired center frequency f0 and the fractional 

bandwidth (FBW). Fourthly, according to formula (7) ~ 

(12), the coupling matrix and Qe of the corresponding 

filtering power divider are obtained. Moreover, internal 

coupling parameters (ap1, ap2, ap3) and external 

coupling parameters (Wc, Lgap) are tuned to meet 

desired values of coupling coefficients and external 

quality factor, respectively. Finally, fine tuning of the 

whole structure is performed to realize good filtering 

coupler performance.  

 (a)  (b) 

Fig. 13. (a) Simulated external quality factor Qe change 

with Lgap, Wc=4mm. (b) Simulated QeI change with Wc, 

Lgap=5mm. Where, QeI=QeIV, QeII=QeIII correspond to 

port 1, port4 and port2, port3, respectively.  

 (a)  (b) 

 (c)  (d) 

Fig. 14. Coupling coefficients versus the coupling iris: 

(a) M21 versus ap1, (b) M41 versus ap2, (c) M23 versus

W1, and (d) M23 versus D1.

C. Experiment
After optimization implemented by HFSS, the

geometry parameters of the proposed coupler are chosen 

as follows (all in mm): D=0.8, p=1.5, εr=3.5, L2=2, 

W1=0.12, W2=1.35, Wgap=0.2, Lgap=5.1, Wc=6.25, 

Wstrip =1.15, Lstrip=7, ap1=3.9, ap2=3.95, ap3=3.75, 

D1=0.59, R1= 12.63, Lc=10.75, Wf=3.86.  

To verify the above method ,the proposed coupler 

was designed and fabricated on a substrate with 

thickness of 0.508 mm, relative dielectric constant of 3.5 

and dielectric loss tangent 0.0018 (at 10 GHz). The 

measurement is accomplished by using the Agilent 

N5244A network analyzer. 

Figures 15 (a), (b) shows the simulated and 

measured S-parameters under the in-phase operation. 

The measured passband is centered at 10.23 GHz with 

the 1-dB FBW of 3.5% .The in-band return loss is better 

than 17.35 dB. The minimum insertion losses including 

the 3-dB equal power division loss are (3+1.3) and 

(3+1.35) dB, with the amplitude imbalance of 0.1 dB. 

(a) 
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(b) 

(c) 

(d) 

Fig. 15. Simulated and measured results of the 

fabricated type A coupler with two SIRCs and two SIFCs 

(a) and (b) Port 1 is excited, (c) and (d) Port 3 is excited.

Fig. 16. Phase differences of the fabricated type A 

coupler. 

Fig. 17. Photograph of the fabricated filtering type A 

coupler with two SIRCs and two SIFCs. 

The simulated and measured S-parameters under the 

out-of-phase operation are shown in Figs. 15 (c), (d). The 

1-dB FBW of 2.75% is a bit lower than that of the in-

phase operation of 3.5%, which is due to the fabrication

errors. The insertion losses at the center frequency are

(3+1.4) dB and (3+1.45) dB, with the difference of less

than 0.1 dB. The measured return loss of port 3 is better

than 16.3 dB. In Fig. 15, the isolation between ports 1

and 3 within the passband is better than 26.36 dB,

showing high isolation.

When signals are injected from port 1 and port 3, the 

measured in-band phase differences between two output 

ports are nearly 0° and 180°, respectively, with the 

variation of less than 3°, as depicted in Fig. 16. In 

general, the measured results show good performance of 

bandpass filtering responses, equal power. Figure 17 is 

the photograph of the fabricated filtering type A coupler 

based on two SIRCs and two SIFCs. 

IV. FILTERING COUPLER TYPE B

A. Coupler structure
As shown in Fig. 18, the filtering Type B coupler is

composed of three square cavities (resonators I~III) and 

one fan-shaped cavities (resonators IV). In these figures, 

R1 is the radius of the SIFC, ap1, ap2 and ap3 are the 

widths of the coupling iris between the common narrow 

walls of SIW cavities, Wc1 and Wc2 are the width of 

the external coupling aperture. It should be noted that 

CRLH-SIW unit is used to achieve negative coupling 

structure, which decreases the resonant frequency of 

the corresponding SIW cavities. Therefore, the size of 

resonators II and III will be smaller than the resonator I 

(Lc1<Lc2). 

B. Design

In our design, the desired passband is centered at

10.28 GHz with the 1.5% fractional bandwidth (FBW) 
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of 20-dB equal-ripple return loss. The initial normalized 

coupling matrix of corresponding BPF can be synthesized 

as: 

1 2

2

0 1.22474 0 0

1 1.22474 0 1.65831 0

2 0 1.65831 0 1.22474

0 0 1.22474 0

S L

N

S

m

L



 
 
 
 
 
 

.(22)         

From (7)–(12), (22) the desired parameters of the 

filtering power dividers can be calculated as follows: 

M21= M41=-M23=M43=0.017589, Qe,S1=44.4453, Qe,2L= 

Qe,4L'=44.4453. In general, the design procedure of the 

proposed filtering coupler Type B is listed as follows. 

First, the combination of resonators with different shapes 

can be selected in Fig. 3. Second, the resonant frequency 

of the SIFC is calculated by formula (19). Third, a 

coupling matrix of a second-order BPF is synthesized 

according to the desired center frequency f0 and the 

FBW. Fourth, according to formula (10) ~ (12), the 

coupling matrix and Qe of the corresponding filtering 

power divider are obtained. Moreover, internal and 

external coupling parameters are tuned to meet desired 

values of coupling coefficients and external quality factor, 

respectively. Finally, the optimization is implemented by 

HFSS and good filtering rat-race coupler performance 

can be realized. 

 

 
 (a) 

 
 (b) 

 

Fig. 18. The proposed filtering Type B coupler with three 

SIRCs and a SIFC: (a) Top view and (b) CRLH-SIW unit. 

 

C. Experiment  
To further verify the proposed method, the filtering 

rat-race type B coupler based on three SIRCs and a SIFC 

is implemented. The dimensions of the coupler are 

chosen as follows (all in mm): L2=2, W1=0.13, W2=1.3, 

Wgap=0.2, Lgap=4.5, Wc1=5.93, Wc2 =6.33, Wstrip =1.15, 

Lstrip=7, ap1=3.65, ap2=3.65, ap3=3.55, D1=0.58, R1= 

12.9, Lc1=10.53, Lc2=10.77. 
 

 
 (a) 

 
 (b) 

 
 (c)   

 
 (d) 

 

Fig. 19. Simulated and measured results of the fabricated 

type B coupler with three SIRCs and a SIFC (a) and (b) 

Port 1 is excited, (c) and (d) Port 3 is excited. 

 

Figures 19 (a) and (b) shows the simulated and 

measured results under the in-phase operation. The 

measured passband is centered at 10.31 GHz with the  

1-dB FBW of 2.5%. The minimum insertion losses at the 

two output ports are (3 + 1.35) and (3 + 1.4) dB, with the 
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amplitude imbalance of less than 0.1 dB. The return loss 

is better than 19.3 dB. 

Figures 19 (c) and (d) shows the simulated and 

measured S-parameters under the out-of-phase operation. 

The measured magnitudes of S23 and S43 are −(3 + 1.4) 

and −(3 + 1.45) dB, respectively, with the difference of 

less than 0.1 dB. The measured 1-dB FBW is about 

1.9%. The in-band return loss is better than 17.5 dB. As 

seen, isolation (S31) within the operating frequency 

band is smaller than −29.6 dB. 

Fig. 20. Phase differences of the fabricated type B 

coupler with three SIRCs and a SIFC. 

Fig. 21. Photograph of the fabricated filtering type B 

coupler with three SIRCs and a SIFC. 

When signals are injected from port 1 and port 3, the 

measured in-band phase differences between two output 

ports are nearly 0° and 180°, respectively, with the 

variation of less than 3°, as illustrated in Fig.20.  

Figure 21 shows the photograph of the fabricated 

filtering coupler type B based on a SIFC and three 

SIRCs. A detailed performance comparison with 

filtering couplers in recent years is shown in Table 1. 

Compared with [12] and [13], the proposed designs have 

much higher Q factors and self-consistent 

electromagnetic shielding structure. By using multilayer 

structures, the circuits in [20] realize smaller size. 

However, the multilayer structure is more complex, 

which increases the difficulty in fabrication and thus 

increases the processing cost. A filtering rat-race coupler 

based on 

the orthogonal modes is proposed in [21]. The desired 0° 

and 180° phase differences are realized by the inherent 

characteristics of TE102 and TE201 modes. Therefore, the 

input port and isolation port, as well as the two output 

ports, must be kept perpendicular to each other. Since the 

coupler performance [21] is limited by port direction, 

fixed port angle interval makes it unsuitable for other 

port angular intervals topologies. Furthermore, all ports 

of the coupler are concentrated in an angle range of 135 

degrees, which also leads to EMC problem. In particular, 

the traditional single type resonators [12-21] structure is 

not convenient to solve the problem that only part of the 

ports topology does not match with the desired direction, 

because it needs to maintain the consistency of the phase 

for each port. Therefore, the location of components 

connected to other ports also needs to be adjusted, which 

will further occupy additional circuit area and affect the 

overall layout of the system. In this paper, the proposed 

structures not only have relatively high Q factors, better 

isolation, simple structure, but also can be suitable for 

the application of multiple available port angle intervals 

(APAI), which is helpful to achieve high density and 

miniaturized RF/microwave wave system.  

Table 1: Performance comparison of various filtering rat-race couplers 

Ref. 
f0(GHz)/ 

FBW (%)/εr 

IL (dB)/ Isolation (dB)/ 

Q factor 

Mag.(dB)/ 

Phase(deg) 

Imbalance

APAI * Circuit Size 

Techniques/ 

Layers*/ 

Resonators* 

[12] 2.4/10/2.2 0.7/20/80 1/2 1 0.32×0.32λg
2 Microstrip/1/4 

[13] 0.47/13/3.38 1.17/25/60 0.2/4.5 1 0.23×0.12λg
2 Microstrip/1/8 

[18] 20/2.6/2.2 1.63/28/190 0.3/5 1 2.51×2.51λg
2 SIW/1/5 

[19] 11/3.6/3.5 1.6/20/170 0.6/8 1 1.59×1.26λg
2 SIW/1/4 

[20] 7.75/2.7/3.5 1.5/25/200 0.6/5 1 0.79×0.45λg
2 SIW/2/4 

[21] 11.8/3.5/3.5 1.3/18/210 0.1/3 1 1.18×1.18λg
2 SIW/1/3 

This work 
10.2/3.5/3.5 1.3/27/210 0.05/3 Multiple 1.19×1.19λg

2 SIW/1/4 

10.28/2.5/3.5 1.38/30/210 0.1/3 Multiple 1.16×1.16λg
2 SIW/1/4 

Where λg is the guided wavelength on the substrate at the center frequency f0, FBW represents the fractional bandwidth. 

APAI* represents the number of available port angular interval. Layers* represents the number of substrate layers. 

Resonators* represents the number of resonators. 
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V. CONCLUSION
In this paper, a novel type of compact band-pass rat-

race couplers with flexible port direction based on mixed 

shape SIW cavities are proposed for the first time. 

Simulated and measured results have been presented 

to verify the proposed method. Based on a SIFC and 

three SIRCs, the other filtering rat-race coupler has 

been implemented for further verification. Generally, the 

proposed designs have shown excellent performance of 

filtering responses, isolation, amplitude balance, 0° and 

180° phase differences, as well as the compact structure. 

In addition, the demand of circuit topology has been 

firstly integrated into design considerations. With 

flexible ports configuration but without deterioration of 

performance, the coupler's topology is easy to match 

with the desired transmission direction. The proposed 

filtering couplers with mixed resonators could be more 

suitable for the development of high density and 

miniaturized RF/microwave system. 
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Abstract ─ This paper introduces a variety of designs 

for low-cost and compact-size bandpass filter (BPF) 

proposed for S-band space-links between ground 

stations and low earth orbit (LEO) satellites. The 

proposed designs implement multiple cascaded coplanar 

waveguide (CPW) resonators with either single or 

double resonance. The first design is a compact dual-

band BPF of dimensions 13 × 11 mm2 that can operate 

simultaneously for both the uplink and downlink in an S-

band transceiver. The second design is a single-band 

BPF of dimensions 25 × 10 mm2 that can operate for the 

space uplink. The third design is a compact single-band 

BPF of dimensions 17 × 12 mm2 that can operate for the 

space downlink. The three designs are compact size, low 

cost, and high performance BPFs. The dual-band BPF 

design is based on dual-resonance mechanism where 

the resonant structure is constructed as two overlapped 

quarter-wavelength and half-wavelength CPW resonators; 

each of them operates in its first-order resonance. The 

single-band design is based on a quarter-wavelength 

CPW resonator. Three prototypes are fabricated for the 

proposed filter designs and their frequency responses 

are assessed through simulation and experimental 

measurements showing good agreement. It is shown 

that the implemented designs satisfy the operational 

requirements for the assigned space link with high 

performance, good impedance matching, and low 

insertion loss. 

Index Terms ─ Band-pass filter, CPW resonator, S-band 

transceiver. 

I. INTRODUCTION
S-band communication systems are commonly used

in low earth-orbit (LEO) satellites and ground stations 

for high speed data transfer, for example video or high-

quality image data transmission. Usually, an S-band 

transceiver is used in such type of satellites to provide a 

high-speed data downlink for payload and low-speed 

data transfer uplink for telecommand [1], [2]. Due to 

application requirements, the frequency band for the 

downlink is much wider and centered at higher 

frequency than that of the uplink with reasonably wide 

separation between the two bands. For example, the 

downlink may be centered at 2250 MHz with bandwidth 

of 100 MHz, whereas the uplink may be centered at 2050 

MHz with a bandwidth of 20 MHz or less. The data rate 

for the downlink is usually few dozens of Mbps whereas 

the uplink is few hundreds of Kbps. The data transfer rate 

and bandwidth are arbitrarily chosen according to the 

application. In the S-band transmitter of LEO satellites, 

a BPF is used before the power amplifier to prevent its 

oscillations and to block the undesired harmonics [1]. In 

the receiver, to avoid some problems in the frequency 

mixing stage a BPF is added to eliminate the harmonics 

and spurious signals or nonlinearities caused by the LNA 

[2]. 

Modern S-band communication systems for space 

links require compact size, high-performance narrow-

band bandpass filters (BPF) having low insertion loss, 

sharp response, and high selectivity together with linear 

phase or flat group delay in the passband [3]. These 

filtering features are favorable for the applications that 

require high spectral efficiency [4-7]. BPF design should 

also have low radiation loss which can be reduced by 

using planar resonators of low profile such as the 

coplanar wave guide (CPW) resonator of narrow slots 

and narrow central strip. This will enhance the quality 

factor and reduce the insertion loss [8]. 

A CPW has the principal advantage that the signal 

line and the signal grounds are placed on the same 

substrate surface. This eliminates the need for via holes 

and, thereby, simplifies the circuit fabrication. Another 

main advantage of the CPW is that it exhibits lower 

conductor loss than microstrip lines [9], [10]. CPW 

parameters are not sensitive to the substrate thickness, 

and a wide range of impedance is achievable on 

reasonably thick substrates. Also, circuits can be built 

using both the odd and the even CPW modes [11]. 

Moreover, CPWs are open structures, and do not require 

metallic enclosures [11]. Also, a CPW resonator (CPWR) 

has its distributed element construction avoiding 

uncontrolled stray inductances and capacitances, and, 

thereby, has better microwave properties than a lumped 

element resonator [12].  

Due to their practical importance, microwave and 
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millimeter-wave bandpass filter design based on CPWRs 

has attracted the attention of many research works.  

In [13], the design of high-quality bandpass filter 

employing shunt inductively coupled CPW resonators  

is introduced. In [14], across-coupled CPW structure 

design is proposed for bandpass filter, which is 

constructed by cascading several sections of quarter 

wavelength open-end series stubs. In [15] and [16], 

compact edge-coupled CPW bandpass filter designs  

are proposed. In [17], an S-band triangular open loop 

resonator BPF energized using electromagnetic and edge 

coupling is presented. In [18], a band pass filter based on 

folded tri-section stepped impedance resonator (FTSIR) 

and defected ground structure (DGS) is presented. In 

[19], a dual-band BPF with several attenuation poles is 

designed using rectangle structure which exhibits very 

low insertion loss. In [20], dual-band band-pass filter 

using tri-section stepped impedance resonators with one 

stub between parallel coupled lines are employed to 

realize two pass-bands. In [21], a dual band band-pass 

filter using multilayer structure is presented.  
The end-coupled and edge-coupled CPWR structures 

are commonly used for microwave and millimeter-wave 

filter design [8]. In end-coupled resonators, the 

interchange of energy with the coupling gap may be 

insufficient, even when very narrow gaps are employed. 

Due to this reason parallel-coupled CPWRs are used in 

the present work. 

The present work proposes two different solutions 

for narrow-band BPFs required in the S-band 

communication system of LEO satellites and ground 

stations for the space uplink and downlink. The first 

solution is a dual-band BPF design based on a resonant 

structure constructed as overlapped half-wavelength and 

quarter-wavelength CPWRs that can work simultaneously 

for both the uplink and downlink. The other solution 

provides two designs for a single-band BPF based on 

quarter-wavelength CPWR; the first design is for a BPF 

whose passband centered at the operating frequency  

of the space-uplink, whereas the other design has its 

passband centered at the operating frequency of the 

space-downlink. 
 

II. PROPOSED BAND-PASS FILTER 

DESIGNS 
The most common functions of the BPF in a 

transceiver are to limit the bandwidth of operation, to 

remove the oscillations of the amplifier and to reduce the 

supurious signals and undesired harmonics. Due to size 

and weight constraints and power limitations, a small 

satellite transceiver usually implement the sample 

antenna for simultaneous transmission and reception. 

Fig. 1 shows the block diagrams for two possible designs 

of the sattelite S-band tranceiver. Figure 1 (a) shows a 

tranceiver system that uses one antenna with two 

separate BPFs. Figure 1 (b) shows a tranceiver system that  

employs one antenna with dual-band BPF. 

The design of higher-order BPF for each pass-band 

can be based on using cascaded resonators to mediate 

coupling between the isolated CPW feeding regions as 

shown in Fig. 2 (a). Each resonator can be either a  

single-resonance quarter-wavelength CPWR, or a dual-

resonance overlapped half-wavelength and quarter-

wavelength CPWRs. In Figs. 2 (b) and 2 (c), single-band 

and dual-band BPFs constructed using one resonator 

placed between the two feeding CPW regions are shown, 

respectively. The design of the single-band and dual-

band BPFs are discussed in the following two sections. 

 

 
(a) Two separate single-band BPFs 

 
(b) One dual-band BPF 

 

Fig. 1. Block diagrams for two designs of a small satellite 

S-band transceiver. 

 

According to the above discussion, three designs of 

a BPF are proposed. The first two designs are single-

band BPF, one for the space-uplink, and the other for the 

space-downlink, whereas the third design is a dual-band 

BPF that can operate for both uplink and downlink 

simultaneously. 

 

A. Single-band bandpass filters for uplink and 

downlink 

A single-band BPF with the geometry shown in Fig. 

2 (b) is proposed for S-band transmitters and receivers of 

LEO satellites. This filter is constructed as a symmetric 

structure composed of two feeding (normally isolated) 

corner-shaped CPW regions which are (capacitively) 

parallel-coupled to a quarter-wavelength CPWR of 
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Processing Unit 
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relatively wide central conductor. This CPWR is open-

circuited at the base of the U-shape and short-circuited 

at the other end (top of the U-shape). As long as the 

operating frequency is far from the resonant frequencies 

of the CPWR, the two corner-shaped CPW feeding 

regions are isolated from each other and no power 

transfer occurs between the filter ports (1) and (2). Only 

at the resonant frequencies, the CPW feeders are 

parallel-coupled to the quarter wavelength CPWR and, 

hence, the power transfer can occur over narrow bands 

at these frequencies leading to a narrow-band bandpass 

filter response. 
 

 
(a) Higher-order BPF based on cascaded CPW 

resonators 

 
(b) Single-band BPF 

 
(c) Dual-band BPF 

 

Fig. 2. Proposed designs for the S-band BPF for small 

satellite transceiver 
 

B. Dual-band bandpass filter 

A dual-band BPF with the geometry shown in  

Fig. 2 (c) is proposed for S-band transceivers of LEO 

satellites. This filter is constructed as two feeding  

CPW regions parallel-coupled to the dual-resonant  

CPW structure which is composed of two overlapped 

resonators. One of them is a half-wavelength CPWR, 

which is short-circuited at its both ends and forms the 

perimeter of U-shape. The other resonator is a straight 

CPWR of relatively wide central conductor formed by 

the area subtended between the arms of the U-shape. 

This CPWR is open-circuited at the base of the U-shape 

and short-circuited at the other end (top of the U-shape) 

and, thus forms a quarter-wavelength resonator. As long 

as the operating frequency is far from the resonant 

frequencies of the dual CPWR structure, the corner-

shaped CPW feeding regions are isolated from each 

other leading to zero power transfer between the filter 

ports (1) and (2). Power transfer between the filter ports 

can occur only at the resonant frequencies, when the 

CPW feeders are parallel-coupled to the dual-resonant 

CPW structure. As the resonances of the overlapped 

half-wavelength and quarter-wavelength resonators are 

shifted from each other, the structure can be dual-band 

bandpass filter where the frequency separation between 

the two bands can be controlled by the filter dimensional 

parameters. 

 

III. THEORETICAL BASICS 

A. Half-wavelength and quarter-wavelength CPW 

resonators 

The resonance frequency for a CPWR can be 

expressed as [22]: 

  fn
(1/2)

=
n c

2LR√εreff

   ,   fn
(1/4)

=
(2n − 1) c

4LR√εreff

, (1) 

where LR is the total length of the resonator, fn
(1/2)

 and 

fn
(1/4)

 are the resonant frequencies of the half-wavelength 

resonator and quarter-wavelength resonator, respectively, 

c is the velocity of light in free space, n is the resonance 

mode order, n = 1,2, …, and εreff
 is the effective 

dielectric constant of the quasi-TEM mode of the CPW, 

and LR is the length of the resonator. 

The effective dielectric constant and the 

characteristic impedance of the quasi-TEM mode of the 

CPW can be expressed as [22]: 

          εreff
= 1 +

εr − 1

2
 
K(ḱ0)

K(k0)
 
K(k1)

K(ḱ1)
 ,     

        Z0 =
30π

√εreff

 
K(ḱ0)

K(k0)
,  

(2) 

where εr is the dielectric constant of the substrate 

material and K denotes the complete elliptic integral of 

the first kind, which is defined as: 

  K(k) = ∫
dθ

√1 − k sin2 θ

π
2

0

. (3) 

The arguments, k0, ḱ0, k1, and ḱ1, of K are defined as 

follows: 

            k0 =
s

s + 2w
 ,   (4a) 
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         ḱ0 = √1 − k0
2, (4b) 

         k1 =
sinh(πs/4h)

sinh[π(s + 2w)/4h]
, (4c) 

        ḱ1 = √1 − k1
2, (4d) 

where s is the width of the central conductor and w is the 

width of each side slot. 

In spite of being formulated for a CPW of infinitely 

extending ground, the expressions (2)-(4) can be used as 

preliminary design rules for a CPW with side ground 

strips of finite width with good accuracy. According to 

(2), a 50Ω characteristic impedance of the CPW printed 

on a substrate of specific material can be obtained by 

setting the proper values of the strip and slot widths 

(s, w). 

 

B. Estimation of the quality factor of the bandpass 

filter 

Definitely, the parallel coupling between the 

resonator and the feeding CPW regions has the effect  

of external capacitive loading on the resonator. As a 

consequence, the resonance frequency can be shifted due 

to such reactive coupling because part of the energy is 

stored in the electric field of the coupling capacitance. 

Besides, due to such capacitive coupling, the resultant 

(loaded) quality factor, Q, is decreased as the coupling  

to the feeding CPW regions can be considered as a loss 

channel. The external quality factor Qe, which is related 

to the coupling effect as well as the radiation loss 

dominates the resultant (loaded) quality factor. Thus,  

the total quality factor can be evaluated through the 

following relation: 

1

Q
=

1

Qu

+
1

Qe

, (5) 

where, Qu is the self (also, known as internal or 

unloaded) quality factor of the CPWR. Theoretically, a 

lossless CPWR has infinite unloaded Q-factor, Qu = ∞. 

However, practically, Qu is limited by the conductor and 

dielectric losses. It should be noted that, for low-loss 

CPWR, the external Q-factor Qe, dominates the total  

Q-factor expressed by (5). 

The external Q-factor can be expressed as follows: 

  
1

Qe

=
1

QR

+
1

QC

, (6) 

where QR is an equivalent Q-factor related to the 

radiation loss and QC is an equivalent Q-factor related to 

the reactive coupling between the resonator and feeding  

CPW regions.  

 

B.1. Calculating the unloaded quality factor of the 

CPWR 

The unloaded Q-factor of both short-circuited and 

open-circuited half-wavelength CPWR can be expressed  

as follows [5]: 

  𝑄𝑢 =
𝜋

2𝛼𝐿𝑅1/2

=
𝛽0

2𝛼 √𝜀𝑟𝑒𝑓𝑓
=

𝜔0

2𝑐𝛼 √𝜀𝑟𝑒𝑓𝑓
, (7) 

where, 𝐿𝑅1/2
 is the length of the half-wavelength 

resonator, 𝛽0 is the free space wave number, 𝜔0 is the 

resonant angular frequency, 𝛼 is the attenuation constant 

of the CPW, and 𝜀𝑟𝑒𝑓𝑓
 is given by (2). 

The attenuation constant 𝛼 of the CPW is related by 

the conductor and dielectric losses and, hence it can be 

expressed as follows: 

𝛼 = 𝛼𝑐 + 𝛼𝑑 , (8) 

where, 𝛼𝑐 is the attenuation caused by the conductor loss 

whereas 𝛼𝑑 is the attenuation caused by the dielectric 

substrate loss. For a transmission line made of high-

conductivity metals like copper (𝜎 = 5.6 × 107S/m) the 

dielectric loss dominates, which means that 𝛼𝑑 ≫ 𝛼𝑐 

and, hence, for a CPW carrying TEM mode, the 

attenuation constant can be approximated as follows: 

     𝛼 ≈ 𝛼𝑑 =
𝜔0 tan 𝛿

2𝑐 √𝜀𝑟𝑒𝑓𝑓
. (9) 

Making use of (9), the expression (7) of the unloaded Q-

factor of the CPWR reduces to the following: 

𝑄𝑢 ≈
1

tan 𝛿
. (10) 

Substituting from (10) into (5), the total quality factor 

can be expressed as 

 𝑄 ≈
𝑄𝑒

1 + 𝑄𝑒 tan 𝛿
. (11) 

The last expression can be used to calculate the external 

Q-factor, 𝑄𝑒 , if the loss tangent of the dielectric substrate 

is known given that 𝑄 has been obtained by simulation. 
 

IV. RESULTS AND DISCUSSIONS 

In the present section, both the numerical results 

obtained by microwave simulation using CST® software 

package and the experimental results obtained by 

microwave measurements of some fabricated S-band 

BPF prototypes are presented, discussed and compared 

for the purpose of arriving at accurate performance 

assessment of the proposed filter designs. The first 

solution proposes a dual-band BPF for both the high-

speed payload data downlink and the low-speed 

telecommand data uplink. The second solution proposes 

two designs for single-band BPF one for the uplink and  

the other for the downlink. 
  

A. Comparative performance of multi-resonator BPF  

This section is concerned with the performance 

assessment of a single-band BPF employing single, 

double, and triple quarter-wavelength resonators arranged 

as shown in Fig. 2 (a). The design dimensions are 𝑤 =
0.4 mm, 𝐿𝑎 = 15.3 mm, 𝐿 = 14 mm, 𝐿𝑓 = 4.4 mm, 
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𝑠𝑓 = 0.5 mm, 𝑤𝑓 = 0.4 mm, 𝑊𝑏 = 1mm, 𝐷 = 0.2 mm, 

and 𝐷𝑟 = 0.1mm. The frequency responses of the 

transmission coefficients for three single-band resonators 

BPF centered at 2.02 GHz are plotted in Fig. 3. 

As shown in Fig. 3, it is clear that with increasing 

the number of cascaded resonators (of the same 

dimensions), the resulting filter have larger size, wider 

bandwidth, sharper response and higher rejection ratio in 

the stop bands. In all the cases, the insertion loss seems 

to be the same which is low enough to be acceptable for 

the three designs. However, as it is preferable to have a 

BPF with compact size and narrow bandwidth for  

small satellite transceivers as discussed earlier, a single-

resonator can be used to implement the required S-band 

bandpass filter for both single-band and dual-band 

operations. 
 

 
 

Fig. 3. Frequency response of the transmission 

coefficient |S21| for single-band BPF designs employing 

one, two, and three resonators. 
 

B. Dual bandpass filter for S-band transceiver of 

small satellites 

The following presentations and discussions of 

numerical and experimental results are concerned with a 

dual-band BPF for S-band transceiver of small LEO 

satellites as that shown in Fig. 2 (c) designed with the 

following dimensional parameters, unless otherwise 

stated. s = 0.3 mm , sf = 1.1 mm w = wf = 0.4 mm, 

Wb = 2.6 mm, La = 12.8 mm, Lf = 5 mm, D =
0.35 mm, and L = 12.7 mm. The substrate material is 

Rogers RO3010™ with dielectric constant εr = 10.2, and 

height H = 1.27 mm. The metal strips and ground are 

made of copper and have conductivity σ = 5.6 × 107S/m. 

The frequency response of the transmission  

coefficient, |S21| and reflection coefficient, |S11| of the 

proposed dual-band BPF is shown in Fig. 4. The  

|S21| curve exhibits two peaks. the first peak is at f =
2.08 GHz , with frequency bandwidth of 80 MHz, 

whereas the second peak is at f = 2.3 GHz, with 

frequency bandwidth of 60 MHz. The mechanisms of 

resonance leading to these values of the resonant 

frequencies and the corresponding quality factors are 

explained in the following subsection. 

 
 

Fig. 4. frequency response of the transmission and 

reflection coefficients |S21| and |S11| of dual-band BPF 

designed for S-band tansceiver of a LEO satellite; the 

lower frequency pass band is for the uplink and the 

higher frequency pass band is for the downlink. 

 

B.1. Mechanisms of resonance for dual-band 

operation 

The two corner-shaped CPW regions of the main 

feeder are coupled to each other only at the resonances 

of each of the two CPWRs formed by the U-shape as 

mentioned in Section II.B. The frequency response of the 

filter transfer function has two peaks as shown in Fig. 4. 

The first peak corresponds to the first resonance of the 

half-wavelength CPWR on the perimeter of the U-shape 

which is short-circuit terminated at its both ends. The 

second peak corresponds to the first resonance of the 

quarter-wavelength CPWR whose central conductor is 

the area subtended between the arms of the U-shape. The 

side (ground) conductors for this CPW are actually the 

central conductor of the CPW on the perimeter of the U-

shape mentioned in section II.B. As shown in Fig. 2 (c), 

these side conductors have much narrower width in 

comparison to the width of the central conductor. This 

resonator is open-ended at the base of the U-shape and is 

short-circuit terminated at the other end. This is more 

elaborated showing illustrations of the current and field 

distributions on the resonator in the following two 

subsections. 

 

B.1.1. Mechanism of resonance in the lower 

frequency band 

At the lower resonant frequency (2.08 GHz) of the 

short-ended CPWR formed by the perimeter of the U-

shape, the surface current distribution is presented in Fig. 

5 (a). It is shown that, like a short-ended half-wavelength 

resonator, the current has its maximum magnitude at the 

short-circuited terminals of the resonator whereas the 

current node of the standing wave is at the middle of the 

resonator length. The electric field distribution in the 

slots of this CPW is presented in the same figure which 

exhibits the behavior of the (even) quasi-TEM mode of 

the CPW formed by the arms of the U-shape. As this 

CPWR is half-wavelength whose length is 30.25 mm, 
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the resonant frequency can be calculated using (1-a), 

which gives f1
(1/2)

= 2.12 GHz. The slight deviation of 

the resonant frequency obtained by simulation from the 

theoretical value can be attributed to the error due to 

approximate analytical formula for εreff
 given by (2) and 

due to the reactive load caused by coupling to the CPW 

feeder regions which leads to a shift of the resonant 

frequency. 
 

B.1.2. Mechanism of resonance in the higher 

frequency band 

At the higher resonant frequency (2.3 GHz) of the 

quarter-wavelength CPWR whose central conductor is 

the region subtended between the arms of the U-shape, 

the surface current distribution is presented in Fig. 5 (b). 

This CPW region is open-ended at the base of the U-

shape and is short-ended at its other end. It is shown  

that, like a quarter-wavelength resonator, the current has 

its maximum magnitude at the short-circuit terminal 

whereas the current node is at its open-ended. The length 

of this CPWR is 12.8 mm, and hence, the resonant 

frequency can be calculated using (1-b), which gives 

f0
(1/4)

= 2.311 GHz. The slight deviation of the resonant 

frequency obtained by simulation from the theoretical 

value can be attributed to the error of the approximate 

analytical formula given by (2) for εreff
 and to the 

reactive load caused by capacitive coupling of the CPW 

feeder regions which, in turn, leads to a shift of the 

resonant frequency. 
 

B.2. Experimental assessment of dual-band BPF 

proposed for S-band transceiver 

A prototype of the proposed dual-band BPF is 

fabricated for experimental investigation of the filter 

performance. The substrate used for fabrication is 

Rogers RO3010™, with substrate height h = 1.27 mm, 

dielectric constant εr = 10.2 and dielectric loss tangent 

δ = 0.0021. The same design dimensions given at the 

beginning of Section IV.B are used for fabrication. A 

photograph of the fabricated prototype is presented in 

Fig. 6 whose size is compared to a coin of the standard 

one-inch diameter size.  

The vector network analyzer (VNA) of Keysight 

(Agilent) FieldFox N9918A™ is used to measure the 

transmission and reflection coefficients |S21| and |S11|, 
respectively, of the dual-band BPF prototype under test. 

For this purpose, the filter prototype is mounted on  

the substrate test fixture as shown in Fig. 7 (a). After 

performing the required settings and calibration 

procedure, the test fixture holding the prototype under 

test is connected to the VNA as shown in Fig. 7 (b). 
 

 
(a) Short-ended half-wavelength CPWR at f = 2.08 GHz 

 
(b) Open-ended quarter-wavelength CPW resonator, 

f = 2.3 GHz 
 

Fig. 5. Surface current on the conductors and electric 

field in the slots at the resonant frequency  
 

 
 

Fig. 6. Photograph of the fabricated prototype of the 

dual-band BPF proposed for S-band transceivers of LEO 

satellites. 

 

 
(a) The fabricated BPF mounted on the VNA test fixture 

FARAHAT, HUSSEIN: COMPACT-SIZE BANDPASS FILTER 483



 

 

 
(b) Measurement of the transmission coefficient |S21| 

using the VNA 
 

Fig. 7. Measurement of the frequency response of the 

fabricated prototypes for experimental investigation of 

the proposed BPF. 
 

 
 (a) 

 
 (b) 
 

Fig. 8. (a) Frequency response of the transmission 

coefficient |S21| of the dual-band BPF proposed for S-

band transceivers of LEO satellites. (b) Frequency 

response of the reflection coefficient |S11| of the 

proposed dual-band BPF for S-band transceivers of LEO 

satellites. 

 

The frequency response of the transmission 

coefficient |S21| of the fabricated prototype for the  

BPF employing half-wavelength CPWR subtending a 

quarter-wavelength CPWR as measured by the VNA 

Keysight FieldFox N9918A is presented in Fig. 8 (a) and 

compared to that obtained by simulation using the CST® 

software package. Both the experimental and simulation 

results show good agreement except for a little shift  

of the resonant frequency, which is, most probably, 

attributed to the losses encountered in the measurement 

process. The frequency response of the reflection 

coefficient |S11| is shown in Fig. 8 (b). The dimensions 

of the fabricated dual-band BPF are 13 × 11 mm2 and 

hence, it provides a very practical compact and low cost 

solution for S-band transceivers. 
 

C. Single-band BPF for S-band transceivers of small 

satellites 

Two single-band BPFs having the same design  

as that shown in Fig. 2 (b), are fabricated with the 

dimensional parameters listed in Table 1. The single-

band BPFs are proposed for S-band transceiver uplink 

and downlink. The uplink S-band BPF is designed on 

Rogers RO5880™, with substrate height h = 1.57 mm, 

dielectric constant εr = 2.2 and dielectric loss tangent 

δ = 0.0009. The downlink is designed on Rogers 

RO3010™, with substrate height h = 1.27 mm, dielectric 

constant εr = 10.2 and dielectric loss tangent δ = 0.0021. 
 

Table 1: Design parameters of the proposed single-band 

BPFs for the S-Band LEO satellite transceiver of small 

satellites 

Dimensional 

Parameter 

Downlink BPF Uplink BPF 

sf 0.5 mm 1.5 mm 

wf 0.4 mm 0.4 mm 

Wb 1.1 mm 1.1 mm 

La 15 mm 28 mm 

Lf 4.05 mm 5.95 mm 

D 0.4 mm 0.5 mm 

L 13.35 mm 28.3 mm 

w 0.4 mm 0.4 mm 

 

 
 

Fig. 9. Frequency responses of the transmission and 

reflection coefficients of the BPFs proposed for the 

uplink and the downlink of small satellites S-band 

transceivers. 

 

The metal strips and ground are made of copper and 

have conductivity σ = 5.6 × 107S/m and metal thickness 

0.032 mm. The frequency response of the transmission 
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coefficients |S21| and the reflection coefficient |S11| of 

the two BPFs are shown in Fig. 9. The uplink BPF has a 

center frequency of 2.05 GHz and bandwidth of 43 MHz 

and the downlink BPF has a 92 MHz bandwidth centered 

at 2.2 GHz. 
 

C.1. Experimental assessment of the proposed single-

band BPFs  

The prototype of the proposed two single band  

BPFs are fabricated for experimental verifications. The 

substrate used for fabrication of the single band BPF 

used in the uplink is Rogers RO5880™, with substrate 

height h = 1.57 mm, dielectric constant εr = 2.2 and 

dielectric loss tangent δ = 0.0009. The substrate used 

for fabrication of the single band BPF designed for the 

downlink is rogers RO3010™, with substrate height h =
1.27 mm, dielectric constant εr = 10.2 and dielectric 

loss tangent δ = 0.0021. The same design dimensions 

given in table 1 are used in the fabrication process. 

Photographs of the fabricated prototypes are presented in 

Fig. 10. The experimental setup is the same as that shown 

in Fig. 7. 

The frequency responses of the transmission and 

reflection coefficients of the BPF shown in Fig. 10 (a) 

proposed for the S-band space-uplink are measured by 

the VNA Keysight FieldFox N9918A and presented in 

Fig. 11 and compared to those obtained by simulation 

using the CST® software package. Both the experimental 

and simulation results show good agreement. The slight 

differences between the measured and simulated results 

may be due to losses encountered in the measurement 

process.  
 

 
(a) S-band BPF for the uplink 

 
(b) S-band BPF for the downlink 

 

Fig. 10. Fabricated prototype for the proposed single 

band BPFs used for S-band transceiver. 

 

 
 

Fig. 11. Frequency responses of the transmission and 

reflection coefficients |S21| and |S11|, for BPF used in 

the S-band uplink and constructed as two isolated corner-

shaped CPW regions partially parallel-coupled to a 

quarter-wavelength CPWR. 

 

The frequency responses of the transmission and 

reflection coefficients of the BPF shown in Fig. 10 (b) 

proposed for the S-band space-downlink are presented in 

Fig. 12. The center frequency and bandwidth of the 

proposed single-band BPF can be easily controlled by 

setting the dimensions of the quarter-wavelength CPWR. 

 

 
 

Fig. 12. Frequency responses of the transmission and 

reflection coefficients |S21| and |S11|, respectively, a 

BPF used in the downlink of S-band tranceiver with the 

dimensions given in Table 1.  

 

A comparison of the proposed BPF with BPFs found 

in literature is presented in Table 2. 

 

Table 2: Comparison with similar works 

 Size (𝜆𝑔 × 𝜆𝑔) 𝑆21(dB) 𝑆11(dB) 

Proposed BPF 0.3 × 0.21 0.63 -27 

[17] 0.25 × 0.25 1.3 -25 

[23] 0.5 × 0.5 0.1 -25 

[24] 0.75 × 0.6 0.04 -23 
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V. CONCLUSIONS 
In this work three compact size, simple structure, 

low cost, and high performance bandpass filter (BPF) 

designs for S-band transceiver of LEO satellites are 

introduced. The first design is a dual-band BPF based on 

dual-resonance mechanism that can be employed for 

both the uplink and downlink of the S-band transceiver. 

The other two designs are based on quarter wavelength 

CPW resonator. Three prototypes of the proposed filter 

designs are fabricated and the frequency responses are 

measured. The experimental measurements show that 

the implemented designs have high performance with 

good impedance matching and low insertion loss. The 

proposed designs are designed on a single layer of the 

substrate which reduces the substrate losses effect and 

enhance the quality and performance of the BPF. 

The single-band BPF filter is easily controlled as it 

relies on a single CPWR, its center frequency and quality 

factor can be accurately tuned. On the other side, the dual 

band filter is harder to design as the two resonators are 

overlapped, so it is not easy to tune the center frequency 

and quality factor for each passband. Employing the  

dual band BPF or two single band BPFs in an S-band 

transceiver depends on the transceiver design as 

mentioned in section 2. 
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