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Abstract ─ In this letter, a multifunction aperture array 

is proposed for ultrawideband (UWB) scanning and 
polarization reconfiguration. The UWB array consisted 

of linearly polarized elements is capable of operating in 

four polarization modes (+45° linear polarization (LP),   

-45° linear polarization, left-hand circular polarization 

(LHCP) and right-hand circular polarization (RHCP)). 

This work involves two essential techniques: (a) A      

new beam-scanning UWB array synthesis approach.    

An iterative convex optimization strategy is utilized to 

determine the element locations and obtain the minimum 

sidelobe level (SLL) for multiple patterns. (b) The 

polarization reconfigurable technique for beam-scannable 
arrays. In this part, a sequential rotation and excitation 

compensation (SR-EC) technique provides polarization 

reconfiguration for a beam-scannable array consisting of 

linearly polarized elements. A beam-scanning UWB array 

is designed by using the proposed UWB array synthesis 

approach and the SR-EC polarization reconfigurable 

technique. The Feko numerical result shows 0°-60° beam 

peak steering, a 4:1 bandwidth (1-4 GHz), and four-

polarization reconfigurability.  

 

Index Terms ─ Array synthesis, beam scanning, 

polarization reconfiguration, ultrawideband. 
 

I. INTRODUCTION 
With the development of wireless systems, 

ultrawideband (UWB) array antennas have attracted 

significant interests due to their potential of realizing 

multiple functions within one radiating aperture. In 

addition to the bandwidth, other requirements are needed 

to meet in practical multifunction systems, such as wide-

angle beam steering, and multi-polarization, etc. It is        

a challenge to design a single radiating aperture that 

fulfills all the requirements. 
In the literature, many methods have been proposed 

to develop a wideband array antenna with beam scanning. 

One way is to use a tightly coupled array antenna to 

provide ultrawideband (UWB) characteristics and beam 

scanning, such as in [1-4]. Although tightly coupled 
array antennas have many advantages, such as high 

aperture efficiency and wide-angle beam scanning, some 

drawbacks, such as sophisticated design techniques and 

high system cost, are also inevitable. Another way of 

designing UWB array antennas is to adopt nonuniformly 

spaced techniques. In [5-6], the stochastic optimization 

algorithms are used to design array antennas. In [7-8], a 

general SA design approach has been proposed based on 

polynomial model of an array. An l0-norm constrained 

normalized least-mean-square adaptive beamforming 

algorithm for controllable sparse antenna arrays was 
presented in [9]. Many studies have been done to develop 

aperiodic array configurations. However, most aperiodic 

array synthesis methods focus on the problem of 

suppressing the grating-lobe and sidelobe levels (SLLs) 

at a single frequency. In [10], by virtue of the concept   

of design frequency, the proposed method transforms   

the beam-scannable UWB design to a problem of 

synthesizing a broadside fixed-beam array at a single 

frequency. In [11], the SLL is optimized at the highest 

operating frequency of the designed array. In the above 

method, although the sidelobe level is lower at the 

frequency, it will be uncontrolled at other frequencies. 
Thus, choosing the best common element positions for 

meeting lower SLL in the whole frequency band of 

interest is challenging. A novel array synthesis approach 

is proposed to achieve it. The optimization method 

realizes accurate control of the SLL for multiple patterns 

and guarantees the minimum element spacing in the 

optimization process. For the multiple constraint problem, 

an iterative convex optimization strategy is utilized to 

solve the problem. Specific principles will be introduced 

in Section II.  

In recent years, many polarization reconfigurable 
antennas have been proposed [12-16]. However, few 

researches have been done on polarization reconfigurable 

and UWB beam-steering antenna arrays. An antenna 
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array that provides wideband frequency agility with 

simultaneous polarization reconfiguration is presented  

in [17]. The antenna has the ability of ±28° beam peak 

steering at 2.4 GHz for both the linear and circular 

polarizations. The bandwidth and scanning range are 
narrow.  

This paper presents an ultrawideband and 

polarization reconfigurable electric scanning array, 

which is constructed by sequential rotating linearly 

polarized elements. The sequential rotation and excitation 

compensation (SR-EC) technique is an attractive 

approach to retain multiple polarization purity for beam-

scannable arrays. The specific method will be discussed 

in Section III. And, the simulated results are given in 

Section IV. 
 

II. A NOVEL BEAM-SCANNING UWB 

ARRAY SYNTHESIS APPROACH 

For a linear array consisting of N elements whose 

elements are located at [x0, x1, . . . , xN-1] along with            

x-axis. Assume that this array works at the frequency       

f, with a focused beam scanned in θo. The array factor 

can be expressed as the following: 

 
1

0

( , )= exp( )
N

n

n

AF u j x u 
−

=

 , (1) 

where β=2πf/c, u=sinθ-sinθo, and θ∈ [-π/2, π/2] is the 
wave propagation direction measured from the z-axis. 

For a beam-scanning UWB array, the highest and lowest 

frequency is fH and fL, with a focused beam scanned 

within the range of [-θmax, θmax]. From (1), the beam-

scannable UWB array factor has the following property: 

     
1

0

( , ) = exp( )
N

n

n

AF u j x u 
−

=

 , (2) 

where {AF([β], [u])} denote the range of the function 

AF(β, u) varying with β∈ [βL, βH] and u∈[-1 - sinθmax,      

1 + sinθmax], βL=2πfL/c,  βH=2πfH/c. This means that       

the design of a beam-scannable UWB array can be 

equivalent to a design of fixed equation. In general, one 

should check the scannable beam performance in the 

whole frequency band of interest for the beam-scannable 

UWB array design problem. The increased computational 

and storage loads is necessary to deal with requirements 

of multiple beam scanning angles at multiple frequencies 

for the beam-scannable UWB array design.  

{AF([β], [u])} indicates the array factor which 

included all the beam characteristics of the UWB array 
in the whole frequency band [fL, fH] for all beam scanning 

cases for θo ∈ [-θmax, θmax]. Thus, we can consider 

designing the array factor {AF([β], [u])} to check all the 

beam performance of a scannable UWB array. For most 

of UWB array synthesis cases, the element spacing and 

the element count N can be determined by considering 

the antenna element structure and gain requirement in 

applications. 

In order to achieve better UWB array performance, 

an iterative convex optimization strategy is developed to 

successively optimize the UWB array SLL. The basic 

idea is introducing the elememt spacing variables dm     
(m = 1, . . . , N-1) to the original positions xn (n = 0, 1, . . . , 

N-1) and then find a way to obtain the optimal dm. The 

element position and the element spacing can be shown 

as: 

 








==

=


=

n

m

mn Nndx
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1

0

1)-,1,2,( 

0
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Consider the array factor {AF([β], [u])} associated 

with varying positions xn (n = 0, 1, . . . , N-1). That is 

given by  

    
−

= =

+=
1

1 1

)exp(1])[],([
N

n

n

m

mudjuAF  . (4) 

Now the variables dm can be optimized by using 

convex optimization to reduce the overall SLL. 

However, for a practical UWB array design problem, the 

following two kinds of constraints should be considered. 

Typically, the minimum element spacing should be 

constrained to avoid strong mutual coupling, which can 

have a detrimental effect on the driving port impedances. 

In addition, the array aperture size is very significant in 

practical applications. Thus, the maximum element 

spacing should also be constrained: 

  1-1,2,   Nmbda m = , (5) 

where, ɑ is the minimum element spacing, and b is the 

maximum element spacing. The optimal element spacing 

variables can be found by solving the following 

constrained optimization problem: 
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1 1
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max(1 exp( ))
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−
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u U

a d b m N
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 
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, (6) 

where Usl denotes the sidelobe region in uo-space. 

Clearly, the above problem can be efficiently solved by 

using the iterative convex optimization strategy. Each 

iteration finds locally optimal element spacing and thus 

the element spacing can be successively updated until   

the obtained SLL maintains the same for many times. 

Besides, it should be mentioned that all the excitation 

amplitudes remain one in the element spacing 

optimization process.  

The proposed beam-scannable UWB array design 

procedure is given in Algorithm 1. In this procedure, the 
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initial element spacing is randomly generated. Then a 

number of constrained convex optimizations given in   

(6) are performed to successively update the element 

spacing, such that the obtained maximum SLL can be 

reduced as much as possible. 
 

Algorithm 1: 

1: Set the frequency band [fL, fH], beam scanning 

range [-θmax, θmax], and element number parameter N.  

2: Depending on the application requirement, set the 

range of element spacing [ɑ, b]. 

3: Set k = 0. Sample the space of uo, frequency band, 

and beam scanning range, and initialize element spacings 

dm (m = 1,2, . . . , N-1). 

4: k = k + 1. 

5: Solve the constrained convex optimization 

problem (6) to find the better element spacings dm for      

m = 1, 2, . . . , N-1. 

6: Update the element spacings, compute the pattern 

{AF([β], [uo])} in (4) with the new element spacings and 

obtain the maximum SLL ε.  

7: Repeat Steps 4 to 6 until ε remains the same for 

multiple times or k reaches the allowable maximum 

number of iterations. 

8: Output the obtained element spacings dm for m = 

1,2, . . . , N-1 and calculate the beam-scannable wideband 

pattern {AF([β],[u])} in (4). 

 

We consider synthesizing a UWB array consisted 

51-element (N=51) occupying the frequency band from 

1 to 4 GHz with beam scanning from 0° to 60°. That is 
[β] = [2πfL/c, ..., 2πfH/c], [θo] = [ 0°, ..., 60°]. Set [θ] = 

[   -90°,  ..., 90°]. Then [u] = [umin, ..., umax], where umin = 

-1- /23 , umin = 1. We set the minimum element spacing 

is λL/2 and the maximum element spacing is λL, where λL 

is the wavelength at the lowest frequency. Set the initial 

element spacings d = [λL/2, λL/2, ..., λL/2].  

The antenna pattern is calculated according to (4) 
and the above data. The pattern contains both operating 

frequencies and beam-scanning information. Extract the 

maximum value SLLmax from the sidelobe information 

of the pattern. Change the element spacing d within       

the constraint range to obtain anthoer maximum value 

SLLmax. If the maximum value reduces, the element 

spacings will continue to change in this direction, 

otherwise the other direction will be chosen. 

Repeat the above steps until SLLmax remains the 

same for multiple times or iterations reaches the allowable  

maximum number. 

To show the effectiveness and robustness of the 

proposed method, the comparisons with the UWB array 

and a uniformly spaced array are presented here. The 

uniformly spaced array has the same number of element 
and aperture size as the UWB array. The optimized 

element locations and uniformly element locations are 

illustrated in Fig. 1. The minimum spacing of the 

optimized array is 0.5043λL, and the aperture size is 

33.3λL. The element spacing of the uniformly spaced 

linear arrays is 0.6656λL. Figure 2 shows that the 

maximum SLL of the optimized array scanned patterns 

is -11.4 dB. However, the maximum SLL of the 

uniformly spaced array scanned patterns is 0 dB. We   

can see that compared to the uniformly spaced array,    

the proposed UWB array can significantly reduce the 

maximum SLL while maintaining almost the same array 
aperture and element numbers.  

 

 
 

Fig. 1. Element locations of the uniformly spaced array 

and the optimized UWB array. 
 

 
 

Fig. 2. The peak sidelobe levels of (a) the uniformly 

spaced array, and (b) the optimized UWB array in the 

frequency band, with steered from 0° to 60°. 
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III. POLARIZATION RECONGFIGURABLE 

TECHNOLOGY 

The sequential rotation scheme was introduced by 

Huang in 1986 [18] to increase the axial ratio bandwidth 

of the circular polarization array. When arranging linearly 

polarized elements as shown in Fig. 3 (a), two equal 

orthogonal electric fields will be generated at broadside. 

And then, the circular polarization can be obtained with 

the phase excitations in 0°, 90°, 180°, 270°. Inspired by 

the above techniques, a novel polarization reconfigurable 

technique is proposed. For an array arranged as Fig.          

3 (a), the four polarization (+45° LP, -45° LP, RHCP,     
and LHCP) can be obtained at broadside with unique 

phase arrangement as in Table 1 (Assuming that the co-

polarized of the element is consistent with the arrow 

direction). 
 

 
 

Fig. 3. (a) 2 × 2 array with elements in 0°, 90°, 180°, 270° 

directions. (b) Its spatial phase delay. 

 

Table 1: The phase arrangements for four polarizations 

 +45° LP -45° LP RHCP LHCP 

Element 1 0° 0° 0° 0° 

Element 2 0° 180° 90° 270° 
Element 3 180° 180° 180° 180° 
Element 4 180° 0° 270° 90° 
 

However, the approach is not suitable for scanning 

arrays. When the beam is steered away from the 

broadside, the polarization characteristics will severely 

degrade. One reason is the differences between the E-

plane and H-plane patterns of linearly polarized elements. 

The other is that the spatial phase delay disturbs the 

required phase differences. The practical problem can be 

solved by compensating for the amplitudes and phases  

of the individual element [19]. We will illustrate the 
necessary procedure using a 2 × 2 array arranged as      

Fig. 3 (a). All the cases we discussed as followed are in 

φ=0° plane. 

Suppose the polarization reconfigurability in the θo 

direction is needed, two equal orthogonal electric fields 

would be required in the direction of θo. However, the 

differences between the two principal patterns of linearly 

polarized elements contribute to two orthogonal electric 

fields are unequal in the direction of θo. The basic        

idea of amplitude compensation is to pre-simulate      

each element patterns in the array. From the simulated 

patterns, the required amplitude correction values can be  

calculated.  

E1θ(θo) and E1φ(θo) are the θ-component and φ-

component due to Element 1 for the direction of θo in  

φ=0° plane, respectively. A similar explanation holds for 

the other field components. They are obtained by pre-
simulating. Eθ(θo) and Eφ(θo) represent the θ- and φ-

components of the total electric field in the direction of 

θo, and can be expressed in (7) and (8). To obtain two 

equal orthogonal electric fields, ɑj is introduced here, 

which represents the amplitude excitation of Element j: 

1 1 2 2 3 3 4 4( ) ( ) ( ) ( ) ( )E a E a E a E a E             = + + + , (7) 

1 1 2 2 3 3 4 4( ) ( ) ( ) ( ) ( )E a E a E a E a E             = + + + .

 (8) 

Set ɑ1=ɑ3 and ɑ2=ɑ4, and the amplitudes will be 
obtained as shown in (9) by solving Eθ(θo)= Eφ(θo): 
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1 3 1 32

1 2 4 2 4

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

E E E Ea

a E E E E

       

       

   

   

 + − + =
 + − + 

. (9) 

In addition, the spatial phase delay would disturb the 
required phase differential, and contribute to the poor 

polarization quality in the direction of θo as shown in Fig. 

3 (b). The space phase compensation value required for 

Element 2 and Element 3 can be expressed as: 

 sinx    = −  , (10) 

where Δx is the spacing between the two elements. For   

a large scanning array consisting of 2 × 2 sequential 

rotation subarray, the amplitude compensation values 

and phase arrangements required for polarization of      

the element are the same in different 2 × 2 subarray. 

However, the spatial phase delay compensation values 

vary from the locations of element in φ=0° plane. 

 

IV. THE DESIGN OF A RECONFIGURABLE 

ANTENNA ARRAY AND SIMULATED 

VALIDATIONS 

An aperiodic array consisting of linearly polarized 

elements is placed on x-y plane as Fig. 4. The ideal 

dipoles are used to provide linearly polarized elements. 
The element positions in the direction of x-aixs are 

derived from the optimization results in Section II. Thus, 

the antenna array will have the ability to accurately 

control the sidelobe over a 4:1 bandwidth. The element 

spacing in the direction of y-axis is λL/2, where λL is the 

wavelength at the lowest frequency.  
 

 
 

Fig. 4. The structure of the designed antenna. 
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According to (9), the amplitude compensation 

values of the ideal dipoles can be calculated, and the 

values are the same in different subarray as: 

 
2 4

1 3

1
= =

cos

a a

a a 
. (11) 

The phase excitation of the element consists of two 

parts, one is the space phase delay, and the other is the 

phase differential required by four polarizations. It is 

worth noting that the phase arrangements required for 
four polarizations are the same in different subarray,   

and it has been shown in Table 1. The space phase     

delay compensation values are −βxnsinθo, where xn is the 

locations of element in the direction of x-axis.  

Figure 5 (a) shows that the patterns of the designed 

reconfigurable array antenna steered to 15°, 30°, 45°, and  

55° with +45° LP, -45° LP, RHCP, and LHCP at 1 GHz. 

Figure 5 (b) shows that the patterns of the array antenna 

steered to 0°, 20°, 40°, and 60° with +45° LP, -45° LP, 

RHCP, and LHCP at 4 GHz. Figure 6 shows axial ratios 

of the circular polarized scanned patterns. 
From Figs. 5-6, it can be observed that the four 

polarizations can be obtained at different scanning 

angles. The simulation results show that the method     

can be used to design the UWB, wide-angle scanning,         

and polarization reconfigurable antenna arrays. When 

considered a more realistic wideband linearly polarized 

element, we need to account for variations element 

pattern over bandwidth. A more excellent polarization 

performance will be obtained by calculating the element 

amplitude compensation values at different operating 

frequencies.

 
 

Fig. 5. (a) The radiation pattern at 1 GHz. The main beam is steered to 15° with +45° LP, 30° with -45° LP, 45° with 

RHCP, and 55° with LHCP. (b) The radiation pattern at 4 GHz. The main beam is steered to 0° with +45° LP, 20° 

with -45° LP, 40° with RHCP, 60° with LHCP. 
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Fig. 6. Axial ratios for the circular polarized scanning. 
 

V. CONCLUSION 
A beam-scanning UWB array consisting of linearly 

polarized elements is proposed for polarization 

reconfiguration. Through optimizing multiple radiation 

patterns simultaneously, the UWB array synthesis 

approach can control the sidelobe level in the ultrawide 

frequency band. An iterative convex optimization 

strategy is used to successively optimize the element 
spacing for SLL reduction. The sequential rotation and 

excitation compensation (SR-EC) technique provides 

polarization reconfigurable electrical scanning ability for 

UWB aperiodic arrays. This paper presents an effective 

approach of designing multifunctional arrays. 
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Abstract ─ While metamaterial aperture imaging systems 

do not require mechanical scanning equipment or complex 

components by employing a spatially variant radiation field, 

they require large amount of data and many computations. 

In this paper, we deduce the contribution of the resonator 

to the radiation fields of the metamaterial aperture. We 

propose a fast range decoupling algorithm that can   

improve the data processing speed and obtain real-time 

images of far-field scenes. The algorithm decomposes the 

scene into numerous range cells, drastically reduces the 

range of interest, and reconstructs the scene in parallel. 
Simulation results show that computational cost is   

significantly decreased and image quality is maintained. 

 

Index Terms ─  millimeter-wave imaging, metamaterial 

apertures, compressed sensing, decoupling  
 

I. INTRODUCTION 
Millimeter-wave imaging techniques can provide 

high-quality imagery with nonionizing radiation and are 

promising in a variety of applications, such as medical 

diagnosis [1], bio-imaging [2], security screening [3]  

and through-the-wall imaging [4],[5]. Conventional  
millimeter-wave imaging systems usually rely on    

mechanical equipment to scan a static aperture. Phased 

arrays can generate different imaging models without 

mechanical scanning, yet they need many phase shifts, 

attenuators and other components which results in    

increased cost and size. In recent research, frequency-  

diverse aperture imaging has been shown to be a possible 

solution to the above problems. By generating a group of 

different spatial radiation fields that change rapidly with 

frequency, the frequency-diverse aperture antenna can 

encode the scene information. Many frequency-diverse 
antenna architectures have been demonstrated, such as 

metamaterial apertures [6]-[11], cavity apertures [12]-

[14], and dynamic metasurface apertures [15]-[18]. 

Compared with dynamic metasurface apertures and  

cavity apertures, metamaterial apertures have the    

advantages of simple structure and low cost. 

Although simple and inexpensive, metamaterial  

apertures also have flaws. First, a metamaterial aperture 

antenna is not easy to design, especially for millimeter 

wave imaging applications. The radiation patterns change 

with respect to frequency, and cannot be predicted in an 

exact way. Since Hunt et al. [6] first used waveguide-fed 

metamaterial apertures that consist of complementary 

electric-field-coupled (cELC) elements in imaging   
experiments, many studies have focused on new structures 

of metamaterial apertures. To obtain a uniform excitation, 

Guy [10] designed a sparse aperture in which they removed 

elements randomly. Na [19] designed apertures with cELC 

and complementary Jerusalem cross (CJC) units to raise 

radiation efficiency. In [20], Zhao designed a bunching 

metamaterial antenna that could generate frequency-  

diverse bunching random radiation pattern. In these   

literatures, cELC elements and other units were     

distributed randomly, and entire designs relied on the 

full-wave electromagnetic simulation. Some traditional 

modeling methods could also be used for metamaterial 
aperture modeling and designing, such as fast multipole 

method (FMM) [21], series expansion method [22], and  

boundary element method (BEM) method [23]. Recently 

years, some new technics have been developed in   

electromagnetic modeling. In [24], a full-wave finite-  

element-based method was introduced. Feng [25] used 

combined neural networks for parametric modeling of 

electromagnetic (EM) behavior of microwave components. 

Calik [26] proposed a fully-connected regression model 

based on Bayesian optimization for frequency selective 

surfaces. These methods could be considered in the design 
of the metamaterial apertures antenna. Second, in the 

metamaterial aperture imaging model, discretization of 

the whole imaging zone will inevitably result in the  
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particularly high dimensionality of the measurement  

matrix and the huge computational cost in further imaging 

processing. In order to get real-time images, reducing the 

scale of the inverse problem is necessary. A feasible  

approach is to constrain the imaging volume and thus  
decrease the corresponding number of discretization 

voxels. It is mentioned in [27] that the Microsoft Kinect 

sensor working at infrared wavelength can potentially be 

used for reducing reconstruction volume, whereas this 

approach would be problematic if the targets span across 

many far different range bins. To enhance the capability 

of the system, multi-GPU parallel processing architectures 

were studied in [28]. In traditional SAR imaging, there 

is coupling between the range dimension and azimuth  

dimension. The range-Doppler (RD) algorithm [29]  

decomposes the coupling two-dimensional scene focusing 

problem into two one-dimensional focusing problems, 
which is also the most popular decoupling method. In [30], 

a range decoupling method was applied in metamaterial 

aperture imaging to reduce the dimensionality of the 

measurement matrix and accelerate computation, but the 

running time still could not be neglected. 

In this work, we deduce the contribution of the cELC 

resonator to the radiation fields of the metamaterial   

aperture, and propose a fast range decoupling method  

for metamaterial aperture-based imaging systems. The   

algorithm allows the scene to be decomposed into a set 

of range cells, the range of interest to be drastically   
reduced according to the IFFT results, and the scene to 

be reconstructed in a parallel way. Compared with the 

conventional approach, the proposed algorithm requires 

less computational cost and running time, and produces 

real-time images. Multiple simulations verify the     

effectiveness of the proposed algorithm. 

The rest of this paper is structured as follow. In Sec-

tion II, we briefly introduce the general forward met-

amaterial imaging model. Section III deduces the contri-

bution of the cELC resonator to the radiation fields of the 

metamaterial aperture, and discusses the character of the 

measurement matrix. Section IV devotes the derivation 
fast range decoupling approach. In section V, we present 

the imaging simulation to demonstrate the effectiveness 

of the proposed method. Conclusions are presented in 

Section VI. 

 

II. MATHEMATICAL IMAGING MODEL 
The mathematical model of the metamaterial aperture 

forward imaging system will be introduced in this   

section. As shown in Fig. 1, a dielectric-filled parallel-
plate waveguide is employed as the transmitter. An array 

of subwavelength cELC elements with different physical 

geometries are randomly distributed on the upper plane 

of the waveguide. Different subsets of elements are   

excited with changing frequency. Backscatters from the 

objects in the scenes are received by an open-ended 

waveguide probe, which is on the antenna plane and 

close to the transmitter plane. The vector ( , ,0)x y=r  

represents the points on the metamaterial aperture    

antenna, which is on the reference plane, and the vector 

( , , )x y z   =r  indicates the points in the imaging scene. 

 

 
 

Fig. 1. Panel to probe imaging system. 

 

Suppose ( )txT r   is the antenna impulse response. 

The field in the reference plane could also be illustrated 

by this response. According the Helmholtz equation, the 

field in the imaging scene can be given as: 

 
2

0
scene

( ) ( ) ( )dTXU T G
z


 =

r r r ,r r , (1) 

where  

 
0exp( )

( )
4

jk
G



− −
 =

 −

r r
r ,r

r r
, (2) 

is Green’s function, which describes the solution for  

impulse response from a source in free space. Taking   

z as the propagation axis, ( )/ ( , )z G   r r   represents 

the scalar field propagator from the location r on the     

reference plane to the location r  on a parallel plane in 

imaging scene [30]. 0k   is the wavenumber, given as 

0 2 /k f c= , where f denotes the spatial frequency and 

c denotes the speed of light. 

Assuming that the incident radiation field irradiates 

the scene target and the target scatters the incident  

electromagnetic wave. ( )SU r  is used to represent the 

target scattering field, and the total field of the imaging 

scene can be obtained as follows: 

 ( ) ( ) ( )To oTX SU U U  = +r r r . (3) 

The wave equation in the case of uniform medium 

scattering is expressed as: 

 
2 2( ) ( ) ( ) 0To ToU k U   + =r r r , (4) 

where 

 0 0( ) ( ) [1 ( )]k k n k n  = = +r r r , (5) 

is the refractive index of the scattering medium, and 
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0 0( ) [ ( ) ( ) / ]n      =r r r . 

Considering that the incident radiation field 

( )oTXU r  must satisfy the Helmholtz equation, it can be 

obtained: 

 2 2

0( ) ( ) 0oTX oTXU k U  + =r r . (6) 

Substituting (5) and (6) into (4), the target scattering field 

( )SU r  can be written as: 

 
2 2 2 2

0 0( ) ( ) ( ( ) ) ( )S S ToU k U k k U    + = − −r r r r . (7) 

It should be noted that there is a nonlinear relationship 

between the scattering field and the target scatter function. 

Without any approximate treatment of the scattering 

field, the upper differential equation cannot be solved. In 

this section, the first order Born approximation assumption 

is used to ignore the second-order terms [31]. Then, the 

Helmholtz equation could be represented as: 

 2 2

0( ) ( ) ( ) ( )S S ToU k U U    + = −r r r r , (8) 

where  

 0( ) 2 ( )k n  =r r , (9) 

donates the reflectivity of scene target.  

Treating the scene as the radiation source, the 

source-field propagation Green’s function is used to 

solve the above equation. In this case, the scattering field 

at the transmit aperture (reference plane) ( )SU r   is  

represented as: 

 
3( ) ( ) ( ) ( )dS To

V
U G , U    = −r r r r r r . (10) 

Considering the effect of weak perturbation from the 

scattered field on the total field ( )ToU r , we can rewrite 

(10) as:  

 
3

0( ) ( ) ( ) ( )dS TX
V

U G , U    = −r r r r r r . (11) 

Revisiting (2), we obtain the relationship between 

the derivative of Green's function ( )/ ( , )z G   r r  and 

the Green's function G yield itself [32]: 

 
1

( ) cos( , )( ) ( )0G , jk G ,
z


 = −


P

P

r r z r r r
r

, (12) 

where cos( , )
P

z r  denotes the cosine of the angle between 

z and P
r   joining r to r  . Assuming that the field of 

view (FOV) is narrow, we can simplify the above equation 

as: 

 0G jk G
z





. (13) 

Therefore, the scattering field at the transmit aperture 

( )SU r  can be represented as: 

 
3

0

1
( ) ( ) ( ) ( )dS oTX

V
U U G ,

jk z



    = −

r r r r r r . (14) 

Assume that the receiving probe antenna is located 
at the same plane as the transmitting metamaterial    

aperture antenna, and the pulse response is ( )rxT r . Since  

the scattering field on the receiving aperture is known, 

the measured value g of the receiving probe antenna can 

be calculated as [33]: 

 
2( )rx S

S
g T U d=  r r . (15) 

Substituting (12) and (14) into (15), g can be rewritten 

as: 

 
3( ) ( ) ( )oTX oRX

V
g U U d  =  r r r r , (16) 

where ( )oRXU r   represents the field produced by the  

receiving probe antenna at location r.  

Considering that the metamaterial aperture antenna 

can generate frequency-diverse random radiation fields 

to detect the scene, a set of measurement echo vectors 

indexed by frequency can be calculated as: 

 
3( ) ( , ) ( , ) ( )oTX oRX

V
f U f U f d  = g r r r r . (17) 

Assuming the reflectivity of objects in scene is  

isotropic, since the imaging resolution is limited by the 

antenna aperture, the scene can be decomposed to 3D 

discrete voxels and encoded by a finite number of    

frequency diverse models. Then (17) can be rewritten as 

a finite-dimensional matrix equation: 

 = +g Hσ n ,  (18) 

where g denotes the 1M   measurement vector, n is an 
1M   noise vector, σ  is the 1N   scatting coefficient 

vector across N pixies of the imaging scene, and H   

denotes the M N  measurement matrix, which is the 

dot product of the incident and scatted fields. The above 

equation clearly describes the receiving and processing 

of scattering electromagnetic waves in the scene.  

In order to get a unique linear solution for the   

scatting information σ  in the scene, the rank of H must 

equal the dimension of σ . In another word, M N= . 

However, in the application of imaging scenarios, the 

rank of H is much less than the dimension of scatting 

coefficient σ . According the compress sensing theory, 

the underdetermined scenes could be reconstructed by 

solving the optimization problem: 

 
2

2 1
arg min = − +est est estσ g Hσ σ , (19) 

where   is the regularization parameter. 

Numerous algorithms exist for solving this      

optimization problem, such as greedy algorithm, convex 

optimization algorithm and Bayesian algorithm. Here we 

use the orthogonal matching pursuit (OMP) algorithm, 

which is a classic greedy algorithm, to solve this problem. 

The ensemble measurement matrix is used directly during 

this processing, which is called brute force method. 

Since M N , the brute force method needs amount of 

computational cost and relative long running time. In  

order to get new algorithms which could accelerate the 

calculation, we will analysis the measurement matrix in 

following section. 
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III. APERTURE MODEL AND        

MEASUREMENT MATRIX CHARACTER 
For the frequency-diverse metamaterial aperture 

employed in our imaging system, the field pattern T  

consists of a relatively random set of nulls and lobes that 

change with frequency. At a given angle, the magnitudes 

and phase of the field vary irregularly over the bandwidth. 

The frequency diverse radiation field of the metamaterial 

aperture is generated by an array of cELC elements with 

various resonance frequencies. Generally, a cELC element 

can be modelled as a polarizable radiation magnetic dipole. 

The polarization of it can be described according to the 

Lorentzian dispersion: 

 
2

2 2

0

( )
F

j


 

  
= −

− +
, (20) 

where 2 f =   is the angular frequency, 
0   is the 

angular resonance frequency of the resonator, 

0 / 2Q =  is the damping factor, and F is proportional 

to the oscillator strength and coupling, which is assumed 

to be 1. The dipole moment of the dipole at location r

can be calculated as: 

 ( , ) ( , ) ( , )GU   = m r r r , (21) 

where ( , )GU r  is the local guided field. Assuming that  

these dipoles are all y-polarized, the radiation pattern  

of location r  from a dipole at location r can be      

approximated as: 

 0 0

0( , ) ( , ) exp( )sin
4

Z k
U jk R

R
  


  −


r ,r m r , (22) 

where R  is the distance between r  and r, 0Z   is the 

impedance of free space, and   is the angle between r  

and ( )m r . Compared with the standard approximation 

for the far-field radiation of a dipole, we ignore all 

higher-order terms that vary as 21/ R   or 31/ R  . The 

total transmit field at location r   in the scene can be   

calculated by superposing radiation fields from all    

dipoles in the aperture: 

 ( , ) ( , ) ( , , )oTX oTXU f U U   = =r
r r r r . (23) 

The above deduction shows that by sweeping    

frequency  , the polarizability and local guided field of 

each dipole are changed, and then the dipole moment is 

modified. Moreover, the radiation fields of the resonator 

and entire array are affected. Hence the radiation fields 

of the metamaterial aperture change with respect to  . 

   serves as a parameter to index the measurement 

modes. 

In the derivation of Section II, H is the dot product 

of transmitting fields in the scene of the transmitting 

metamaterial aperture antenna and the receiving probe. 

In the far field, the distance from the metamaterial    

aperture antenna to location r  and the distance from 

the receiving probe to location r  can be approximately 

equal. The relevant term 1  −r r  in the Green’s function 

could be ignored. The transmitting field on r  in the 

scene can be written as: 

 0( )
jk R

oTXU Te
− =r , (24) 

where R is the distance between the center of the   

transmitting aperture and position r  in the scene, and 

T denotes the radiation field of the metamaterial aperture 

panel. 

For convenient analysis, we ignore the radiation  

pattern from the open waveguide probe, and treat it as an 

omnidirectional receiving probe. The product of incident 

and scattering fields at position r   in the scene    

(corresponding range R), can be expressed as: 

 02 4 /j k R j R c

R e e − −= = f
h t t , (25) 

where t and f denote the radiation field pattern and    

the variational frequency, respectively. 4 /j R ce − f   is the 

propagation factor and is a linear phase term related to R. 
It is obvious that hR is a column entry of measurement 

matrix H, and H can be expressed as: 

 
H = TG(r ,r,f)

. 
(26) 

Hence a row entry of H is the product of the      

radiation field pattern T and appropriate Green’s function. 

When the frequency changes, a distinct spatial radiation 

pattern T is generated by the metamaterial aperture and 
a new row entry of H is obtained. 

For a given metamaterial aperture antenna, the   

frequency sampling interval f  needs to be determined. 

However, when we choose f , it is important to note 

that the maximum unambiguous range (MUR), represented 

by 2c f , is closely related to image quality, and f  

directly influences the frequency points. After determining 

f , the limited frequency bandwidth (named subband) 

B  has to be ascertained. By the IFFT process for the 

radiation field within a proper B , we could get a sequence 

with a sinc-like magnitude distribution. Then, the   

limited frequency bandwidth B   can be ascertained  

experimentally. 
 

Table 1: Antenna parameters 

Bandwidth 18.5~25GHz 

Frequency sampling interval 8.125MHz 

Field of view -70°~70° 

Azimuth sampling interval 0.5° 

Panel length 0.4m 

Dimension of T 801×281 
 

Here we employed measured radiation field data   

of the antenna from [6]. The parameters of antenna are 
listed in Table 1. The prototype is a 1D leaky waveguide, 

formed by patterning the top conductor of a standard  

microstrip line with cELC elements. This antenna could 
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explore 2D (range and azimuth) sparse scenes. 

We randomly select an azimuth angle within the 

field of view. For the radiation fields t at this angle within 

the subband B
, the results of IFFT operation are shown 

in Fig. 2 (a). The magnitudes take the form of a sinc-like 

distribution. Recalling (20), the measurement vector hR 

is the product of the radiation fields t and the propagation 

factor. This propagation factor, as a linear phase term  

related to R, corresponds to the shift of the sequence in the 

time domain, according to the frequency-shift property 

of the IFFT. The results of IFFT with respect to hR, which 

is calculated from t, are also shown in Fig. 2 (a). We can 
find that the IFFT results of hR shift to the right compared 

to that of radiation field t. The shift units represent range 

R corresponding to hR. This behavior would still exist if 

the IFFT is performed over entire bandwidth, as shown 

in Fig. 2 (b).  
 

 
  (a) 

 
  (b) 

 

Fig. 2. IFFT results of radiation fields t and the    

measurement vector hR. 
 

Considering that the echo data measured by the   

receiving antenna are the product of hR and reflectivity 

of scatters, if we perform IFFT with respect to echo data 

g, the frequency-shift property still exists. Hence, we can 

deduce the approximate ROI according to the shift units 

of maxima and the range resolution corresponding to 

B
. Since the resolution is inversely proportional to the 

bandwidth, if we perform IFFT with respect to g over the 

entire working bandwidth, the detailed range position  

of scatters could be obtained, and the ROI would be   

reduced. This behavior will be verified in the simulation 

of a later section. 

The above analysis focuses on arbitrarily chosen  

azimuth angle radiation fields within B
. Now, we use 

a sliding window that has the same size as B
 to carry 

out IFFT operation on the entire bandwidth, while the 

shift length is one frequency point. The results of the 
sliding-windowed IFFT are shown in Fig. 3. It is obvious 

that the position of maxima barely moves. Hence the Sinc-

like distributions remain on entire band. Considering that 

the azimuth angle is randomly chosen, this behavior is 

also suitable for the ensemble azimuth field, which is the 

foundation for the further deduction of our algorithm. 

 

 
 (a) 

 
 (b) 

 

Fig. 3. Sliding-windowed IFFT results of (a) the azimuth 

fields, and (b) measurement vector over the entire    

frequency band. 
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In the above discussion, the targets contained in the 

imaging space are concentrated at the relatively close 

range bins. Then the reflectivity coefficients of the voxels 

outside the ROI are equal to 0. The measured echo   

data g are purely the product of constrained H and σ  

corresponding to the ROI. If we apply IFFT with respect 

to g, the ROI can be obtained, and then σ   can be    

retrieved with the constrained H. However, if the targets 

contained in the imaging space span some far different 

range bins, this method will be intractable rapidly. This 

issue will be discussed in follow section. 

 
IV. FAST RANGE DECOUPLING        

ALGORITHM 
Let σ  denote all reflection coefficients contained 

in the imaging scene, and 1P

 g  denote P receiving 

measurements of the whole scene within subband B , 

which contains P frequency points. For an extracted 
range area R1, the corresponding measurement matrix is 

1RH ; then, the relative received frequency measurement 

can be represented as =
1 1 1R R Rg H σ , which constitutes 

a portion of g . The IFFT results with respect to 
1Rg  

can be expressed as matrix equation 

 P=
1Rψ D g , (27) 

where ψ  denotes the IFFT return and PD  is the inverse 

discrete Fourier transform matrix, which can be written 

as: 

 

1 2 1

2 4 2( 1)

1 2( 1) ( 1)( 1)

1 1 1 1

1
1

1

1

P

P P P

P

p P P P

P P P P

P P P

W W W

W W W
P

W W W

−

−

− − − −

 
 
 
 =
 
 
 
 

D , (28) 

where exp( 2 / )pW j P=  . Since =
1 1 1R R Rg H σ  , ψ  

can be written as: 

 
1

2

P P

P

 
 
 = =
 
 
 

1 1

1

R R R

h

h
ψ D H σ D σ

h

. (29) 

Processing IFFT with respect to g on all frequency points, 

we get the detailed range index of objects, and the   

corresponding area R2, where 2 1R R  . Since all the 

received waves corresponding to R1 are scattered by the 

objects in R2, 
1Rg  can be expressed as: 

 
2 2

= =
1 1 1R R R R Rg H σ H σ   (30) 

and ψ  can be written as: 

 
2 2 2

2

P P P

P

 
 
 = = =
 
 
 

1 1

1

R R R R R

h

h
ψ D H σ D H σ D σ

h

. (31) 

For the case in Fig. 3, the corresponding maximum 

can be expressed as: 

 
24 4( 1)

max

1
1 P

P P

P

W W
P

 −

 
 
  =    
 
 

2

1

R

h

h
σ

h

. (32) 

Henceforth, the maximum 
max  can be considered as a 

new measurement   . The inner product between the 

Fourier coefficient and original measurement matrix 

2RH , denoted by φ, is the new sensing vector. 

In the above derivation, the measurement vector 
1Rg  

turns to a single measurement max , and the measurement 

matrix 
1RH  turns to a sensor vector φ. We get a new 

measurement equation: 

 ψ =Φσ . (33) 

The new measurement matrix is still underdetermined, 

so we can get reflection coefficients σ  by solving an 

optimization problem: 

 
2

2 1
arg min = − +est est estσ Ψ Φσ σ . (34) 

Comparing (34) with (19), the dimension of the new 

measurement matrix Φ  is much less than the dimension 

of H  . If we use same algorithm, such as OMP, (34) 
would require less computational cost and running time. 

If the targets are located in far more range cells in 

the scene, we can obtain multiple equations, and the 

above reconstruction can be performed in parallel. 

Our proposed fast range decoupling algorithm can 

be summarized as follows: 

Step 1. Initialize the received frequency measurements 

g and radiation field T.  

Step 2. Confirm sub-bandwidth B   from T, and 

record the index of maximum column of the IFFT return.  

Step 3. Process g with sliding-window IFFT to   

ascertain the range region R1 that contains targets by the 

index of maxima. And record the corresponding new 

measurementsΨ . 

Step 4. Perform IFFT with respect to g and confirm 

the range location R2 of targets according to the peak  

index of results. 

Step 5. Build the new measurement matrix Φ  

with respect to R2, and get new measurement equation

2RΨ =Φσ . 

Step 6. Reconstruct 
2Rσ  from the measurement  
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equation and rebuild the ensemble σ .  
 

V. SIMULATIONS AND ANALYSIS 
In this section, the imaging capabilities of the proposed 

fast range decoupling algorithm are demonstrated.   

Radiation field data of the measured antenna are employed 

in multiple imaging simulations. The parameter of antenna 

is listed in Table 1. 

The azimuth resolution and range resolution can be 

obtained from: 

 
eff

          
2BW

c

a r

c

L


 = = , (35) 

where 
c  is the wavelength of the center frequency and 

effL  denotes the effective size of the aperture. For the  

antenna we used in the simulation, the azimuth resolution 

is 1.7 , and the range resolution is 2.3 cm.  

The imaging scene is discretized into a dense grid 

with range and azimuth dimensions, and the scattering 

coefficient of the targets obeys (0,1)  . All the    

simulations are processed in the MATLAB environment 

and on a computer with an Intel Xeon CPU and 6 GB 

RAM. 

The results of sliding-window IFFT processing with 

randomly chosen azimuth field data are shown in Fig. 

4(b). The length of window P is set as 16 experimentally, 

as well as the number of frequencies.  

The first imaging scene has three scatters located  

in the same range but different azimuth angles. The 

measurement vector g can be calculated according to 

equation (18). Then we perform g with sliding-window 
IFFT, as shown in Fig. 4 (b). The length of the      

window is P, and the corresponding subband width is 

B ( 1)P f = −  . The range resolution of results is given 

by Δ/ 2BR c =  . The maximum column of results  

corresponds to the new measurement vector Ψ  .    

According to the index of maxima, the range of interest 

is [4.34, 5.54] m. The IFFT results with respect to g are 

shown in Fig. 4 (c). We can reduce ROI to [4.48, 4.52] 

m, and reconstruction areas are limited to a very narrow 

band. Then, we update the measurement matrix Φ  by 

using the inner product of the corresponding Fourier  

coefficients and constrained measurement matrix ROIH .  

Since the updated measurement matrix Φ   is   

still underdetermined, we need a compress sensing       

reconstruction algorithm to solve the modified equation. 

Here, the orthogonal matching pursuit algorithm is   

employed to retrieve the scene. The reconstructed    

reflectivity coefficients of R2
σ  are shown in Fig. 4 (d). 

It is obvious that all three scatters are preserved clearly. 

Moreover, to compare the performance of the proposed 

method with that of existing algorithms, we reconstruct 

the scene with the algorithm in [30], as shown in Fig. 4 

(e), and the brute force method, which uses the ensemble 

measurement matrix directly, as shown in Fig. 4 (f). We 

can see that in both images, all three scatters are well  

estimated. However, the consumed times in Fig. 4 (d), (e) 

and (f) are 0.35 s, 2.7 s and 9.4 s, respectively. Hence the 

acceleration ratio of the proposed fast range decoupling 
algorithm is calculated to be 26.8, while that of the    

algorithm in [30] is 3.5. 

 

 
  (a)                  (b) 

 
(c)                  (d) 

 
(e)                  (f) 

 

Fig. 4. 2D scene imaging results with 3 point-like   

scatters. (a) True scene with 3 scatters located in the 

range of approximately 4.5 m. (b) Result of slight-  

windowed IFFT with respect to g with a window length 

of 16. (c) Results of IFFT operation with respect to g 

with all frequency points. (d) Images obtained with  

proposed method. (e) Images obtained with method of 

[30]. (h) Image obtained by ensemble H corresponding 
to [2,8] m.  

 

For the problem of that targets located in far more 

range cells in scenes, the scale of the measurement matrix 

would increase rapidly. It is seen from Fig. 5 (a) that  

targets lie in the range of around 4.5 and 6.9 m from the 

antenna panel, and the entire range area is [2,8] m. The 

result of the sliding-windowed IFFT to the received data 

g is plotted in Fig. 5 (b). We can see from Fig. 5 (b) that 

the targets are well separated in two different range cells. 

Fig. 5 (c) shows the IFFT results to g with all frequency 
points, and the size of the ROI could be slumped. Then the 

modified measurement equation corresponding to each 

ROI could be built and the reconstruction results are 

shown in Fig. 5 (d) and Fig. 5 (e). We can observe that the 

scatters at different locations are estimated accurately. 
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Similarly, we reconstruct the scene with the algorithm in 

[30], as shown in Fig. 5 (f) and Fig. 5 (g), and the brute 

force method, as shown in Fig. 5 (h). The consumed 

times in Figs. 5 (d)-(h) are 0.32 s, 0.26 s, 3.76 s, 3.70 s 

and 9.61 s, respectively. Since the reconstruction could 
be processed in parallel, the acceleration ratio of the  

proposed method can be calculated to be 30, while that 

of the algorithm in [30] is 2.6. The imaging efficiency is 

enhanced obviously. 
 

 
  (a)                  (b) 

 
(c)                  (d) 

 
(e)                  (f) 

 
(g)                  (h) 

 

Fig. 5. 2D scene imaging results with scatters located at 

different range positions. (a) True scene with 4 point-like 

scatters located in the range of approximately 4.5 m and 

6.9 m. (b) Result of slight-windowed IFFT with respect to 

g with a window length of 16. (c) Result of IFFT operation 

with respect of g. (d), (e) Images obtained with the   

proposed method. (f), (g) Images obtained with the 

method of [30]. (h) Is an image obtained by ensemble  

H corresponding to [2,8] m.  
 

Let us analyze the computational complexity of  
the proposed algorithm. The reconstructed approach  

employed in this paper is the OMP algorithm, whose 

computational complexity is ( )O LMN  [34],[35]. L is 

the number of iterations, M is the number of frequency 

points, and N is the number of unknown voxels in the ROI. 

It should be noted that L M N . The computational 

cost of the proposed algorithm is mainly from step 3 to 

step 6 of the summarization. Assuming that the length  

of the sliding window is m, then the scene could be   

decomposed to m range cells. In step 3, the cost of  

IFFT operations is ( log( ))O m m . K denotes the number 

of IFFT operation, given by 1K M m= − + . Then, the 

total computation cost is ( log( ))O Km m . In step 4, the  

computational cost is ( log( ))O M M  . Define n as the  

R1 to R2 ratio. The computational cost of calculating 

measurement matrix Φ   is log( )  =
N

K m m
mn

 

log( )
KN

m
n

 in step 5. In step 6, since the different range 

cells could be processed in parallel, the computational 

cost is ( )O LKN mn . Therefore, the total computational 

cost of the proposed algorithm is: 

( log( ) log( ) log( ) )
N N

O Km m M m K m LK
n mn

+ + + . (36) 

Although the computational complexities of both 

the proposed algorithm and the brute force method are 

( )O N  , the memory requirements of our approach for 

calculating and storing the measurement matrix are   

decreased sharply. The cost reduction benefits from the 

sharp drop of the ROI and the parallel processing of  

partitioned range cells. Furthermore, considering the 

high dimensionality feature of imaging information, the 

total computational costs are lowered significantly.  

 

VI. CONCLUSIONS 
In this paper, we propose a fast range decoupling  

algorithm that can reconstruct the partitioned range area 

in real-time. This proposed algorithm has a lower   

computational cost and a higher imaging efficiency, due to 

the ROI reduction and the parallel way of reconstructing 

the scene. Moreover, the method could produce real-time 

images of far-field scenes. Further research will concentrate 

on improving the algorithm in practical applications. 
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Abstract ─ A high order finite-different time-domain 

methods using Taylor series expansion for solving time-

dependent Schrödinger equation has been systematically 

discussed in this paper. Numerical characteristics have 

been investigated of the schemes for the Schrödinger 

equation. Compared with the standard Yee FDTD 

scheme, the numerical dispersion has been decreased 

and the convergence has been improved. The general 

update equations of the methods have been presented for 

wave function. Numerical results of potential well in 

one-dimension show that the application of the schemes 

is more effective than the Yee’s FDTD method and  

the higher order has the better numerical dispersion 

characteristics. 

 

Index Terms ─ HO-FDTD, numerical dispersion, 

stability, the Schrödinger equation.  

 

I. INTRODUCTION 
With the devices size shrinks, quantum effects  

can not to be ignored in the nano-scale material and 

semiconductor in equipment system. In some certain 

circumstances, like in a quantum-dot structure, the 

quantum effects are remarkable and the problem 

requires new mathematical method to investigate. The 

Maxwell’s equations are the basic theory for researching 

the electromagnetic phenomenon in macroscopic scale. 

The Schrödinger equations are employed to solve  

the nano-scale components in microscopic scale 

electromagnetic domain. There are many numerical 

methods are used to solve the Schrödinger equations [1]. 

The Yee’s FDTD [2] algorithm is conservative and 

limitation with the second-order accuracy both in time 

and space. The numerical dispersion and computational 

memory of the FDTD are the dominant restriction to the 

application in the electronically large electromagnetic 

targets. The FDTD [3-5] scheme has been chosen to deal 

with the quantum problem for its convenient and simple. 

The absorbing boundary conditions for the FDTD method 

of the time-dependent one-dimensional Schrödinger 

equation are proposed in [6]. The absorbing boundary 

conditions are considered by using a rational-function 

approximation for the one- and two-dimensional 

Schrodinger equations on a finite interval [7]. A new 

FDTD simulation scheme for coupled Maxwell-

Schrödinger system is presented in [8] and the 

computation has been made more efficient.  

The dimensional time domain which using the 

FDTD method to describe the simulation of the quantum 

magnetic susceptibility for a quantum toroid [9].  

In recent years, the high order finite-difference time-

domain (HO-FDTD) [10] method and multiresolution 

time-domain (MRTD) [11] scheme are outstanding 

technique in the quantum computational field. The HO-

FDTD schemes is a little more complicate than the 

FDTD but is less complex than the MRTD method.  

In this paper, we give HO-FDTD methods to  

deal with the time-dependent Schrödinger equation.  

The simulation results of the method are testified by  

one dimensional potential well problem. The paper is 

organized as follows. The basic theory of the method  

for the time-dependent Schrödinger equation is stated  

in Section II. The numerical characteristics including  

the dispersion and stability are discussed in Section  

III. Numerical simulation is given in Section IV. 

Consequently, the HO-FDTD algorithms is more 

accuracy but more computational time than that of 

FDTD method.  
 

II. THEORY AND ALGORITHM 

A．The Schrödinger equation 

The time-dependent Schrödinger equation is the 

governing equation for system’s quantum effects can be 

written as follows: 

 
2

2(r, )
i (r, ) V(r) (r, )

2

t
t t

t m


 


= −  +


, (1) 

where  is a particle’s wave function, the mass of the 

electron m is 9.109e-31kg, the Planck constant is
-341.0546 10 sJ  , the imaginary unit “i” is the square 

root of minus one, V( )r  is the potential energy,
2 2( 2 )m−   is the kinetic energy operator, and 

2 2( 2 ) Vm−  +  is the Hamiltonian operator. The wave 

function (r, )t  is a complex which can be written as 

follows: 

ACES JOURNAL, Vol. 36, No. 8, August 2021

Submitted On: February 21, 2021 
Accepted On: July 10, 2021 1054-4887 © ACES

https://doi.org/10.47037/2021.ACES.J.360803

964

mailto:zomi@jit.edu.cn


 (r, ) (r, ) i (r, )re imt t t  = + , (2) 

where re  and im  is the real part and imaginary part of 

wave function  . 

The equation (1) can be rewritten as: 

 
2( , ) ( , ) 1

V( ) ( , )
2

re im
im

r t r t
r r t

t m x

 


 
= − +

 
, (3) 

 
2( , ) ( , ) 1

V( ) ( , )
2

im re
re

r t r t
r r t

t m x

 


 
= −

 
. (4) 

 

B. The HO-FDTD for Schrödinger equation 

The wave function  can be written as follows:   

 / /( , , ) = ( , , )n l p n l pi j k i x j y k x + +    . (5) 

The wave function relevant in (5) is expand in a 

Taylor series of basis function, the update equations of 

the HO-FDTD(2,2n) methods for the real part of the 

method can be written as follows: 

 

1

2
1

2
1

2

( , , ) ( , , ) V( , , ) ( , , )

( ) ( , , )-2 ( , , )+ ( - , , )
2
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( ) ( , , )-2
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im im im

v
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im im im
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i j k i j k i j k i j k

t
a v i v j k i j k i v j k

x m

t
a v i j v k i j k i j v k

y m

t
a v i j k v

z m

  

  

  



+



=



=


= +


 − + 


 − + 


− +







1

( , , )+ ( , , - )n n

im im

v

i j k i j k v 


=

  

, 

(6) 

where Δx, Δy, Δz is the cell size and i, j, k is the spatial 

grid index in x, y, z direction, respectively, Δt is the time 

step size, ( )v  are the coefficients as shown in Table 1. 

 

Table 1: Coefficients of spatial difference  

(2, 2p) ( )1a  ( )2a  ( )3a  ( )4a  ( )5a  

FDTD      

(2,6) 97/84 -1/84 -1/84   

(2,8) 353/324 -1/324 -1/324 -1/324  

(2,10) 489/462 -1/924 -1/924 -1/924 -1/924 

 

III. NUMERICAL CHARCTERISTICS 

A. Stability condition of the HO-FDTD method for 

the Schrödinger equation 

On the basis of the von Neumann stability, the 

solution of the wave function can be written as 

superpositions of the plane wave [19] as: 

( ), , , exp( i( - ))x x y y z zx y z t A i k j k k k n t = −  +  +   , (7) 

where 0= sin cosxk k   , 0= sin sinyk k   , 0= coszk k  , 

k0 is the wave number, 0 pmk = , pm is the momentum, 

(θ,  ) is the wave propagation angle in spherical 

coordinate, n is the quantity of the time steps,   is the 

frequency of the incident wave. 

In one dimension and V = 0 for simplicity, the 

general stability condition of the HO-FDTD methods for 

the Schrödinger equation [12]-[18] can be given as: 

 
2 2

max

=1

=
( )

v

m m
t s

d a v


 
 


, (8) 

 
max

=1

1
=

( )
v

s
d a v




, (9) 

where z=x y =  =   , d is the number of spatial 

dimensions, 1, 2 or 3, the Courant-Friedrichs-Lewy 

(CFL) stability condition is in equation (8), smax is the 

maximum CFL stability factor that is shown in Table 2. 

The investigations are that the HO-FDTD methods have 

the more stricter stability condition than FDTD. From 

the comparisons among the HO-FDTD, it is obvious that 

the higher order has the looser stability condition. 
 

Table 2: The maximum stability factor smax for HO-

FDTD methods 

 FDTD (2, 6) (2, 8) (2,10) 

smax 1 d  0.848 d  0.910 d  0.941 d  

 

B. Numerical dispersion of HO-FDTD methods for 

the Schrödinger equation 

Using the 2pth-order difference to discretize the 

spatial derivatives as follows: 
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= -
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2
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, (11) 

 

2

2 2
= -

0

2
= -

( , , )

( )

exp( )
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( )

p

v

v p

p

z
v

v p

i j k v
C

z z

j vk z
C i j k

z

 



 +
 =

 

− 






, (12) 

where Cv is the coefficients of 2pth-order spatial 

difference as shown in Table 3. 

In Maxwell’s equation and free space, the 

dispersion relation of the free electron can be written as  

 
2

= k
2m


 
 
 

, (13) 

where k  is the wave vector with the amplitude k, c is 

velocity of the light. Similarly, the theoretic velocity of 

the Schrödinger equation is ( ) = 2m  and the numerical 

velocity is 2
0= .p k   Substituting the equations (7) and 
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(10), (11), (12) in to the wave equation to get the relative 

numerical dispersion error =20log10 1pv v −  shows 

in the Fig. 1 with the stability factor  ( 2 )t m   = 0.25 

and wave propagation angle θ = 0° and   = 0°. 
 

Table 3: Coefficients of 2pth-order spatial difference  

(2,2p) C-5 C-4 C-3 C-2 C-1 C0 C1 C2 C3 C4 C5 

FDTD     1 -2 1     

(2,4)    -1/12 4/3 -5/2 4/3 -1/12    

(2,6)   -1/84 -1/84 97/84 -95/42 97/84 -1/84 -1/84   

(2,8)  -1/324 -1/324 -1/324 353/324 -175/81 353/324 -1/324 -1/324 -1/324  

(2,10) -1/924 -1/924 -1/924 -1/924 489/462 -487/231 489/462 -1/924 -1/924 -1/924 -1/924 

 
 

Fig. 1. Dispersion errors against   with the incident 

angle θ = 30°of different HO-FDTD methods. 
 

 
 

Fig. 2. Numerical dispersion against N of different HO-

FDTD methods. 
 

Figure 1 shows that HO-FDTD methods present the 

better numerical dispersion than FDTD. The higher 

order of the methods the more accuracy, but the HO-

FDTD (2, 6) performs better. The relative numerical 

dispersion error η versus the number of cells per 

wavelength N for different HO-FDTD methods are 

illustrated in Fig. 2. The comparisons show that the HO-

FDTD methods have the lower numerical dispersion and 

the higher order allows coarser cells per wavelength and 

less memory required.  

 

IV. NUMERICAL SIMULATION  
A particle trapped in an infinite potential well in one 

dimension are discussed as follows: 

 0, 0
( )

, otherwise

x l
V x

 
= 


, (14) 

where the length of the well l is 0<l<1nm, x is the 

position of the particle in axis. The cell size Δx is 

0.015nm. The total time step is 3000. The expression of 

energy for level L of the quantum well is quantized as: 

 
2

1
, 1,2,3...

2
L

L
E L

m l

 
= = 

 

 (15) 

 

 
 

Fig. 3. The comparisons of simulations for the 

wavefunction with different methods and theoretical 

value in one dimensional infinite well. 
 

Figure 3 shows the simulation of the FDTD and 

HO-FDTD algorithms for wavefunction with the energy 

level L = 4. The results show that the HO-FDTD more 

similar to the theoretical value than FDTD method  

and the HO-FDTD (2, 10) is the more closely to the 

theoretical value among other HO-FDTD methods. The 

time step size, spatial cell size, time steps, computational 

domain and CPU time consumption are listed in table 4. 
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It shows that the CPU time consumption of the HO-

FDTD methods are more than FDTD. It is clear that  

the more complicated algorithm affords the better 

dispersion but need more computational time with the 

same computational condition. 

 

Table 4: Computational parameters different methods 

 

V. CONCLUSIONS 
Different order of the HO-FDTD methods for 

solving time-dependent Schrödinger equation has been 
investigated in this paper. The simulation of the wave 

function for a particle in one dimensional infinite 

potential well are used to validate the accuracy of the 

HO-FDTD and FDTD methods. The results show that 

the HO-FDTD schemes afford the better numerical 

dispersion under the same computational condition and 

the higher order the more accuracy. 
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Abstract─ The Runge-Kutta high-order finite-difference 

time-domain (RK-HO-FDTD) method is adopted to solve 

the time-dependent Schrodinger equation. The update 

equations of the RK-HO-FDTD method have been 

presented for wave function. The simulation results of 

the 1D potential well strongly confirm the advantages of 
the RK-HO-FDTD scheme over the conventional FDTD. 

 

Index Terms ─ Dispersion, potential well, RK-HO-

FDTD, stability, the Schrodinger equation. 

 

I. INTRODUCTION 
Recently, more and more numerical solutions are 

employed to solve the Schrodinger equation [1]. The 

finite-difference time-domain (FDTD) [2] method also 
has been played an important role in quantum 

computational fields. The first attempt to use the FDTD 

algorithm for the Schrodinger equation was Goldberg et 

al. in 1967 [3], but it didn’t get a lot of attention. 1990 

years later, the topic began to cause greater attention  

[4-6], which is based on the Crank-Nicholson scheme. 

Soriano et al. rigorously formulated an efficient FDTD-

Q algorithm and distinguished its application for 

quantum systems [7]. FDTD-Q method is one of the 

commonly adopted methods to solve the time-dependent 

eigenvalue problem of the Schrodinger equation, but it 

suffers from large dispersion errors in a long erm 
simulation [8-9]. The symplectic algorithm has been 

proposed to solve the Maxwell–Schrodinger (M-S) 

system for investigating light-matter interaction [11], but 

it suffers from intolerable dispersion errors in a long-

term simulation. 

The RK-HO-FDTD are proposed in [10] and has the 

better dispersion error and convergence. In this paper, 

the RK-HO-FDTD [10] scheme is used to solve the 

Schrodinger equation for one dimensional (1D) potential 

well problem. The paper is organized as follows. First, 

the basic theory and algorithm are introduced in Section 
II. The dispersion and stability for different methods are 

shown in Section III. Numerical example is given in 

Section IV. The simulation results show better numerical 

dispersion than the traditional FDTD and the HO-FDTD 

approach.  
 

II. THEORY AND ALGORITHM 
The time-dependent Schrodinger equation is written 

as follows: 

 
2

2(r, )
(r, ) V(r) (r, )

2

t
i t t

t m


 


= −  +


, (1) 

where   is wave function of a particle related to 

position and time t, m is the mass of the particle, 
2

2

2m
−   is the kinetic energy operator, V( )r  is the 

time-independent potential energy, and 
2

2 V
2m

−  +
 
is 

the Hamiltonian operator. The variable (r, )t  is a 

complex number that can be written as: 
 (r, ) (r, ) (r, )R It t i t  = + . (2) 

Substituting (2) into (1), the equations can be 

obtained as: 

 
2( , ) ( , ) 1

V( ) ( , )
2

R I
I

r t r t
r r t

t m x

 


 
= − +

 
, (3) 

 
2( , ) ( , ) 1

V( ) ( , )
2

I R
R

r t r t
r r t

t m x

 


 
= −

 
, (4) 

where R  is the real part of wave function  , I  is the 

imaginary part of wave function  . 

The equation can be rewritten as: 

 R R

I I

A
t

 

 

   
=   

    
, (5) 

 F AF
t


=


, (6) 

where 
0

=
0

A




 
 

− 
, 

2 V
= - ( )

2m
  + , 

R

I

F




 
=  

 
. 
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According to [10], we use the pth-order p stage  

SSP-RK scheme to discretized the temporal system in 

equation (5).  

The SSP-RK scheme is written as follows: 

 ( )

1 ,

0

p
l

n p l

l

F F+

=

=  , (7) 

where ( )n nF F t= , and the coefficients 
,p l  [12] are 

given by: 

  
Based on the Staggered difference, the wave function 

  can be written as: 

 / /( , , ) = ( , , )n l p n l p

Ii j k i x j y k x + +    . (8) 

Using the fourth order staggered difference to 

replace the spatial derivative in x-axis as follows: 
/ / / /

2 2

/ /

2

( ) ( 2)+16 ( 1)-30 ( )
 = 

12

+16 ( 1)- ( 2)
                                    + .

12

+ + + +

+ +

 − − −

 

+ +



n l p n l p n l p n l p

n l p n l p

i i i i

x x

i i

x

   

 
 (9) 

Employing the SSP-RK algorithm to substitute time 

derivates and the Taylor series to replace spatial 

derivates, the update equations for the real part of the 

RK-HO-FDTD method can be derived as follows: 

/ ( 1)/ /

/ / /

1 2

/ / /

2 2

1 2

( , , ) ( , , ) V( , , ) ( , , )

( 1, , )-2 ( , , )+ ( -1, , )
2
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2

2

+ + − +

+ + +

+ + +


= +


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
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
−


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R R I
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t

y
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(10) 

where Δx, Δy, Δz is the cell size and i, j, k is the spatial 

grid index in x, y, z direction, respectively, and Δt is the 

time step size, 1x , 2x , 1y , 2y , 1z  and 2z  are the 

coefficients of the HO-FDTD and ( )1 1 1= = = 1x y z a   , 

2 2 2= = = (2)x y z a    as given in Table 1. 

 
 

Table 1: Coefficients for HO-FDTD method 

 ( )1a  ( )2a  

FDTD   

HO-FDTD (2,4) 4/3 -1/12 
 

III. NUMERICAL STABILITY AND 

DISPERSION 

A. Stability of RK-HO-FDTD for the Schrodinger 

equation 

The solution of the wave function can be represented 

as a superposition of plane wave on the basis of the von 

Neumann stability method as follows: 

( ) 0, , , exp( ( ))m x x y y z zx y z t A j i k j k k k = −  +  +  , (11) 

where 
0= sin cosxk k   ,

0= sin sinyk k   ,
0= coszk k  , 

k0 is the wave number and 
0 pmk = , pm is the 

momentum, (θ,  ) is the wave propagation angle in 

spherical coordinate, j0 is the imaginary unit.  

For simplicity, we consider the Schrodinger equation 

in one dimension (1D) and set the potential energy zero 

(V=0). Using the 'm th-order difference to discretize the 

spatial derivatives as follows: 

 

'/ 2

2 2
=- '/ 2

'/ 2
0

2
=- '/ 2

( , , )

exp( )
          ( , , ) ,

 +
 =

 

− 
=







m

L

L m x

m
x x

L x

L m x

i j k L
C

x

j Lk
C i j k T

 

 
(12) 

where 
'/ 2 0

2=- '/ 2

exp( )
= ,

− 




m x x
x LL m

x

j Lk
T C CL is the 

coefficients of m′th-order spatial difference which is 

listed in Table 2. 

 

Table 2: Coefficients of m′th-order spatial difference 

[14-15] 

Order (m′) C1 C2 C3 C4 C5 

FDTD 1 -2 1   

HO-FDTD (2,4) 4/3 -1/12 -5/2 4/3 -1/12 

 

Equation (5) can be rewritten as: 

 R R

I I

H
t

 

 

   
=   

    
, (13)  

 
0 -

2

0
2
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T
m

H

T
m

 
 

=  
 
 
 

, (14) 

where H is spatial growth matrix, the eigen equation of 

H is written as I- =0H which can be used to solve the 

eigen value, the positive sign solution of the eigen value  

,

, 1, 1

,0 ,

1

1
,         ,

!

1
,    1,2,... 1,   2,

1 ,   0.

p p

p l p l

p

p p l

l

l p
p

l p p
l

l



 

 

− −

=

= =

= = − 

= − =
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can be derived as follows: 

 2 2I-  = +( )  = 0
2

xH T
m

  , (15) 

 
0

0

 = 
2

   = ,

x

j

j T
m

j





 (16)  

where λj is the imaginary part of λ. 

Equation (7) of the SSP-RK method can be rewritten 

[9], [12] as: 

 1

0

1
( ) ( ) ( ) ( )

!

p
l

n n n

l

F t tH F t GF t
l

+

=

=  = , (17) 

 
0

1
( )

!

p
l

l

t
l

 
=

=  , (18) 

where G is the total gain factor of F,   is the gain factor 

of F when H =  . The SSP-RK algorithm is stable and 

convergent under the condition of │G│≤ 1 and│ │≤ 1, 

and the solution of the equation (17) can be written as 

 j ft C   , Cf is a constant. The stability condition of the 

RK3-HO-FDTD (2, 4) when p = 3 for the Schrodinger 

equation can be derived as: 

 
3 3

0

0 0

1 1
 = ( ) ( ) 1

! !

l l

j

l l

t j t
l l

  
= =

 =    , (19) 
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   

   
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   

  

  

（ ）

（ ） （ ）

2 1
)

12
j t  

 (20) 

3. j t  

In equation (20) Cf   = 3 and Cf  is dependent on the 

order of the time discretization, then Cf  of the RKp-HO-

FDTD (2, 2m′) can be deduced in the same way. From 

the equation (16), it can be found that the spatial stability 

condition is dependent on λj correspond to the spatial 

discretization order m. To sum up, the stability condition 
of the RK-HO-FDTD method for the Schrodinger 

equation is decided by equation (16) and (20), then the 

general form of stability condition for the RKp-HO-

FDTD (2, 2m′) [11] can be given as: 

 
2 2

'

L'=1

=
( ')

f m

m m
t C

d a m


 
 


, (21) 

 
'

'=1

=
( ')

f

m

L

C

d a m



, (22) 

where =x y x =  =   , 'L is the number of the 

coefficients in Table 1, d is the spatial dimension, equation 

(21) is the Courant-Friedrichs-Lewy (CFL) stability 

condition,   is the CFL stability factor which is shown 

in Table 3. The investigation is that the RK3-HO-FDTD 
(2, 4) has the looser stability condition than other 

methods and the SSP-RK method can increase the 

algorithm stability. 
 

Table 3: Stability factor for different methods 

 FDTD 
HO-FDTD 

(2, 4) 

RK3-HO-

FDTD (2, 4) 

RK4-HO-

FDTD (2, 4) 

  1 d  0.7059 d  1.2226 d  1.9965 d  

 

B. Dispersion of RK-HO-FDTD for the Schrodinger 

equation 

In Maxwell’s equation, the dispersion relation of the 

free electron in free space can be written as: 

 
2

=
2

k
m


 
 
 

, (23) 

where c is velocity of light, k is the wave vector with the 

amplitude k, and kx = ksinθcos , ky = ksinθsin , kz = 

kcosθ, (θ,  ) is the wave propagation angle in spherical 

coordinate. Similarly, the theoretic velocity of the 

Schrodinger equation is  = 
2m


 
 
 

 and the numerical 

velocity is 
2

0

=p
k


 . The dispersion relation can be 

derived from the expansion of the plane wave and the 

SSP-RK theory [13] as follows: 

  = Arg( )t  . (24) 

According to the CFL stability condition, defining 

the stability factor  = ( 2 )S t m  = 0.25, and with the 

wave propagation angle θ = 0° and   = 0°. 

 

 
 

Fig. 1. Dispersion errors against N of the FDTD and RK-
HO-FDTD method.  
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Fig. 2. Dispersion errors against   with the incident 

angle θ = 30° of the FDTD and RK-HO-FDTD method. 

 

Figure 1 shows the dispersion errors vp  / v versus the 

number of cells per wavelength N for the FDTD, RK3-
HO-FDTD(2, 4) and RK4-HO-FDTD(2, 4) methods. The 

results show that the RK-HO-FDTD methods have the 

lower numerical dispersion and the higher order allows 

coarser cells within a given accuracy. The dispersion 

characteristic of the RK3-HO-FDTD is not good, the 

reason maybe the temporal order 3 is not matching with 

the spatial order 4. There is no difference between  

RK4-HO-FDTD (2, 4) and FDTD when N is greater than  

20. Figure 2 demonstrates that RK-HO-FDTD method 

present the better dispersion error. 

 

IV. NUMERICAL SIMULATION 
In order to demonstrate the efficiency of the  

RK-HO-FDTD methods for 1D infinite potential well 

simulation is presented. Considering a particle trapped in 

an infinite potential well as: 

 
0, 0

( )
, otherwise

x d
V x

 
= 


, (25) 

where d is the length of the well and x is the position of 

the particle in axis. 

Without loss of generality, the size of the d is 

0<d<10-9m and the cell size Δx is 10-11m. The total time 

step is 2000. The eigenenergies of the quantum well are 

quantized as: 

 
2 2

2

2
, 1,2,3...

2
n

h
E n n

ma


= =  (26) 

The wavefunction calculated with the FDTD and 

RK-HO-FDTD schemes are drawn in Fig. 3. It shows 

that the RK-HO-FDTD schemes accord closely with the 

theoretical predictions than FDTD method. Table 4 gives 

the temporal discretization, spatial discretization, total 

computational domain, total time steps and CPU time. 

From the data, we know that the CPU times of the HO-

FDTD (2,4) is more than the FDTD. The conclusion is 

the better dispersion need more computational time with 

the same computational condition. 

 

 
 
Fig. 3. The comparisons of the wavefunction calculated 

in different methods and theoretical value in 1D infinite 

well. 

 

Table 4: Computational time for FDTD and RK-HO-

FDTD method 

 

V. CONCLUSIONS 
The characteristics of the RK-HO-FDTD methods 

have been discussed in this paper for solving the 

Schrodinger equation. The RK-HO-FDTD and FDTD 

method are implemented to mode the wave function  

of a particle in 1D infinite potential well. The results  

show that the scheme can increase the accuracy of 

wavefunction simulation. 
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Abstract ─ Antenna testing consists locating the 

potential defaults from radiated field measurements. It 

has been established in literature, that compressive 

sensing methods provide faster results in failure detection 

from smaller number of measurement data compared  
to the traditional back-propagation mechanisms. 

Compressive sensing (CS) methods require a priori 

measurement of failure-free reference array and require 

small number of measurements for diagnosis. However, 

there are conflicting reports in literature regarding the 

choice of appropriate CS method, and there is no 

sufficient comparison study to justify which one is  

a better choice under a very harsh condition. In this  

study, recovery performance test of CS methods for the 

diagnosis of antenna array from few near-field measured 

data under various signal-to-noise ratios (SNRs) is 
presented. Specifically, we tested three prominent 

regularization procedures: total variation (TV), mixed 

l1 l2⁄  norm, and minimization of the l1 in solving 

diagnosis problems in antenna array. Linear system that 

relates the difference between near-field measured data 

from reference antenna (RA) array and array under test 

(AUT), and the difference that exist between coefficients 

of RA and the AUT, is solved by the three compressive 

sensing regularization methods. Numerical experiment 

of a 10 × 10 rectangular waveguide array under realistic 
noise scenario, operating at 10 GHz is used to conduct 

the test. Minimization l1 technique is more robust to 

additive data noise. It exhibits better diagnosis at 20 dB 

and 10 dB SNR, making it a better candidate for noisy 

measured data as compared to other techniques. 

 

Index Terms ─ Antenna array diagnosis, antenna 

testing, compressive sensing, near-field, low SNR. 
 

I. INTRODUCTION 
Nowadays, near-field equipment is used for routine 

array test. Apart from radiation pattern measurements, 

diagnosis of antenna array is another major application. 

Current and future technologies employ sophisticated 

active or phased arrays with large elements. For 

example, large array employed in RADAR systems,  

full MIMO systems, massive MIMO, and personal 

communication devices that require complex antenna 

arrays. As a result, there will always be a demand for fast 

and accurate complex antenna systems diagnosis, to 

resolve the unacceptable radiation pattern distortion 
caused by element (s) failure in the array.  

Many antenna array diagnosis methods, based on 

genetic algorithms [1], [2], exhaustive search [3], matrix 

inversion [4], and MUSIC [5], have been developed in 

literature to identify faulty antenna elements in an array. 

All the methods compare the array under test (AUT) with 

the radiation pattern of an “error free” reference array. 

All the methods in [1-5] need big measurement samples 

for large antenna arrays, to get reliable diagnosis. 

Reducing the measurement samples, compressive 

sensing (CS) based techniques have been reported in [6]-
[9]. Despite the compelling outcome, the methods in [1]-

[9] focused on the detection of sparsity pattern of a failed 

array, i.e., failed elements location, not on the complex 

blockage, as addressed in [10]. Recently, compressive 

sensing approaches have shown great advantages in terms 

of reduced number of measurement data, reconstruction 

accuracy, and simulation time [11]. Compressive 

sensing (CS) is a method of signal processing through 

which it is possible to reconstruct or recover a signal 

from a set of linear measurements rather than the original 

signal itself, and the measurements set is less than  

the signal. Consequently, the primary signal will be 
reconstructed from measurement matrix, which is ill-

posed as a result of decreased dimension.  

In literatures, such as [7-11], differential scenario 

with sparse recovery algorithms have been used to 

diagnose antenna arrays and retrieve element excitations. 

This method results to a small number of unknown, 

however, they require a well detailed array model with 

the exact information of the radiation patterns of the 

antenna to generate appropriate results. Particularly, 

total variation (TV) norm, mixed ℓ1 ℓ2⁄  norm and 

minimization of the ℓ1 norm were tested to proffer 

solution to an inversion issue. However, based on the 

acquired information, no work has thoroughly compared 

the methods, particularly the recovery performance 
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under different signal-to-noise ratios (SNRs). For a noisy 

measured data, which of those methods is more suitable? 

i.e., which method gives better recovery performance for 

near-field measured data with low SNR? This paper 

provides answer to this question. In addition, there are 
contradicting reports and recommendations in literature. 

For instance, Fuchs et al. [11] recommended the use of 

mixed ℓ1 ℓ2⁄  norm while Migliore [7] recommended 

minimization of the ℓ1 norm. Again, these are conflicting 

results necessitating the further study. 

In CS mechanisms, the number of measurements 

required increases logarithmically and slowly based on 

the number of unknowns [12-17]. Hence, field synthesis 

scheme benefits more in sparse recovery-based methods 

[11]. Modeled diagnostic issues can be evaluated by 
using the available customs whose calculation times are 

little more than the standard approaches. Therefore, it is 

good to show that total time required in getting the array 

of antenna diagnosed majorly depend on time taken  

in measurement, with post-processing time of higher 

magnitude faster. That is the reason that sparse recovery 

methods with few numbers of measurements will 

provide faster antenna array diagnosis. Researchers have 

proposed various compressive sensing algorithms [11], 

[12]-, [25] but only three of them are reported in this 

paper because of their robustness and efficiency [4]. 

Total variation (TV) norm, mixed ℓ1 ℓ2⁄  norm and 

minimization of the ℓ1 norm methods are adapted and 

applied to a simulated near-field data of a 10 GHz 

waveguide array with 100 elements in which failures had 

been added intentionally. And the recovery performance 

under low SNR was evaluated, to determine the best 

algorithm fit for such scenario.  

CS methods provide good, reliable, and accurate 

antenna array diagnosis at low SNR compared to the 

conventional methods. This is a useful feature, 

particularly in very harsh measurement environment. 
Nevertheless, no work has thoroughly compared the CS  

methods. Furthermore, in a very harsh measurement 

environment (i.e., low SNR), which of these methods  

is preferable? That is, which of the methods provide 

better recovery performance for low SNR near-field 

measurement? This paper answers this question, 

specifically; total variation (TV) norm, mixed ℓ1 ℓ2⁄  

norm and minimization of the ℓ1 norm were examined to 

solve an inversion problem. The results obtained will 

influence the choice of CS diagnosis method especially 

under very low SNR measurements. 

 

II. DIAGNOSIS PROBLEM OF ANTENNA 

ARRAY 
Here, we consider a rectangular radiating antenna 

array in space (Fig. 1). The radiated field of antenna is 

usually considered in phase or/and amplitude within the 

near-field region. The AUT is as shown in Fig. 1 (b). The 

associated parameters of AUT is marked with “u” as 

superscript. Especially, 𝑬𝑢(𝑥, 𝑦) is the tangential field 

that is concentrated on the antenna aperture, i.e., 

                𝑬𝑢(𝑥, 𝑦) = 𝐸𝑥
𝑢(𝑥, 𝑦)𝑥̂ + 𝐸𝑦

𝑢(𝑥, 𝑦)𝑦̂,              (1) 

where 𝐸𝑥
𝑢(𝑥, 𝑦)𝑥 and 𝐸𝑦

𝑢(𝑥, 𝑦)𝑦̂ are components x and  

y of the electric field situated on the aperture Σ 

respectively. Near-field 𝑁𝑢(𝑟, 𝜃, ∅) is field measured on 

part of hemispherical surface (0 ≤ 𝜃 ≤ 𝜋 2,⁄ 0 ≤ 𝜙 ≤
2𝜋) at radius r from center of AUT, and  𝑟 < 2𝐷2/𝜆, D 

is diameter of the antenna. Also, the near-field of RA is 

assumed available. The associated parameters are with 

“o” superscript. 𝑬𝑜(𝑥, 𝑦) is the field on RA aperture Σ 

and 𝑵𝑜(𝑟, 𝜃, ∅) denotes the far-field radiated. For the 
DA depicted in Fig. 1 (c), the tangential distribution 

𝑬(𝑥, 𝑦) on its aperture equals the difference between the 

RA and AUT field, and the corresponding near-field 

𝑵(𝑟, 𝜃, 𝜙) is expressed as the difference between the 

near field of RA and AUT as: 

                   𝑬(𝑥, 𝑦) = 𝑬𝑢(𝑥, 𝑦) − 𝑬𝑜(𝑥, 𝑦),                  (2) 

           𝑵(𝑟, 𝜃, 𝜙) = 𝑵𝑢(𝑟, 𝜃, 𝜙) − 𝑵𝑜(𝑟, 𝜃, 𝜙).           (3) 

 
 (a) (b) (c) 

 

Fig. 1. Antenna array decomposition and modeling for diagnosis. (a) Reference antenna (RA), (b) antenna under test 

(AUT), and (c) differential antenna (DA). Number of failures here is 2 for 24 elements, and Σ is the aperture [11]. 
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III. COMPRESSED SPARSE RECOVERY 

TECHNIQUES 
The role of matrix inversion technique is to 

introduce a priori knowledge within the inversion. The 

efficient approach that is required in getting this 

regularization is by approximately reducing the selected 

norm q of x solution. Hence, the optimization problem to 

be solved becomes: 

            min
x

‖𝑋‖𝑞  subject to ‖𝒚 − 𝑨𝑿‖2 ≤ 𝛾,              (4) 

where ‖·‖𝑞 represents 𝑙𝑞 norm, and 𝛾 is a function of 

noise and factors affecting the measurement. Different 

routines solutions are readily available to solve the 

convex optimization problem of Eqn. (4), such as [19-

25]. The three norms 𝑙𝑞, chosen according to a priori 

knowledge of a differential antenna diagnosis setup, can 

then be explained for inversion regularization. We can 
consequently apply them to effectively diagnosis radiating 

elements. 
 

A. TV norm 

According to a priori knowledge that solution x has 

small discontinuities due to the presence of failures. 

Besides the failures, it is expected that the field x is to  
be made almost zero. Therefore, TV-norm is a smooth 

function to regularize x [25]. So, minimizing TV-norm 

is minimizing its gradient, this is the effect of smoothing. 

Consider 2-dimensional complex data set 𝑋 ∈ ℂ𝑀×𝑁, 

TV-norm gives: 

        ‖𝑋‖𝑇𝑉 = ∑|𝑿𝑚+1,𝑛 − 𝑿𝑚,𝑛|

𝑚,𝑛

+ |𝑿𝑚,𝑛+1 − 𝑿𝑚,𝑛|                        (5) 

‖𝑣𝑒𝑐(𝛁𝑥𝑿)‖1 + ‖𝑣𝑒𝑐(𝑿𝛁𝑦)‖
1
, 

𝑣𝑒𝑐 (X) produces vector N by M that has the columns X, 

stacked beside each other. Gradient matrix 𝛁𝑥 and 𝛁𝑦 are 

made up of  𝑀 × 𝑀 and 𝑁 × 𝑁 size, respectively. They 

are computed as: 

𝛁𝑥 = [
−1 1 0

               ⋱         ⋱
0 −1 1

] and 

 𝛁𝑦 = [

−1 0
1 ⋱

⋱ −1
0 1

]. 

Then, the problem of optimization in Eqn. (4) becomes: 

    min
𝑿

‖𝑿‖𝑇𝑉 subjects to  ‖𝒚 − 𝑨𝑣𝑒𝑐(𝑿)‖2 ≤ 𝜖.       (6) 

 

B. 𝓵𝟏 norm 

Since sparse solution 𝑋 exists, then a search space 

can be reduced by initiating a priori knowledge in 

inversion. Particularly, the ℓ1-norm (‖𝑋‖1 = ∑ |𝑥𝑘|𝑘 ) is 

the leading convex surrogate of the appropriate vector 

estimate. That is, the quasi-norm ℓ0 that calculates 
nonzero occurrences of a particular vector). Consequently, 

ℓ1 norm technique is an effective method for enhancing 

the sparse solution [7], [8], [10], [11]. The problem of 

the regularization is: 

min
𝑋

‖𝑋‖1 subject to  ‖𝒚 − 𝑨𝑣𝑒𝑐(𝑿)‖2 ≤ 𝜖.        (7) 

Minimization of the ℓ1-norm forces the pointwise 

sparsity of solution per sample 𝑥𝑘 of EM field on the DA 

aperture. 

 

C. 𝓵𝟏 𝓵𝟐⁄ -norm 

The position and dimension of the radiating aperture 

can be taken. The solution X is grouped into G groups 

𝑋𝑔 that corresponds to each aperture of the radiating 

element g. For a faulty element, all regions of 

discretization 𝑥𝑘
𝑔

 within the aperture becomes nonzero. 

Let vector X of dimension MN be divided into G non-

overlapping groups depicted as 𝑋𝑔 of size 𝑁𝑔, such as 

∑ 𝑁𝑔
𝐺
𝑔=1 = 𝑀𝑁. Then, the mixed ℓ1 ℓ2⁄ -norm is given as: 

‖𝑋‖1,2 = ∑‖𝑋𝑔‖2

𝐺

𝑔=1

= ∑ √|𝑥1
𝑔|

2
+ ⋯ + |𝑥𝑁𝑔

𝑔 |
2

 

𝐺

𝑔=1

.                     (8) 

Mixed ℓ1 ℓ2⁄ -norm have similar behavior with ℓ1 Norm 

on vector‖𝑋1‖2,…, ‖𝑋𝑔‖2,… ‖𝑋𝐺‖2, it therefore induces 

group sparsity at the radiating aperture level. The 

regularized inversion optimization problem is given as: 

           min
𝑋

‖𝑋‖1,2 subject to  ‖𝒚 − 𝑨𝑋‖2 ≤ 𝜖.             (9) 

 

IV. NUMERICAL SIMULATIONS 
Considering an open-ended waveguide array 

constituted by a 10 × 10 WR90 waveguides that operates 

at 10 GHz, aperture size 22.86 × 10.16 𝑚𝑚2, and spaced 

uniformly by 𝜆 𝑎𝑛𝑑 𝜆/2 along x- and y-planes, 

respectively, as depicted in Figs. 2 (a-c). Because 

normalized patterns provide sufficient information to 

obtain substantial results, we considered the normalized 

pattern as shown in Figs. 2 (d, e). The antenna array’s 

radiation pattern is computed using antenna toolbox in 

Matlab software. At first, all the elements N in the array 
are excited with the same value in order to emulate  

RA (i.e., array without failure). To model the AUT, K 

failures in either phase 𝛿Φ or amplitude 𝛿A are added.  

Practically, noise contaminates measurements; 

hence, we added a Gaussian noise n to the radiation 

pattern of the reference and defaults as 𝒚𝑛
𝑞

= 𝒚𝑞 + 𝒏𝑞 

where 𝑞 = {𝑟, 𝑑}. Noise level is computed by SNR 
which could be extracted from the highest magnitude of 

received field to fit with dynamic range of measurement. 

Then the noise can be given as: 

  𝑛𝑞 =
ℕ(0,1) + 𝑗ℕ(0,1)

√2
 𝑚𝑎𝑥|𝒚𝑞|. 10−𝑆𝑁𝑅𝑑𝐵/20,   (10) 

where ℕ(0,1) represents Gaussian random vector with  
0 mean and 1 standard deviation. SNR can be varied  

in random near-field measurements, and subjecting the 
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compressive sensing methods to different scenario can provide recovery performance of each methods.  

 
 (a) (b) 

 
 (c) 

 
   (d)    (e) 

 

Fig. 2. Simulation setup. (a) Waveguide, (b) radiation pattern, (c) antenna array, (d) normalized radiation pattern with 
no element failure, and (e) normalized radiation pattern with 6 elements failures. 

 

V. RECOVERY PERFORMANCE 

Quantifying the diagnostic performances, the 

following indicator is introduced. Firstly, we add the 

field’s magnitude samples 𝑥𝑘 situated on each element’s 

aperture g: 𝛼𝑔 = ∑ |𝑥𝑘
𝑔|𝑔 , 𝑓𝑜𝑟 𝑔 = 1, … , 𝐺. From that, 

we get a positive number for each radiating element g, 

the difference ∆𝐹𝐴 between lowest failure level and 

highest false alarm is computed. ∆𝐹𝐴 value is the margin 
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set as threshold to differentiate between true failure and 

false alarm. Higher margin ∆𝐹𝐴 implies easier diagnostic, 

while a negative ∆𝐹𝐴 implies incorrectly performed 

diagnostic because false alarm value appears bigger than 
a failure. 

For all the methods adopted, we repeated the 

simulation for 120 times with the incorporation of the 

Gaussian white noise. The simulation results given in 

this study are average figures over the 120 simulation 

times, so as to ensure appreciable results. The total 

number of measurement employed for investigation is 

12 × 12 = 144 for all the methods because choosing 

higher measured points have no effect on the recovery 

performance. The associated parameter 𝜖 in the data-
fitting of the sparse recovery techniques (Eqn. 4) is 

selected to be higher than noise intensity. We specifically 

put 𝜖 at 1.1‖𝒏‖2 while in measurements, an estimation 

of the SNR is employed to calculate 𝜖. Anechoic 

chamber that exhibits various SNR is assumed, and we 

set the value of 𝜖 accordingly.  

 

 
 

Fig. 3. Result sample of array diagnosis. 𝑎𝑙𝑝ℎ𝑎𝑘  is the 

radiating element k level. ∆𝐹𝐴 is the distance or gap 

between the least of the six errors (red) and the highest 

false alarm (black). 

 

D. Amplitude failures 

At first we consider K=6 waveguides are excited 

with 1 − 𝛿𝐴 amplitude as against 1 to initiate amplitude 

failures. Accessing the recovery performance, the margin 

∆𝐹𝐴 is computed for different SNRs. The results are 

reported in Fig. 3 and Tables 1 and 2 respectively.  

It is simpler to conduct diagnosis when amplitude 

error is more important which is as expected. Generally, 

for a particular SNR, ∆𝐹𝐴 is higher when 𝛿𝐴 = 1 than 

𝛿𝐴 = 0.1. The ℓ1 Norm exhibit highest ∆𝐹𝐴 in both cases, 

this implies best diagnostic performance at different 

SNRs. Though it took longer simulation time than other 

compressed sensing methods. 

E. Phase failures 

In this case, K=6 waveguides are excited with 

amplitude of 𝑒𝑗𝛿Φ  instead of 1 to emulate failures in 

phase. ∆𝐹𝐴 was computed for different SNRs to evaluate 

the recovery. The results obtained are shown in Tables 3 

and 4. All the comments made for amplitude failures also 

hold here. As expected, larger phase error is much easier 

to diagnose than smaller one. The best diagnostic results 

are obtained by ℓ1 norm approach. 

Generally, the diagnosis is weak at lower SNRs for 
both amplitude and phase errors. Therefore, this is a gap 

to be filled up by new algorithms, which is open for 

research and development. The algorithm should exhibit 

higher ∆𝐹𝐴 recovery performance both at higher and 

lower SNRs. Because most near-field equipment exhibit 

different degrees of SNRs, it will make the diagnosis 

better and correct. But based on this study, ℓ1 norm offer 

better diagnosis at lower SNRs; 20 dB and 10 dB from 

near-field. In all the cases considered for both amplitude 

and phase failures, and results obtained in Table 1-4, ℓ1 

norm has widest ∆𝐹𝐴 gap among the three regularizers 

considered. Next is TV, which performs better than the 

mixed 𝑙1 𝑙2⁄  norm. For instance, at 10 dB SNR of Table 

1-4, only ℓ1 norm gives value for ∆𝐹𝐴. This case is  

the same for 𝛿𝐴 = 1 and 𝛿𝐴 = 0.1 amplitude failure 

configurations, and 𝛿Φ = 700 and 𝛿Φ = 100 phase failure 

configurations. Therefore, ℓ1 norm is the best choice 

among the three CS methods for all SNR levels 

considered. 
Ensuring common ground for comparison with 

reference [11], the diagnosing scheme and the AUT 

configurations are made similar to [11], but the 

diagnosing results are different. In [11], the mixed 𝑙1 𝑙2⁄  

norm minimization indicates best performance, while  

in this study; the ℓ1 norm minimization indicates best 

performance. The disparity might be because of the 

nature of field considered. In [11], the CS methods are 

investigated at far-field, but in this work and that of 

Migliore [7], minimization 𝑙1technique show best 

performance and more robust against measurement noise. 

Probably because [7] and this work are investigated  

at near-field (i.e., measurement is taken on part of 

hemispherical surface (0 ≤ 𝜃 ≤ 𝜋 2,⁄ 0 ≤ 𝜙 ≤ 2𝜋) at 

radius r from center of AUT, and 𝑟 < 2𝐷2/𝜆. The 

minimization 𝑙1technique does not require any hardware 

modification of standard (i.e., not scattering-modulated 

based) near-field measurement systems allowing an 

increasing of the “throughput” of the array testing 

process at practically zero cost. 

The key point regularization procedure minimizing 
the 1-norm of the difference vector between a failure-

free excitation vector and the excitation vector of the 

AUT. This allows to obtain an equivalent sparse array, 

discarding the pieces of information not of interest for 

the failure identification problem. 
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This study centers on numerical experiments and 

shows that the ℓ1 norm technique gives best performance. 

However, the identification of the minimum number of 

measurements in array diagnosis, and in general the 

development of precise undersampling theorems in 

electromagnetic theory, remains an open problem that 

requires further studies. 

 

Table 1: Recovery performance for various SNRs; K=6 amplitude failures and 𝛿𝐴 = 1 amplitude failure configuration 

SNR (dB) 100 80 60 40 20 10 

∆𝐹𝐴 of 𝐿1𝐿2 0.4251 0.3997 0.3196 0.1982 NAN NAN 

∆𝐹𝐴 of TV 0.9846 0.8636 0.6738 0.6321 0.3121 NAN 

∆𝐹𝐴 of 𝐿1 0.9997 0.9892 0.9771 0.8562 0.4321 0.021 

 

Table 2: Recovery performance for various SNRs; K=6 amplitude failures and 𝛿𝐴 = 0.1 amplitude failure configuration 

SNR (dB) 100 80 60 40 20 10 

∆𝐹𝐴 of 𝐿1𝐿2 0.4531 0.2310 0.0000 NAN NAN NAN 

∆𝐹𝐴 of TV 0.5312 0.3921 0.2101 0.1031 0.0010 NAN 

∆𝐹𝐴 of 𝐿1 0.8251 0.7834 0.7321 0.6101 0.3221 0.0310 

 

Table 3: Recovery performance for various SNRs; K=6 phase failures and 𝛿Φ = 700 phase failure configuration 

SNR (dB) 100 80 60 40 20 10 

∆𝐹𝐴 of 𝐿1𝐿2 0.7984 0.7231 0.6321 0.1321 NAN NAN 

∆𝐹𝐴 of TV 0.5312 0.3921 0.4210 0.4521 0.0210 NAN 

∆𝐹𝐴 of 𝐿1 0.9876 0.9231 0.8532 0.6324 0.3871 0.1310 

 

Table 4: Recovery performance for various SNRs; K=6 phase failures and 𝛿Φ = 100 phase failure configuration 

SNR (dB) 100 80 60 40 20 10 

∆𝐹𝐴 of 𝐿1𝐿2 0.4421 0.3410 0.3750 NAN NAN NAN 

∆𝐹𝐴 of TV 0.6120 0.5881 0.5101 0.0000 NAN NAN 

∆𝐹𝐴 of 𝐿1 0.8612 0.7994 0.7821 0.2101 NAN NAN 

 

VI. CONCLUSION 
In this paper, a recovery performance analysis test 

of compressive sensing methods for antenna array 

diagnosis from near-field measured data is presented. 

Particularly, we considered three prominent regularization 

procedures: total variation (TV), mixed 𝑙1 𝑙2⁄  norm, and 

minimization of the 𝑙1 to solve diagnosis problems in 
antenna array at low SNR. Simulation of a 10 GHz 

10 × 10 rectangular waveguide array under realistic 

noise conditions was presented and used to conduct the 

test for various SNRs. Generally, the diagnosis is weak 

at low SNRs for both amplitude and phase errors, so for 

data with low SNRs. Minimization 𝑙1 technique show 

more robustness to additive data noise than total variation, 

and mixed 𝑙1 𝑙2⁄  norm. Therefore, minimization 𝑙1 is a 

better choice whenever antenna array diagnosis is to be 
performed in a very harsh measurement environment. 
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Abstract ─ This research work proposes a microstrip-

based quad-band monopole antenna for body Wearable 

Wireless Devices (WWD) for Wireless Body Area 

Network (WBAN) applications. Ultra high frequency 

(UHF) and Ultra wide band (UWB) technology have 

been known for their efficiency to meet power, size  

and distance considerations for WBANs. The designed 

antenna resonates at four frequencies, 1.8, 2.4, 5.0 and 

8.9 GHz covering licensed and license-free wireless 

technologies. The antenna design considers the 

electromagnetic (EM) effects due to the interaction of 

body tissues with the radio frequency (RF) waves, which 

are very different when compared to their interaction 

with free space. The performance of the antenna is 

investigated in terms of radiation efficiency, total gain, 

specific absorption rate (SAR), and thermal effects (short 

and long term). A simplified, human body tissue layer 

model is used for simulations utilizing EM computations. 

Simulated and experimental results are paralleled and are 

found to be in good agreement. 

 

Index Terms ─ Microstrip antenna, quad-band, specific 

absorption rate, thermal effects, ultra wideband, WBAN, 

wearable wireless devices. 
 

I. INTRODUCTION 
The goal of wearable technology is to create 

expedient and portable access to information in real  

time. With the use of body Wearable Wireless Devices 

(WWD), Wireless Body Area Networks (WBANs) find 

extensive applications in health care, rescue and 

emergency missions, augmented reality, ambient 

assisted living setups, smart entertainment and much 

more due to its multi-frequency capability. It has been 

anticipated that wearable technology would be a vital 

supporter of consumer electronics industry. Wearable 

devices interconnect with the help of wearable antennas. 

The field of wearable antennas is a multidisciplinary one 

that combines electromagnetics, material science, and 

bioelectronics. The parameters that impact the design of 

in-body and on-body antennas have been enumerated in 

[1]. A review paper [2] has revealed research on 

wearable, body mounted antennas for various applications 

at different frequencies over a decade. A wide assortment 

of antennas ranging from monopole, dipole, PIFA, 

microstrip, U slot, coplanar, circular, triangular patch 

antenna, EBG textile antennas, antennas for dual bands 

and those mounted on a button, belt and helmet have 

been studied.  

In recent years, antennas for health care systems, 

effects of planar fabric substrate antenna, dual polarized 

printed antenna, tripod kettle antenna, and several 

antennas when placed near to human body has been 

studied by [3-7]. Diverse antenna types working at GHz 

frequencies has been discussed [8-11]. Antennas that are 

wearable and which work at multiband are in trend. A 

fractal shape multiband antenna that can operate from 1-

20 GHz has been proposed [12]. A WiMax and C band 

antenna of compact size has been designed [13] and 

compared with other dual and triple band antennas. A 

triple band fractal Koch dipole denim antenna has been 

studied for its performance and its suitability has been 

tested for wearable applications [14]. 

The human body is inhomogeneous with high loss 

and permittivity that are frequency dependent and which 

affect the properties of an antenna. The interactions of 

electromagnetic (EM) waves with the body using single 

and multi-layered tissue models have been discussed 

[15]. A good antenna design is essential for limited SAR 

values as the SAR depends on directivity, orientation, 

and gain of the antenna [16]. The effect of human body 

on RF transmission of biotelemetry and portable radio 

antennas at 10-1000 MHz has been discussed [17]. 

Recent research in wearable textile antennas that work 

under bending conditions on body has been carried out 

by [18]. Researchers [3] have investigated wearable 

antenna performance using human modelling for gain 

and diversity. In [19] authors have designed wearable 

fractal antenna and have worked on SAR as a useful 

parameter for wearable application. Safe use of the 

antenna on the body is more related to temperature 
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changes than power density [20]. Emphasis has been 

made on thermal and biological aspects when it is RF 

waves interactions with the body [21]. In this context, 

elevation of temperature measurements for the compliance 

evaluation of mm-wave wireless devices operating close 

to the body has been suggested [22].   

In this work, a quad-band microstrip based 

monopole antenna that works efficiently at four bands 

within UHF (30-3000 MHz) and UWB (3.1-10.6 GHz) 

frequencies on the human body has been proposed for 

WBANs utilizing WWDs. The antenna is offered to 

communicate from WWD to a personal digital assistant 

device / smart digital device. Due to the growth of 

wireless technology, several wireless systems operate 

simultaneously in a given scenario. The four bands 

chosen enable the antenna to be used along with the 

existing wireless technologies licensed and license-free 

bands. The UWB sub-bands selected allow the antenna 

to be used for low and high data rate applications,  

for varying power levels of reception and realistic 

environments when the full UWB cannot be utilized  

[23-24]. The antenna designed is proposed to work in 

proximity to the human body. The effects of the body on 

the antenna performance and vice versa have to be taken 

into account. The performance of the designed antenna 

for varying skin thickness and its heating effects are 

studied and analyzed utilizing Ansys HFSS [25] and 

Sim4Life by SPEAG [26]. Sim4Life is used for 

simulations on-body for the designed antenna at various 

body sites utilizing its high-fidelity computable human 

phantoms with advanced tissue models, and HFSS 

(based on finite element method) is used for antenna 

design and fabrication. 
 

II. MODELLING HUMAN BODY TISSUES 

A. Effect of electromagnetic field on human tissues 

The human body consists of different types of 

material, each differing in the way they interact with the 

EM fields. The geometry of the human body and its 

different parts has been described to be very complex 

[27]. The electrical properties of the biological tissues 

are the result of the electromagnetic radiations 

interacting with constituents of the body at the cellular 

and molecular level [28]. Understanding the interaction 

and the electrical properties of body tissues is the 

primary need in the design work of antennas for body 

wearable devices. The biological effects of antennas 

working in the UWB frequency ranges are proportional 

to the rate of energy absorption given in terms of SAR 

and the ability to heat human tissues. Both these effects 

can be hazardous if exposure is sufficiently intense or 

prolonged. Since the magnetic permeability of body 

tissues is same as that of free space, the electrical 

permittivity and conductivity are the important 

properties that determine the electric field distribution in 

the body and the power dissipated in it [29]. These 

properties change with frequency. Tissues with the 

highest water content have the highest relative 

permittivity (e.g., skin and muscle), decreasing with 

increasing frequency. The tissue’s water content results 

in the specific permittivity value, which affects the 

wavelength inside tissues [30]. 

 

B. Layered model of human tissue 
The antenna has been designed for wireless devices, 

where the influence of the outermost body tissues has  

to be considered. There are different simplified tissue 

models like homogeneous models, three layered body 

model with different cross sections as flat, rectangular 

and elliptical used in literature. There are also detailed 

3D complex voxel body models that use a lot of 

computational resource and time. For computational 

simplicity and considerable accuracy, a four layered 

rectangular biological tissue model made up of skin, 

subcutaneous fat, muscle and bone has been chosen as it 

represents most of the body regions [31]. The designed 

antenna is proposed to be placed over the stacked tissues 

with an average thickness of 2 mm, 3.5 mm, 10 mm and 

10 mm for skin, fat, muscle and bone layer respectively, 

as in Fig. 1.  

 

 

 

 

 

 

 

 

 

Fig. 1. Layered rectangular phantom model of human 

tissues. 
 

The electrical properties of the tissues at the various 

resonating frequencies of the designed antenna have 

been based on the works of Italian National Research 

Council, which is available online [32] and are tabulated 

in Table 1. The calculation of these electrical properties 

have been based on the data available [28], where the 

variation of the electrical properties of tissues over a 

frequency range of 10 KHz-10 GHz around a body 

temperature of 20˚C to 40˚C has been considered. Skin, 

due to its inhomogeneous structure has inhomogeneous 

dielectric properties. Muscles, bones have intermediate 

dielectric properties when compared to fat which has 

poor dielectric properties. 
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Table 1: Electrical properties at the desired frequencies 

Frequency 

(GHz) 
Tissue ε r 

σ 

(S/m) 

Tan θ 

(Loss 

Tangent) 

1.8 

Skin 38.8 1.18 0.30 

Fat 5.30 0.07 0.14 

Muscle 

Bone 

53.5 

19.3 

1.34 

0.58 

0.25 

0.30 

2.4 

Skin 38.0 1.44 0.28 

Fat 5.28 0.10 0.14 

Muscle 

Bone 

52.7 

18.6 

1.70 

0.78 

0.24 

0.31 

5.0 

Skin 35.7 3.06 0.30 

Fat 5.02 0.24 0.17 

Muscle 

Bone 

49.5 

16.0 

4.04 

1.81 

0.29 

0.40 

8.9 

Skin 32.3 6.78 0.42 

Fat 4.68 0.50 0.21 

Muscle 

Bone 

44.2 

13.2 

9.05 

3.42 

0.41 

0.52 

 

III. ANTENNA DESIGN 
It is critical that the antenna has a compact design 

for use on the human body. The antenna design 

requirements differ from that of a conventional antenna 

that is designed for free space because of the tissue 

environment. Microstrip model design equation [33] has 

been used to design the antenna. The antenna has a 

dimension of 35 х 32 х1.57 mm3 and is made of Rogers 

RT/ Duroid 5880 substrate with relative permittivity of 

2.2 and loss tangent of 9х10-3. The selection of the 

substrate is due to its low electric loss along with low 

moisture absorption. An optimized design of the antenna 

with a partial ground plane and staircase rectangular 

shaped patch has been used. The step size of 1mm 

followed by 1.5mm from both the top and bottom edges 

is used for the staircase pattern. Horizontal slots each 

measuring 6 mm in length and 0.5 mm in width are used 

on the right and left sides of the radiating patch. A 50Ω 

microstrip line was used to feed the radiating patch.  

The power input at the port was 1 mW. Good impedance 

matching has been achieved by a microstrip tapered line. 

The prototype of the antenna along with the dimensions 

is shown in Fig. 2. 

Strips of conducting material at top and bottom have 

been used to provide a defected ground plane. The design 

has been optimized to make the antenna work at four 

bands with S11 less than -10 dB at all the bands. The 

return loss plot for the various slot size of antenna design 

and optimization is shown in Fig. 3. It has been learnt 

that the defected ground plane helps to achieve the 

multiband operation of the antenna. The slots on the 

patch tend to align the shifted bands to the required  

resonant frequencies and the steps offer a greater value 

of return loss at the four bands. A quad band operation 

has been chosen to offer better EM compatibility with 

existing wireless communication technologies and 

unlicensed UWB and to be used for both low and high 

data rate applications. 

 

 
 
Fig. 2. Photograph of the prototype of staircase 

microstrip antenna with the dimensions in mm for: (a) 

radiating patch and (b) ground plane respectively. 
 

 
 
Fig. 3. S11 plot for various simulated length of the 

horizontal slot on the radiating patch of the antenna. 

 
IV. SIMULATION AND MEASURED 

RESULTS 

A. Antenna simulations and measurements in free 

space  

The antenna has been simulated and measured for 

its performance in free space before placing it on the 

body to understand the influence of human body 

proximity on the working of the microstrip antenna. 

Performance metrics of the antenna considered are total 

gain, radiation efficiency, and SAR. Measurements of 

return loss were made using RS-ZVL Vector Network 

Analyzer of frequency range 9 KHz-13.6 GHz. 
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B. Antenna simulations on rectangular phantom 

model and measurements on human body 

Placement of the antenna in direct contact with the 

body has resulted in decrease in gain and radiation 

efficiency with due effects on the impedance matching 

due to the dielectric loading provided by the lossy human 

tissues. A frequency shift in the resonating frequency  

of 100 MHz from 1.8 to 1.9 GHz, 80 MHz from 2.4 to 

2.48 GHz, 140 MHz from 5.0-5.14 GHz, 100 MHz from 

8.9 to 8.8 GHz was observed between simulated and 

measured results in the four bands respectively. 

Measurements of return loss when the antenna is placed 

on the body were made using RS-ZVL Vector Network 

Analyzer of frequency range 9 KHz-13.6 GHz. The 

designed antenna was kept on the human body with 

cotton padding of 5 mm between them. The performance 

of the antenna on the body has been enhanced due to  

the bio and electromagnetic compatibility nature of the 

chosen fabric which makes it realizable for real-time  

use when compared to the few mm of air gap used in 

previous designs. The measured return loss plot for free 

space and on body operation of the antenna is shown in 

Fig. 4. 

 

 
 

Fig. 4. Measured return loss plot for free space and on 

body placement of the antenna. 

 

The performance of the quad bands has been studied 

and tabulated in Table 2. It is seen from the table that  

the upper bands perform well when compared to lower 

bands. This is important while considering the EM 

waves (thus also antennas) interaction with the body 

[28]. Major reflections occur due to the wave impedance 

mismatch between low (fat) and high water content 

(skin, muscle) tissues. The performance of the antenna at 

the four bands is dependent on the electrical properties 

of the tissues at those frequencies. It has been observed 

that the electrical permittivity decreases with increasing 

frequency and the electrical conductivity and loss 

tangent increase with increasing frequency for the 

tissues. Negative gain values at lower bands were due to 

the near omnidirectional radiation pattern of the antenna.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

 

 

 

 

 
 

Fig. 5. Radiation pattern (simulated gain in dB): (a) free 

space E plane, (b) free space H plane, (c) on body E 

plane, and (d) on body H plane. 

 
                  (a) 

 
                           (b) 

 
                             (c) 

 
                           (d) 
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As frequency increases, there is less penetration into 

the body and hence an increase in radiation efficiency  

of the antenna. It is observed that there is better 

performance in the third band. This is due to the 

combination of the change in electrical properties of the 

tissues at this band when compared to the other bands. 

The quasi-omnidirectional radiation pattern of the 

antenna that has been obtained considering the thickness 

of the layers of skin, subcutaneous fat, muscle and bone 

as 2, 3.5,10, 10 mm respectively at the four bands  

are shown in Fig. 5. The patterns have been compared 

with free space radiation patterns of the antenna. The 

radiations are seen away from the body ensuring less 

absorption of radiations by the body. The simulated 

radiation parameters for on-body placement of the 

antenna are tabulated in Table 3. It has been observed 

that there is increase in main lobe level, peak directivity 

at higher frequencies due to lesser penetration of RF 

waves into body and hence more radiations away from 

the body. The values of half power beam width (HPBW) 

and side lobe levels are also given. This makes it suitable 

for on-off body communication as from a wearable 

device to a mobile phone. In case of free space operation, 

the absence of body tissue influence has ensured near 

omni- directional radiation pattern as seen in Fig. 5. 

Table 2: Performance of quad band in free space and on 

body 

Frequencies 

Total Gain 

(dB) 

Radiation 

Efficiency (%) 

Free 

Space 

On 

Body 

Free 

Space 

On 

Body 

1.8 GHz 2.7 -6.7 98 9.0 

2.4 GHz 3.2 -2.3 98 14.4 

5.0 GHz 7.0 5.2 99 55.9 

8.9 GHz 6.8 5.0 99 48.1 

 
Table 3: Radiation properties (simulated) for on-body 

placement of the antenna 

Radiation  

Parameter 

1.8 

GHz 

2.4 

GHz 

5.0 

GHz 

8.9 

GHz 

Main lobe 

magnitude (dB) 
-6.4 -2.3 5.2 5.0 

Peak directivity (dB) 2.5 4.0 5.9 6.1 

Side lobe level (dB) -4.5 -9.3 -15.3 -15.0 

HPBW (degree) 130 117 79.5 81.5 

 
C. Robustness study of the antenna on the body 

The antenna has been analyzed for its robust 

performance on the human body by considering the 

scenario of varying skin thickness and placement of the  

antenna at random sites on the body. The thickness of 

skin increases with age. In that view, the thickness of  

the skin layer used in the model has been varied from  

1-2 mm, depicting a scenario of young to aged skin. The 

return loss plot for the same is seen in Fig. 6. It is 

observed that the quad band operation is maintained for 

all skin thickness. With a decrease in skin thickness, for 

the second band, there is a right shift towards higher 

resonating frequencies. 

The proposed antenna has been simulated at ten 

different anatomical sites on the body. This was to analyze 

the performance of the antenna on any site on the body 

where the thickness of the layers of tissue varies with  

the placement site. The body sites that were considered 

are forehead, neck, biceps, triceps, chest, wrist, anterior 

abdomen, anterior thigh, posterior thigh, calf of legs as 

shown in Fig. 7 and named in Table 4. They are the most 

familiar and comfortable sites on body for monitoring 

vital bio-signals. The anatomical sites have been chosen 

considering a scenario of sports training or general health 

monitoring where the sensors and transceivers can be 

placed for the specific application. They are best sites  

for picking up physiological parameters like body 

temperature, pulse rate, blood pressure, respiration  

rate, ECG, heart rate, EMG, glucose level, motion and 

perspiration. The thickness of skin and subcutaneous fat 

layer for these body sites measured using ultrasonography 

have been referred from literature [34-40]. 

The performance of the antenna for various tissue 

layer combinations considering the muscle and bone 

thickness as 10 mm is given in Table 4. As frequency 

increase, they have shorter wavelengths and hence 

smaller penetration into the tissues. This results in lesser 

absorption of EM waves, and low values of SAR as 

frequency increases. 
 

 
 

Fig. 6. Comparison of simulated S11 plot for varying skin 

thickness. 
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Fig. 7. Anatomical sites of the body (anterior and 

posterior) considered for simulations along with PDA 

that serves as a gateway for WBAN applications. 
 

D. SAR and on body thermal effects 

Specific Absorption Rate (SAR) is a good 

dosimetric quantity that measures the rate of energy 

absorption by human body when exposed to radio 

frequency EM field. SAR is calculated as: 

 𝑆𝐴𝑅 =
𝜎.|𝐸|2

𝜌𝑚
, (1)  

where, E is the RMS value of induced field in (V/m), σ 

is the conductivity of tissue in (S/m), ρm is the mass 

density of tissue in kg/m3. A high level of SAR, in any 

tissue, above standard limits, can prove dangerous for 

human use. The effect has been measured as an increase 

in tissue temperature related to the time of exposure of 

tissues to the EM field. It has been observed from 

literature that an increase of tissue temperature equal to 

or greater than 1K would ascertain danger.  

 

 

 

 

 

 

 

 

 

 

 

The temperature rise of tissues have a linear 

relationship with the time of exposure for short-term 

exposure of a few seconds to minutes. This is because of 

the little significant contribution made by conductive or 

convective heat distribution to the temperature rise. A 

time duration of seconds to minutes has been taken as 

short term and minutes to hours has been taken as long 

term. The temperature rise in tissues (K) for short time 

exposure has been obtained from the following equation 

[41] by knowing the heat capacity of the tissue (J/kg/K), 

average SAR value for 1 gram of tissue and the time of 

exposure (∆t) in seconds: 

 ∆𝑇 = 𝑆𝐴𝑅.
∆𝑡

𝑐
. (2) 

The short time temperature rise for a period of 60 

seconds of radiation from the designed antenna on the 

human body has been calculated for the outer three 

tissues. Adiabatic conditions were assumed for heat 

exchange with the environment. Adiabatic conditions 

give the worst case temperature increase [42] in a state 

where no heat is exchanged with the environment.  

To obtain the relation between temperature rise  

and time, in the case of long time exposures, the Pennes 

Bio Heat equation considering the role of blood in 

thermoregulation of the body has been used. 

Simplification of the Bio heat differential equation  

has yielded equation (3) [43] that gives the maximum 

temperature rise over an extended period of time in the 

order of minutes. In the equation, S is average SAR for 

1 gram of tissue in W/kg, ρ is the mass density of tissue 

in kg/m3, K is thermal conductivity of the tissue in 

W/m/K, and w is blood perfusion rate in ml/g/min, cb is 

the heat capacity of blood in J/kg/K, λ is the wavelength 

of the EM wave in m. The parameter values for the 

considered body tissues and the average SAR values for 

the tissues at the four bands considered are given in 

Table 5. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: Performance of the quad bands at different body sites using simulations 
Performance 

Metrics 
Total Gain (dB) Efficiency (%) SAR (W/Kg) 

Site (Node) I II III IV I II III IV I II III IV 
Forehead (N1) -4 0.5 4.6 3.7 12.5 25.5 48.0 47.8 0.23 0.20 0.17 0.15 

Neck (N2) -4.3 -0.7 4.7 3.5 13.3 21.9 47.7 46.8 0.22 0.20 0.16 0.13 
Forearm (N3) -6 -2.1 5.2 3.8 9.3 15.3 53.4 50.7 0.21 0.20 0.14 0.13 
Triceps (N4) -6.7 -2.7 5.3 3.9 9.1 14.2 55.6 50.6 0.20 0.17 0.14 0.12 
Chest (N5) -6.9 -1.7 4.8 3.7 8.5 15.3 53.9 50.1 0.17 0.14 0.13 0.10 
Wrist (N6) -5.3 -1.4 4.2 2.5 10.5 16.4 16.4 39.6 0.25 0.19 0.15 0.14 

Abdomen (N7) -9 -6.6 5.1 3.5 6.1 7.4 58.1 46.4 0.21 0.17 0.16 0.09 
Ant. Thigh (N8) -6.8 -3.2 5.2 3.9 9.1 13.3 55.9 50.0 0.20 0.17 0.13 0.10 

Posterior thigh (N9) -7.9 -4.7 5.3 3.8 7.6 10.4 57.3 49.3 0.18 0.16 0.10 0.09 
Calf (N10) -7.3 -3.0 5.7 3.9 8.7 13.5 57.8 50.6 0.14 0.17 0.11 0.11 

 

ACES JOURNAL, Vol. 36, No. 8, August 2021985



Table 5: Parameter values of body tissues used for temperature calculations 

Tissue/ 

Parameters 

Mass 

Density 

(kg/m3) 

Thermal 

Conductivit

y (W/m/K) 

Heat 

Capacity 

(J/kg/K) 

Average SAR 

(W/kg) 

1.8 GHz 2.4 GHz 5.0 GHz 8.9 GHz 

Skin 1109 0.37 3391 0.22 0.17 0.15 0.11 

Fat 911 0.21 2348 0.03 0.02 0.01 0.01 

Muscle 1090 0.49 3421 0.09 0.05 0.02 0.02 

Bone 1908 0.32 2065 0.0003 0.0002 0.0001 0.0001 

The maximum SAR values among them has been 

used to calculate the maximum temperature rise for the 

particular tissue and the temperature rise are tabulated in 

Table 6 using (2) and (3). It is observed that the highest 

temperature increase has been found in the skin, with 

0.004 K for short term and 0.134 K for long term 

exposure. The temperature increase has been found to be 

indeed less of about fraction of a kelvin. The value of 

blood parameters considered are blood perfusion rate (w) 

and heat capacity of blood (cb) whose values are taken as 

0.5 ml/g/min and 3617 J/kg/K respectively: 

 𝑇𝑚𝑎𝑥 =
𝑞

𝜆′ [1 − (√𝜆′ 𝐴 + 1)𝑒−√𝜆′𝐴  ], (3) 

where,  𝑞 =
𝜌𝑆

𝐾
 ;   𝜆′ =

  𝑤 𝑐𝑏 

𝐾  
;  𝐴 =

𝜆

4
. 

 

Table 6: Maximum SAR values at different tissues and 

their heating effects 

Tissue 

Average 

SAR 

(Max.)  

(W/Kg) 

Short Term 

Temp 

Increase 

(K) 

Long Term 

Temp 

Increase 

(K) 

Skin 0.22 0.004 0.134 

Fat 0.03 0.001 0.016 

Muscle 0.09 0.002 0.056 

Bone 0.0003 0.0001 0.0003 
 

V. DISCUSSIONS AND CONCLUSIONS 
The performance of the quad-band based microstrip 

monopole antenna for WBAN applications has been 

studied in free space and on the body for the use of 

WWDs. The effects of the human body on the 

performance of the proposed antenna and the effects  

of the performing antenna on the human body in terms 

of thermal effects were analyzed. The antenna’s S11 

satisfies less than -10 dB in free space and on body 

simulations at all the four bands. Less value of gain  

at lower bands is due to the omnidirectional radiation 

pattern at these bands. Investigations have been made on 

the performance of the antenna at various human body 

sites and for varying skin thickness. It was observed from 

Table 4 that the location of placement of the antenna on 

the body has an effect on the performance of the antenna. 

Sites with lesser fat thickness (wrist, forehead, neck) had 

less reflections, greater absorption by the body, hence 

higher SAR values. Higher bands performed better due 

to a change in permittivity leading to less penetration 

into the tissues as frequency increases. Radiation 

absorption is less and efficiency of the antenna is more 

at higher frequencies. However, the performance of the 

antenna at all the considered body sites was reasonably 

good regarding gain and radiation efficiency. 

It is also analyzed from Table 6 that the short term 

and long term exposure of the body to the EM field  

due to the irradiating antenna was found to produce a 

temperature increase of a fraction of a kelvin which is 

indeed a small value. The thermal effect was found to  

be maximum on the skin which is the outermost tissue 

with a value of 0.134 K temperature rise under long term 

exposure. The maximum SAR value was observed to be 

0.22 W/kg over 1 g of tissue. SAR values were found to 

be far less than the maximum allowable SAR values 

limits 2 W/kg averaged over 10 g of tissue exposed to 

EM radiations given by International Council on Non-

Ionizing radiation protection [44] and 1g averaged SAR 

value of 1.6 W/kg provided by IEEE/ICES C95.1-2005 

[45]. These observations indicate that the proposed 

antenna module can be used as a candidate for WWDs 

for WBAN applications which will proliferate very widely 

in near future as a promising way of monitoring signals 

in all walks of life where the antennas performance is 

greatly affected by the dielectric properties of body 

tissues. 
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Abstract ─ In this communication, a compact design of 

a reconfigurable antenna array operating in the band 

IEEE 802.11a is presented. The proposed antenna array 

contains four radiating elements excited by a hybrid 

parallel-series-feed network. The hybrid feed technique 

is used to avoid the main beam squint due to frequency 

changes compared to series and parallel array feed 

topologies. Each of the four radiating elements consists 

of straight narrow strip inductor in parallel with an 

interdigital capacitor. The antenna resonant frequency is 
electronically controlled by placing PIN diodes switches 

at the resonant element's inputs. The antenna permits 

reconfigurable switching frequency bands between 5.25 

and 5.82 GHz. The results of the return loss and pattern 

radiation are shown. The size of the whole antenna 

structure is about 64 × 18 mm2 and can potentially be 

used in wireless systems. 

 

Index Terms ─ Antenna array, hybrid feed, 

reconfigurable, miniaturized.  
 

I. INTRODUCTION 
Recent advancements in wireless technology 

components have resulted in their increased use in 

gadgets meant for numerous wireless applications  

and use cases. Even when is a constant push for 

miniaturization of gadgets, reducing the sizes of 

antennas and batteries have been historically difficult, 

owing to performance constraints [1]. 

For instance, the principal limitation of the microstrip 

patch antenna is its narrow impedance bandwidth which 

is usually a few percent. Various procedures have been 

proposed to increase this bandwidth [2-3]. The techniques 
include using a parasitic patch stacked, a substrate of a 

low dielectric constant, as well as employing matching 

structures [4-6]. However, these techniques can only 

achieve limited degrees of bandwidth advancement. 

The frequency agile antennas were introduced to 

overcome the microstrip antenna narrow resonance [7]. 

These antennas can alter their resonant frequency to 

function at a specific frequency with the multi-serviced 

frequency bands [8]. As such, they can be built in lower 

sizes, and finds multipurpose uses for several wireless 

equipments. The feature of the antenna’s ability to be 

built in lower sizes, is highly demanded for cognitive 

radio systems [9-10]. Numerous methods were reported 

to achieve frequency tunable antennas, and they can be 

fundamentally categorized into three main types namely 

mechanical tuning [11,12], using tunable materials 

[13,14] and electronics switches [15,16]. Mechanical 

tuning involves a physical displacement, which needs 

some time suspension. It is difficult to attain consistent 

performance with mechanical tuning. Using tunable 
material also have drawbacks such as high bias voltages, 

temperature sensitivity and dc power consumption.  

To address these shortcomings, electronic switches  

are preferred in designing frequency tunable antennas. 

Additionally, electronic elements provide the benefit  

of packing efficiency, size reduction, and the ready 

availability of miniaturized commercial components that 

easily combined with the antennas. 

A few rounded electronically reconfigurable arrays 

were reported in the literature to operate in the band 

IEEE 802.11a. Byford et al., (2015) presents a 2 × 2 

reconfigurable array consisting of interconnected 
radiating elements which is controlled by switches.  If 

the switch is ON state, a larger radiating element with 

lower resonating frequencies than the individual elements 

is formed [17]. Li et al. (2014) introduced an array that 

consists of four double-sided bow-tie elements as well as 

an ultra-wideband feed network. The effective electrical 

lengths of the elements can be altered, once the state of 

the PIN diodes loaded on the radiators is controlled. 

Hence, the array resonant frequency can be electronically 

switched [18]. 

The purpose of this paper is threefold. The first is to 
propose a way for antennas to acquire frequency agile 

resonance, by using the PIN diodes as ON/OFF switches 

at each of the four array element inputs. Next, the paper 

proposes a way to avoid radiation pattern squint due to 

frequency change by using a hybrid feeding technique. 

The third is to present a miniaturized array real estate 

compared with the ones reported in the literature. If the 

radiating elements are compact, then the array size 

would be reduced. 

The remainder of this paper is structured as follows.  
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In Section 2, the single element resonator is explained. 

Description of the array is presented in Section 3.  

The PIN diode integration at array feeding arms is 

investigated in Section 4. Section 5 gives a comparison 

between the proposed antennas’s simulated measured 
results for the reconfigurable reflection coefficient and 

radiation pattern. The conclusions are drawn in Section 

6. 

 

II. SINGLE ELEMENT ANTENNA 

GEOMETRY 
Quasi lumped resonators (QLR) are widely 

discussed in literature owing to its attractive feature of 

reduced size. Its intrinsic circuit components determine 

the resonance frequency, and its periodic interdigital 

lumped element geometry enables it to have miniature 

size, which is its premium advantage. Quasi lumped 

elements are microwave elements whose physical lengths 

are very small compared to their respective wavelength. 

The microstrip lines used in microwave realization with 

lengths are shorter of quarter wavelength at the operating 

frequency, are generally denoted by the QLR. 
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Fig. 1. Quasi-lumped element layout. 

 
For the QLR shown in Fig. 1, the inductance that at 

the center and can be obtained by solving equation (1): 

 𝐿 = 200 × 10−9𝐼𝐿 (𝑙𝑛 (
2𝐼𝐿

𝑊𝐿+ℎ
) + 0.50094 + 

𝑊𝐿

3𝐼𝐿
 ), (1) 

where h is the substrate thickness 

In Fig. 1, the periodic multifinger structure 
represents the interdigital capacitor. The capacitance 

exists between the slits between the conductors. 

Naturally, these slits are very long. Hence, for reducing 

the QLR real estate, they are bent. Equation (2) reported 

by [19,20] is used to determine the interdigital 

capacitance: 

 𝐶 = 𝜀0 (
𝜀𝑟+1

2
) (𝑁 − ∆)𝐶𝐿 , (2) 

where ∆ is the correction factor ∆= (weff-w), weff is the 

effective width, w finger is the width: 

N is the fingers number. 
The pad capacitors Cp1 and Cp2 are situated at the 

QLR sides are used to fine tune the resonant frequency. 

equation (3) given by [21], is used to calculate the pad 

capacitors: 

 𝐶𝑝 =

(

 
 2.85𝜀𝑒𝑓𝑓

𝑙𝑛(1+(0.5)×(
8ℎ

𝑤𝑒𝑓𝑓
))×(

8ℎ

𝑤𝑒𝑓𝑓
+√(

8ℎ

𝑤𝑒𝑓𝑓
)

2

+𝜋2 )

)

 
 
× (

1

25.4×10−3
). (3) 

The resonant frequency of proposed QLR antenna 

can be estimated using equation (4) reported by [22,23]. 

Table 1 shows the dimensions of a single quasi lumped 

element at a resonant frequency of 5.8 GHz: 

 𝑓 =
1

2𝜋√𝐿(
𝐶𝑝1𝐶𝑝2

𝐶𝑝1+ 𝐶𝑝2
+𝐶)

 . (4) 

 

Table 1: The proposed quasi lumped antenna element 

parameters 

Parameter Dimensions [mm] 

𝑊𝑒 0.35 

𝐼𝐿 3.35 

𝐶 3.05 

𝑁 8 

𝐼𝐿
\
 1.23 

𝑔𝑒 1.23 

𝑊𝐿  1.2 

𝐿 5.4 

𝑊 5.8 

ℎ 0.813 

 

III. DESCRIPTION OF THE ARRAY 
Two kinds of array feeding topologies are frequently 

used, parallel topology and series topology geometries 

[24,25]. The series fed structures are mainly classified 

into resonant and traveling wave feeds [26,27]. The 

arrays for which the impedances at the junctions of the 
feeding line and the resonant elements are not matched 

are called the resonant arrays. In the traveling-wave 

array topology, the feeding line impedances and the 

radiating elements are commonly all matched. The 

advantages of series topology is that it primarily reduces 

the feed lines’ dielectric insertion losses. Furthermore, it 

decreases the radiation leakage of the feeding network 

compared to the parallel feed network. Broadly, the 

series feed arrangements are more compact as they need 

shorter transmission lengths, lower insertion loss and 

fewer junctions. However, it mainly produces narrow 
bandwidth and suffers of inherent phase difference 

produced by lengths differences of the feed lines [28]. 

The parallel feed, also called the corporate feed [29],  

are common and versatile as it enables controlling the 

feed of each element. However, corporate feeds need  

a relatively larger size, and it can be complicated to 

integrate them into an array environment. Also, due to 

the supplementary line lengths, losses are increased [30]. 

The hybrid feed is a combination of series and  
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parallel feed lines, and its design can eliminate the 

disadvantages of each of the parallel and the series feed 

networks. It provides a wider bandwidth over the series 

feed and can be more miniaturized than the corporate 

feed design. For purely series-feed array, the antenna 
input power is transmitted from one end of the array. The 

main beam angle will be quite sensitive to frequency 

variation because of the phase variation of the series-fed 

elements. A combination of parallel-series feed geometry 

can be employed to prevent the main beam squint due to 

frequency variations. For the hybrid feed, the beam 

phase of the series array will squint away from broadside 

as frequency varies, but, with parallel integration, the 

beam of the entire array will sustain pointed in the 

broadside direction. However, the hybrid array insertion 

loss is higher than purely series-fed array due to its 

fractional parallel feed. Nonetheless, the hybrid technique 
provides the designer with the opportunity to trade-offs 

between insertion loss and bandwidth [31]. 

The proposed center-fed series-parallel array is 

employed to design the array as shown in Fig. 2.  

The power distribution and phase arrangement are 

accomplished by means of quarter-wavelength lines in 

the feeding network. The figure shows the array sub-

element dimensions and impedances calculated at 5.8 

GHz. The quarter-wavelength segment is employed for 

several reasons as the shortest length for a transformation, 

reduced size and overall loss. The use of multi-sections 
of quarter-wavelength transmission lines to gradually 

transform an impedance will result in lowering dissipation 

compared to a single quarter-wavelength transmission 

line [32]. 

 

IV. TUNING TECHNIQUE 
Different electronic components, such as PIN 

diodes, FETs, and MEMS, are used to build an RF  

switch for frequency reconfigurable antennas [33,34]. 

The MEMS-based RF switches are useful in cases where 
low loss and high isolation are required, although they 

are costlier and require higher operating voltage. The 

FETs have low power consumption, yet suffer from 

higher loss and poor linearity. The PIN diode-based RF 

switches are cheaper and offer low-loss operation. The 

limitation of a PIN diode switch is that a forward DC 

current is required to switch the diode in the ON state, 

leading to poor radiation efficiency. 

The Schematic diagram of the diode coupling circuit 

is depicted in Fig. 5. The appropriate value of the RF 

choke can be estimated to get a very high impedance 
(approaching infinity) at the desired frequency. However, 

it’s important to refer to the inductor’s datasheet and 

make sure it does not resonate at the designed frequency 

of the antenna in which it is deployed. 
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Fig. 2. The proposed hybrid series-parallel array. 

 
The RF PIN diodes is the most prominent in 

designing reconfigurable antenna among other switches. 

The PIN diode has several advantages. It requires less 

complicated biasing components, and its cost makes it a 

preferable choice for researchers. However, PIN diodes 

have several weaknesses such as high insertion loss, low 

efficiency, and requires an additional RF extension. The 

direct current blocks is mandatory and must be taken  

into account during the design. The PIN diode equivalent 

circuit of forward bias and reverse bias is shown in  

Fig. 3. The allocation of the PIN diodes on the array is 
depicted in Fig. 4. 
 

 
 

Fig. 3. PIN diode equivalent circuit. (a) Forward bias and 

(b) reverse bias. 
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Fig. 4. The proposed array with PIN diodes located at 

QLR inputs. 
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Fig. 5. The schematic coupling circuit of the PIN diode. 

 

V. RESULTS AND DISCUSSIONS  
Figure 6 depicts the proposed antenna prototype. 

The simulation has been executed by 3D Simulation 

Technology (CST) microwave studio software. The 

BAR63-02V PIN diode from Infineon Technologies is 
used as a switch for the reconfigurable antenna design. 

The diode used provide the advantage of very low 

capacitance that offers high isolation. Figure 6 (a) shows 

the discrete ports allocation coupled to resonating 

elements. The PIN diode equivalent circuit model in the 

ON and OFF states are shown in Figs. 6 (b) and 6 (c) 

respectively. 

The assembled antenna with the integrated PIN 

diodes switches is depicted in Fig. 7. Surface mount 

component (SMC) were integrated to PIN diodes 

circuits. The circuit consists of one PIN diode, two DC 
block capacitors and two RF choke inductors. The DC 

source is applied to the inductor to perform as a short 

circuit. On the other side, the capacitor only permits the 

AC current to flow through. For that, the DC run though 

the other route and ON the PIN diode. A 5 volt DC 

supply is applied through the red wire. Whilst, the 

ground is connected to the green wire. 

The simulated and measured S11 parameters of  

the proposed antenna are shown in Fig. 8 and Fig. 9, 

respectively. For the simulated ones, when all diodes are 

ON, a resonating notch occurs at 5.82 GHz (mode 1). In 
mode 2, frequency is shifted to between 5.762 to 5.558 

GHz by putting one PIN to OFF condition. In mode 3 the 

resonance is moved between 5.6 to 5.29 GHz when two 

PIN are OFF. Finally, with three diodes at OFF state,  

the antenna resonates at 5.107 to 5.298 GHz. From the 

measured results, at mode 1 if all diodes are ON state the 

resonating notch occurs at 5.836 GHz. For mode 2 at 

which three diodes is ON state is observed that the 

maximum resonance occurs at 5.758 GHz whilst the 

minimal 5.532 GHz. For mode 3, when two diodes are 

OFF state, the maximum resonance obtained at 5.586 

GHz and the minimal is 5.27 GHz. Lastly, if three diodes 
are OFF state the resonance occurs in between 5.276  

GHz and 5.1 GHz. Different modes for PIN diode modes  

and corresponding resonance frequencies are given in 

Table 2. 

 

(a) 

 
(b) 

 
(c) 

 

Fig. 6. The discrete port to connect the main radiation 

plane to the additional plane. (b) Equivalent circuit 

model of theBAR63-02V PIN diode in the ON state. (c) 

Equivalent circuit model of theBAR63-02V PIN diode 

in the OFF state. 

 

In Fig. 8, the reflection coefficients shifts further to 

the left if more diodes are in OFF mode state. Generally,  
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the matching impedance is decreased if more PIN Diodes 

are OFF state. The Simulated S11 results are also in good 

agreement with the measured ones. This is due to the 

accuracy level of the adjustment of both simulation and 

measurement. 
 

 
 

Fig. 7. Geometry of the fabricated antenna structure. 

 

 
 (a) 

 
(b) 

 
(c) 

 
(d) 

 

Fig. 8. Simulated reflection coefficient of the proposed 

antenna. (a) All Diodes are ON. (b) One diode is OFF. 

(c) Two Diodes are OFF. (D) Three Diodes are OFF. 

 

 
 (a) 

 
(b) 
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(c) 

 
(d) 

 
Fig. 9. Measured reflection coefficient of the proposed 

antenna. (a) All Diodes are ON. (b) One diode is OFF. 
(c) Two Diodes are OFF. (d) Three diodes are OFF. 

 

Figure 10 depicts the simulated 3D radiation pattern 

of the PIN diode switches configurations. The figure 

reveals that the radiation pattern is maintained despite 

the frequency variation. This result coincides with the 

assumption that the hybrid feeding topology results in no 

alteration on the radiation pattern orientation. The figure 

shows the radiation pattern with all diodes ON state, one 

diode (a) is ON state, two diodes (a) (b) and (b) are OFF 
state and three diodes (a) (c) (d) are OFF state. Also, 

other the diodes states produce the same radiation 

orientation, i.e., no beam squint due to frequency 

changes. Figure 11 depicts the polar simulated, and 

measured radiation pattern of the PIN diode switches 

configurations for both elevation and azimuth plane. The 

agreement between the simulated and measured pattern 

was fairly good.  

Figure 12 depicts the simulated and measured 

realized gains of the proposed antenna. The simulated 

gain ranges from 5.16 to 5.87 dBi. While the measured 

gain is maintained between 5.14 and 5.84 dBi. Good 

correspondence exists between these two results. The 

simulated total efficiency ranges from 0.75% to 0.82. 
 

 
(a) 

(b) 

(c) 

(d) 
 

Fig. 10. 3D simulated radiation pattern of the proposed 

antenna. (a) All Diodes are ON. (b) One diode is OFF. 

(c) Two Diodes are OFF. (d) Three Diodes are OFF. 
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 (a) 

 
 (b) 

 
(c) 

 
           (d) 

 
           (e) 

 
           (f) 

 
           (g) 

 
           (h) 

 
           (i) 

 
           (j) 

 
           (k) 

 
           (l) 

 
           (m) 

 
           (n) 

 
           (o) 

 

Fig. 11. 2D simulated radiation pattern of the proposed antenna. (a) All Diodes are ON. (b) Diode a is OFF. (c) Diode 

b is OFF. (d) Diode c is OFF. (e) Diode d is OFF. (f) Diodes ab are OFF. (g) Diodes ac are OFF. (h) Diodes ad are 

OFF. (i) Diodes bc are OFF. (j) Diodes bd are OFF. (k) Diodes cd are OFF. (l) Diodes abc are OFF. (m) Diodes abd 

are OFF. (n) Diodes bcd are OFF. (o) Diodes acd are OFF. 
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Fig. 12. Simulated and measured realized gain and 

simulated efficiency.  

 

VI. CONCLUSION 
A novel hybrid frequency agile array antenna design 

with directional and main beam squint immunity 

operating in the band IEEE 802.11a is proposed. The 

antenna applies the miniaturized quasi- lumped elements 
to reduce the array real estate. The array shows the 

validity of frequency reconfigurability through the range 

of 5.1 - 5.836 GHz. The proposed antenna with abundant 

diode modes finds potential use as a portable WiFi 

application. Moreover, the array has attained a compact 

physical measurement of by 64×18 mm2. Table 3 shows 
the noteworthy size mitigation once compared with other 

designs reported in literature employed diodes operating 

in the band IEEE 802.11a. 

 

Table 3: A size comparison between the proposed design 

and other designs reported in the literature meant for 

IEEE 802 

Reference 
Size 

[mm2] 

Tuning 

Technique 

Number of 

Elements 

Freq 

[GHz] 

17 130x80 PIN diode 4 4.14 – 6 

18 68x68 
Capacitor 

switches 
4 5.4 - 5.6 

Proposed 

work 
64x18 PIN diodes 4 

5.1 - 

5.836 
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Table 2: Summary of PIN diode status and corresponding simulated and measured resonance 

Pin Diode Status Simulated Measured 

Mode A B C D 
Frequency 

[GHz] 

Reflection 

Coefficient 

[dB] 

Frequency 

[GHz] 

Reflection 

Coefficient 

[dB] 

All on On On On On 5.828 -13.44 5.836 -12.11 

One Off 

Off On On On 5.762 -13.85 5.758 -12.28 

On off On On 5.558 -11.87 5.532 -11.3 

On On Off On 5.56 -11.78 5.538 -11.2 

On On On Off 5.752 -13.71 5.744 -12.23 

Two off 

Off Off On On 5.544 -11.61 5.526 -11.26 

On On Off Off 5.564 -11.34 5.54 -10.98 

Off On Off On 5.348 -11.83 5.32 -11.55 

Off On On Off 5.6 -13.43 5.586 -12.16 

On Off Off On 5.29 -11.25 5.27 -11.42 

On Off On Off 5.29 -11.91 5.264 -11.67 

Off Off Off On 5.107 -11.06 5.115 -11.29 

Three 

Off 

Off On Off Off 5.298 -11.8 5.276 -11.47 

Off Off On Off 5.256 -11.87 5.232 -11.68 

On Off Off Off 5.116 -11.08 5.1 -11.45 
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Abstract ─ This paper presents the design, optimization, 

fabrication, and measurement of the compact high gain 

microstrip antenna with a split ring resonator and set of 

inverted-F slots along with a matching stub for sub-6 

GHz5G applications. In this investigation, different 

iterations are visualized by incorporating inverted F 

slots, a split ring resonator, and a matching stub in the 

transmission line. The advantages of each incorporated 

structure are analyzed, and a hybrid antenna consisting 

of the combination is proposed as a final antenna 

configuration with the optimum results. The proposed 

final design attains compactness and multi-band 

operation. Impedance matching is improved by using the 

stub matched technique at the feed line. The designed 

antenna shows the resonances at precisely 2.1 GHz, 3.3 

GHz, and 4.1GHz. The proposed antenna is suitable for 

mobile cellular communication such as the LTE band 

(2.1 GHz), n78 band (3.3 GHz), and n77 band (4.1 GHz) 

of 5G bands. The gain retrieved from each band attains 

more than 5 dB value. 

 

Index Terms ─ Fifth generation (5G), inverted F-slot, 

Split Ring Resonator (SRR), stub matching. 
 

I. INTRODUCTION 
In the 21st century, wireless communication and 

networking devices require multiple operating frequencies 

due to the rapid increase in the demand of users. This 

demand for multi-band operated antennas needs to cater 

to compactness in dimensions while maintaining the 

performance characteristics. These reasons are sufficient 

for going to the design of a multi-band antenna. 

Multiband antennas are becoming an eye of sight for 

researchers in applications with a need for downward 

compatibility and adequate facilities. With the rise of 

LTE and demand for 5G technology, there is always  

a need for multi-band antennas. High data rate and 

increasing users for data transmission systems have 

motivated researchers to develop multi-band antennas. 

In recent years, researchers have made various efforts  

to get the multi-band operation by using patch antennas. 

A patch antenna with a T-shaped slit on the radiating 

aperture has shown a multi-band operation with operating 

frequencies at 3.92 GHz and 5.82 GHz of C band, and 

7.88 GHz and 11.35 GHz of X band of microwave 

spectrum [1]. A planar MIMO antenna structure 

integrated with mm-wave has been discussed [2] for 

future V2X applications. This phased array antenna 

structure is used in LTE/sub-6 GHz 5G and the 

miniaturization was achieved using a gap capacitor and 

inter digital capacitors. Further, a multi-band antenna 

array structure suitable for smart phones operating in 

LTE bands 42/43/46 has been presented using two 

diverse open slots on a T-shaped slot antenna [3]. Sub-6 

GHz has taken the interest of researchers in designing the 

antenna, radio frequency circuits, and spatial filters [4]. 

A simple single feed design is proposed for a multi-band 

antenna with defected ground substrate structure [5].  

A compact slot antenna with the 3 L-shaped slots and  

the ground plane for three operating frequency bands is 

proposed in [6]. A compact F-shaped slot antenna 

showing multi-band frequency is proposed, and its 

application area is focused on WLAN, Wi-MAX, and X 

band applications [7]. In [8], the design of a four-band 

antenna is presented, and the structure involves a T-

shaped feed patch, an inverted T-shaped stub, and two E-

shaped stubs. Further investigations have been done in 

designing a partial slotted ground antenna for wideband 

applications [9]. Further in [10], patch antennas for  

sub-6 GHz 5 G communications have a T slot on a 
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rectangular patch and a defective ground structure. A 

wideband antenna, with gain enhancement using FSS 

based spatial filters, is presented for operation in less 

than 6 GHz of frequency [11]. A compact reconfigurable 

3-D slot antenna suitable for 5G mobile application is 

offered with a metal casing [12]. In [13], a dual multi-

band planar inverted F antenna system is proposed in 

which the bandwidth is enhanced by using a specific 

configuration of slots. A design of an inverted F slot 

antenna structure has claimed to be easily integrated into 

handheld devices or printed on WLAN card is proposed 

[14]. In [15], a new planar inverted-F antenna with a very 

large bandwidth starting from 817 MHz to 11.5 GHz is 

proposed as an alternative for high performance mobile 

phones and also intended to cover the major part of the 

mobile phone frequencies as well as the ultra-wideband 

(UWB) frequency range. The research on multi-band 

antennas has been extended in which a dual-band 

antenna consisting of a rectangular patch fed by the 

coaxial probe feeding technique and a ground plane 

loaded with two rectangular strip slots and one elliptical 

slot is proposed [16]. Further, a compact triple-band 

microstrip antenna, with a rectangular stub connected to 

the feed line, is proposed for tri-band applications [17]. 

The proposed antenna covers 2.1-2.8 GHz, 3.3-4.0 GHz, 

and 5.5-5.8 GHz. A triple-band microstrip antenna 

consisting of a slotted rectangular patch with the defected 

ground is designed for triple-band operation at 1.2 GHz, 

2.45 GHz, and 5.6372 GHz [18]. In [19], the PIFA is 

proposed employing a rectangular split-ring resonator 

structure exhibiting multi-band characteristics and 

suitable for mobile applications. 

In this paper, a design of multi-band antenna is 

recommended by incorporating fractal slots, inverted F-

slots, and split ring resonator. The antenna shows multi-

band behavior with an adequate value of gain and finds 

its applications in sub-6 GHz applications. 

The manuscript is organized as follows. The antenna 

geometry is described in Section II. Section III is devoted 

to measuring and validating the results, and finally, the 

conclusion is briefed in Section IV. 

 

II. ANTENNA GEOMETRY 
This section presents the design and the 

optimization of an inverted-F slot microstrip antenna for 

sub-6 GHz band in 5G application. In this investigation, 

an inverted-F slot on the antenna patch is designed to  

get the multi-band operations with a higher order of 

miniaturization. Impedance matching is improved by 

using a stub matched technique at the feed line. The 

designed antenna shows a perfect resonance at 2.1 GHz, 

3.3 GHz, and 4.1 GHz of the frequency with a good 

reflection coefficient. The gain of each band is more than 

5dB. These three frequencies are chosen for LTE (2.1 

GHz), n77 band of 5G (3.3 GHz), and n78 band of 5G 

(4.1 GHz), respectively, as per ITU-NR and department 

of telecommunications (DOT), Government of India 

proposal for 5G applications [20]-[21]. The proposed 

antenna geometry considers a square fractal aperture 

with microstrip line feeding. The feeding is optimized 

with stub matching to improve the reflection coefficient 

characteristics and provide operability in the 5G 

applications. The square aperture of the antenna is first 

optimized by the combination of inverted-F slots at  

the diagonal corner to improve the performance of the 

antenna. A split ring slot is dogged just after the feed 

line, which cooperatively improves the radiation 

characteristics of the designed antenna. The proposed 

antenna demonstrates three resonance bands, the first 

one is at 2.1 GHz, and the second one is at 3.3 GHz, 

while the third one is at 4.1 GHz of frequency. Typically 

gain at each resonance is enhanced to more than 4 dB 

and with a good radiation pattern. The combined fractal 

and slotted configuration realize multi-band operation 

applicable for the mobile communication system. The 

proposed antenna is suitable for mobile cellular 

communications such as LTE band (2.1 GHz) and 5G-

NR (3.3 GHz and 4.1 GHz) communication bands. A 

compact microstrip inverted-F slotted fractal antenna for 

mobile and 5G-NR applications is presented. In this 

investigation, the inverted-F slot on the antenna aperture 

is analyzed to demonstrate multi-band mobile operations 

with a higher order of miniaturization. The impedance 

matching is improved by using a stub-matched technique 

with offset feeding. The substrate chosen for this design 

is RT-duroid (RT 5880) substrate, having a dielectric 

constant value of 2.2, and a loss tangent of 0.009. 

Substrates of low tangent losses will minimize dielectric 

losses, but these substrates are costly. The chosen height 

of the substrate is 1.57 mm and using this moderate thicker 

substrate, conductor losses may also be minimized, 

thereby influencing the antenna's performance. This RT-

duroid substrate is although expensive, but at the same 

time, enhances the performance in terms of reflection 

coefficient and gain. The aim in choosing this 

specification is to design a multi-band antenna with  

good gain, reflection coefficient, and directive radiation 

property. The design is proposed to find its scope in  

the modern wireless mobile communication system. 

Primarily the physical dimensions are determined using 

the equations given below [22].   

The width of the patch, Wp, is given as: 

 WP=  
c

2f
√

2

(εr+1)
, (1) 

where c, f and 𝜺r denote the velocity of light, the resonant 

frequency andthe relative permittivity, respectively. 

The length of the patch, Lp, is given as: 

 LP= Leff  - 2∆L, (2) 

where ∆L denotes the extended effective length. The 

effective length, Leff, is given as below:  

 Leff = 
c

2f√εeff
. (3) 
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The effective dielectric constant, εeff, of the substrate, 

is given as: 

 εeff  = 
εr+1

2
+

εr-1

2
√[1+

12h

𝐖𝐩
], (4) 

where h denotes the thickness of the substrate. By 

considering the normalized extension, the actual length 

of patch, Lp, is given as:  

 𝐋𝐏 =   
𝐜

𝟐𝐟
(

𝛆𝐫+𝟏

𝟐
+

𝛆𝐫−𝟏

𝟐
√[𝟏 +

𝟏𝟐𝐡

𝐖
])

−
𝟏

𝟐

− 𝟐∆𝐋. (5) 

The design flow of the proposed antenna has gone 

through little iteration. A conventional rectangular patch 

is implemented on the top surface of dielectric substrate 

wherein a fully conductive ground is considered. In the 

first iteration, fractal slots are engraved at the opposite 

boundaries along the length of the patch for making the 

design a fractal slot based rectangular patch antenna 

(FSRPA). Fractal slot is derived from the self-identical 

and broken irregular pieces, belonging to a family of 

intrinsic geometrical structures [23]. The geometrical 

layout along with the dimensional parameters is 

illustrated in Fig. 1 (a). A fractal slot carved on the edge 

along the length of the antenna produces different 

frequency bands owing to its repeating geometry 

structure. The microstrip patch antenna embedded with 

the modified fractal design exhibited a dual frequency 

response. This antenna provides resonance at various 

frequencies in the band due to its fractal design. In the 

next step of the design iteration, a dual inverted plane F 

slot is introduced on the radiating patch (DIFRPA). The 

DIFRPA consists of F-slots structures that lie opposite  

to each other as demonstrated in Fig. 1 (b). However,  

the design of Fig. 1 (a) produces the multi resonance 

characteristic, but the performance is not good in terms 

of reflection coefficient for the specified bands. This 

shortcoming leads to the second design. The second 

design of Fig. 1 (b) also illustrates the three well 

distinguishable bands, but the second band doesn’t  

give a good reflection coefficient. Moreover, the three 

bands are still not falling precisely as per the specified 

frequency. The objective of exact resonance at a specific 

frequency enables the structure of the third design.  

The third design of Fig. 1 (c) consists of stub matching 

(SMRPA) helps to achieve triple-band operation with the 

narrow bandwidth. The improvement is required in the 

third design for better matching impedance between the 

source and the antenna. This inverted F structure is also 

used in controlling the frequency and to enhance the gain  

by improving impedance matching and reducing the 

backward radiation [24]-[26]. 

 

 
(a) 

 
(b) 

 
(c) 

ACES JOURNAL, Vol. 36, No. 8, August 20211001



 

 

 
(d) 

 

Fig. 1. Design evolution steps of the proposed antenna, 

(a) FSRPA, (b) DIFRPA, (c) SMRPA, and (d) SRRRPA. 
 

In short, this structure consists of radiating patches 

parallel to a ground that is joined to the ground by a 

shorting plate to resonate at a quarter wavelength. The 

impact of the inverted-F slot over the fractal slot-loaded 

square patch antenna is to bring the first resonance at 2.2 

GHz and the second resonance at 3.0 GHz. The designed 

antenna also demonstrates the third band around 4.2 GHz 

of frequency and thus results in multiple resonances in 

sub-6 GHz band, as shown in the reflection coefficient 

plot depicts in Fig. 2. This design brings the first band at 

2.2 GHz. The second band also comes to be at 3.3 GHz, 

but its resonance is not good, and the radiation is near to 

-10 dB. The third band is exciting at 4.2 GHz with a poor 

reflection coefficient. Implementation of multiple slots 

improves the multi-band response, but it degrades the 

impedance characteristics. Stub matching technique has 

been investigated to improve the impedance response at 

multiple resonances. Analysis has been carried out using 

different stub size and position. It has been observed that 

the change in stub dimension gives considerable order 

flexibility in impedance tuning without disturbing the 

original resonances. It is realized the stub length (Ls) of 

8.9 mm and width (Ws) of 2.5 mm meet the appropriate 

reflection coefficient response. The comparison of the 

reflection coefficients obtained from all four designs is 

shown in Fig. 2. This design brings the first band at  

2.2 GHz. The second band also comes to be at 3.0 GHz, 

but its resonance is not good and the radiation is near to 

-10 dB. The third band is exciting at 4.2 GHz with a 

reflection coefficient near -10 dB. The introductions of 

stub matching improve the three bands' overall reflection 

coefficient and precisely position the three bands at the 

desired and specified frequency. 

In the last step, a tiny split ring slot is implemented 

on the patch of the antenna aperture making 4th iteration 

as split ring resonator based rectangular patch antenna 

(SRRRPA). This is done to improve the impedance 

matching of the antenna further to get it excited at the  

specified frequencies. The position of this slot is just at 

the junction point of feed line and radiating patch. The 

final proposed antenna design, i.e., SRRRPA is loaded 

with fractal slots, inverted F slot and split ring, and a  

stub matching technique to achieve a fine tuning in the 

impedance profile. All these structures are plane in 

nature with easily etched on the patch, and the structure 

of the final designed antenna is shown in Fig. 1 (d).  

As per Fig. 2, the reflection coefficient curve of the 

SRRRPA demonstrates that all the three bands are well 

distinguished, and they are resonating strictly at 2.1 GHz, 

3.3 GHz, and 4.1 GHz of the frequency with a reflection 

coefficient of -28 dB, -21 dB, and -24 dB respectively. 

The dimensional parameters for the proposed SRRRPA 

are enumerated in Table 1. 
 

 
 

Fig 2. Reflection coefficient of various antenna 

configurations. 
 

Table 1: Dimensional parameters of the SRRRPA 

Parameter Value 

Substrate height (hs) 0.01 λmid 

Patch length, Lp 0.46 λmid 

Patch width, Wp 0.46 λmid 

Feed length (Lf) 0.23 λmid 

Feed width (Wf) 0.04 λmid 

Upper arm of F slot, fl 0.19 λmid 

Lower arm of F slot, fl1 0.12 λmid 

Fractal slot, a 0.02 λmid 

Fractal slot, b 0.007 λmid 

Gap between F slot, c 0.03 λmid 

Distance of f slot, e 0.04 λmid 

Width of base of F slot, g1 0.03 λmid 

Width of arm of F slot, g2 0.02 λmid 

Length of stub, Ls 0.09 λmid 

Width of stub, Ws 0.02 λmid 
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Where λmid is the middle wavelength corresponding 

to 3.1 GHz. The comparative analysis of the variation of 

the peak gain along the operating frequency bands is 

illustrated in Fig. 3. Figure 3 depicts that the antenna  

has a good gain response of more than 5 dB in the entire 

zone of its operating frequency for the final design of 

SRRRPA. The values of the peak gain of SRRRPA at the 

three bands are 5.4 dB at 2.1 GHz, 6.4 dB at 3.3 GHz, 

and 5.1 dB at 4.1 GHz. 

 

 
 

Fig. 3. Peak gain of various antenna configurations. 

 

III. MEASUREMENT VALIDATION 
The final antenna design of SRRRPA is fabricated 

using RT-duroid (Rogers 5880) as dielectric substrate 

with a height of 1.57 mm. In the fabrication process, a 

photographic film of the antenna is carved out initially, 

and then it is glued to the substrate. The patch and the 

ground of the substrate are copper cladding. In the next 

stage, the antenna is etched out with a chemical solution. 

Finally, the fabrication of the antenna is done by a 

computerized mechanical etching process. In this process, 

necessary care was taken to align the ground slit exactly 

below the stub-matched transmission line. Figure 4 shows 

the photograph of the fabricated antenna.  

The reflection coefficient of the fabricated antenna 

is measured using a vector network analyzer and is 

validated by comparing it with the simulated results.  

The gain and the radiation pattern are measured in an 

anechoic chamber. The measured values of the reflection 

coefficient with frequency and the simulated results  

are shown in Fig. 5. The reflection coefficient of the 

fabricated antenna is measured using a vector network 

analyzer and validated by comparing it with the simulated 

results. The gain and the radiation are measured in an 

anechoic chamber. As demonstrated, the experimental 

analysis follows the resonance characteristics precisely 

the same as that of the simulation work with a very 

nominal deviation. The experiment analysis validates the 

claimed resonances at 2.1 GHz, 3.3 GHz, and 4.1 GHz of 

the frequency with reflection coefficient -19 dB, -17 dB, 

and -18 dB, respectively. The plot for gain response  

is shown in Fig. 6, and it depicts that the measured  

peak gain at three bands is 4.6 dB, 5.5 dB, and 4.1 dB, 

respectively. The E-plane and H-plane plot for all the 

resonance frequencies (both measured and simulated) 

are shown in Fig. 7, respectively. The radiation pattern 

of the E-plane demonstrates that the measured results  

are in accordance with the simulated design work. The 

maximum radiation intensity is towards the principal 

lobe of the antenna, and the back lobe is almost null.  

It depicts the directive nature of the radiation. The 

measurement of H-plane results reveals that the radiation 

intensity is concentrated more towards the main lobe. 

The main lobe is dominating with almost no presence of 

back lobe radiation. The radiation pattern also clearly 

shows the directive nature of the radiation. 

 

 
 

Fig. 4. Prototype of the SRRRPA. 
 

 
 

Fig. 5. Simulated versus measured reflection coefficient 

of the SRRRPA. 
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With these viable performances, it claims its 

efficient application in the three chosen bands of 

frequencies. Table 2 summarizes the results, which show 

the matching between the simulated and experimental 

results. In this section, a comparison of the converged 

design is presented with a couple of other research work 

on sub-6 GHz of frequency, summarized in Table 3. where 

λmid is the wavelength at the middle of the frequency,  

i.e., between the highest and the lowest frequency of 

operation in the multi-band operation. 
 

 
 

Fig. 6. Simulated and measured gain of the SRRRPA. 

 

Table 2: Comparison between simulated and measured 

results 

Freq. Parameter Simulated Measured 

2.1 GHz 

Reflection 

coefficient 
-27.5 dB -19.7 dB 

VSWR 1.1 1.09 

Gain 4.5 dB 4.5 dB 

Bandwidth 200 MHz 230 MHz 

3.3 GHz 

Reflection 

coefficient 
-20.5 dB -17.5 dB 

VSWR 1.28 1.21 

Gain 6.4 dB 5.5 dB 

Bandwidth 170 MHz 190 MHz 

4.1 GHz 

Reflection 

coefficient 
-24.1dB -19.6 dB 

VSWR 1.2 1.18 

Gain 4.3 dB 4.1 dB 

Bandwidth 200 MHz 220 MHz 

 

 
(a) 

 
(b) 

 
(c)  

 

Fig. 7. Normalized radiation patterns of the SRRRPA: 

(a) 2.1 GHz, (b) 3.3 GHz, and (c) 4.1 GHz. 
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IV. CONCLUSION 
In this manuscript, the design of the multi-band 

antenna, to be operated in sub-6 GHz 5G spectrum,  

is presented consisting of three bands of operating 

frequency. The compact microstrip antenna loaded with 

an inverted-F slotted fractal stub matching structure is 

suitable for applications in LTE-A and 5G-NR mobile 

technology. In the design process, investigation on 

fractal slots and inverted- F slot on the antenna patch is 

analyzed to demonstrate multi-band behavior with a 

higher order of precision. The symmetrical fractal lies  

at the edge of the length, whereas inverted-F slots are 

opposite to each other.  The exact frequency resonance 

is controlled by these specified structures. A stub-

matched technique along with SRR slot in the feeding  

is used to improve the impedance matching. The three 

resonating bands are precisely at 2.1 GHz, 3.3 GHz, and 

4.1 GHz. The proposed antenna configuration shows a 

good gain response up to 6.4 dB. The antenna exhibits 

good impedance bandwidth up to 400 MHz and also 

shows the enhanced gain of more than 5 dB at all three 

bands. The proposed antenna is suitable for future mobile 

communication systems to cover up the integration of  

5G with the existing LTE technology. The precise 

resonating frequency is highly recommended for the 

upcoming industry application of 5G technology. 

 

Table 3: Comparison of the proposed SRRRPA with the state of art literature 

Ref. 
Resonant 

Frequencies (GHz) 

Substrate 

Material 

Bandwidth 

(GHz) 

Peak 

Gain 
Size 

[3] 3.5, 5.5 FR4 with 𝜺r=4.4 
3.400-3.800, 5.150-

5.925 
13 dB 

2.30λmid × 1.22λmid × 

0.01λmid 

[5] 2.4, 5.2, 5.8, 26 
Rogers RT5880 

with 𝜺r = 2.2 

2.450-2.495, 5.0-6.3, 

23-28 

4.72 dB at 

5.8 GHz 

1.52λmid × 1.52λmid × 

0.02λmid 

[8] 
1.57, 2.45, 3.5, 

5.2 
FR4 with 𝜺r=3.5 

1.575-1.665, 2.4-

2.545, 3.27-3.97, 

5.17-5.93 

5.02 dB at 

3.5 GHz 

0.6λmid × 0.2λmid × 

0.01λmid 

[9] 3.3, 3.8 FR4 with 𝜺r=4.4 3.3-4.2, 3.3-3.8 
2.5 dB at 

3.5 GHz 

0.42λmid × 0.18λmid × 

0.01λmid 

[10] 6, 10, 15 FR4 with 𝜺r=4.4 5-7, 9-10.8, 14-15 
5.85 dB at 

15 GHz 

0.61λmid × 0.4λmid × 

0.1λmid 

[27] 0.9, 1.8, 2.4 FR4 with 𝜺r=4.4 
0.88-0.91, 1.79-1.83, 

2.39-2.42 

2.12 dB at 

1.8 GHz 

0.23λmid × 0.08λmid × 

0.0.008λmid 

[28] 2.45, 3.5, 4.65 FR4 with 𝜺r=4.4 
2.42-2.48, 3.3-3.7, 

4.45-4.85 

3.68 dB at 

4.65 GHz 

0.38λmid × 0.55λmid × 

0.01λmid 

[29] 1.422, 1.791, 2.467 FR4 with 𝜺r=4.4 
1.409-1.437, 1.723-

1.911, 1.858-2.045 

3.276 dB at 

1.422 GHz 

0.21λmid × 0.16λmid × 

0.009λmid 

[30] 2.43, 3.3, 6.1 FR4 with 𝜺r=4.4 2.39-2.48, 3-3.7, 5-7 
5 dB at 

3.5 GHz 

0.40λmid × 0.50λmid × 

0.02λmid 

Proposed 

antenna 
2.1, 3.3, 4.1 

Rogers RT5880 

𝜺r = 2.2 

2-2.4, 3.3-3.6, 

4-4.4 

6.4 dB at 

3.3 GHz 

0.46λmid × 0.46λmid × 

0.01λmid 
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Abstract ─ Based on microstrip patch antenna, a cylindrical 

conformal 8×8 array antenna is designed, which uses a 

T-shaped power divider to realize 64 feed channels. The 

simulation results show that the peak gain of planar array 

antenna can reach 24.8dB, while the peak gain of 

cylindrical conformal antenna decreases by 1.2dB and 

1.7dB in phi=0° and phi=90° respectively. And the  

main beam direction deflects by 0° and 4° respectively. 

The measurement results show that the performance of  

the processed object is close to the simulation. After 

conformal with cylinder, the peak gain is 23.5dB, and the 
beam deflection is 4°, which verifies the feasibility of the 

designed cylindrical conformal array antenna. 

 

Index Terms ─ Array antenna, conformal, microstrip 

patch. 
 

I. INTRODUCTION 
With the development of electronic information 

technology, the requirements for the antenna are 

developing towards miniaturization and integration. And 

the demands for the beam scanning range and gain of the 

antenna are also higher and higher. The emergence of 
planar array antenna solves the problems of limited gain 

and difficult wave scanning of single antenna to a certain 

extent [1-2]. However, with the expansion of application 

scope of antenna, planar array antenna is gradually 

difficult to adapt to the needs of complex occasions.  

Conformal array antenna can keep consistent with 

its bearing surface, that is, it fits the surface of the carrier 

completely. If it is attached to the cylindrical surface,  

it is called cylindrical array. The beam direction of the 

array element can basically achieve complete coverage 

along the curved surface [3-4], which can save space and 
avoid the fast change of the inherent beam scanning 

performance of planar array with the increase of scanning 

angle. It can be applied in satellite, airborne, missile and 

other complex occasions [5-7]. 

Compared with the planar array antenna, conformal 

array antenna has some unique advantages in practical 

applications. It is suitable for highly integrated electronic 

design, and the conformal array antenna can effectively 

reduce the weight of integrated electronic system. Using 

conformal array antenna can reduce the air resistance  

of the aircraft in flight, improve its aerodynamic 

performance, and effectively reduce the radar cross 

section (RCS) of the aircraft and improve its stealth 

performance.  

In [8], a cylindrical conformal circularly polarized 

(CP) series-fed microstrip array design for broadside 

radiation is presented. They primarily focusing of the CP 

major lobe of the conformal array by proper dimensioning 

of the aperture spacings. And the direction-of-arrival 
(DOA) estimation of a conformal antenna array with 

directive elements is studied in [9]. The simulation results 

prove that this conformal array achieves better DOA 

estimation performance than that of the planar array 

antenna. In addition, a cylindrical conformal transmission 

array has been developed [10], which has a peak 

measured gain of 19.6 dB and an aperture efficiency of 

25.1%. In the aspect of beam scanning, [11] designed a 

dual-layer multibeam conformal slot array antenna, 

which has a scanning range of ±46°. And [12] proposed 

a conformal phased array antenna for unmanned aerial 

vehicle (UAV) radar, which can scan ±60° in E-plane. It 
shows a wide range of common antenna application 

scenario. Conformal array antenna is naturally suitable 

for wide-angle beam scanning and integrated design. It 

can provide more comprehensive field of view, better 

aerodynamic performance and reduce the volume and 

weight of aircraft as much as possible. Conformal array 

antenna is an important branch of antenna development 

in military and civil fields in the future. 

Compared with other common microwave antennas, 

microstrip patch antenna has the characteristics of small 

size, light weight, easy integration, easy processing, and 
easy carrier conformal [13-15], etc. It has been widely 

apply in electronic information, wireless communication 

and other fields [16-18]. In this paper, a conformal array 

antenna is designed based on microstrip patch antenna unit. 

Ku-band has low ground interference, low resistance  

to electromagnetic interference of other frequencies,  

and low receiving environment. The antenna of this 

frequency band is small in diameter and easy to integrate. 
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The design of the Ku-band antenna can effectively 

alleviate the shortage of spectrum resources and improve 

the utilization rate of spectrum. There have been many 

studies on Ku band patch antennas. In [19], a S-shape 

microstrip patch antenna that works from 15.35 GHz  

to 19.65 GHz is designed. In [20], a single-layer multi-

band reflectarray antenna in X bands (10.8 GHz to 12.8 

GHz), Ku bands (15.3 GHz to 17.3 GHz) K bands (24 

GHz to 26 GHz) bands is proposed. In [21], a Ku-band 

patch antenna with Enhanced bandwidth is designed 
(14.58 GHz to 16.33 GHz). 

 

II. UNIT DESIGN 
In this paper, the array element is designed based on 

the microstrip rectangular patch antenna, the substrate  

is Rogers 5880, and the designed center frequency is 

15GHz. The initial size of the patch is calculated by the 

theoretical formula. The width of the rectangular patch 

can be calculated by equation (1): 

 
0
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c
W

f 
=

+
, (1) 

where 0c  is the speed of light in free space, 0f  is the 

center frequency, and r  is the dielectric constant of the 

substrate. 

The effective permittivity of microstrip patch antenna 

is obtained by equation (2): 

 

1

21 1
1 12

2 2

r r
e

h

W

 


−
+ −  

= + + 
 

. (2) 

Because of the edge shortening effect of rectangular 

radiation patch, ΔL  is the length of equivalent radiation 

gap, which can be obtained from equation (3): 
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The actual length of the radiation patch should be: 

 
0
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2 e

c
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After getting the initial size, the central embedded 

structure is used for unit feeding and the structure is 

shown in Fig. 1. The radiation impedance of traditional 

microstrip antenna usually adds an impedance converter 

between the antenna and the feeder to achieve smaller 

reflection. However, this kind of patch antenna loaded 

with impedance converter has complicated structure and 

needs to provide loading space for impedance converter, 
which means it is difficult to achieve miniaturization. 

Based on the principle of impedance loading, the central 

embedded feed patch antenna can realize impedance 

matching in a small space by opening two slots between 

the feeder and the antenna and loading a reactance on the 

feeder of the antenna. 

 
 

Fig. 1. Microstrip patch antenna unit. 

 

The optimized parameters are shown in Table 1, and 

the simulation results of S parameters and gain are 

shown in Fig. 2. At the center frequency of 15GHz, S11 

is less than -30dB and the peak gain is 6.7dB. 

 

Table 1: Design parameters and their values 

Parameters Value (mm) 

Px 6.4 

Py 8 

Sx 1.5 

Sy 0.9 

Lx 6.5 

Ly 0.4 

h 0.508 

 

III. ARRAY SIMULATION 
In order to reduce the mutual coupling between 

array elements, the array spacing is 0.7λ= 14mm. The 

structure model of power divider is shown in Fig. 3. The 

designed planar array antenna is 8×8 uniform array, and 

the improved T-type power divider structure is still used 

to realize 64 channels feeding. 
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Fig. 2. Unit simulation results: (a) S11 and (b) gain. 

 

 
 

Fig. 3. 64 channels power divider. 

 

After adding radiation patch, the structure of array 

antenna is shown in Fig. 4, which is 8×8 uniform array. 

 

 
 

Fig. 4. Schematic diagram of planar array antenna 

model. 

 

The simulation results of the array antenna gain are 

shown in Fig. 5. The S11 of the planar array antenna is 

-12.7dB at 15GHz, and the working bandwidth of -10dB 

is 640MHz. The peak gain of the planar array antenna 

can reach 24.8dB. 
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Fig. 5. Simulation results of planar array antenna: (a) S11 

and (b) gain. 

 

The common array structure of cylinder based on 

the designed array antenna is shown in Fig. 6. According 

to the different radius of the conformal cylinder, the gain 
of the antenna will be attenuated and the beam direction 

will be deflected. 

When the radius of the conformal cylinder is 600mm 

(30λ), the simulation results of the conformal array 

antenna pattern are shown in Fig. 7. The S11 of the planar 

array antenna is -12.3dB at 15GHz, and the working 

bandwidth of -10dB is 2GHz (14.2GHz-16.2GHz), which 

is nearly three times larger than before. The peak gain of 

phi=0° and phi=90° is reduced to 23.6dB and 23.1dB 

respectively, which is 1.2dB and 1.7dB lower than that 

of the planar array, and the main beam direction is 

deflected by 0° and 4° respectively. 
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Fig. 6. Cylindrical conformal array antenna model. 
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Fig. 7. Simulation results of cylindrical conformal array 
antenna: (a) S11 and (b) gain. 

 

IV. ARRAY MEASUREMENT 
Based on the designed antenna model, the prototype 

is fabricated. The prototype of the designed array 

antenna is shown in Fig. 8. 

 

 
 

Fig. 8. Array antenna prototype. 

 

 
 

Fig. 9. The measurement of designed antenna. 

 

As shown in Fig. 9, the fabricated antenna is tested 

to verify the effectiveness of the conformal array antenna 
design. The antenna test environment is shown in Fig. 9. 

The S11 and Gain measurement of the conformal antenna 

is shown in Fig. 10. The working bandwidth of -10dB  

is 1.9GHz(14.6GHz-16.5GHz), and the peak gain is 

23.5dB, the beam direction is deflected by 4° in the 

measurement. The comparison results of measurement 

and simulation are shown in Fig. 11. The comparison of 

single antenna, planar antenna and conformal antenna is 

shown in Table 2. The comparison of proposed work 

with recent antennas is shown in Table 3. These results 

shows that the designed conformal array antenna has 
certain practical significance. 
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Fig. 10. Measurement results of designed antenna: (a) S11 

and (b) gain. 
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Fig. 11. Comparison of simulation and measurement 

results: (a) S11 and (b) gain. 

 

Table 2: Comparison of single, planar and conformal 

antenna 

Antenna 
-10dB Bandwidth 

(GHz) 

Peak Gain 

(dB) 

Array 

Size 

Single 0.4 6.7 - 

Planar 0.7 24.8 8×8 

Conformal 1.9 23.5 8×8 

 

Table 3: Comparison of proposed work with recent 

antennas 

Ref. 

Bending 

Radius 

(mm) 

-10dB 

Bandwidth 

(GHz) 

Peak 

Gain 

(dB) 

Array 

Size 

[8] 50 ＜0.5 10 1×10 

[11] 90 0.6 19.3 10×10 

[14] - 0.25 4.5 1×4 

[15] 304.8 0.6 15.36 4×4 

This 

work 
600 1.9 23.5 8×8 

 

V. CONCLUSION 
In this paper, a cylindrical conformal array antenna 

is designed based on microstrip patch antenna unit, 

which can achieve a gain of 24.8dB. Based on the model, 

a cylindrical conformal array antenna prototype is 

fabricated, and the measurement is carried out. The 
results show that the peak gain of the conformal antenna 

prototype is 23.5dB and the beam deflection is 4°. The 

feasibility of the designed cylindrical conformal array 

antenna is close to the simulation results, which can  
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verify the rationality of the conformal antenna design. 
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Abstract ─ This article describes a quad-band frequency 
tunable antenna for 5G applications that operates in the 

sub-6 GHz frequency range. On the top side, a stub-

loaded square patch is printed on an inexpensive glass 

epoxy substrate, and on the opposite side, a C-shaped 

slot embedded into the partial ground plane. To achieve 

frequency reconfigurability with a consistent radiation 

pattern, the C-shaped slot and matching stub are used. 

The antenna is electronically frequency tunable by 

placing two positive intrinsic negative diodes (PIN) in 

the C-shaped slot and one PIN diode between the stub 

and feed line. The frequency is tunable between one 
ultra-wideband (UWB) and three communication bands 

based on the switching conditions of the PIN diodes. 

The proposed configuration is small, with a substrate 

dimension of 25×25×1 mm3. The antenna was fabricated, 

tested and found measurements result back up the 

simulation; it can switch between UWB (3.31.0-6.03 

GHz) and three communication modes (3.31-4.32, 3.78-

4.98, 4.98-5.96 GHz). The antenna has peak gains of 

1.91, 1.86, 2.0 and 2.0 dB, and radiation efficiencies of 

80, 78, 83 and 86%, respectively, in the four frequency 

bands. The developed antenna is ideally suited for 

multi-functional wireless systems and cognitive radio 
applications since it covers the frequency bands below 

6 GHz and is tunable between wide and narrow bands. 

 

Index Terms ─ Narrow band, PIN diode, quad-band, 

reconfigurable, square patch, stub, tunable, ultra wide band. 
 

I. INTRODUCTION 
Implementation of the future communication system 

(5G) is probably either in sub-6GHz or in the mm-wave 

region. The research in 5G is growing since the demand 

for high data rates and better performance are ever-

increasing. Coverage, adequate signal quality, low 

latency, and so on, are just a few of the benefits sparked 
interest in 5G networks [1,2]. The 5G spectrum are 

divided into three operating region. They are below 1 
GHz (Low-Bands), between 1-6 GHz (Mid-Bands), and 

above 24 GHz (mm-wave). For 5G deployment, several 

countries are mainly concentrating on the mid-band 

(3-6GHz) and mm-wave (24 GHz). Higher frequencies 

have higher propagation losses, so the mid-band 

frequency was chosen over the mm-wave frequency 

[3]. Nowadays, wireless systems are becoming more 

multifunctional, necessitating the use of mobile devices 

that operate on various standards or applications. 

Reconfigurable antennas are advanced antenna that can 

adjust its resonant frequency, impedance bandwidth, 
radiation pattern, and polarization to achieve multi-

functionality. The reconfigurable antenna is a single 

element that supports multiple wireless standards in  

a single unit, as opposed to traditional antennas. 

However, more conventional antennas are required to 

maintain the various wireless standards [4]. 

Multiple-input-multiple-output (MIMO), cognitive 

radio (CR), and beamforming technologies are all 

essential in the implementation of 5G systems. The 

cognitive radio is a cutting-edge technology that 

improves spectrum efficiency in modern 

communication systems. Furthermore, the cognitive 
radio requires a wideband antenna for scanning the 

whitespace within the finite frequency spectrum of 

interest. A reconfigurable communicating antenna to 

transmit/receive the information in the unoccupied 

frequency bands [5]. For the past few years, antenna 

design for CR has been a hot research subject. The 

researchers are interested in developing frequency 

tunable antennas as well as a sensing antenna. The 

authors of [6] discussed cognitive radio architecture, 

working process, as well as possible antenna 

configurations and design approaches. Cognitive radio 
are drawn to frequency reconfigurable antennas because 

they can dynamically change their resonant frequency 

to meet device requirements. They have various features 
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such as efficient utilization of spectrum, compact size, 

easy integration, operation in wide and narrowbands, 

and frequency selectivity characteristics to avoid co-site 

interference. Electrical, mechanical, material change, 

and optical techniques can all be used to achieve 
reconfigurability in an antenna. Electrical and electro-

mechanical devices such as varactor diodes [7], PIN 

diodes [8-11], and RF MEMS are the most widely 

used reconfiguration techniques [12]. 

Several prototypes for CR applications are 

available in the literature [13-17]. A wide-band antenna 

and slot radiator were used in the design mentioned in 

[13]. The UWB antenna operates between 3 and 11 

GHz, while a slot-radiator serves as a reconfigurable 

communicating antenna between 5 and 6 GHz. The 

mechanical rotation is used in the antenna structure  

in [14] to achieve frequency tunability. A wide-band 
antenna for monitoring the spectrum between 2 and  

6 GHz and a communicating antenna for data 

transmission/reception within the UWB band were 

reported in another design in [15]. In this configuration, 

the height and angle of the ground plane are changed 

for frequency tuning. A compound tunable antenna with 

sensing capability was reported in [16], and it was able 

to detect the band from 3 to 12 GHz and communicate 

in five narrowbands from 1.73 to 5.23 GHz. For 

cognitive radio applications, [17] describes a multi-

port antenna system. The antenna has four narrowband 
communication modes and can sense between 3.1 to 

10.6 GHz. Separate antennas for sensing the channel and 

transmission/reception of data within the unoccupied 

channel are used in the literature [13-17]. These designs 

have complex structures, large physical size, and 

occupies more space. As a consequence, for cognitive 

radio applications, a single antenna with both sensing 

and communicating capabilities is highly desirable. 

For CR applications, the designs reported in [18-

23] use a single antenna capable of switching between 

wideband and narrowband. For reconfigurability, the 

proposed antenna in [18] uses filtering structures in  
the ground plane. In UWB mode, the antenna had a 

sensing range of 3.1 to 10.6 GHz and in narrowband 

mode, it covered five switchable states. The paper [19] 

introduced a frequency reconfigurable antenna with an 

integrated reconfigurable filter for CR application. The 

antenna can detect the spectrum from 2.63 to 3.7 GHz 

and function in four sub-bands. The reconfigurable 

antenna mentioned in the article [20] incorporates 

sensing and communication functionality. In sensing 

mode, the antenna covered 2.8-11.4 GHz and nearly 

covered three communication bands in the entire 
UWB spectrum for cognitive radio applications. A 

wideband radiator and a multifunctional tunable filter 

are included in the design in [21]. The antenna in this 

proposed design has all-pass, bandpass, and bandstop  

characteristics in the frequency range 2.5-4.2 GHz. For 

the sub-6 GHz band (2.5-4.2GHz), a single antenna 

system incorporating both MIMO and CR technologies 

has been reported [22]. It has sensing frequency range 

of 2.0-5.7GHz, with a bandpass response of 3.2-
4.0GHz, and a band-notch response of 3.37-4.0GHz. 

The design [23] included a frequency reconfigurable 

MIMO mode as well as UWB MIMO mode. For 

reconfigurability, this design uses PIN and varactor 

diode. The antenna has broad sensing capability in  

the sensing band, ranging from 1 to 4.5 GHz, and 

continuous frequency tunability in the communication 

band, ranging from 0.9-2.6 GHz. 

In the literature [13-17], two different antennas 

were used to provide sensing and communication 

functionality, resulting in increased physical size, 

increased space requirements, and complex structures. 
The designs in [18,21-23] use a single antenna for 

sensing and communication, but they do not cover the 

nR79 (4.4-5.0GHz) and sub-6 GHz range above 4.8-

6.0 GHz. This paper describes a sub-6 GHz antenna 

system for cognitive radio. A square patch monopole 

antenna, slotted ground plane, and PIN diodes are 

included in the structure for frequency reconfigurability. 

In this structure, diodes are located in the ground plane 

and do not require vias and biasing lines for activation. 

The presented antenna has two modes: wideband 

mode and communication mode. The unique features 
and contribution of the proposed antenna are:   

1) A single antenna performs both sensing and 

communication operation, so port isolation is not 

necessary. 

2) Wide band sensing from 3.31 to 6.03 GHz, with 

data transmission/reception in three bands in 

communication mode, covering the bands 3.31-

4.32, 3.78-4.98, 4.98-5.96 GHz.  

3) A multifunctional filter is used to achieve sensing 

and communication functionality through a single 

antenna system.  

4) Compact size of 25×25×1mm3 reduces the space 
requirement for CR applications. 

The design aspects, parametric analyis and 

optimization is discussed in the Section II. Section III 

presents the simulated and experimental outcomes. 

Section IV is devoted to the conclusion. 
 

II. METHODOLOGY 
This section covers the basic antenna configuration 

as well as the evolution stages of quad-band frequency 

tunable antennas. The electromagnetic solver (HFSS)  

is used to model the proposed antenna. A lumped  
model of the diode is used as a switching device in  

the simulation environment to obtain frequency 

reconfigurability. The design has been optimized to get 

good impedance characteristics and far-field patterns. 
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A. Antenna geometry 

Figure 1 presents the basic antenna configuration. 

It is etched on the top surface of FR-4 substrate with a 

thickness of 1mm, a relative permittivity of 4.4, and  

a dissipation factor of 0.02. The substrate has a total 
volume of 25×25×1mm3. The microstrip feed line is 

simple and offers a planar structure. Therefore, the 

microstrip feed line is chosen to excite the radiator. A 

switchable C-shaped slot on the ground plane and a 

reconfigurable stub attached to the feed are used to 

make the antenna frequency reconfigurable. The slot 

length and shape determine the desired operating band 

and bandwidth. 

 

 
 

Fig. 1. The basic geometry: (a) top side and (b) back 

side. 

 

B. Design and analysis 

Figures 2 and 3 depict the narrow and wideband 

antenna design stages and their corresponding frequency 

responses. At first, the conventional square patch 

monopole UWB radiator is created, and the radiator 
length has selected to produce a lower resonance of 3.3 

GHz using the following design equation [24,25]. 

The lower resonance Lf is calculated by: 

 
7.2

Lf GHz
L r p

=
+ +

. (1) 

The L and r are estimated as follows for the square-

shaped monopole radiator. If W is the width of radiator, 

then, 

 L W= ,   
2

W
r


= , (2) 

and
 
p is the distance between the monopole radiator and 

the ground plane.  

Figure 2 depicts the frequency response of the 

UWB radiator without a slot, which has an impedance 

bandwidth (S11 < -10 dB) of 3.3-6.57 GHz. 
 

 
 

Fig. 2. UWB antenna and reflection coefficient. 

 

Next, a horizontal slot is placed on the ground 

plane of the UWB radiator. The embedded slot below 
the feed line function as a bandstop filter that attenuates 

the desired frequency band (3.3-6.57 GHz) and leaves  

a passband between them [Antenna 1]. The effective 

length of the horizontal slot is determined using the 

following relation given in [24]: 

 
2

slot

r e

c
L

f 
= , (3) 

where ƒr is the lower resonance, c is the velocity of 

light and ɛe is an effective dielectric constant of the 

substrate material. The width of the stopband is 

controlled by the width of the slot. It has been set to 

1.2mm, which is approximately the physical dimension 

of the PIN diode. The next step is shortening the 
horizontal slot length in Antenna 1 [Antenna 2], which 

results in a narrow passband of 3.85-4.86 GHz, but the 

matching is poor. The rectangular stub is added, provides 

additional reactive loading, and dramatically improves 

the feed line and radiator matching. Hence, Antenna  

2 has strong matching and passband characteristics of 

3.85-4.86 GHz. Following that, the introduction of a  

U-shaped slot in Antenna 2 without stub [Antenna 3] 

resulted in bandpass characteristics of 4.86-5.87 GHz. 

Antenna 3 was then changed by inserting another U-

shaped slot, resulting in Antenna 4, which has a higher 

bandwidth due to additional capacitive effects. As a 
result, Antenna 4 acts as a UWB radiator with a 

bandwidth of 3.38-5.96 GHz. The proposed antenna is 

then constructed by combining narrowband (Antenna 2) 

and wideband (Antenna 4) antennas. It has bandpass 

response from 3.38-4.24GHz. 
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  (a) Evaluation of narrow and wideband antenna 

 
 (b) Reflection coefficient 

 
Fig. 3. Various design structures and their corresponding 

reflection coefficient. 
 

The evolution of the proposed design providing 

capability of narrow and wideband responses is shown 

in Fig. 4. The combination of the horizontal slot, two 

U-shaped slots, and rectangular stub forms the multi-

purpose filter, controlling the frequency between narrow 

and wideband responses. 
 

 
 

Fig. 4. Evolution of the proposed antenna. 
 

The parametric investigation is conducted to 

understand the functioning of the antenna, i.e., in 

Antenna 2 and Antenna 4, and to avoid measurement 

errors. There are over 12 design variables to study. The 

height of the ground (C), length (e,f, i) and width of the 

C-shaped slot (g) and stub (c and d), have a significant 
influence on frequency response. 

The S-parameter curves in Fig. 5 (a) visualize the 

changes in reflection coefficient (S11 in dB) as the 

height of the ground plane in Antenna 4 is varied while 

all other parameters remain constant. The gap between 

the radiator and the ground plane changes as the height 

grows from 7.8mm to 8.4mm, causing the bandwidth  

to shift. When C is 8.2mm, and all other parameters  

are held constant, a good characteristic for S11 and 

bandwidth is obtained. Fig. 5 (b) indicates the effect in 

reflection coefficient for various lengths of the long 

horizontal slot. The graph illustrates that shortening the 
slot decreases antenna bandwidth while also affecting 

matching. The value of e=23mm was found to be the 

optimum compromise for improved reflection coefficient 

and bandwidth. The impact of changing the length of 

the vertical slot (f), the small horizontal slot (i), and the 

slot width (g) is shown in Figs. 5 (c)-(e). The antenna 

loses matching at the mid-frequency region as the 

vertical slot length decreases. Similarly, changing the 

length of the horizontal slot has the same effect. The 

antenna has an excellent S11 and bandwidth for parameter 

values of e=23mm, f=2.7mm, i=6.3mm, and g=1.2mm. 

The impact of the rectangular stub on antenna 
performance has also been studied in Antenna 2. Figure 

5 (d) depicts the reflection coefficient of the antenna for 

various stub lengths. When the stub length is trimmed 

from 5mm to 1mm, the antenna deviates significantly 

from the target application band, and antenna impedance 

matching is particularly poor for small length.The value 

of c equal to 4.5mm yields the best simulation results 

for S11 characteristics and bandwidth. The stub width 

was also varied to test the antenna's performance, as 

illustrated in Fig. 5 (e). As the width drops from 1.5mm 

to 0.8mm, the reflection coefficient declines from its 
maximum value, causing the antenna to deviate 

significantly from the desired application band. The 

values of d equal to 1mm, 1.1mm, and 1.2mm deliver 

the best simulation results. However, d equal to 1.2mm 

produces the best results not only in Antenna 2 but also 

in Antenna 5. The proposed antenna,according to the 

study, has the best frequency response for the optimized 

parameters, which are as follows: A = 25mm, B = 25mm, 

C = 8.2mm, L = 13mm, W = 13mm, a = 1.5mm, b = 

10mm, c = 4.4mm, d = 1.2mm, e = 23mm, f = 2.7mm, 

g = 1.2mm, h = 12.2mm, and i = 6.3mm.  
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Fig. 5. Simulated reflection coefficients for (a) variations in ground plane height, (b)-(e) variations in slot 

parameters, and (f)-(g) variations in stub parameters. 
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C. Optimization 

After the parametric study is performed, the genetic 

algorithm is used for further optimization. The height of 

the ground (C), length (e,f, i) and width of the C-shaped 

slot (g) and stub (c and d) is chosen to be the optimized 
parameters. Based on the optimetric study, the minimum 

and maximum values are taken for each parameters are 

50% and 150% of the nominal values of initial design. 

The reflection coefficient is defined as cost function  

(≤-10dB) in the frequency range (3-6GHz) for Antenna 

4 and (3.8-5.3GHz) for Antenna 2. 

In the GA optimizer, the following setup is kept  

for the optimization process, maximum number of 

generations is 200, number of parents are 30, number  

of mating pools is 30, number of children is 30, number 

of survivors is 10, and selection pressure for next 
generation is 10. A uniform distribution mutation type 

is used in the reproduction setup with 0.1 uniform 

mutation probability, 0.5 individual mutation probability, 

0.2 variable mutation probability, and 0.05 standard 

deviation [26]. The optimized values of the parameters 

are presented in Table 1. 

 

Table 1: Initial and optimized values obtained from the genetic algorithm 

 

 
 

Fig. 6. Reflection coefficient curves for initial and 

optimized design. 

 

Figure 6 depicts the reflection coefficient findings 

for the initial and optimized designs. It can be observed 

that the optimized Antenna 2 has a better bandwidth 
than the original design and a low reflection coefficient. 

However, in Antenna 4, a minor shift in bandwidth and 

reflection coefficient is seen. 

 

D. Reconfigurable antenna 

A quad-band reconfigurable antenna is designed by 
controlling the slot length and connecting/disconnecting 

the stub to the feed line using Antenna 5 [proposed 

design] in Fig. 4. To obtain multi-mode characteristics, 

two switches D2 and D3 are connected in the slots, and 

D1 is attached between the feed line and the stub 

(Proposed deisgn in Fig. 1). The various structures 

[Antenna 1-5] depicted in Fig. 3 are determined by the 

placement of the switches D2 and D3 in the slot at the 

appropriate positions. This design uses RF PIN diodes 

as switching element. Figures 7 (a)-(c) depicts the 
analogous lumped RLC boundary conditionof the PIN 

diode describing the ON and OFF states. In the ON 

condition, the diode has an ohmic resistance (Rs) of 2.1Ω 

and an inductance (Ls) of 0.6nH. In the OFF state, it has 

a series inductance (Ls) of 0.6nH and is connected to a 

parallel combination of resistance (Rp) and capacitance 

(Ct) of 3 KΩ and 0.17pF. However, since the lumped 

model provides short and open circuit action in the ON 

and OFF states, we did not consider the inductance and 

capacitance values in simulation. As a result, in 

simulation, the RF PIN diode is merely represented as 

lumped resistor. In the ON state, a lumped model with 
low resistance (2.1 Ω) exhibits short circuit behavior, 

allowing current to flow on the antenna structure. The 

lumped model with high resistance (3 KΩ), on the other 

hand, exhibits an open circuit behavior in the OFF state, 

preventing current flow in the antenna structure.  

Figure 8 depicts the simulated frequency response 

of the proposed frequency-reconfigurable antenna.  

The antenna works in four different operating bands 

depending upon the configuration of the switches. If all 

of the switches are OFF, the antenna works in UWB 

mode; otherwise, it works in communication mode.  

In-state 1 (all diodes are ON), the antenna works at a 

single narrowband with an impedance bandwidth of 

Antenna 2 Antenna 4 

Parameters 
Initial Design 

Values (mm) 

Optimized 

Values (mm) 
Parameters 

Initial Design 

Values (mm) 

Optimized 

Values (mm) 

C 8.2 8.25 C 8.2 8.27 

c 4.4 4.47 c 23 23 

d 1.2 1.17 d 2.7 2.7 

e 12.2 12.26 e 6.3 6.3 

g 12 1.19 g 1.2 1.2 
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3.85-5.32 GHz. The antenna also operates at a single 

narrowband in state 2 (D1 ON, D2 OFF, D3 OFF) and 

state 3 (D1 OFF, D2 ON, D3 OFF). It has an impedance 

bandwidth of 3.38-4.24 GHz and 4.86-5.87 GHz, 

respectively. Finally, in state 4 (all diodes are OFF), the 

antenna works at a wideband covering 3.38-5.96 GHz. 
 

 
 

Fig. 7. PIN diode and its lumped model: (a) cross-

section of diode, (b) forward bias, and (c) reverse bias. 
 

 
 

Fig. 8. Simulated reflection coefficient for different 

operating states. 

 

Figure 9 depicts the surface current distribution in 

the slot for different switching states in order to better 

understand multi-band operation. The maximum current 

distribution aids in determining the slot length/part that 

contributes to each frequency band. Figure 9 (a) shows 

the maximum current density in state 1 at the middle of 

the slot and rectangular stub, As a consequence, the 

antenna opreates at 4.3 GHz, which covers the operating 

frequency range of 3.85 to 5.32 GHz. 
The physical length of the slot, or the effective 

electrical length of the current distribution along the 
slot, is determined to be 0.25 λg, which corresponds  

to the resonant frequency 4.3 GHz. Where λg is the 

guide wavelength. Figures 9 (b)-(c) depicts the current 

distribution for states 2 and 3. In state 2, as visualized  

in Fig. 9 (b), the current is distributed throughout the 

slot and dominates in the rectangular stub. The antenna 

resonates at 3.7 GHz covers the frequency band 3.38-

4.24 GHz with electrical slot lengths of 1.13 λg. In state 

3, however, the current distribution only dominates in 
half of the total slot length, as seen in Fig. 9 (c). As a 

result, the antenna resonates at 5.5 GHz with a slot 

length of 0.5λg, covering the frequency range of 4.86-

5.87 GHz. Figures 9 (d)-(e) shows the current prevalent 

maximum across the entire slot and feed line, with no 

distribution in the rectangular stub. With a slot length  

of 1.13 λg, the antenna resonates at 3.7 and 5.5 GHz, 

covering the frequency range of 3.38-5.98 GHz. 

According to the analysis, a variation in the electrical 

length of the current distribution causes frequency 

reconfiguration/multiband operation in the antenna 

structure. 
 

 
 

Fig. 9. The surface current distribution in various 

operational conditions: (a) state1 at 4.3 GHz, (b) state 2 
at 3.7 GHz, (c) state 3 at 5.5 GHz, and (d)-(e) state 4 at 

3.7 and 5.5 GHz. 
 

 
 

Fig. 10. Prototype and biasing structure (a) top side, (b) 

bottom side, (c) biasing circuit, and (d) biasing structure. 
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Table 2: Various operating states and their corresponding frequency band 

 

III. FABRICATION AND RESULTS 
The antenna is simulated and modeled using EM 

solver-High frequency structure simulator. Figures 10 

(a)-(d) illustrates the antenna prototype with biasing 

circuits. After placing the PIN diodes in the proper 

locations, the proposed antenna is tested, and measured. 

The antenna is powered by a 50Ω SMA connector, and 

the frequency is tuned by controlling the slot length with 

an Infineon BAR 64-02 diode. The antenna structure has 
been modified to realize the proposed design with real 

diodes, as shown in Fig. 10 (d). A metal strip measuring 

2.0×0.6 mm2 is inserted into the slot to supply a dc 

voltage to the PIN diodes D2 and D3. A 100pF dc blocking 

capacitor is attached to the ground plane to provide an 

RF link to the diode while retaining dc isolation from 

the RF signal. To bias the diode, a battery applies a 1.5 V 

dc voltage to the metal strip. The d.c supply is directly 

given to diode D1. The matching stub serves as an RF 

choke, preventing RF signals from entering the d.c supply. 
 

 
 

Fig. 11. Reflection coefficient for different operating 

states. 

 

A. Reflection coefficient 

The frequency response of the presented antenna is 

determined using a vector network analyzer. Figure 11 

shows the input response of the presented design in  

simulation and measurements for various operating 

conditions of the diode. The designed antenna works  

in either the ultra wide-band or one of the three 

communication modes, based on the biasing conditions 

of the diodes. Table 2 summarizes the antenna switching 

conditions and their operating modes. In states 1, 2,  

and 3, the proposed antenna has narrow passband 

characteristics, while state 4 has wide-band characteristics. 

The simulated impedance bandwidth in state 1 is 3.85-

5.32 GHz, while the measured value is 3.78-4.98 GHz. 

The antenna impedance bandwidth is 3.38-4.24 GHz  

in simulation, and 3.31-4.32 GHz in measurements for 
state 2. Meanwhile, the antenna operating bandwidth in 

state 3 is 4.86-5.87 GHz in simulation and 4.98-5.96 GHz 

in measurements. In simulations and measurements, the 

antenna in state 4 covered the operating bands 3.38-5.96 

and 3.31-6.03 GHz, respectively. Across all operational 

bands, the proposed antenna exhibits excellent impedance 

matching. The simulated and observed values varied 

marginally due to diode mapping, prototyping tolerance 

levels, and connection losses. 
 

B. Far field analysis 

The far-field analysis is crucial and investigated for 

evaluating the proposed antenna performance using an 
electromagnetic simulator and anechoic chamber. 

Figure 12 depicts the prototyped antenna radiation 

pattern in all states. In the yz-plane, the antenna 

produces omni-directional patterns, while in the xz-

plane, it produces bi-directional patterns. Figures 12 

(a)-(b) shows the antenna pattern in state 1 at 4.3 GHz, 

which has a simulated gain of 2.1 dB but a measured 

gain of 1.91 dB. Figures 12 (c)-(d) depict the measured 

radiation pattern in state 2 at 3.7 GHz.  

In the simulation, the antenna has a gain of 2.3 dB, 

while in measurements, it has a gain of 1.86 dB. 

Similarly, in states 3 and 4, the pattern in Figs. 12 (e)-
(h) is obtained at 5.5 and 3.7 GHz. The simulated and 

observed gains are 2.2/2.0 and 2.3/2.0 dB, respectively. 

In the simulation, the antenna has radiation efficiencies 

of 87.1, 86.4, 88.9, and 92.1 percent, and in measurements, 

it has radiation efficiencies of 80, 78, 83, and 86 percent. 

The antenna cross-polarization is < -15 dB in all states. 

Table 3 presents the simulated and observed values of 

the presented antenna in all four operating states. 

 

Diodes D1 D2 D3 Mode 
Freq. Bands (GHz) 

Simulated/Measured 

State 1 ON ON ON Communication 3.85-5.32 / 3.78-4.98 

State 2 ON OFF OFF Communication 3.38-4.24 / 3.31-4.32 

State 3 OFF ON ON Communication 4.86-5.87 / 4.98-5.96 

State 4 OFF OFF OFF Sensing 3.38-5.96 / 3.31-6.03 
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Table 3: Operating states and performance 

 
Table 4: Performance comparison with other works 

 

 
 

Fig. 12. Normalized gain pattern. State 1 (a) E-plane at 

4.3 GHz; (b) H-plane at 4.3 GHz; State 2 (c) E-plane at 

3.7 GHz; (d) H-plane at 3.7 GHz; State3 (e) E-plane at 

5.5 GHz; (f) H-plane at 5.5 GHz; State 4 (g) E-plane at 

3.7 GHz; (h) H-plane at 3.7 GHz. 
 

IV. COMPARISON OF PERFORMANCE 

WITH PREVIOUS WORKS 
Table 4 compares the proposed antenna to other 

antenna designs for similar applications that have been 

published. In contrast to the designs in [9,15,19,21,22, 

and 23], the proposed design is more compact. In 

addition, the antenna has radiation efficiency over 78  

percent in all operating bands. Finally, this design 

operates in the sub-6 GHz band, covering almost the 

entire lower band (3.1-3.85 GHz), nR77 (3.3-4.2 GHz), 
and nR79 (4.4-5.0 GHz) in the 5G spectrum, as well  

as the entire higher band (4.8-6.0 GHz). In addition,  

the proposed antenna supports a variety of wireless 

communication systems, including WiMAX (3.3-3.8, 

5.15-5.85 GHz), WLAN (5.1-5.3 GHz), and UWB (3.0-

6.0 GHz). 

 

V. CONCLUSION 
This article demonstrated a quad-band frequency 

tunable antenna for 5G sub-6GHz applications. A slotted 

ground structure and a reconfigurable matching stub 

loaded to the feed line were used to achieve frequency 

reconfigurability with a consistent radiation pattern. 

Three PIN diodes were used to electronically tune the 

antenna. The antenna covered 3.31-6.03 GHz in sensing 

mode, and three bands in communication mode: 3.31-

4.32, 3.78-4.98, and 4.98-5.96 GHz. The designed 

antenna has compact size, measuring 25×25×1 mm3. 
The antenna has an excellent cross polar level, gain, 

and efficiency. The prototyped antenna is capable of 

detecting and communicating in the sub-6 GHz band. 

As a result, the design shown here could be used in 

cognitive radio and future communication systems. 
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States 
Freq. Bands (GHz) 

Simulated/Measured 

Antenna Gain (dB) 

Simulated/Measured 

Antenna Radiation Efficiency 

(%) Simulated/Measured 

1 3.85-5.32 / 3.78-4.98 2.1 / 1.91 87.1 / 80 

2 3.38-4.24 / 3.31-4.32 2.3 / 1.86 86.4 / 78 

3 4.86-5.87 / 4.98-5.96 2.2 / 2.0 88.9 / 83 

4 3.38-5.96 / 3.31-6.03 2.3 / 2.0 92.1 / 86 

Ref.  
Size 

(mm
2
)  

Sensing Band 

(GHz)  
Communicating 

Band (GHz)  

Is same Antenna have both 

Sensing and Communication 

Capabilities?  

Radiation 

Efficiency (%)  

[9]  50×46  -  2.2-4.75(Six Bands)  No  -  

[15]  70×70  2-6  2.4, 2.75, 4.2  No  ˃70  

[19]  68×51  2.63-3.7  2.63-3.7  Yes  -  

[21]  60×50  2-5.7  3.21-4.0  Yes  ˃75  

[22]  37.5×37.5  2.3-4.5  3.15-4.15, 2.65-3.85  Yes  ˃70  

[23]  27×56  1-4.5  0.9-2.6(continuous)  Yes  ˃ 70  

This 

work  
25×25  3.31-6.03  

3.78-4.98, 3.31-4.32 

4.98-5.96  
Yes  ˃78  
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Abstract ─ A size-reduced equilateral triangular 

metamaterial patch antenna (ETMPA) is proposed for 

the 5G mobile communications. The new ETMPA is 

formed from a conventional equilateral triangular patch 

antenna (ETPA) by additionally loading triangular-shaped 

mushroom metamaterials. One ETMPA is experimentally 

demonstrated. It is shown to resonate at 3.488GHz. The 

side length is only 0.483λg, which is much smaller than 

that for a conventional ETPA with a length of 0.66λg. 

Despite its compactness, the ETMPA has an acceptable 

bandwidth of 2.1% and antenna gain of 6.3dBi in 

measurement. These performances make the compact 

ETMPA proposing to be used in the wireless 

communications at 3.5GHz. 

 

Index Terms ─ Equilateral triangular patch antenna, 

metamaterials, size-reduced. 
 

I. INTRODUCTION 
With the rapid development of mobile wireless 

communications, there have been increasing demands 

for compact patch antennas. Among various choices of 

different patch shapes, it is interesting to note that an 

equilateral triangle patch antenna (ETPA) [1-6] has a 

relatively smaller patch than its square and circular 

counterparts, although the latter two kinds of antennas 

are better known [1]. The side length of ETPA is about 

0.66λg (λg is the guided wavelength of substrate at the 

resonant frequency) [1], assuming it works at the lowest 

fundamental mode. The associated patch area is nearly 

0.19λg
2. However for a square patch antenna, the side 

length is nearly 0.5λg [1] while patch area is about 

0.25λg
2. The case for the circular patch antenna is 

similar. The diameter for the circular patch is about 

0.58λg. The patch area is as large as 0.26λg
2 [1]. Both of 

them are assumed to operate at their fundamental modes 

respectively.  

To further compact the ETPA for the potential 5G 

mobile communications, a new approach is proposed in 

this work by employing the metamaterial technology  

[7-14]. Metamaterials are man-made subwavelength 

structures that exhibit an effective permittivity or 

permeability, and thus equivalent to some natural 

materials. Inspired by the square-shaped mushroom 

metamaterials designed for a compact rectangular patch 

antenna [14], triangle-shaped mushroom metamaterials 

(TSMMs) are used in this contribution to adapt for an 

ETPA. A new equilateral triangle metamaterial patch 

antenna (ETMPA) is hence formed by filling the TSMMs 

into a conventional ETPA. The TSMMs are physically 

made from low permittivity substrates, but work as some 

effective materials with an enhanced high dielectric 

constant, similar with their square-shaped equivalents 

[14].  

A practical ETMPA is designed to operate at 

3.5GHz. The antenna characteristics are studied in both 

numerical simulations and experiments. Results are 

observed in good agreement. The practical ETMPA  

has a side length of 24mm. However it resonates at 

3.488GHz in experiments. Considering the TSMMs are 

made from substrates with low dielectric constant of 3, 

the electrical length for the ETMPA is only 0.483λg, by 

normalizing 24mm to the λg (49.67mm) at 3.488GHz. 

The patch area is about 0.1λg
2, which is much smaller 

than that for a conventional ETPA. The new ETMPA has 

a -10dB bandwidth of 73MHz (2.1%), ranging from 

3.451 to 3.524GHz in measurement. The peak measured 

antenna gain is 6.3dBi. Within the working bandwidth, 

the antenna gain is observed not less than 5.8dBi. 

Considering the compact patch size, the bandwidth and 

antenna gain for the ETMPA are however not much 

sacrificed. Both are acceptable that make the new 

antenna promising in the applications of 5G mobile 

communication at the 3.5GHz band. 
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II. ANTENNA DESIGN 
The configuration of the proposed compact ETMPA 

is shown in Fig. 1. It is shown with numerous metallic 

triangle-shaped mushroom structures embedded in the 

substrate. These triangle-shaped structures are designed 

to fit for the configuration of an ETPA. The substrate of 

ETMPA is divided into two sub-layers by the mushroom 

structures. The upper layer is assumed with thickness h1, 

dielectric constant εr1, and loss tangent tanδ1, while the 

lower layer is with h2, εr2, and tanδ2. Both can be made 

from low index laminates that are commonly found. The 

mushroom structures are designed in the lower substrate 

layer. Each mushroom element has a small triangle  

cap mounted on the top of lower substrate, which is 

connected to the ground plane by a conducting via 

located in the center of element. A total number of m2  

(m is an integer) triangle-shaped mushroom elements are 

included beneath the patch. In Fig. 1, an example of  

m = 4 is shown. Considering that the ETMPA is with a 

side length of L, and the side length for the mushroom 

element is p, we have L = m×p. The triangle mushroom 

cap is assumed with side length of a, which is very close 

to (but still less than) p. The outer diameter for the 

perforated vias is d. The length for the ground plane is 

G. The antenna is fed by a 50Ω coaxial probe. In order 

to prevent the inner pin of probe from overlapping those 

metallic mushrooms, two mushroom elements around 

the feeding position are designed defected by removing 

the conducting vias.  

 

 
 

Fig. 1. Configuration of the ETMPA. 

 

These mushroom structures can be regarded as 

effective metamaterials if p is much smaller than 

wavelength [7-8]. The effective permittivity εreff is 

irrelevant to the shapes of the structure since it originates 

from the enhanced capacitive effect in the substrate [14]. 

The underlying mechanism is much different from the 

electromagnetic bandgap or high impedance surface 

applications in [15-18], in which the period p is generally 

at the order of 0.25 to 0.5 wavelength. For the composite 

TSMMs, the εreff is approximate to that for those 

rectangular-shaped mushroom metamaterials [14] as: 

 
1 2

1

1

reff r

h h

h
 

+
 . (1) 

The resonant frequency f0 of fundamental TM10 mode 

can be hence estimated [1-6] using: 

 
1

0

1 21

2 2

3 3reff r

c c h
f

h hL L 
 

+
, (2) 

where c is the light speed in free space.  

The side length L for the ETMPA normalized to λg 

is: 

 1

1 2

2

3g

L h

h h


+
, (3) 

in which an additional reduction ratio 
1 1 2/ ( )h h h+  is 

included. It makes the electrical length of the ETMPA 

much reduced than the conventional. The principles 

introduced above provide good starting points to design 

a compact ETMPA. 

 

III. RESULTS 
One practical ETMPA is designed operating at 

3.5GHz for the 5G mobile communications in the Sub-

6GHz band [19-20]. It is first optimized in the full wave 

solver Ansys HFSS. An optimal set of parameters are 

obtained as following: L = 24 mm, G = 50 mm, p = 6 

mm, a = 5.4 mm, h1 = h2 = 1.52mm, and d = 1mm.  

 

 
 

Fig. 2. The photograph for (a) the assembled ETMPA, 

(b) the upper layer, and (c) the lower layer. 
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The dielectrics for the two sub-layers to support the 

TSMMs are both chosen to be the SCGA-500 GF300 

provided by Shengyi Technology Co. Ltd. (SYTECH), 

with εr1 = εr2 = 3, and tanδ1 = tanδ2 = 0.0023.  

An antenna sample is further manufactured for  

the experimental demonstration using these optimal 

parameters. It is manually assembled from two substrate 

layers which are fabricated independently, with the help 

of nylon screws. The assembled ETMPA is shown in 

Fig. 2 (a). The upper layer is given in Fig. 2 (b) showing 

the equilateral triangle patch. The lower layer is shown 

in Fig. 2 (c). The triangle mushroom caps of the TSMMs 

are seen on the substrate. The ETMPA is fed by a coaxial 

probe. Two mushroom elements near the feeding point 

are defected without vias.  

 

 
 

Fig. 3. The reflection coefficients of the ETMPA. 

 

The simulated and measured reflection coefficients 

(S11s) for the proposed ETMPA is given in Fig. 3. They 

are seen in good agreement. It is revealed from the 

measured results that the antenna resonates at 3.488GHz. 

This value is close to 3.4GHz that is predicted from 

equation (2). The measured -10dB bandwidth for the 

ETMPA is 73MHz (2.1%) ranging from 3.451 to 

3.524GHz. The simulated bandwidth is slightly wider as 

79MHz from 3.451 to 3.53GHz. 

It is interesting to notice that the electrical length for 

the practical ETMPA is now 0.483λg, by normalizing the 

physical length 24mm to the λg (49.67mm) at 3.488GHz. 

This result agrees well with the theoretical prediction of 

about 0.47λg according to equation (3). The patch area is 

calculated to be only about 0.1λg
2. However according to 

[1-6], the side length for a conventional ETPA is at the 

order of 0.66λg, while the patch area is nearly 0.19λg
2. 

These results convincingly prove that the new ETMPA 

has a much reduced patch area than the conventional 

ETPA. The size reduction effect is mainly influenced by 

the thickness ratio of h1 and h2. By further increasing the 

ratio of h2 over h1, the ETMPA can be designed even 

smaller in future. If we alternatively use the free space 

wavelength λ0 (86mm) at 3.488GHz to measure the 

ETMPA, the new antenna now occupies a patch area of 

0.034λ0
2. The total thickness is 0.035λ0 by normalizing 

3.04mm to 86mm. 

 

 
 

Fig. 4. The radiation patterns for the ETMPA at 3.5GHz 

on the (a) E plane and (b) H plane. 

 

The radiation patterns for the ETMPA at 3.5GHz are 

also studied and given in Fig. 4. The patterns on the E 

plane (xoz plane) and H plane (yoz plane) are shown in 

Fig. 4 (a) and Fig. 4 (b), respectively. It is observed that 

the simulated and measured co-polarized patterns are 

almost the same. The front-to-back ratio is at the order 

of 15dB. The cross-polarization levels are however 

different on the E and H planes. The simulated cross-

polarized levels are below -40dB on the E plane that are 

almost unseen, and about -22dB on the H plane. The 

measured cross-polarizations are nevertheless much 
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higher, which are seen to be -18.8dB on the E plane, and 

-14.6dB on the latter H plane.  
 

 
 

Fig. 5. The antenna gain. 

 

The antenna gain curves are given in Fig. 5 obtained 

from numerical predictions and experiments. Their 

trends versus frequency are similar. The peak (realized) 

antenna gain predicted from HFSS is 6.2dBi. For  

the measured (realized) gain, the peak value is 6.3dBi. 

Within the operating frequency band, the measured 

antenna gain is all over 5.8dBi. The total (realized) 

efficiency of the fabricated ETMPA is not measured 

here. However, it is predicted to be about 91% from 

HFSS. Considering the similarities between the 

simulated and measured radiation patterns as shown in 

Fig. 4, the directivity for the fabricated ETMPA should 

be very close to that of the antenna model used in 

simulations. Hence the total efficiency for the practical 

ETMPA can be reasonably estimated at the level of 90%, 

according to the simulated value. 

 

Table 1: Performances of several compact metamaterial 

antennas operating near 3.5GHz 

Ref. 
f0 

/GHz 

Patch 

area 

Thick-

ness 

BW 

/% 

Gain 

/dBi 

[11] 3.3 0.036λ0
2 0.034λ0 3.1 0.79 

[12] 3.494 0.063λ0
2 0.087λ0 2.2 7 

[13] 3.5 0.053λ0
2 0.018λ0 3.7 4.6 

This 3.488 0.034λ0
2 0.035λ0 2.1 6.3 

 
The antenna performances are shown in Table 1, in 

contrast to several other compact metamaterial antennas 

[11-13] operating near 3.5GHz. In Table 1, all of the 

patch areas and thicknesses are normalized to the free 

space wavelength λ0 at the resonant frequency f0. In the 

BW column, results are summarized from the -10dB 

relative bandwidth of these antennas. From Table 1, the 

ETMPA is observed to occupy a very compact antenna 

volume but maintain an acceptable bandwidth and gain. 

To further improve the bandwidth, several broadband 

techniques [1], e.g., adding a stacked patch, or using a U-

slot patch etc., might be used in future. 

 

IV. CONCLUSION 
A new compact ETMPA is designed and realized 

operating at 3.5GHz. By loading periodic TSMMs into a 

conventional ETPA, the new ETMPA is demonstrated 

with a reduced patch area than conventional. Moreover, 

the bandwidth and radiation performances for the size-

reduced ETMPA are also evaluated. The measured 

bandwidth for the practical compact ETMPA is 2.1% 

while the peak antenna gain is about 6.3dBi. They are 

both sufficient to meet the demand of 5G mobile 

communications. 
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Abstract ─ A novel serrated ground plane (NSGP) for  

na low-loss reflectarray antenna is presented in this  

paper. Compared with a conventional smooth ground 

plane (CGP), the NSGP consists of a series of serrated 

elements, which can reflect the incident waves in the 

main beam direction, so the losses of the reflectarray  
can be effectively reduced. The principle and losses of 

reflectarray antennas are studied and analyzed. Then, a 

low-loss NSGP is proposed, and two design methods for 

the NSGP are given in this paper. Finally, a reflectarray 

antenna with elements arranged in a 15×15 grid is 

designed, simulated and measured with the NSGP and 

CGP respectively within the frequency from 12.88 to 

13.88GHz. The results show that the reflectarray antenna 

with the NSGP can effectively utilize the reflected waves 

and has a maximum higher gain of 0.681 dB compared 

with the gain of the reflectarray with the CGP. This 

NSGP has a potential to be used in the high accurate 

design of the reflectarray which requires to realize beam 

forming, low-loss, high-efficiency, etc. 
 

Index Terms ─ High-accuracy, high gain, low-loss, 

reflectarray antenna, reflector antenna, serrated ground 

plane. 
 

I. INTRODUCTION 
A reflectarray antenna is a high gain antenna that   

is easier to manufacture and takes up less space than     

a parabolic reflector antenna [1]. Reflectarray antennas 

can realize beam forming [2] and beam scanning [3] and 

have the advantages of low loss and ease of fabrication 
compared with phase array antennas. Reflectarray 

antennas were first proposed in 1963 [4], and reflectarray 

antennas have attracted a great deal of interest from 

researchers and have rapidly developed since the 1970s 

with the development of microstrip antennas. 

The reflectarray antenna has the advantages of  

high gain, a low profile and low loss, while the losses  

of the reflectarray antenna cannot be ignored, especially 

at high frequencies [5]. In general, the losses of 

reflectarray antennas include dielectric losses, conductor 

losses, surface wave excitation [6], phase dispersion 

compensation and the losses caused by the reflection of 

the ground plane. To date, much work has been done to 

analyze the losses of reflectarray antennas. The losses  
of microstrip-patch antennas have been studied in [7]. 

Conductor and dielectric losses are more severe for 

thinner substrates, and the model of the dielectric   

losses and the role of the substrate loss tangent were 

investigated in [8]. The effects of the substrate thickness 

and permittivity on the antenna’s performance were 

studied in [9]. A detailed study of losses for mm-wave 

microstrip arrays was presented in [10]. The modeling of 

printed reflectarray elements through a lumped-element 

circuit, which includes the effect of metal and dielectric 

losses, is presented in [11]. 

The reflectarray antenna is designed with the 
assumption that the reflected waves travel along the main 

beam direction, while part of the waves reflected by the 

ground plane deviates from the main beam direction 

most of the time [12], and this part of the waves can 

increase the sidelobes and cause losses of the reflectarray 

antenna. To date, the losses of reflectarray antennas 

caused by the mirror reflection of the ground plane have 

rarely been studied. 

In this paper, a novel serrated ground plane (NSGP) 

for a low-loss reflectarray antenna is proposed. The 

principle and losses of the reflectarray antenna are 
studied. Then, a low-loss NSGP that can effectively   

use the energy of the reflected waves is designed and 

analyzed, and a reflectarray with conventional ground 

plane (CGP) and the NSGP is fabricated and tested 

respectively. Measured results show the reflectarray with 

the NSGP has an average higher gain and aperture 

efficiency of 0.54dB and 6.1% compared with the 

reflectarray with CGP within the working frequency of 

12.88GHz to 13.88GHz. The geometry and analysis of 

the NSGP is presented in Section III and Section IV, and 
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a reflectarray antenna operating at 13.38 GHz with the 

NSGP and CGP respectively is designed, simulated and 

tested in Section V. Finally, comparisons are given, and 

the conclusions are summarized in Section VI. 

 

II. PRINCIPLE AND LOSSES OF THE 

REFLECTARRAY ANTENNA 

A. Phase compensation of the reflectarray antenna 

A reflectarray antenna is usually designed by the 

following steps: the first step is obtaining the amplitude 

and phase distributions that are needed to be compensated 

for the reflectarray surface, and there are some studies to 

synthesize reflectarray [13-15]. After the required phase 

compensation is obtained, an appropriate element must 

be designed to provide the required phase compensation, 

and finally, there are some methods to calculate the far 

field radiation pattern of the reflectarray, such as the 

conventional array theory [16], [17] and the equivalent 
aperture field method based on the physical optic (PO). 

From the analysis above, we can know that by 

properly tailoring the elements phase of the reflectarray 

antenna [18], the reflectarray can reflect the incident 

waves in a desired direction so that we can obtain a very 

directional pencil beam in the far field, which is the 

principle of reflectarray antenna. The coordinate system 

of the reflectarray antenna is shown in Fig. 1. 

 

 
 

Fig. 1. Coordinate system of the reflectarray antenna. 
 

The phase compensation required by the reflectarray 

element ( , )i ix y
 
to generate the required beam direction 

( , )b b   as shown in Fig. 1 is: 

( ) 0 0,i i b b i b b ix y k sin cos x k sin sin y    = − − ,   (1) 

where 
0

2 2 f
k

c

 


= =  is the wave number in free 

space. The phase of the reflected wave is the sum of the 

phase of the incident wave and the phase shift introduced 

by the reflectarray unit cell after the incident wave is 

reflected by the reflectarray, as shown in the following 

formula: 

 ( ) ( )0, ,i i i R i ix y k d x y = − + ,        (2) 

where ( , )R i ix y  is the phase shift introduced by the 

reflectarray element and id  is the distance between the 

reflectarray unit cell and the feed source. Based (1) and 

(2), the required phase compensation for the reflectarray 

element is: 

( )( )0R i i b i b bk d x cos y sin sin   = − + .   (3) 

 

B. Losses of the reflectarray antenna 

Based on the analysis of the reflectarray antenna,  

the losses of the reflectarray antenna can be summarized 

into the following parts [19]: the losses caused by the 

dielectric substrate, the losses caused by the resonance 
of the conductor, the losses caused by surface waves and 

the losses caused by the mirror reflection of the ground 

plane. Much work has been done to reduce the losses of 

the reflectarray, such as a substrate with a relatively 

small dielectric loss tangent has been used, and a 

reflectarray antenna without a substrate has been 

designed to reduce the losses caused by the substrate  

[20]. For conductor losses of the reflectarray antenna, 

materials with lower losses, such as light-controlled 

plasma materials, graphene materials and quartz crystals, 

have been used to make reflectarray patches [21], [22]. 

For losses caused by surface waves, some special 
structures, such as metamaterials, have been used to 

suppress surface waves [23]. However, there are no 

studies that analyze the losses caused by the mirror 

reflection of the ground plane, and it is necessary to 

study the losses caused by the reflection of the ground 

plane to reduce the losses and improve the gain of the 

reflectarray antenna. 

When electromagnetic waves are incident on the 

reflectarray antenna, all the incident waves are reflected 

by the ground plane, which mainly includes three parts: 

the first part is the re-radiated waves caused by the 
resonance of reflectarray element patches, the second 

part is the waves reflected by the ground plane, and the 

third part is the non-resonant radiated waves of the 

reflectarray elements. Since the thickness of the substrate 

of the reflectarray is usually small )1.0( 0 , the reflected 

waves mainly include the first two parts [23], as shown 

in Fig. 2 (a). 
 

 
 

Fig. 2. Re-radiated and reflected waves of the reflectarray 

element when (a) the incident waves with a small 

incident angle, and (b) the incident waves with a large 

incident angle. 
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When the angle of incident waves is small or    

not very large as shown in Fig. 2 (a), the direction of   

re-radiated waves caused by the resonance of the 

reflectarray patches and the reflected waves caused by 

reflection of the ground plane are both along the main 
beam direction and this follows the assumption of our 

design of the reflectarray. But when the electromagnetic 

waves are incident on the elements at the edge of the 

reflectarray as shown in Fig. 2 (b), since the angle of 

reflected waves is equal to the angle of incidence, the 

direction of the re-radiated waves and the reflected 

waves are not the same based on the law of reflection, 

only part of the reflected waves contributes to the gain of 

the reflectarray antenna, and others will cause the losses 

and increase the sidelobes of the reflectarray antenna. 
 

 
 

Fig. 3. Re-radiated and reflected waves of the reflectarray 

element at the edge of the reflectarray. 

 
As shown in Fig. 3, when electromagnetic wave is 

incident on the element at the edge of the reflectarray, 

the total reflected wave include the re-radiated wave 

caused by the element patche and the wave reflected by 

the ground plane. According to the law of reflection, the 

angle of the reflected wave and incident wave is equal 

ir  = , and the reflected wave rE


 can be divided into 

1rE


 and 2rE


 in the Cartesian coordinate system. 

rrr cosEE 


=2  is along the main beam direction and 

contributes to the gain of the reflectarray antenna, and 

rrr sinEE 


=1
 is vertical to the main beam direction 

and will increase the sidelobes of the reflectarray.     

For example, when the focal diameter ratio (f / D) is 0.8, 

the maximum angle of the incident wave can be 

calculated as ( )625.0
2

arctan
f

Darctani =





= , so 

the reflected wave along the main beam direction is: 

( )

2

0.625

0.85 .

=

=   



r r r

r

r

E E cos

E cos arctan

E



        (4)

 

The losses of the reflected wave along the main 

beam direction compared with the incident wave are: 

( )

2

0.625

0.15 .

= −

= −   



losses r r

r r

r

E E E

E E cos arctan

E      (5)

 

From the analysis above, the waves reflected by the 

ground plane and the re-radiated waves caused by the 

element patches are not in the same direction when the 

incident angle is large, which will cause losses and 

increase the sidelobes of the reflectarray antenna, using 

a large f / D ratio can reduce the losses [12], but it does 

not fundamentally solve the problem. With many studies 
and simulations, a novel serrated ground plane (NSGP) 

for a low-loss reflectarray is proposed, which can reflect 

the incident waves to the main beam direction, thereby 

reducing the losses of the reflectarray antenna. 

 

III. DESIGN OF THE NSGP 

The reflector antenna can be regarded as a two-

dimensional parabola rotating around a fixed axis, and 

when the electromagnetic waves emitted at the focal 
point are reflected by the reflector antenna, the reflected 

waves are parallel to each other. The reflector antenna is 

shown in Fig. 4. 

 

 
 

Fig. 4. The reflector antenna. 

 
The Fresnel-Zone Plate Reflector (FZPR) was 

developed many years ago as an inexpensive alternative 

to a parabolic reflector [24], [25]. As shown in Fig. 5, 

there are many concentric zones, which are separated by 

two heights or thicknesses, and all the reflected waves 

are more or less in phase when the heights or thicknesses 

are properly designed [26]. 

The FZPR has many advantages, such as simplicity 

in design and manufacturing. However, there is a 

principle drawback of FZPR: the FZPR has relatively 

low efficiency due to the phase dispersion of the 

reflected signals in each zone [27], the distance from one 
ring to the next ring varies from zone to zone and due to 
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the lack of individual elements, and the FZPR cannot 

achieve beam scanning [12]. 

 

 
 

Fig. 5. The FZPR. 

 

A. A NSGP for the low-loss reflectarray antenna 

Here, we introduce a NSGP for a reflectarray 

antenna that combines the principle of reflector antenna, 

FZPR and reflectarray antenna, and the elements of the 

reflectarray can be designed individually. According to 

the analysis of the reflectarray antenna, the reflected 

waves mainly include two parts: the re-radiated waves 

caused by the element patches and the waves reflected 

by the ground plane. When a reflectarray is designed, the 

direction of the re-radiated waves is determined, so we 

can just adjust the direction of the reflected waves. A 

NSGP is proposed that can change the direction of    
the reflected waves to the main beam direction, thereby 

reducing the losses of the reflectarray, and there are two 

methods for designing it. 

 

B. Design of the NSGP based on the law of reflection 

As shown in Fig. 6, when electromagnetic waves are 

obliquely incident on a ground plane, according to 

Maxwell’s equations and the boundary conditions, the 

incident waves will be reflected by the ground plane, and 

the reflected angle ra  is equal to the incident angle 
ia . 

If the ground plane rotates by an angle of  , then the 

reflected waves will rotate by an angle of *2 , as 

shown in Fig. 6 (b). If a series of small conductive planes 

on the same horizontal rotate by a given angle, which is 

half of its incident angle, it is evident that the incident 

waves will be reflected back to the same direction, as 

shown in Fig. 6 (c). If we use these small planes as the 

reflectarray ground plan, the directions of the reflected 

waves and re-radiated waves will be the same, and both 
along the main beam direction, as shown in Fig. 6 (d), so 

the losses of the reflectarray caused by the reflection of 

the ground plane can be reduced. 

 

C. Design of the NSGP based on the reflector antenna 

As discussed above, the waves that are reflected by 
the reflector antenna are parallel to each other when the 

waves are emitted from the focal point as shown in Fig. 

7 (a). 

 
 

Fig. 6. Design of the NSGP based on the law of 
reflection. 

 

 
 

Fig. 7. Design of the NSGP based on the reflector 

antenna. 

 

If a series of electromagnetic waves emitted from 

the focal point are reflected by a series of parabolas with 

formulas 
22

2

i

i

f

f

x
y −= , which have the same focal point 

( )0,0  but different focal lengths 
2

if , then the waves 

will be reflected back to the vertical direction and 

parallel to each other as shown in Fig. 7 (b). If a series of 
small planes is used to approach the series of parabolas 

at the same horizontal positions, as shown in Fig. 7 (c), 

it is evident that the waves reflected by the small planes 

will be parallel to each other and all along the vertical 

direction. This structure can be used for the reflectarray 

antenna so that the directions of the reflected waves and 

re-radiated waves will be the same for all the elements 

and the losses caused by the reflection of the ground 

plane can be effectively reduced as shown in Fig. 7 (d). 

The slopes of the element ground planes at different 

positions can be calculated as follows: Assuming that the 
small element ground planes are on the same horizontal 

plane 
0yy −= , and the coordinates of element planes 
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are 
0( , )np y− , where p is the period of each unit cell, 

1, 2, 3......n = , then take the coordinates of element 

planes 
0( , )np y−  into the parabolic formula and a 

series of focal lengths 
2

nf  can thus be obtained, finally, 

the slopes of element ground planes can be calculated by 

the formula 

n

n
f

nf
y =' . 

From the discussion above, it is evident that the 

NSGP uses the serrated structure to adjust the directions 

of the reflected waves at each unit cell, so the directions 

of each elements’ reflected waves are all along the main 

beam direction, the energy of the reflected waves can be 

used effectively and the gain of the reflectarray antenna 

can be improved. To learn more about the NSGP, the 

models of the NSGP and CGP are analyzed in the 

following section respectively. 

 

IV. ANALYSIS OF THE LOW-LOSS NSGP 

As discussed above, the reflected waves of the 

reflectarray antenna mainly include the re-radiated 

waves caused by the resonance of the element patches 

and the waves reflected by the ground plane as shown in 

the following formulas: 
)(

0
0 iii zcosyvxujk

I eEE
++

=


,
            

(6) 

0 ( )

0[ ( , ) ( , )] i i ijk xu yv zcos

T R S i i i iE E E R S E e
    + +

= + = +  , (7) 

0
0 ( )

0

0

0
i i i

T

jk xu yv zcos

T

SE S ER
e

R S ESE

   

  

+ +
      

= +                    

, (8) 

where 












R

R 0

0
 is the reflected factor of the 

reflectarray antenna, 


















S

S

S

S
 is the re-radiated factor 

of the reflectarray antenna, and 0
0 ( )

0

i i ijk xu yv zcos
E

e
E

 



+ +
 
 
 

 is 

the incident waves. 

When a reflectarray antenna is designed, the 

structures of the element patches and the substrate of the 
reflectarray are determined, so the re-radiated waves of 

the reflectarray are determined. At this time, the gain of 

the reflectarray antenna mainly depends on the waves 

reflected by the ground plane, which will be studied and 

analyzed in detail as follows. 

 

A. Analysis of the CGP 

As shown in Fig. 8, when the electromagnetic wave  

is incident on the CGP at an incident angle of ( , )i i  , 

according to the law of reflection, the magnitude of the 

reflected wave and the incident wave is equal 0rE E= , 

and the angle of the reflected wave is equal to the angle 

of incident wave 
ir  = . It can be obtained that the 

magnitude of the reflected wave along the main beam 

direction is: 

1 0er iE E cos=  .              (9) 

 

 
 
Fig. 8. Model of the CGP. 

 

B. Analysis of an idea novel serrated ground plane 

(INSGP) 

The model of the INSGP for the reflectarray is shown 

in Fig. 9, and the slope of each element ground plane is 

designed by the analysis in Section III. According to  

the analysis above, when the electromagnetic wave 
iE  

at the focal point ),0,0( 0z  is incident on the element 

ground plan )0,,( ii yx  with an angle of ( , )i i  , the 

wave 
iE  will be reflected back by the ground plane 

along the main beam direction. So the magnitude of the 
reflected wave along the main beam direction is: 

2 0er rE E E= =  .            (10)
 

In this case, both the re-radiated wave and the 

reflected wave are along the main beam direction, and 

the reflectarray will fully utilize the energy re-radiated 

by the element patches and reflected by the ground plane. 
 

 
 

Fig. 9. Model of the INSGP. 
 

C. Analysis of a NSGP I 

Considering that the number of reflectarray unit 

cells is usually large and the difficulty of manufacturing,  
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the INSGP for the reflectarray is simplified. Assume  

that the electromagnetic wave 
iE  at the focal point 

0(0, 0, )z  is incident on the element ground plane 

( , ,0)i ix y  with an angle of ( , )i i   as shown in Fig. 10. 
 

 

 

Fig. 10. Model of the NSGP I. 

 

As shown in Fig. 10 (b), the incident wave 
iE      

is decomposed into 
1E  and 

2E  in the Cartesian 

coordinate system and 
1 2 ,= +iE E E  where 

1

1
* cos *

2
i i i y i i zE E sin sin e E e  = −  is in the yoz 

plane, the angle between 
1E  and the negative z-axis is 









= )

2
( 0

1

z
yarctan i , and the magnitude of 

1E  is: 

2 2 2

1

1
cos

4
i i i iE E sin sin  = + .

      
(11) 

2

1
* cos *

2
i i i x i i zE E sin cos e E e  = −  is in the 

xoz plane, the angle between 
2E


 and the negative z-axis 

is 







= )

2
( 0

2

z
xarctan i , and the magnitude of 

2E


 is: 

2 2 2

2

1
cos

4
i i i iE E sin cos  = + .

      
(12) 

The element ground plane can thus be designed 

according to the analysis above, the two sides of the 

element ground plane are parallel yeLL


//// 21  and the 

other two sides of the element ground plane are 
43 // LL , 

besides, the angle between 3L  and the x-axis is 
2

2 . 

According to the law of reflection, the incident wave 
2E


 

will be reflected back to the vertical direction, and the 

magnitude of reE2


 that contributes to the gain of the 

reflectarray is: 

2 2 2

2 2

1
cos

4
re i i i iE E E sin cos  = = + .

  
(13) 

The sides 
1L  and 

2L  are parallel to the y-axis, 

while the ground plane rotates along the y-axis by an 

angle of 
2

2 , the reflected wave 
rE1


 of the incident 

wave 
1E  is complicated. The magnitudes of the 

reflected wave 
1reE  along the main beam direction is 

given directly as: 

1 1 1 2

2 2 2

1 2

1
cos

4

re r

i i i i

E E cos cos

E cos cos sin sin

 

    

=

= +

. (14) 

Therefore, the sum of the magnitudes of the 

reflected waves along the main beam direction is: 

3 1 2

2 2 2

1 2

2 2 2

1
( cos

4

1
cos ).

4

= +

= +

+ +

er re re

i i i i

i i i

E E E

E cos cos sin sin

sin cos

    

  

. (15) 

 

D. Analysis of a NSGP II 

Similar to the analysis in Section. IV. C, the incident 

wave iE  is decomposed into 1E  and 
2E


 as shown in 

Fig. 11, where 1E  is in the yoz plane and is parallel    

to the y-axis, 
1 sin *i i i yE E sin e = . 

2E


 is in the    

xoz plane, 2 * *i i i x i i zE E sin cos e E cos e  = − , the 

angle between 
2E


 and the negative z-axis is 

2

0

ix
arctan

z


 
=  

 
, and the magnitude of 

2E


 is: 

2 2 2

2 i i i iE E sin cos cos  = + .      (16)
 

The element ground plane can thus be designed 

based on the analysis above, the sides of the reflectarray 

element ground plane are yeLL


//// 21  and 
43 // LL , 

and the angle between 3L  and the x-axis is 
2

2 . 

According to the law of reflection, 
1E


 is parallel to the 

y-axis, the ground plane does not reflect it, and 
2E


 will 

be reflected back to the main beam direction, and the 

magnitude of the reflected wave reE2


 is: 

2 2 2

2 2re i i i iE E E sin cos cos  = = + .    (17)
 

Therefore, the magnitude of the reflected wave 

along the main beam direction is: 

2 2 2

4 2er re i i i iE E E sin cos cos  = = + .   (18) 
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Fig. 11. Model of the NSGP II. 

 

E. Comparisons 

From the analysis above, the magnitudes of the 

reflected waves in Section IV. A, Section IV. B, Section 

IV. C and Section IV. D along the main beam direction 

are: 

1er i iE E cos= ,               (19) 

2er r iE E E= = ,            (20) 

3 1 2

2 2 2 2 2 2

1 2

1 1
cos cos

4 4

er re re

i i i i i i i

E E E

E cos cos sin sin sin cos       

= +

 
= + + +  

 

,  

 (21) 

2 2 2

4er i i i iE E sin cos cos  = + .       (22) 

Usually, 5.1/8.0  Df  and 45 45i−     , then 

it is easy to calculate that 
1342 erererer EEEE


 . 

Compared to the INSGP as shown in Section. IV. B, the 

NSGP II simplifies the manufacturing process, and the 

gain of NSGP II is lower: 

( )
2 4

2 2 21

low er er

i i i i

E E E

E sin cos cos  

= −

= − + .
    

(23)
 

Compared with the CGP, the NSGP II effectively 

increases the gain of the reflectarray, and the gain of the 

NSGP II is higher: 

( )
4 1

2 2 2

high er er

i i i i i

E E E

E sin cos cos cos   

= −

= + − .
  

(24) 

Considering the difficulties associated with 

manufacturing, the NSGP II has the advantages of 

reduced manufacture and can also reduce the losses 

caused by the reflection of ground plane. 
 

V. SIMULATIONS AND COMPARISONS 

A. Unit cell element 

A simple reflectarray element is designed, and    

the reflectarray element patch consists of three square   

rings and a vertical strip that combines the three square 

rings to form a unit cell. After a series of simulations  

and optimizations, the structure and parameters of the 

element are shown in Fig. 12. The length of the unit cell 

L is 10 mm, and the slot length L1 is 9 mm. The length 

of middle square ring L2 is 3.5×d mm, and the slot length 
L3 is 3×d mm. The length of the inner square ring L4 is 

2.5×d mm, and the slot length L5 is 2×d mm, and the 

reflection phase of the unit cell is controlled by adjusting 

the variable length of d. The width of the vertical strip w 

is 0.5 mm, the thickness of the substrate (RT/duroid5880) 

is h and the height of the air substrate is 
1h H h= − . 

 

 

 

Fig. 12. Configuration and geometry of the reflectarray 
element. 

 

A parametric study is carried out to optimize 

element structure in order to obtain a linear reflection 

phase curve. The influence of the thickness of substrate 

h and H are shown in Fig. 13 respectively, it can be 

observed that the substrate thickness h has little influence 

on the reflection phase curve. Considering the manufacture 

factor, the thickness of the substrate h is 0.762mm. It can 

be concluded that the thickness of H has great influence 

on the reflection phase curve as shown in Fig. 13 (b), so 

the thickness of 5H mm=  is chosen for better linear 

reflect phase and large phase variation range. 
When the element patch rotates a certain angle 

relative to the ground plane, the reflected phase of 

element with variable length d operating at 13.38 GHz is 

plotted in Fig. 14. It is observed that the range of the 

reflection phase is over 450°, which satisfies the required 

phase compensation for the reflectarray antenna. The 

rotation between the element patch and the ground plane 

has little impact on the reflection phase, and the 

deviation between the curves when the element patch 

and ground plane are rotated is less than 18°. 

 

B. Design and simulation of reflectarray combined 

with different ground planes 

To verify the design concept of the proposed NSGP, 
simulations and comparisons will be made for the 

reflectarray antenna with different ground planes. 

A reflectarray antenna with the proposed square   

ring elements working at 13.38 GHz is designed. The 

reflectarray surface is composed of 15×15 elements. The 
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period of reflectarray elements p is 10 mm (0.45 × λ), the 

thickness h of substrate RT5880 is 0.762 mm and the 

thickness (H – h) of the air substrate is 4.238mm, the 

focal length f is 120 mm, and the focal diameter radio   

(f / D) is 0.8, which is determined by the radiation pattern 
of the horn feed. According to the analysis in Section IV, 

the CGP and the NSGP are designed, and the front views 

of the ground planes are shown in Fig. 15 below. 

 

 
 

Fig. 13. (a) Reflection phase of the element for different 
h. (b) Reflection phase of the element for different H. 

 

 

 

Fig. 14. Reflection phase of the element for different 

rotation angles. 

 

The CGP of the reflectarray antenna is shown in  

Fig. 15 (a), which has a smooth surface and is used for 

most reflectarray antennas. Fig. 15 (b) shows the INSGP, 

which is designed by the method of “Design of the NSGP  

based on the law of reflection” in Section III. B. The 

NSGP II analyzed in Section IV is designed as shown  

in Fig. 15 (c). Compared with the INSGP, the NSGP is 

easier to manufacture and can also effectively improve 

the gain of reflectarray antennas. 
The reflectarray antenna with different ground 

planes discussed above is designed and shown in Fig. 16 

respectively. It is worth noting that the reflectarray is 

exactly the same except for the ground planes. 
 

 

 

Fig. 15. Geometry of the ground planes. (a) The CGP, (b) 
the INSGP, and (c) the NSGP II. 
 

 
 

Fig. 16. Geometry of the reflectarray with different ground 

planes. (a) The reflectarray with the CGP. (b) The 

reflectarray with the INSGP. (c) The reflectarray with 

the NSGP II. 
 

The radiation patterns of the reflectarray antenna 

with different ground planes above are simulated and the 

results are shown in Fig. 17 respectively. 

It can be observed that the gain of the reflectarray 

with the CGP is 24.610 dB, and the gain of the reflectarray 

with the INSGP is 25.279 dB. Compared with the CGP, 

the INSGP can reflect the incident waves in the main 

beam direction, so the losses of the reflectarray antenna 

caused by the reflection of the ground plane are reduced, 

and the gain of the reflectarray is increased by 0.669 dB. 
It can be seen that the gain of the reflectarray with the 

NSGP is 25.015 dB, which is 0.405 dB higher than the 

gain of the reflectarray with the CGP and 0.264 dB lower 

than the gain of the reflectarray with the INSGP. 
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Fig. 17. Radiation patterns of the reflectarray. (a) The 

radiation patterns of the reflectarray with the CGP. (b) 

The radiation patterns of the reflectarray with the INSGP. 

(c) The radiation patterns of the reflectarray with the 

NSGP. (d) The comparison of the radiation patterns. 

 

From the comparisons of the radiation patterns, the 

gain of the reflectarray from high to low is the reflectarray 

with the INSGP, the reflectarray with the NSGP and the 

reflectarray with the CGP. Considering the difficulty 

associated with manufacturing in practice, the NSGP 
greatly reduces the difficulty of manufacturing compared 

with the INSGP, and the losses caused by the reflection 

of the ground plane can be effectively reduced. 

 

C. Design of the reflectarray with offset feed. 

Considering the problem of feed blockage, a 15×15 

reflectarray antenna fed by a linearly polarized horn with 

an offset angle of 15i =   with respect to the broadside 

direction is designed as shown in Fig. 18. 
 

 
 

Fig. 18. Geometry of the reflectarray with offset feed. (a) 

The reflectarray with the CGP. (b) The reflectarray with 

the NSGP. 

 

The element discussed in Section V is adopted to 

make the reflectarray antenna. The square aperture of the 

reflectarray D is 150 mm, and the focal length F = 120 

mm, which indicates an F / D ratio of 0.8. The position 

of offset feed horn is 31.06feedx mm= − , 0feedy mm= , 

115.91feedz mm=  based on the coordinate system in Fig. 

18. The NSGP is designed as shown in Fig. 19 based on 

the analysis in Section IV, and the slopes of the element 

ground planes are shown in Table 1. 
 

 

 

Fig. 19. Geometry and configuration of the NSGP. 

 

Table 1: Slopes of the element ground planes of the 

NSGP 

Number Slope Number Slope 

1 0.2320 12 0.1710 

2 0.2050 13 0.2150 

3 0.1760 14 0.2588 

4 0.1450 15 0.3016 

5 0.1120 16 0.0431 

6 0.0767 17 0.0856 

7 0.0393 18 0.1273 

8 0 19 0.1677 

9 0.0411 20 0.2065 

10 0.0835 21 0.2435 

11 0.1270 22 0.2785 

 

The reflectarray is measured by NSI planner near-

field system and the photographs of the reflectarray 
antenna are shown in Fig. 20. It is worth noting that two 

measurements of the reflectarray are exactly the same 

except for the ground planes. 
 

 
 

Fig. 20. (a), (b) Photographs of the reflectarray, and (c) 

near-field measurement. 
 

The simulated and measured radiation patterns in  

both E and H plane at the center frequency 13.38GHz  

(b)

25.279dB24.610dB

25.015dB

(a)

(c) (d)

-90 -60 -30 0 30 60 90
-20

-10

0

10

20

30

 

 

R
a
d
ia

ti
o
n
 P

a
tt

e
rn

s
(d

B
)

Theta(deg)

 E-plane

 H-plane

-4 -2 0 2 4
20

21

22

23

24

25

26

 

 

R
a

d
ia

ti
o

n
 P

a
tt

e
rn

s
(d

B
)

Theta(deg)

 E-plane of (a)

 E-plane of (b)

 E-plane of (c)

-90 -60 -30 0 30 60 90
-20

-10

0

10

20

30

 

 

R
a
d
ia

ti
o
n
 P

a
tt

e
rn

s
(d

B
)

Theta(deg)

 E-plane

 H-plane

-90 -60 -30 0 30 60 90
-20

-10

0

10

20

30

 

 

R
a
d
ia

ti
o
n
 P

a
tt

e
rn

s
(d

B
)

Theta(deg)

 E-plane

 H-plane

H

D

F

θ iθ r

X

Y

Z

H

(a)

(b)

(c)

f

H
h

H
h

1

2 3

4 5

6 7
8
9 10

11 12
13 14

15

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

16
17 18

19 20
21 22

16 17 18 19 20 21 22

(a)

(b)

(c)
X

Y
Z

Z

X

Z

Y

Y

X

ACES JOURNAL, Vol. 36, No. 8, August 20211039



are shown in Fig. 21. Good agreement between the 

simulated and measured results is observed. The highest 

measured side lobe level (SLL) is about -18.3dB, and the 

cross polarization discrimination is less than -20dB at  

the center frequency 13.38GHz. The comparisons of the 
measured gain between the reflectarray with the NSGP 

and CGP are shown in detail in Fig. 22. 

 

 
 

Fig. 21. Radiation patterns of the reflectarray. (a) 

Radiation patterns of the reflectarray with the NSGP. (b) 

Radiation patterns of the reflectarray with the CGP. 

 

From Fig. 22 (a), it can be seen that, for the 

normalized gain of the reflectarray with the NSGP in E-

plane, the left SLL, right SLL and cross polarization are 

-19.531dB, -19.575dB, and -26.908dB respectively, the 

average SLL is -19.553dB, and the right SLL is 0.024dB 
higher than the left SLL. For the reflectarray with the 

CGP, the left SLL, right SLL and cross polarization 

discrimination are -18.648dB, -21.433dB, and -24.735dB 

respectively, the average SLL is -20.0405dB, and the  

left SLL is 2.785dB higher than the right SLL. From the 

comparisons between the SLLs of the reflectarray with 

the NSGP and CGP, it can be observed that although  

the right SLL and average SLL of the reflectarray with 

CGP is lower than the reflectarray with the NSGP, the 

difference between the left SLL and right SLL, and the 

cross polarization are higher than the reflectarray with 
the NSGP, which means the reflectarray with the NSGP 

has a more balanced SLL and a higher gain than the 

reflectarray with the CGP. 

From the comparison between the normalized gain of 

the reflectarray with the NSGP and CGP in H-plane    

as shown in Fig. 22 (b), it can be observed that the 

reflectarray with the NSGP has a lower left SLL, right 

SLL and cross polarization, which will contribute to 

improve the gain and efficiency of the reflectarray.  

The measured gain of the reflectarray with the 

NSGP and CGP are given in Fig. 23. The gain of the 

reflectarray with the NSGP varies from 24.413dB to 

24.967dB and is average 0.54dB higher than the CGP 

reflectarray within the working frequency of 12.88GHz 

to 13.88GHz. The aperture efficiencies are also shown  
in Fig. 23, the efficiency of the reflectarray with the 

NSGP varies from 50.1% to 54.5%, peaking at 12.88GHz, 

and is increased from 4.2% to 7.9% compared with the 

reflectarray with CGP. 
 

 
 

Fig. 22. Comparisons of the measured gain. (a) The 

comparison of normalized gain with the NSGP and CGP 

in E-plane. (b) The comparison of normalized gain with 

the NSGP and CGP in H-plane. 
 

 
 

Fig. 23. Measured gain and aperture efficiency of the 

reflectarray with the NSGP and CGP. 

 

It is worth to mention that although the improved 

gain and efficiency of reflectarray is not very large, the 

NSGP provides a high accurate design of the reflectarray 

and another method to increase the gain, that is to say, 
we can combine the sub-wavelength elements, metal 

only elements, some special materials as well as the NSGP 

to improve the gain and efficiency of the reflectarray. 

Based on the principle of the NSGP, the gain and 

efficiency will be improved significantly for a large 

reflectarray and the NSGP can be used in the place where 

requires the low-loss, high gain and high accurate design 

of the reflectarray. 

 

VI. CONCLUSION 
A NSGP for a low-loss reflectarray is proposed 

based on the principle of the reflector antenna and the 

law of reflection. The principle and losses of the 
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reflectarray are studied first. Then, a NSGP is proposed 

that can reflect the incident waves to the main beam 

direction, therefore reducing the losses of the reflectarray. 

To verify the design concept of the proposed NSGP    

in reducing the losses of the reflectarray antenna, a 
reflectarray with different ground planes is simulated, 

fabricated and tested respectively, the results show that 

the NSGP can increase the accurate design of the 

reflectarray and has an average higher gain and 

efficiency of 0.54dB and 6.1% compared with the CGP 

reflectarray within the working frequency of 12.88GHz 

to 13.88GHz. With the development of the 3D print 

technology, the NSGP can be fabricated easily, and the 

NSGP is promising for the applications where a high 

accurate design such as the beam forming, low-loss and 

high-efficiency reflectarray is needed. 
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Abstract ─ Hardware components are an integral part of 

Hardware Define Radio (HDR) for seamless operations 

and optimal performance. On the other hand, Software 

Define Radio (SDR) is a program that does not rely  

on any hardware components for its performance. Both 

of the latter radio programmers utilize modulation 

functions to make their core components from signal 

processing viewpoint. The following paper concentrates 

on SDR based modulation and their performance  

under different modulations. The bit error rate (BER) of 

modulations such as PSK, QAM, and PSAM were used 
as indicators to test channel quality estimation in planar 

Rayleigh fading. Though it is not commonly used for 

channel fading, the method of the adder determines  

the regionally segmented channel fading. Thus, the 

estimation error of the channel change substantially 

reduces the performance of the signal, hence, proving  

to be an effective option. Moreover, this paper also 

elaborates that BER is calculated as a function of  

the sample size (signal length) with an average of  

20 decibels. Consequently, the size of the results for 

different modulation schemes has been explored. The 

analytical results through derivations have been verified 
through computer simulation. The results focused on 

parameters of amplitude estimation error for 1dB 

reduction in the average signal-to-noise ratio, while the 

combined amplitude deviation estimation error results 

are obtained for a 3.5 dB reduction. 

 

Index Terms ─ Bit error rate, receiver operation, RF 

signal, signal noise ratio, transmitter, wireless channel. 
 

I. INTRODUCTION 
The domain of mobile communication continues to 

have a greater impact on our daily life as compared to 

other technological alterations. In fact, this field has been 

witnessing the fastest pace of changes since the dawn  

of the 21st century with regard to design. At the same 

time, the services offered by mobile communication has 

revolutionized the current practices and systems in areas 

of health, finances, and education, across the world by 

accelerating transactions that would otherwise takes 

months to complete and completing them within a matter 

of a few hours. In more ways than one, mobile 

communication has extended the scope of business in 

unimaginable ways. One such transformative change has 

emerged as a significant reduction in costs made possible 

in the wake of modern tools used to design a wireless 

system [1]. Simulation is advantageous in that it can 

lower the cost associated with design testing, despite 

potentially necessitating investments in computing 

resources. Cognitive radio plays an important role in the 

reconfiguration of HDR in wireless communication. 
Based on the reconfiguration requirements antennas are 

designed. The designed antennas are used for cognition 

operation such as reconfiguration [2]. 

Channel modeling prepares any wireless 

communication system’s core component to help 

determine whether packets are unable to reach the 

supposed destination, a phenomenon referred to as 

packet-loss. The wireless system’s simulation could 

encompass channel coding, speech coding, as well as 

other issues pertaining to interleaving in modulation. It 

is possible to use different methods to estimate the 

wireless system’s the overall performance by simulating 
the channel under different conditions [3]. Certain 

models leverage the simulation of bit-error-rate (BER) 

or signal-to-noise ratio (SNR), while others may 

concentrate on the as alterations occurring over a longer 

duration, including packet error rate or segmentation [4], 

[5]. 

The objective of this article is to provide radio 

frequency signals for various modulation modes in 

Rayleigh fading channels on the basis of data and  

pilot symbols. To that end, a number of modulation 

techniques are utilized for performance assessment by 
using the RF signal’s BER. These simulation findings 

are found to be in alignment with our analytical results. 

The remainder of this paper is organized in the 

following manner: Section II presents related work while 

the technique of the proposed work is explained in 

Section III. The channels using for SDR are discussed in 

Sections IV, V, VI and Section VII. Experimental results 

with associated discussions are given in Section VIII. 
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Conclusion and future research directions are drawn in 

Section IX. 

 
II. RELATED WORK 

Wireless channel models are commonly used to study 

the performance of transmission or link-layer protocols 

using simulation. For example, the performance of 

transmission protocol (TCP) over the wireless link is 

studied by Chaskar et al. [6]. Analysis of TCP/ IP over 

wireless connections is presented by Cheyenne et al. [7]. 

Leibniz [8] studied the performance of error correction 

code on wireless connections. In all these cases, a  
frame loss model has been applied to the surface of  

the link layer. In addition, the performance of other 

communication protocols over wireless links (such as 

ATMs [9], [10]) is also studied by simulation. Channel 

detection has proven an effective technique in M-QAM 

demodulation as it accurately compensates for channel 

dimension and phase distortion [11]. Many authors have 

studied channels in the voice of PSAM [12], [13] and 

these relays have proven to be useful for fading channels. 

Previous studies on the performance of PSAM M-QAM 

were primarily based on computer simulation and 
experimental implementation. The only result of the 

analysis is that the upper limit of the 16-QAM [14] 

symbol error rate is strict. These results provide an 

efficient method to evaluate the performance of various 

system design parameters. 

 

III. PROPOSED FRAMEWORK 
In an attempt to transmit information from one point 

to another, the signal has to be sent through the medium 

to reach the recipient. The path from the transmitter to 

the receiver is referred to as a channel. Some examples 

of channels include copper cable, fiber optic cable, or 

space. The channel characterizing features may include. 

 

A. Additive white Gaussian noise channel 

The channel model commonly used in 

communication system analysis is that of the Additive 

White Gaussian Noise (AWGN) channel, and it is longer 
and easier than the Gaussian Noise Channel. 

The term "additive" refers to the superposition or 

addition of noise to a signal, thus limiting the receiver’s 

ability to make decisions about the correct signal and  

the rate of information. Therefore, AWGN is the effect 

of thermal noise generated through the movement of 

electrons in all electronic components (Resistors, wires, 

etc.) featuring dissipation property [15]. 

For wireless channels, their properties are usually 

determined by specific locations, atmospheric effects, 

transmission objects, multi-pathing effects, and so on. 

Transmitter and receiver in this study are assumed to be 
fixed as a state of default and for the line of sight (LOS). 

In other words, the transmitter and receiver are not 

moving, and the theory between each other is very 

intuitive. 

The rationale for a fixed LOS wireless channel is the 

AWGN channel, which has frequency selectivity in the 

case of matte channels, rather than frequency selectivity. 
Given that, both, the frequency converter and the 

receiver are default, this study does not take into account 

signal delay and the use of AWGN to terminate the 

signal in such a mobile communication channel. 

Assume that the AWGN channel bandwidth has a 

constant power spectral density (PSD) and Gaussian 

amplitude probability density. As depicted in Fig. 1, this 

Gaussian noise is incorporated into the transmitted signal 

before it is received by the receiver. Mathematically, 

thermal noise is expressed by the zero-mean Gaussian 

random process, where the signal is a random variable of 

Gaussian noise, and the DC signal as (1): 

 𝒓(𝒕) = 𝒔(𝒕) + 𝒏(𝒕). (1) 

In the formula defined in equation (1), r(t) is the 

received signal, s(t) is the transmitted signal and n(t) is 

the noise signal between the transmitted input and the 

received output signal. 

 

 

 

 

 
 

 
Fig. 1. The Gaussian channel diagram 

 

In this model, the noise power (white noise) of 

uniform spectral density is incorporated into the actual 

signal. The result of the distribution of sound is the 

Gaussian process at zero average. Although not always 

realistic, this assumption simplifies the mathematical 

process associated with estimating the performance of a 

given communication system. In fact, most of the BER 

curves are generated by analyzing Gaussian noise 

channels. 
 

B. Rayleigh fading channel 

Since the signal is propagated in the air and near the 

ground, in addition to the influence of the freeway loss 

Ls, the most important effect of signal attenuation is the 

multipath propagation effect. This effect will cause the 

amplitude, phase and angle to fluctuate in the received 

signal due to multipath blur. 

In general, mobile communication has two blurring 
effects: large-scale blurring and small-scale blurring. 

Large-scale blurring, when moving over a large area, 

represents an increase in average signal strength or 

damage along the way due to the effects of shadows. On 

the other hand, small-scale fading refers to sharp changes 

in signal amplitude and phase, caused by minute changes 

 

+ 
 

Received signal r(t) Transmitted signal s(t) 

AWGN n(t) 
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in the spatial separation between the receiver and the 

transmitter (as small as a half-wavelength). Small-scale 

fading is also called Rician fading because the signal 

envelope received can be expressed by the Rician 

Probability Density function (PDF). 
 

IV. MULTIPATH CHANNEL 
The most destructive feature of the mobile radio in 

the communication system is its gradual disappearance 

of path. The author focused on multipath characteristics 

of the channel with high and low waves travelling in 

different directions before reaching to the receiver 

antenna. The experimental test were taking in the 

daytime with fixed transmitter antenna and moved the 
receiver antenna. This radio signal can reach the receiver 

after various delays, in amplitudes and phases due to 

multiple interferences of multi-fading in the channel. 

The receiver antenna is installed in a vehicle to measure 

the received signal with different disappearances shown 

in Fig. 2.   

Therefore, in a multipath fading channel, the pulse 

transmitted signal at the receiver end receives multiple 

pulses due to multiple fading in the channel. These 

fading can blur the amplitude and phases of the received 

signal, can lead to careful fluctuations, which effect the 

transmitting information and reliability. This problem 
causes very small destructive interventions in recipients 

[16] where many textbooks have extensively introduced 

multidimensional minerals for optimal results. The main 

features of the multipath fading channel with frequency 

non-selective fading are introduced in the following 

subsections. 
 

 

 

 

 

 

 

 

 

 
 

 

 

 
 

Fig. 2. The Gaussian channel diagram. 

 

V. FADING CHANNEL 

CHARACTERIZATION 
As mentioned earlier, the delay and destructive 

feature will reflect to the transmitting behaviour of the 

signal. Therefore, multiple pulses received by recipients 

cannot solve the problem arise by multiple path. The 

problem can be reduced, if the transmitting signal can 

transmit a very short signal (pulses in an ideal case). 

These transmitting signals can be transmitted to different 

fading channels at different times and on the receiver 

side, it can be received in the form of a series of pulses 

as shown in Fig. 3. 
For the use of multipath channel, the signal received 

at different time slot in order to receive the transmitting 

signal seems random and unpredicted. Therefore, it is 

important to characterize the channel from a statistical 

point of view. Thus, first check the channel influence on 

the transmission signal, usually as (2): 

 𝑺𝑷(𝒕) = 𝑹𝒆{𝒔(𝒕)𝒆𝒋𝟐𝝅𝒇𝒄𝒕}, (2) 

Where; 

Re - the real part;  

SP(t) - band-pass transmission pulse;  

s(t) - baseband input signal whose bandwidth is limited 

by the filter in the transmitter with a carrier frequency fc. 

 

 

Fig. 3. The Gaussian channel diagram. 

 

The multiple propagation paths associated with each 

path has propagation delay τ(t) and attenuation factor 

an(t). Due to the change of the medium structure in the 

wireless communication system, the propagation delay 

and the amplitude attenuation factor have all shown to be 

time-varying. Therefore, the bandpass signal received 

after multipath propagation can be derived as (3): 

 𝒙(𝒕) = ∑ 𝒂𝒏(𝒕)𝒔𝒑{𝒕 − 𝝉𝒏(𝒕)}𝒏 , (3) 

Where; 

𝒂𝒏(𝒕) - amplitude attenuation factor of the 

received signal in the nth path; 

𝝉𝒏(𝒕) - propagation time delay of the nth path. 

Substituting, 𝑺𝑷(𝒕) from equation (4) into equation 

(5) gives the result: 

 𝒙(𝒕) = 𝑹𝒆[∑ 𝒂𝒏𝒏 𝒔[𝒕 − 𝝉𝒏(𝒕)]𝒆𝒋𝟐𝝅𝒇𝒄[𝒕−𝝉𝒏]], (4) 

and the baseband filter received the signal at the receiver 

side as (5): 

 𝒙(𝒕) = 𝑹𝒆 [∑ 𝒂𝒏𝒏 (𝒕)𝒆−𝒋𝟐𝝅𝒇𝒄𝝉𝒏(𝒕)𝒔[𝒕 − 𝝉𝒏(𝒕)]]. (5) 

Since 𝒙(𝒕) is the filter response to the input signal, 

𝒔(𝒕), it can be expressed as h(τ,t) by using the time-

varying impulse response as (6): 

 𝒉(𝝉, 𝒕) = ∑ 𝒂𝒏𝒏 (𝒕)𝒆−𝒋𝟐𝝅𝒇𝒄𝝉𝒏(𝒕)𝒔[𝒕 − 𝝉𝒏(𝒕)]. (6) 

Given that 𝒇𝒄 is the transmitted unmodulated carrier 

frequency and 𝒔(𝒕) = 𝟏 for all 𝒕, then the received signal 
reduces as depicted in (7): 

 𝒓(𝒕) = ∑ 𝒂𝒏𝒏 (𝒕)𝒆−𝒋𝟐𝝅𝒇𝒄𝝉𝒏(𝒕) = ∑ 𝒂𝒏𝒏 (𝒕)𝒆−𝒋𝜽𝒏(𝒕), (7) 
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where 𝜽𝒏(𝒕) = 𝒋𝟐𝝅𝒇𝒄𝝉𝒏(𝒕). 

Thus, it is concluded that the received signal is a 

summary of the amplitude and phase with varying 

vectors of different times. Since the changes of 𝒂𝒏(𝒕) 

and 𝜽𝒏(𝒕) occur on different scales, when the randomly 

changing vector is added catastrophically, the multipath 

propagation model in equation (9) disappears with a 

strong signal. When this happens, the input signal 

received is too small or almost zero. Due to the effect of 

𝒂𝒏(𝒕) and 𝜽𝒏(𝒕), the received signal r (t) can also be 

changed as a random operation. Therefore, rewriting the 

fading response as in equation (8): 

 𝒉(𝝉, 𝒕) = ∑ 𝒂𝒏𝒏 (𝒕)𝒆−𝒋𝜽𝒏(𝒕)𝒔[𝒕 − 𝝉𝒏(𝒕)], (8) 

where 𝒉(𝝉, 𝒕)  the modulated process with varying time 

(𝒕). Central limit theorem in [16] explains the complex 

value of Gaussian filters with a different number of 

paths. When there are a large number of paths, r(t) can 

be simplified to a complex-valued Gaussian stochastic 

process. Therefore, 𝒓(𝒕) can be simplified as channel 

fading response by Gaussian filter process based with 

variable time (𝒕).   

 

VI. DOPPLER SHIFT 
The Doppler Effect leads to having different signals 

shift at one time which when combined at some other 

time cancel the effect of fading due to multiple paths 
staying as time-dependent parameters. Therefore, fast 

and slow fading normalize the maximum effect of the 

fading rate as described in [17] and are reproduced as in 

(9): 

 𝒇𝒅 =
𝒇𝒎

𝑩
=

𝒇𝒄  𝒗𝒄𝒐𝒔∝

𝑩
, (9) 

Where; 

𝒇𝒎- maximum Doppler shift frequency;  

𝑩 - bandwidth of the baseband signal;  

𝒗- speed of the wireless signal; 

𝒇𝒄 - carrier frequency;  

∝ - arrival angle of the path with the maximum 

Doppler shift frequency;  

c - speed of light constant. 

 

VII. FREQUENCY OF SLOW RALEIGH 

FADING CHANNEL 
Channel fading can also be classified as frequency 

selective fading or frequency non-selective repetitive 

fading as given in [18] by ∆𝒇𝒄𝒐𝒉 as: 

 ∆𝒇𝒄𝒐𝒉 =
𝟏

𝑻𝒎
. (10) 

If the bandwidth of the blurred channel is less than 
the bandwidth (Δfcoh) of the transmission signal, the 

channel is said to be the frequency selection attenuation. 

In this case, the channel will severely distort the signal 

and may cause inter-signal interference. In frequency 

non-selective fading channels, all frequency components 

present in the transmission signal experience almost the 

same focus and phase shift. 

According to [16] and [18], in the frequency non-

selective fading channel, the received signal reaches the 

receiver through the fading path. Therefore, the signal 

can be simplified as the product of the transmitted signal 

and α, showing time-varying features of fading multipath 
channels. 

To make the analysis simpler, it has been omitted. 

Also, unlike signals, noise does not necessarily attenuate 

the number of multipath channels that come into the 

channel. In this communication system, it is assumed 

that AWGN has a connected power spectrum, and that 

the deviation of its centre frequency will not change its 

statistical properties. It is generally assumed that the 

band Gaussian has got a circular symmetry in complex 

Gaussian noise. 

By itself, the real and imaginary parts of random 

variables are free, and so is the Gaussian distribution. 
Carrier frequency and phase offset will not change  

its statistical characteristics. Therefore, noise can be 

expressed as an additional term in the received signal 

expression.  

Considering the above discussion, the frequency 

non-selective and dim Rayleigh fading channel can  

be approximated as a multiplication factor of the 

transmission signal. Therefore, for noise, the received 

signal can be expressed in the same way: 

 𝒓(𝒕) = 𝐜(𝐭) × 𝒔(𝒕) + 𝒏(𝒕), (11) 
Where;  

𝒓(𝒕) - received signal; 

𝒄(𝒕)- Fading distortion, its envelope has a Rayleigh 

distribution; 

𝒔(𝒕)- Transmitted signal; 

n(t) - average of zero additive white Gaussian noise 

and the power spectral density N0  

The systematic convolution code (SCC) model is 

used for transmitted signal where Fading and AWGN 

signal appears as the part of received signal. The SCC 
model is shown in Fig. 4 encoded the representation of 

signal. The SCC decision is used for soft decision with 

the configurable frequency factor.  

 

 
 
Fig. 4. Transmission channel model. 

 

VIII. EXPERIMENTAL RESULTS AND 

DISCUSSION 
Antenna plays an important role in the 

reconfigurable procedure of wireless communication. The 
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adaptation reconfigurable antennas is used to maximize 

the performance by operation during communication. 

The common factor that is used for SDR algorithms are 

used as RF reconfiguration. The Matlab program has 

been used for SDR simulation to evaluate the efficiency 
of RF signal transmission. Transmitted and received 

signals of Fig. 5 show the BER and SNR, and the 

acquisition performance of the proposed system to 

indicate the transmitted and received signals using the 

proposed SDR system. It can be concluded that the 

nature and shape of the sent and received signals are the 

same. However, due to the noise and filtering effect of 

the synchronization in the transmission, the signal size 

will vary but the overall transmission remains accurate. 
 

 
 

Fig. 5. Transmitted and received signal using proposed 

SDR system. 
 

 
 

Fig. 6. BER degradation using SDR system. 

 

 

 

 

 

 

Figure 6 shows a typical SNR value of 4dB. Iterative 

decoding algorithms have been used to obtain 

transmitted RF signals using Rayleigh fading channels. 

The number of repetitions affects the bit error rate. In 

Fig. 8, it can be seen that the performance of the system 
is well estimated in a large number of numbers. Further, 

the decline in the performance of the SDR-based BER 

modulation scheme provides an approximate value with 

slight fluctuations compared to the input value. The 

performance index can be estimated by plotting the 

relationship between BER and SNR as EB / No. It can 

be seen that this fluctuation will cause BER to drop and 

reduce efficiency due to the influence of probability error 

on the detection process as compared to the input 

probability error. It has also been observed that BER 

decreases with increasing SNR. In the PSAM modulation 

scheme, the BER degradation is almost parallel to the 
input degradation curve. 

Figure 7 shows the BER performance of RF data 

communication via the SDR-type digital modulation 

scheme on the fading channel. In all cases, the 

performance of the proposed system in PSAM and QAM 

will be low, and the performance in PSK modulation will 

be satisfactory. For the typical 4 dB SNR value, the BER 

values of the PSK, QAM and PSAM modules are 

0.002035, 0.5086 and 0.7586, respectively. The system 

performance is better from 10 to 18 dB. From ambient 

SNR (4-16 dB) values, the system shows almost flat 
degradation performance. For PSK, when SNR is greater 

than 12 dB, BER is close to zero. It can be seen from 

Figure 7 that the performance of QAM and PSAM 

system is poor compared to PSK using the receiver. 

 

 
 

Fig. 7. SDR performance under different modulation 
schemes. 
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Fig. 8. BER performance of RF transceiver in Rayleigh 

fading channel. 

 

As illustrated in Fig. 8, the performance of the 

system is thoroughly examined in a large number of 

iterations. It shows that the decline in performance of  

the SDR-based BER modulation scheme provides an 
estimate with a slight change compared to the input 

value. Measure performance indicators can be found due 

to the detection process and the probability error impact 

on the input probability error index. These changes 

tamper with the efficiency of the BER and, hence, the 

performance. In the PSAM modulation scheme, the  

BER degradation curve is almost parallel to the input 

degradation curve. 

 

IX. CONCLUSION 
This paper designs the SDR system based on RF 

simulation. The SNR of 10 dB has been used to test  
the degradation of the performance of the synthetic 

softening channel. The results obtained indicate PSAM 

with the optimal performance in terms of BER under 

various roll-off coefficients, thus, reflecting the 

performance of the proposed SDR. It can be seen that a 

fixed SNR with a higher roll-off factor will reflect lower 

results. Consequently, the RF transmission capacity is 

improved. Therefore, it can be concluded that in case of 

high bit transmission rate requirements, the PSAM used 

as a modulation scheme stands a chance of achieving 

better transmission efficiency. 
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Abstract ─ The aim of the present work is to build a 

robust and computationally efficient model for the light 

wave propagation in indoor visible light communication 

(VLC) systems. It is assumed that a small (point) LED 

source is used inside a room of relatively small 

dimensions (room area ≤ 5m × 5m). The light wave is 

treated as an electromagnetic wave suffering multiple 

reflections on the walls of the room. The Geometrical 

Theory of Diffraction (GTD) is applied for evaluation of 

the light wave reflection on the rough walls of the room. 

Also, the present work is concerned with developing a 

new computational method for the assessment of inter-

symbol interference (ISI) encountered in such indoor 

VLC systems. The signal strength, the power of ISI, and 

hence, the signal-to-ISI ratio (SISIR) are evaluated over 

the horizontal plane of the mobile units (at a height of 

about 1m above the room floor). The effects of the  

room dimensions and some structural parameters such as 

the reflectance of the side walls on the SISIR are 

numerically investigated. 
 

Index Terms ─ Inter-Symbol Interference (ISI), Visible 

Light Communications (VLC). 
 

I. INTRODUCTION 
Most of the currently operational wireless 

communication systems are employing the radio 

frequency (RF) and microwave spectra. As a 

consequence of the rapidly increasing number of mobile 

communication users, the wireless communications face 

a serious shortage regarding spectrum allocation. The 

visible light communication (VLC) systems utilize the 

unlicensed wide spectrum of the visible light for wireless 

communications [1-5]. The visible light spectrum is 

capable of offering much higher transmission rates than 

those offered by RF and microwave spectra. Moreover, 

the VLC systems are more immune to electromagnetic 

interference than the microwave wireless communication 

systems. Also, the VLC systems have the advantage  

of using the general lighting sources such as the  

light-emitting diode (LED) through high-speed on/off 

switching to transmit data at high rates. Photosensitive 

components such as photodetectors can be used to 

receive the signals sent by the lighting sources. Thus, the 

VLC enables the efficient use of the simple on/off keying 

(OOK) modulation as a digital intensity modulation 

technique for high data rate transmission with high noise 

immunity . 

In indoor VLC system, the light source should meet 

the requirement for room lighting in addition to signal 

coverage. This requires the installation of LED source 

with appropriate shape and distribution. For a room of, 

relatively, small area (≤ 5m × 5m) the lighting may be 

performed by employing a single point LED source 

mounted at the center of the room ceil; see Fig. 1. 

 

 
 

Fig. 1. The VLC system considered in the present work 

employs a single point LED source for signal coverage 

inside the room. 

 

In the present study, it is assumed that the 

responsivity of the photodetector used in the mobile 

receivers is unity, and its FOV is 90°. The sidewalls  

of the room are assumed to be Lambertian reflective 
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surfaces with unity Lambert index and arbitrary 

reflectance . 

The present work provides a complete description  

of the method used to evaluate the channel impulse 

response and inter-symbol interference (ISI) in the plane 

of the mobile receivers for both types of LED sources.  

It is shown that when a single point LED source is 

employed, the ISI results only from the reflection of light 

on the side walls of the room, i.e., from the non-line-of-

sight (non-LOS) propagation. 

 

II. INDOOR VLC CHANNEL MODEL 
It is assumed that the room is empty and has its 

interior of a cuboidal shape whose dimensions are 𝑊𝑥, 

𝑊𝑦, and 𝑊𝑧 in the 𝑥-, 𝑦-, and 𝑧-directions, respectively. 

The LED source is assumed to be Lambertian radiator 

with unity Lambert index and is mounted on the room 

ceil with the maximum luminous intensity directed 

normal to the room ceil in the downward direction. On 

the other hand, the mobile, or even stationary, receivers 

are assumed as photodetectors that can freely move in 

the horizontal plane at a height of 𝑧𝑟 above the room 

floor   

In the present study, the walls of the room are 

assumed to be optically rough and, hence, the reflection 

of the light on these walls depends on the wall 

reflectance and roughness and can be accurately 

evaluated using the Geometrical Theory of Diffraction in 

conjunction with the Ray-Tracing (GTD-RT) method 

described in [6-8]. For electromagnetic simulation,  

the room walls are modeled as rough surfaces using  

the Savitzky-Golay method as described in [9]. The 

resulting models of the wall surface are found to be 

Lambertian surfaces with unity Lambert index. As the 

present study focuses only on the light wave propagation 

model, the receiving photodetector responsivity is 

assumed to be unity; 𝜂 = 1. Also, the FOV of the 

receiving photodetector is assumed to be 90°. 

Under these conditions, a point in the plane of the 

receiver units can be illuminated from the following 

sources : 

1. Direct illumination (LOS) from the LED source. 

2. Indirect illumination (non-LOS) due to the reflection 

of the light on the sidewalls of the room . 

3. Noise resulting from ambient light of the sun, 

fluorescent lambs, or any other unplanned source. 
 

A. Impulse response for point light source 

It is assumed that a small LED source is used for 

VLC in the room as shown in Fig. 1. This light source is 

located at the center of the room ceil as shown in Fig. 2 

and can be considered a point source. The luminous flux 

intensity 𝐼(𝜃) due to a point LED source mounted in the 

room ceil is the direction making angle 𝜃 with the normal 

to the ceil (see Fig. 2) is defined as the luminous flux 

within the unit solid angle at this direction: 

𝐼a(𝜃) =
𝑑Φ(𝜃)

𝑑Ω
, (1) 

where 𝑑Φ(𝜃) is the luminous flux within the solid angle 

𝑑Ω in the direction 𝜃.  

The radiation from this LED source can be 

described by the spatial angular distribution of the 

luminous flux intensity 𝐼𝑎(𝜃), which is assumed to be 

Lambertian with unity Lambert index: 

𝐼a(𝜃) = 𝐼a0
cos 𝜃, (2) 

where 𝐼a0
 is maximum luminous flux intensity (in the 

direction 𝜃 = 0 i.e. normal to the room ceiling). 

 

 
 

Fig. 2. Light wave propagation model for calculation of 

the direct (LOS) horizontal illuminance at the location of 

the mobile unit. 

 

A.1. Direct (LOS) illuminance 

The illuminance of a surface segment dS⊥r at the 

location of a receiver at rr ≡ (xr, yr, zr), (shown in Fig. 

2) of a sphere whose center is at the point LED source 

can be expressed as follows: 

𝐸𝑆⊥𝑟
=

𝑑Φ

𝑑𝑆⊥r
=

𝐼a(𝜃𝑑)𝑑Ω

𝑑𝑆⊥r
, (3) 

where 𝑑Ω is the solid angle subtending the area 𝑑𝑆⊥r that 

is given as: 

𝑑𝑆⊥r = 𝑅2𝑑Ω, (4) 

where 𝑅 is the distance between the LED source and the 

mobile receiver. 

By substitution from (4) into (3), one gets the 

following expression: 

𝐸𝑆⊥𝑟
=

𝐼a(𝜃𝑑)

𝑅2
=

𝐼a0
cos 𝜃𝑑

𝑅2
. (5) 
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The illuminance of the horizontal surface at 𝐫r can be 

expressed as follows: 

𝐸d = 𝐸𝑆⊥𝑟
cos 𝜃d =

𝐼a0
cos2 𝜃d

𝑅2
. (6) 

The distance, 𝑅, between the LED source and the mobile 

receiver can be expressed in terms of the ceil height, 𝑧cr, 

relative to the plane of the mobile receivers as follows: 

𝑅 = |𝐫r − 𝐫c| =
𝑧cr

cos 𝜃d
, (7) 

where 𝐫c = (𝑊𝑥/2, 𝑊𝑦/2, 𝑊𝑧) is the position vector of 

the center point of the room ceil. 

The substitution from (7) into (6) results in the 

following expression for the horizontal illuminance in 

the plane of the mobile receivers: 

𝐸d ≡ 𝐸(𝜃d) =
𝐼a0

cos4 𝜃d

𝑧cr
2

. (8) 

The total luminous flux is equal to the total light 

power, 𝑃𝑇𝑥, radiated from the from the LED source. 

Hence, 

𝑃𝑇𝑥 = ∫ 𝑑Φ

half space

= ∫ 𝐼a(𝜃) 𝑑Ω

half space

. (9) 

Considering that 𝑑Ω = sin 𝜃 𝑑𝜃 𝑑𝜙, the last integral can 

be expressed as follows: 

𝑃𝑇𝑥 = ∫ ∫ 𝐼a0
cos 𝜃 sin 𝜃 𝑑𝜃

𝜋/2

0

 𝑑𝜙

2𝜋

0

. (10) 

Thus, 

𝑃𝑇𝑥 = 𝐼a0
∫ 𝑑𝜙 

2𝜋

0

∫ 1

2
sin(2𝜃)𝑑𝜃

𝜋/2

0

. (11) 

Thus, the maximum luminous flux intensity, 𝐼a0
, of the 

LED source can be expressed in terms of the transmitted 

optical power, 𝑃𝑇𝑥, as follows: 

𝐼a0
=

𝑃𝑇𝑥

𝜋
. (12) 

The impulse response due to a point LED source can be 

expressed as follows: 

ℎd(𝑡) =
𝑃𝑇𝑥 cos4 𝜃d

𝜋𝑧cr
2

 𝛿(𝑡 − 𝑡a), (13) 

where 𝑡a is the time taken by an optical impulse to travel 

from the LED source at 𝐫c to the receiver at 𝐫r: 

𝑡a =
1

𝑐0

|𝐫r − 𝐫c| =
𝑧cr

𝑐0 cos 𝜃d
 , (14) 

where 𝑐0 is the speed of light in free space. 

 
A.2. Indirect (non-LOS) illuminance 

Referring to Fig. 3, the illuminance of the side wall 

𝑥 = 0, at a point 𝐫w ≡ (0, 𝑦w, 𝑧w) can be given as, 

[𝐸w]𝐫w
= [

𝐼a(𝜃a)

𝑅wa
2

cos 𝜃wa]
𝐫w

= 𝐼a0
[
cos 𝜃a cos 𝜃wa

𝑅wa
2

]
𝐫w

. 
(15) 

The power (luminous flux) of the light emitted 

from the wall segment 𝑑𝑦w 𝑑𝑧w at the point 𝐫w can be 

expressed as follows. 
[Φw]𝐫w

= [𝐺w 𝐸w]𝐫w
 𝑑𝑥w 𝑑𝑧w, (16) 

where 𝐺w is the wall reflectance at the point 𝐫w. 

The wall segment 𝑑𝑦w 𝑑𝑧w at the point 𝐫w can be 

considered as a secondary radiator. As the wall is 

assumed as a Lambertian rough surface, the luminous 

flux intensity of the light emitted from this wall segment 

can be expressed as follows: 

[𝐼w(𝜃w)]𝐫w
=  [𝐼w0

cos 𝜃w]
𝐫w

, (17) 

where [𝐼w0
]

𝐫w
 is the luminous flux intensity in the 

direction normal to the wall due to the emission from the 

wall segment 𝑑𝑦w 𝑑𝑧w at the point 𝐫w. 

 

 
 

Fig. 3. Light wave propagation model for calculation of 

indirect (non-LOS) horizontal illuminance at the location 

of the mobile unit. 

 

Also, the luminance intensity of the light reflected 

from the wall segment 𝑑𝑦w 𝑑𝑧w in the direction of the 

mobile unit at 𝐫r can be expressed as follows: 

[𝐼w(𝜃w)]𝐫w
=  [

𝑑Φw

𝑑Ω
]

𝐫w

. (18) 

Thus, the total luminous flux Φw emitted from the wall 

segment 𝑑𝑦w 𝑑𝑧w at 𝐫w can be obtained as follows: 

[Φw]𝐫w
= ∫ [𝐼w(𝜃)]𝐫w

 𝑑Ω

half space

. (19) 
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Considering that 𝑑Ω = sin 𝜃 𝑑𝜃 𝑑𝜙, the last integral can 

be expressed as follows: 

[Φw]𝐫w
= ∫ ∫ [𝐼w0

]
𝐫w

cos 𝜃 sin 𝜃 𝑑𝜃

𝜋/2

0

 𝑑𝜙.

2𝜋

0

 (20) 

Thus, 

[Φw]𝐫w
= [𝐼w0

]
𝐫w

∫ 𝑑𝜙 

2𝜋

0

∫ 1

2
sin(2𝜃)𝑑𝜃

𝜋/2

0

. (21) 

Thus, the total luminous flux [Φw]𝐫w
 emitted from the 

wall segment 𝑑𝑦w 𝑑𝑧w at the point 𝐫w can be expressed 

in terms of the maximum luminous flux intensity, 

[𝐼w0
]

𝐫w
, as follows: 

[Φw]𝐫w
= 𝜋[𝐼w0

]
𝐫w

. (22) 

Making use of (15), (16), and (22), the maximum 

luminous flux intensity, [𝐼w0
]

𝐫w
, can be expressed as 

follows: 

[𝐼w0
]

𝐫w
=

𝐼a0

𝜋
[𝐺w

cos 𝜃a cos 𝜃wa

𝑅wa
2

]
𝐫w

 𝑑𝑥w 𝑑𝑧w. (23) 

The horizontal illuminance at the photodetector of the 

mobile receiver due to the indirect radiation from the 

wall segment 𝑑𝑦w 𝑑𝑧w at 𝐫w can be expressed as follows: 

  [𝑑𝐸i]𝐫w
= [

𝐼w0
cos 𝜃w  cos 𝜃gw

𝑅gw
2

]
𝐫w

. (24) 

By substitution from (23) into (24), the following 

expression is obtained: 
[𝑑𝐸i]𝐫w

= [𝜉𝑖]𝐫w
 𝑑𝑥𝑑𝑧, (25) 

where, 
[𝜉𝑖]𝐫w

=
𝑃𝑇𝑥

𝜋2
[
𝐺w cos 𝜃a cos 𝜃wa cos 𝜃w  cos 𝜃gw

 𝑅wa
2  𝑅gw

2
]

𝐫w

. (26) 

Let the indices 1, 2, 3, and 4 be assigned to the walls 𝑥 =
0, 𝑦 = 0, 𝑥 = 𝑊𝑥, and 𝑦 = 𝑊𝑦, respectively. The 

component of the non-LOS impulse response due to the 

reflection of light on the wall #1 (𝑥 = 0) can be 

expressed as follows: 

[ℎ𝑖(t)]1 = ∫ ∫ [𝜉𝑖]𝐫w
 𝛿(𝑡 − 𝑡w) 𝑑𝑦w

𝑊𝑦

0

 𝑑𝑧w

𝑊𝑧

𝑧r

, (27) 

where 𝑡w is the total time taken by an optical impulse 

when it is transmitted by the point LED source, then 

reflected on the surface segment at 𝐫w (on the wall 𝑥 =
0) and, finally, arrives at the location of the receiver 𝐫r: 

𝑡w =
1

𝑐0
 (|𝐫w − 𝐫c| + |𝐫r − 𝐫w|). (28) 

The total non-LOS impulse response at the mobile 

receiver can be obtained by performing the integration 

expressed in (27) on each of the four side walls of the  

room and then summing the integral values as follows: 

ℎ𝑖(t) = ∑[ℎ𝑖(t)]𝑞

4

𝑞=1

.   (29) 

Considering that the mobile receiver has its FOV ≤ 90°, 

the area of the side wall #1(𝑥 = 0) subtended between 

the planes 𝑧 = 𝑧𝑟 and 𝑧 = 𝑊𝑧 can be discretized with 

fine enough resolution to a number of rectangular 

segments of equal area ∆𝑠 = ∆𝑦∆𝑧. The illuminance at 

the location of the receiver due to the light reflected from 

the wall segment number 𝑚, 𝑛 can be expressed as 

follows: 

[∆𝐸i𝑚,𝑛
]

1
= [∆𝑠𝜉𝑖𝑚,𝑛

]
1

,   

𝑚 = 1,2, . . , 𝑀1, 𝑛 = 1,2, . . , 𝑁1 
(30) 

where 𝑀1 and 𝑁1 are the number of segments which the 

side wall #1 is discretized in the vertical and horizontal 

directions, respectively, and 𝜉𝑖𝑚,𝑛
 is given as follows: 

[𝜉𝑖𝑚,𝑛
]

1
= [𝜉𝑖]𝐫w=[0,(𝑚−1)Δ𝑦,(𝑛−1)Δ𝑧]. (31) 

The total (indirect) impulse response due to the light 

reflection on the four side walls is the horizontal 

illuminance due to the light arriving at the receiver 

location through non-LOS propagation and can be 

expressed as follows: 

ℎi(𝑡) = ∑ ∑ ∑[∆𝐸i𝑚,𝑛
]

𝑞
𝛿(𝑡 − 𝑡𝑞,𝑚,𝑛),

𝑁𝑞

𝑛=1

𝑀𝑞

𝑚=1

4

𝑞=1

 (32) 

where 𝑀𝑞 and 𝑁𝑞 are the number of segments to which 

the 𝑞th side wall is discretized in the vertical and 

horizontal directions, respectively; 𝑡𝑞,𝑚,𝑛 is the total time 

taken by an optical impulse when it is transmitted by the 

point LED source at 𝑡 = 0, then reflected on the surface 

segment number 𝑚, 𝑛 on the 𝑞th side wall, and finally 

arrives at the location of the receiver 𝐫r: 

𝑡𝑞,𝑚,𝑛 =
1

𝑐0
 [𝑅wa + 𝑅gw]

𝑞,𝑚,𝑛
. (33) 

It is assumed that the OOK modulation technique  

is employed in the indoor VLC system where the 

transmitted pulse can be considered as a rectangular 

pulse of duration equal to the bit period, 𝑇𝑏 = 1/𝑅𝑏. 

The impulse response due to a point LED source on 

the ceiling of a cuboidal room can be expressed as the 

sum of the LOS and non-LOS impulse responses as 

follows: 

ℎ(𝑡) = ℎd(𝑡) + ℎi(𝑡). (34) 

Upon the knowledge of the total impulse response, ℎ(𝑡), 

the received pulse can be expressed as follows: 

 𝑠𝑟(𝑡) = 𝜂 𝑠𝑡(𝑡)⨂ℎ(𝑡), (35) 

where 𝜂 is the responsivity of the receiving 

photodetector. In the present study, the photodetector 

responsivity is assumed to be unity; 𝜂 = 1. 
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B. Impulse response due to light source of arbitrary 

shape 

The impulse response due to a point LED source is 

expressed in (34). A practical LED source that can be 

commercially available for room lightening may take 

arbitrary shape extending of a larger area than that of  

a point LED source. The radiating surface of such a  

LED source can be planar or three-dimensional. Let the 

impulse response of an arbitrarily-shaped LED source be 

designated as ℎa(𝑡). For such a LED source, the impulse 

response can be obtained by integrating ℎ(𝑡) over the 

surface of the LED source: 

ℎa(𝑡) = ∬ ℎ(𝑡) 𝑑𝑠
𝑆

, (36) 

where 𝑆 is surface of the LED source that can be of 

arbitrary shape. The numerical evaluation of (36) 

requires the discretization (segmentation) of the source 

surface with enough resolution. Each of the discrete 

surface elements resulting from the segmentation of 

LED source surface can be considered as point LED 

source whose impulse response can be obtained by (34). 

During the evaluation of the integral in (36) one should 

take care that the time of arrival parameters 𝑡a appearing 

in (13) and 𝑡𝑞,𝑚,𝑛 appearing in (32) should be calculated 

for each discrete surface segment on the LED source 

surface. 

 
C. Assessment of root-mean-squared propagation 

delay 

In indoor VLC systems, the received optical pulse is 

subjected to delay spread due to multipath propagation. 

The transmitted optical pulse representing a bit in the 

OOK modulation system travels in different paths with 

variable lengths and, hence, arrives at the position of the 

receiver at varying times, which causes the received 

pulse representing a bit to be spread and overlapped with 

the subsequent bits. The RMS delay spread is a measure 

of the ISI caused by multipath channel of the indoor 

propagation.  

The average propagation delay, 𝑇av, can be 

calculated once the impulse response ℎ(𝑡) is obtained 

using the following integral: 

𝑇av =
∫ 𝑡 ℎ2(𝑡) 𝑑𝑡

∞

−∞

∫ ℎ2(𝑡) 𝑑𝑡
∞

−∞

. (37) 

The RMS propagation delay, 𝑇rms, can be evaluated as 

follows: 

𝑇rms =
∫ (𝑡 − 𝑇av)2 ℎ2(𝑡) 𝑑𝑡

∞

−∞

∫ ℎ2(𝑡) 𝑑𝑡
∞

−∞

. (38) 

The integrals (37) and (38) can be numerically evaluated 

once the impulse response ℎ(𝑡) is determined. 

 

D. Efficient computational method for assessment of 

power of intersymbol interference and SISIR 

The SISIR is the ratio between the light energy of 

the received pulse to the energy interfering the other 

pulses due to the delay spread of the received pulse. 

Thus, the SISIR can be expressed as follows: 

SISIR =
𝐸𝑆

𝐸𝐼𝑆𝐼
=

∫  𝑠𝑟(𝑡) 𝑑𝑡
𝑡a+𝑇b

𝑡a

∫  𝑠𝑟(𝑡) 𝑑𝑡
∞

𝑡a+𝑇b

, (39) 

where 𝑡𝑎 is the time of arrival of the received pulse. The 

assessment of the SISIR only can be evaluated by 

numerical evaluation of the integrals in (39). 

 

D.1. Computational procedure for time-domain ray-

tracing 

In this section, a novel time-domain ray-tracing 

procedure is described for the calculation of 𝐸𝑆 and 𝐸𝐼𝑆𝐼 

appearing in (37). The model developed in the proposed 

work is based on the GTD-RT method for the assessment 

of light reflections on the room walls. This method has 

been computationally applied and experimentally verified 

in [7] and [8].  

The proposed ray-tracing method accounts for the 

light reflection on the four side walls. It is considered 

that the LED source is mounted on the room ceiling and 

the light propagates in the downward directions to 

illuminate the room and, hence, light reflection on the 

ceiling surface is neglected. On the other hand, the room 

floor is assumed to be covered with textures like carpets 

that are commonly light-absorptive and, hence, the 

reflections from the room floor are very weak and can be 

negligible. 

According to the theoretical and experimental 

studies achieved in [7] and [8] (see the reference list of 

the manuscript), the light reflected from the wall due to 

second- and higher-order bounces can be negligible 

when compared to that reflected due to the first-order 

bounce. Consequently, a first-order ray-tracing technique 

is applied as it is enough to get accurate assessment of 

the impulse response and ISI in a closed room. 

The following is a concise list of the steps of the 

proposed procedure for the application of the proposed 

time-domain ray-tracing method. 

1. The area of each of the four sidewalls of the room is 

divided into a number of square segments with equal 

area Δ𝑆𝑊 that is small enough to get high resolution. 

2. The time is discretized to small divisions Δ𝑡 with 

enough resolution. The time origin is that time at which 

the rays start emitting from the point LED source. 

3. Originating at the location of the point LED source, 

the range of the solid angle Ω = 2𝜋 covering the 

room space (the lower half-space: 0 < 𝜃 < 𝜋 and  

ELSAATY, ZAGHLOUL, HUSSEIN: LIGHT WAVE PROPAGATION MODEL FOR INDOOR LIGHT COMMUNICATION 1054



 
 

0 < 𝜙 < 2𝜋) is equally divided into equal solid 

angle divisions each dΩ. 

4. The light emitted from the point LED source in  

the direction  𝜃d is represented by a number of rays 

within the solid angle division dΩ around the 

direction  𝜃d. The number of rays is proportional to 

the luminous flux intensity in the direction  𝜃d.  

5. The power associated with each ray 𝛿𝑃 is equal to 

luminous flux within the solid angle division dΩ 

divided by the number of rays. 

6. Each ray starts traveling from the position of the 

point LED source with the speed of light and is traced 

alone. 

7. If the ray arrives at the location of the mobile receiver 

without hitting any of the side walls its associated 

power is added to the direct signal power (LOS path). 

8. If the ray hits the same surface segment Δ𝑆𝑊 within 

the same time division Δ𝑡 on one of the side walls its 

associated power is added to the power of ISI (non-

LOS path) and the location and time at which this ray 

hits the side wall is stored. 

9. The light illuminating each discrete segment Δ𝑆𝑊 of 

the side wall surface is calculated by summing power 

associated with each ray hitting this segment within 

the same time division Δ𝑡. 

10. The wall segment Δ𝑆𝑊 is considered as a secondary 

radiator where the emitted light has the luminous flux 

can be calculated using (16). 

11. The steps from 3 through 7 of the procedure listed 

above are repeated replacing LED source by the 

secondary radiator represented by the side wall 

segment Δ𝑆𝑊. 

12. The list of power and time of arrival calculated and 

stored as described above are now sorted to calculate 

the time record of both the LOS and the non-LOS 

light power arriving at the mobile receiver. 

13. If multiple point sources are employed in the VLC, 

the impulse response, ℎd(𝑡), due to the LOS 

propagation is calculated using (13) and the time 

record obtained in the step 12 above. 

14. The impulse response, ℎi(𝑡), due to the non-LOS 

propagation is calculated by numerical integration of 

the integral in (27) using the time record obtained in 

the step 12 above. 

15. The total impulse response,ℎ(𝑡), is calculated using 

(34). 

16. If an arbitrarily shaped LED source is employed, the 

integral in (36) is numerically evaluated to get the 

total impulse response, ℎa(𝑡). 
 

III. RESULTS AND DISCUSSIONS 
This section is concerned with the presentation and 

discussion of the numerical results obtained when the 

proposed computational model proposed in the previous 

sections for indoor light wave propagation is applied. It 

should be noted that the sidewalls of the room are 

assumed to be Lambertian with reflectance 𝐺 = 0.5. 

 

A. ISI at arbitrary point in indoor VLC system 

Consider the case of a mobile unit (receiver) at  

the point 𝐫 = (1m, 2m, 1m). The present section is 

concerned with the investigation of the impulse response 

at the location of the indicated receiver due to a point 

LED source mounted at the center of the room ceil. 

 

A.1. Impulse response at arbitrary point 

The impulse response at the location 𝐫 = (1m,
2m, 1m) is presented in Fig. 4. The LOS impulse 

response is a Dirac-delta function 𝛿(𝑡 − 𝑡a), where 𝑡a =
8.6 ns, is the time of arrival of the light impulse 

transmitted by a point LED source at the center of the 

room ceil. The non-LOS impulse response is shown in 

Fig. 4 (b). Each of the four peaks of the impulse response 

is caused by the light reflection on one of the four side 

walls of the room. The first peak is the highest one and 

is caused by light impulse reflection on the nearest wall 

to the receiver (𝑥 = 0). The fourth peak is the lowest one 

and is caused by light reflection on the farthest wall (𝑥 =
𝑊𝑥). 

The total impulse response at the location 𝐫 =
(1m, 2m, 1m) due to a point LED source is shown in 

Fig. 5. As the level of magnitude of the non-LOS 

response is very low relative to that of the LOS response, 

log scale is used for the vertical axis to show both 

responses together. As shown in this figure, the total 

impulse response has two distinct components; one is a 

Dirac-delta function, whereas the other component has a 

duration over the interval (13 − 30 ns) of the delay time. 

 

 
   (a) 

 
    (b) 

 
Fig. 4. Normalized impulse response at a point r = (1m,
2m, 1m) inside a room of dimensions 5m × 5m × 3m 

due to a point LED source mounted at the center point of 

the room ceil, (a) LOS impulse response and (b) non-

LOS impulse response. 
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A.2. Received signal at arbitrary point in the 

horizontal plane 

It is assumed that the VLC employs intensity 

modulation using OOK. Also, it is assumed that the LED 

source transmits the data at a bit rate 𝑅𝑏 = 50 Mbps. 

When a point LED source is used to transmit a pulse  

that represents a data bit, the pulses that arrive at 𝐫 =
(1m, 2m, 1m) through the LOS and non-LOS are 

presented in Fig. 6 (a). The total received pulse is 

presented in Fig. 6 (b) in comparison to the ideal 

(reference) pulse. The reference pulse is the pulse that 

would be received if the impulse response were a pure 

Dirac-delta function, i.e., the pulse received through the 

LOS from a point LED source. It is shown that the 

received pulse has two types of distortion; the first type 

is amplitude distortion due to the addition of the light 

received through the non-LOS path and the other 

distortion is caused by the delay-spread due to the 

delayed light pulse received through the non-LOS path. 

The power of the ISI is calculated as described in Section 

II.C resulting in SISIR = 15.75 dB. 
 

 
 

Fig. 5. Total (normalized) impulse response at a point 

r = (1m, 2m, 1m) inside a room of dimensions 5m ×
5m × 3m due to a point LED source mounted at the 

center point of the room ceil. 
 

B. ISI at the central point in indoor VLC system 

It is assumed that the VLC employs intensity 

modulation using on-off keying (OOK). Also, it is 

assumed that the LED source transmits the data at a bit 

rate 𝑅𝑏 = 50 Mbps. It transmits a rectangular pulse that 

represents a data bit. The impulse response, the received 

pulse, and, hence the ISI are assessed at the center of the 

horizontal plane of the mobile units (𝑧 = 1m). 
 

B.1. Impulse response at the central point in the 

horizontal plane  

Assuming that the mobile unit is at 𝐫 = (2.5m,
2.5m, 1m), i.e., the center point of the plane 𝑧 = 𝑧r, the 

impulse response is plotted against the time delay as 

shown in Fig. 7. For a single LED point source at the 

center of the room ceil, the LOS impulse response is a 

Dirac-delta function 𝛿(𝑡 − 𝑡a) as shown in Fig. 10 (a). 

Thus, the LOS impulse response of a VLC channel 

employing a point LED source is also an impulse at the 

time of arrival, 𝑡𝑎, that can be calculated using (14) 

which gives 𝑡𝑎 = 6.7 ns. On the other hand, the non-

LOS impulse response is spread over the time interval 

(8 − 26 ns). However, as shown in Fig. 10 (a), the 

magnitude of the latter is very low relative to that  

of the former, the latter is very low relative to the  

former (max (ℎi)~10−4max (ℎd)). Thus, for a point 

LED source, no spread delay is caused by the LOS 

illuminance; the spread delay and, hence, the ISI are 

caused only by the non-LOS illuminance which is very 

small in comparison to the LOS illuminance. 

 

 
  (a) 

 
  (b) 

 

Fig. 6. The received optical pulse due to a single point 

LED source at the ceil center in indoor VLC at the point 

r = (1m, 2m, 1m) in a room of dimensions 5m × 5m ×
3m. (a) Components of the received pulse: LOS and non-

LOS, and (b) total received pulse. 

 

 
 

Fig. 7. Normalized impulse response due to direct (LOS) 

propagation and indirect (non-LOS) propagation in 

indoor VLC at the point (2.5m, 2.5m, 1.0m) in a room of 

dimensions 5m × 5m × 3m when a point LED source is 

mounted at the ceil center. 
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B.2. Received signal at the central point in the 

horizontal plane 

When a point LED source is used to transmit a 

rectangular pulse of duration 𝑇𝑏 = 1/𝑅𝑏, the pulse 

arriving through the LOS and that arriving through the 

non-LOS at 𝐫r = (2.5m, 2.5m, 1m) are shown in Fig.  

8. The total received pulse is shown in Fig. 1 (b) in 

comparison to the reference pulse. It shown that the 

received pulse has two types of distortion; the first type 

is amplitude distortion due to the addition of the light 

received through the non-LOS path and the other 

distortion is caused by the delay-spread due to the 

delayed light pulse received through the non-LOS path. 

However, the received pulse is weakly distorted and, 

hence, the resulting SINR is 19.4 dB. 

 

C. Distribution of illumination on the horizontal 

plane 

The distribution of the received signal (without ISI) 

in the plane of the mobile units (𝑧 = 1m) is presented in 

Fig. 9 inside a room of dimensions 5m × 5m × 3m. The 

point LED source is mounted on the room ceil at its 

center point and the mobile receiving photodetectors are 

assumed to have FOV = 90° and responsivity 𝜂 = 1. 

 

 
  (a) 

 
  (b) 

 

Fig. 8. The received optical pulse due to a single LED 

point source at the ceil center in indoor VLC at the  

point (2.5m, 2.5m, 1.0m) in a room of dimensions 

5m × 5m × 3m. (a) Components of the received pulse: 

LOS and non-LOS, and (b) total received pulse. 

 

D. Distribution of the SISIR in the horizontal plane 

The distribution of the SISIR in the plane of the 

mobile units (𝑧 = 1m) is presented in Fig. 10 for a VLC 

system employing a point LED source inside a room  

of dimensions 5m × 5m × 3m. The light source is 

mounted on the room ceil at its center point and the 

mobile receiving photodetectors are assumed to have 

FOV = 90° and responsivity 𝜂 = 1. It is clear that the 

SISIR in the horizontal plane is maximum near the room 

center and minimum near the room corners. 
 

 
 

Fig. 9. Distribution of the received signal (without ISI) 

in the plane of the mobile receivers (𝑧 = 1m) in a VLC 

system inside a room of dimensions 5m × 5m × 3m; a 

point LED source is mounted on the room ceil at its 

center point; the mobile receivers have FOV = 90°. 

 

E. Effect of the room dimensions structural 

parameters on the SISIR 

The room dimensions and the structural parameters 

including the optical properties of the wall material, 

color and suface roughness have significant effects  

on the perfromance of the indoor VLC system. The 

dependence of the SISIR on the reflectance of the side 

walls in a VLC system inside a room of height 3m and 

different areas is presented in Fig. 11 when the mobile 

receiver is at the center of the room area and near one of 

the room corners. As the ISI is mainly caused by the 

reflections of the side walls of the room, increasing  

the wall reflectance leads to significant decrease of  

the SISIR irrespective of the location of the mobile 

receviver. 

 

 
 

Fig. 10. Distribution of the SISIR in the plane of the 

mobile units (𝑧 = 1m) in VLC system inside a room  

of dimensions 5m × 5m × 3m; a point LED source is 

mounted on the room ceil at its center point; the mobile 

receivers have FOV = 90°. 

 

As shown in Fig. 11 (a), increasing the room 

dimensions has a great effect on the indoor VLC 
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perfromance and leads to increase the SISIR at the center 

point of the room because the center point is farther from 

the side walls when the room is wider. Howerver, 

increasing the room dimensions has a weak effect on the 

SISIR in the regions near the room corners. As shown in 

Fig. 11 (b), the SISIR at the point (0.5m, 0.5m, 1.0m) is 

slightly decreased due to increasing the room diemnsions 

because this point is closer to the LED source when the 

room is smaller. 

 

  
   (a) 

  
   (b) 

 

Fig. 11. Dependence of the SISIR on the reflectance of 

the side walls in VLC system inside a room of height 3m 

and different areas. The mobile receiver is at (a) the 

center point of the room area, and (b) the point (0.5m, 

0.5m) near the room corner. 
 

IV. CONCLUSION 
A robust computational model has been introduced 

for the light wave propagation in indoor VLC systems 

employing small LED source inside a room of area  

≤ 5m × 5m. The light wave is treated as an 

electromagnetic wave suffering multiple reflections on 

the walls of the room. The GTD-RT technique is applied 

for evaluation of the light wave reflection of the rough 

surfaces of the room walls. Moreover, an efficient 

computational method has been described for the 

assessment of the ISI encountered in indoor VLC 

system. The distribution of the SISIR is numerically 

evaluated over the horizontal plane of the mobile units 

(at a height of about 1m above the room floor). The 

effects of the room dimensions and some structural 

parameters such as the reflectance of the side walls on 

the SISIR have been investigated numerically. It has 

been shown that a narrower room has worse effect on the 

SISIR. 

 

 

 

 

 

REFERENCES 
[1] Y. Chen, S. Li, and H. Liu, “Dynamic frequency 

reuse based on improved tabu search in multi-user 

visible light communication networks,” IEEE 

Access, vol. 7, pp. 35173-35183, 2019. 

[2] I. Abdalla, M. Rahaim, and T. Little, “Interference 

in multi-user optical wireless communications 

systems,” Philosophical Transactions of the Royal 

Society A, 378.2169, 20190190, 2020. 

[3] K. Lee, H. Park, and J. R. Barry, “Indoor channel 

characteristics for visible light communications,” 

IEEE Communications Letters, vol. 15, no. 2, pp. 

217-219, 2011. 

[4] K. Lee and H. Park, “Channel model and modu-

lation schemes for visible light communications,” 

In 2011 IEEE 54th International Midwest Symposium 

on Circuits and Systems (MWSCAS), pp. 1-4, Aug., 

2011. 

[5] T. Komine and M. Nakagawa, “Fundamental 

analysis for visible-light communication system 

using LED lights,” IEEE Transactions on Consumer 

Electronics, vol. 50, no. 1, pp. 100-107, 2004. 

[6] H. H. Qamar, K. F. A. Hussein, and M. B. El-

Mashade, “Assessment of signal strength in indoor 

optical wireless communications using diffuse 

infrared radiation,” In 2019 36th National Radio 

Science Conference (NRSC), pp. 108-117, 2019. 

[7] H. H. Qamar, A. E. Farahat, K. F. A. Hussein, and 

M. B. El Mashade, “Assessment of scattering of 

plane waves on optically illuminated area of rough 

surface,” Progress In Electromagnetics Research, 

vol. 86, pp. 77-102, 2020. 

[8] H. H. Qamar, M. B. El-Mashade, A. E. Farahat,  

and K. F. A Hussein, “Convergence of ensemble 

averaging for optical scattering on rough surfaces 

using GTD-RT,” In 6th International Conference 

on Advanced Control Circuits and Systems (ACCS) 

& 2019 5th International Conference on New 

Paradigms in Electronics & Information Technology 

(PEIT), IEEE, pp. 167-175, 2019. 

[9] S. A. M, Soliman, A. E. Farahat, K. F. A. Hussein, 

and A.E. A. Ammar, “Spatial domain generation of 

random surface using Savitzky-Golay filter for 

simulation of electromagnetic polarimetric systems,” 

Applied Computational Electromagnetics Society 

Journal, vol. 34, no. 1, 2019. 

ELSAATY, ZAGHLOUL, HUSSEIN: LIGHT WAVE PROPAGATION MODEL FOR INDOOR LIGHT COMMUNICATION 1058



Signal Propagation Modeling Based on Weighting Coefficients Method in 

Underground Tunnels  
 

 

Yusuf Karaca 1 and Özgür Tamer 2 
 

1 Graduate School of Natural and Applied Sciences 

Dokuz Eylül University, İzmir, Turkey 

yusuf.karaca@deu.edu.tr 

 
2 Department of Electrical and Electronics Engineering 

Dokuz Eylül University, İzmir, Turkey 

ozgur.tamer@deu.edu.tr 

 

 

Abstract ─ The propagation of electromagnetic waves 

guided in tunnels and mines is an area of scientific study 

which is hard to model due to multiple reflections on 

walls and surrounding obstacles. A novel propagation 

model for underground tunnels based on the weighting 

sum of the log-distance propagation model, the modified 

waveguide model and, the far zone propagation model 

for the ultra-high frequency (UHF) band is proposed in 

this paper. The propagation model is divided into five 

regions based on the distance between the transmitter 

and the receiver. Each region shows a different 

propagation characteristic and modeled with weighting 

sum of the base propagation models. Our model was 

tested in a tunnel with 2 m x 1.5 m cross-section and  

250 m length. Measurement results are consistent with 

the proposed propagation model. 
 

Index Terms ─ Propagation modeling, underground 

tunnel, underground communications.  
 

I. INTRODUCTION 
Modelling of electromagnetic wave propagation in 

underground environments has been an active area of 

research for many years. Despite several theoretical 

analyses and experimental studies, electromagnetic wave 

propagation in underground tunnels is hard to model 

with high precision and low complexity due to the 

imperfect structure of the surrounding obstacles and 

walls, such as multiple reflections from the surrounding 

walls [1]. A large number of models were presented and 

discussed for underground tunnels [2]. Zhang and Hong 

proposed a model based on the ray optical propagation 

model to show signal propagation at the UHF frequency 

band for rectangular underground tunnels [3]. Zhang, 

Zheng, and Sheng modeled electromagnetic wave 

propagation at 900 MHz using free space and mod 

propagation models for coal mines [4]. Two propagation 

regions with different characteristics were defined, 

where the breakpoint between the regions in the 

passageways was found to be 45 m from the transmitter. 

The waveguide propagation model for coal mines is 

proposed by Emslie, Lagace, and Strong [5]. The 

waveguide model is investigated in rectangular coal 

tunnels at frequencies 1 GHz and 415 MHz for both 

vertical polarization and horizontal polarization. Boutin 

et al. also present breakpoints for different propagation 

models [6]. Guan and friends showed that the free-space 

propagation model can be used at short ranges, while the 

multimode propagation model can be used at medium 

range distances and the fundamental mode propagation 

model can be used for longer ranges [7]. This model 

proposes a solution to unify and extend existing 

propagation mechanism models in tunnels. Although 

many researchers prefer a waveguide-based model to 

interpret the electromagnetic wave propagation in the far 

region [5], the results are not satisfactory for long 

tunnels. If the transmitter and receiver are far enough 

from each other, propagation is more similar to the far 

zone propagation model [7]. In fact, far zone propagation 

was not sufficiently investigated by researchers due to  

a lack of experimental studies in long tunnels in 

underground environments. Rak and Pechac searched for 

experimental measurements of subterranean galleries  

for two frequencies: 446 MHz and 860 MHz [8]. They 

proposed a simple linear attenuation model using 

recorded experimental data.  

In this paper, a novel propagation model based on a 

combination of three different propagation mechanisms 

for near, mid, and far regions is introduced. A gradual 

transition with the weighting coefficients is applied 

between propagation regions. In the second part of the 

paper, a theoretical background about the employed 

propagation models is presented and the proposed 

propagation model is introduced in section three. A 

comparison of the model with measurement results is 

presented in the fourth section while the results are  
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concluded in the fifth and the final section.  

 

II. THEORETICAL BACKGROUND 
The signal propagation model proposed in this work 

employs three different propagation models introduced 

in below subsections.  

 

A. Log-distance path loss model 

In the near zone of tunnel-like structures, the slope 

of the signal attenuation curve is steep [6]. In our study 

we adopt the log-distance signal propagation model in 

the near zone given in equation (1) [9]:  

 𝑃1 = 𝑃𝐿̅̅̅̅ (𝑑0) + 10𝑛𝑙𝑜𝑔10 (
𝑑

𝑑0
), (1) 

where n is the path loss exponent, d is the transmitter-

receiver separation in meters, d0 is the distance of the 

reference measurement and PL̅̅̅̅ (d0) is the path loss at d0. 

Path loss exponent value is used as 1.75 since there is 

line-of-sight between the transmitter and the receiver and 

the tunnel is a rectangular cross-section one [9], while 

the value of the d0 is 1 m. Received power for the log 

distance model (
LogP ) is given by: 

 1

1

,
+

=

=Log

i

i

P A P  (2) 

where iA  are the weighting coefficients and 
LogP  is the 

representation of weighting signal attenuation for the 

near zone.  

In the proposed model, log-distance is the dominant 

propagation mode for the first 50λ of the distance from 

the transmitter where λ is the wavelength as presented  

in Fig. 6. The attenuation of the signal based on this 

propagation model is presented in Fig. 2, Fig. 3 and Fig. 

4. 

 

B. Waveguide model  

We consider that the tunnel is similar to a waveguide 

for the preferred frequency band as presented in the 

literature [5], [10]. Walls are lossy media built of 

concrete and iron bars with the corresponding electrical 

parameters defined in Fig. 1 as 𝜀ℓ, 𝜇ℓ, 𝜎ℓ, and 𝜀𝑏, 𝜇𝑏, 𝜎𝑏. 

𝐸𝑖 , 𝐻𝑖 , 𝐸𝑟 , 𝐻𝑟 in Fig. 1 are defined as the fields in the 

space of the waveguide-like structure. while 𝐸𝑏
𝑡𝑟, 𝐻𝑏

𝑡𝑟 are 

the fields on top and bottom of the tunnel walls 𝐸ℓ
𝑡𝑟, 𝐻ℓ

𝑡𝑟 

are fields at the left and right of tunnel walls. Electrical 

space inside the rectangular waveguide is 𝜀𝑟=1,  𝜇𝑟 = 1 

since the tunnel is filled with air. The horizontal and 

vertical dimensions of the waveguide are given as a and 

b respectively, while the horizontal lines on axis x for  

the model and the vertical lines on axis y and the wave  

propagates in the z-direction. 
 

 

 

 
 

 

Fig. 1. Cross-section of the tunnel as a waveguide. 

The complex dielectric constant for the sidewalls is 

given by the following equation: 

 𝜀ℓ = 𝜀ℓ
′ − 𝑗

𝜎ℓ

𝜔
 , (3) 

where  𝜎ℓ is the conductivity of the sidewalls. 

Experimental studies show that 𝜀ℓ
′ is a real dielectric 

constant [14] while 𝜔 is working frequency [11]. 

Similarly, the dielectric constant for the top and bottom 

walls is defined as: 

 𝜀𝑏 = 𝜀𝑏
′ − 𝑗

𝜎𝑏

𝜔
 , (4) 

where 𝜎𝑏 is the conductivity of the top and the bottom 

where 𝜀𝑏
′ is the real dielectric constant parameter.  

The reflection coefficient on the sidewalls (𝛤ℓ) and 

the top and bottom walls (𝛤𝑏) is given by: 

 𝛤ℓ =
√𝜀−√𝜀ℓ

√𝜀+√𝜀ℓ
 , (5) 

 𝛤𝑏 =
√𝜀−√𝜀𝑏

√𝜀+√𝜀𝑏
 . (6) 

The transmission coefficients for the sidewalls (𝜏ℓ) 

and the top and bottom walls (𝜏𝑏) are given as: 

 𝜏ℓ =  (
1

𝜀
+

𝛤ℓ

𝜀
)

𝛽𝑥𝜀ℓ

𝛽𝑥ℓ
 , (7) 

 𝜏𝑏 = (
1

𝜀
+

𝛤𝑏

𝜀
)

𝜀𝑏𝛽𝑦

𝛽𝑦𝑏
 , (8)  

where 𝛽𝑥𝑏 is the phase constant for the sidewalls, 𝛽𝑦𝑏 is 

the phase constant for the top and bottom walls and 𝛽𝑦 is 

the phase constant for the tunnel cavity.  

The direction of the power flow is defined in the +z 

direction as presented in Fig. 1. Power flow, 𝑃𝑚𝑛, of an 

electromagnetic wave in 𝑇𝐸𝑚𝑛
𝑧  mode along the axis of 

+z is presented in equation (9) [13].  

 

 

 

 

y 

b 

z 

x 

a 
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 𝑃𝑚𝑛 =
𝐴𝑚𝑛

2𝛽𝑧

2𝜔𝜇𝜀2 [𝛽𝑥
2 (

𝑏 𝑠𝑖𝑛(2𝑛𝜋)

4𝑛𝜋
+

𝑏

2
) (

𝑎

2
−

𝑎 𝑠𝑖𝑛(2𝑚𝜋)

4𝑚𝜋
)  

+𝛽𝑦
2 (

𝑎 𝑠𝑖𝑛(2𝑚𝜋)

4𝑚𝜋
+

𝑎

2
) (

𝑏

2
−

𝑏 𝑠𝑖𝑛(2𝑛𝜋)

4𝑛𝜋
)] , (9) 

where 𝛽𝑧 is the phase constant in the +z direction. 

The real part of surface impedance for the sidewalls 

is given in equation (10) and the power losses because of 

the conductivity is given in equation (11).  I is assumed 

that the dissipated power for both the left wall and the 

right walls are the same: 

 𝑅𝑠ℓ =√
𝜔𝜇ℓ

2𝜎ℓ
 , (10) 

 
𝑃𝑐ℓ

𝑧0
=

𝑅𝑠ℓ𝐴𝑚𝑛
2

2(2𝜔𝜇0)2 |
1

𝜀
+

𝛤ℓ

𝜀
−

𝜏ℓ

𝜀ℓ
|

2

{(
𝑏 sin(2𝑛𝜋)

4𝑛𝜋
+

𝑏

2
 ) 𝛽𝑐

4   

+ (
𝑏

2
−

𝑏 sin(2𝑛𝜋)

4𝑛𝜋
) 𝛽𝑦

2𝛽𝑧
2} .        (11)                                                 

Here 𝑃𝑐ℓ is the dissipated power on the sidewalls due 

to conductivity, 𝛽𝑐 is the cutoff phase constant, 𝜇0 is  

the permeability of the air medium in the tunnel. The 

conduction losses on the top and bottom surface, 𝑃𝑐𝑏 , is 

given by: 
𝑃𝑐𝑏

𝑧0
=

𝑅𝑠𝑏𝐴𝑚𝑛
2

2(2𝜔𝜇0)2 |
1

𝜀
+

𝛤𝑏

𝜀
−

𝜏𝑏

𝜀𝑏
|

2

{(𝛽𝑥𝛽𝑧)2(
𝑎

2
−

𝑎 𝑠𝑖𝑛(2𝑚𝜋)

4𝑚𝜋
)  

+ 𝛽𝑐
4 (

𝑎 𝑠𝑖𝑛(2𝑚𝜋)

4𝑚𝜋
+

𝑎

2
)},                 (12) 

where 𝑃𝑐 is the total loss in equation (13) and 

perturbational method is preferred as presented in 

equation (13): 

 𝛼𝑐 =
𝑃𝑐/𝑧0

2𝑃𝑚𝑛
=

(
2𝑃𝑐𝑏

𝑧0
+

2𝑃𝑐ℓ
𝑧0

)

2𝑃𝑚𝑛
  =

𝑃𝑐ℓ+𝑃𝑐𝑏

𝑧0𝑃𝑚𝑛
 . (13) 

In order to find the total conduction losses 

associated with a rectangular waveguide, surface 

currents are obtained by using cross product of the 

magnetic field and normal unity vector along the x-z 

plane at the y=0, y=b and y-z plane at the x=0, x=a 

respectively. Total linear surface currents are obtained 

by means of magnetic fields on the surfaces and the total 

conduction losses are evaluated by integrating scalar 

product of the linear surface currents along the all four 

surfaces and the losses on the four walls are evaluated as 

total conduction losses (𝑃𝑐) accordingly. Since the top 

and bottom losses are assumed as equal, total losses on 

these walls is equal to 2 ∙ 𝑃𝑐𝑏 and sidewalls losses are 

also assumed equal and total losses on the sidewalls is 

equal to 2 ∙ 𝑃𝑐ℓ. The received power is therefore given 

by: 

 2 0 exp( 2 )cP P z= − , (14) 

where 0P  is the reference power. The weighting signal 

attenuation for the waveguide model is given by: 
 

 2

1

,
+

=

=Waveg

i

i

P B P  (15) 

where iB  are the weighting coefficients. 
 

C. Far region propagation 

Far region signal propagation model is given by the 

following equation: 

 
2

0

3 2

0

,
2


A ab

P
d

 (16) 

where A0 is the constant of the integration from a 

differential equation. a and b are the tunnel cross-section 

dimensions, d is the distance from the transmitter to the 

receiver antennas, and 
0  is the intrinsic impedance of 

the free space (the propagation medium) [12]. Received 

power for the far zone (
FarP ) is given by: 

 3

1

,
+

=

=Far

i

i

P C P  (17) 

where 
iC  are the corresponding weighting coefficients. 

Far region propagation model comparison with other 

models and signal measurements is presented in Fig. 2, 

Fig. 3 and Fig. 4. 
 

III. COMBINED PROPAGATION MODEL 
As can be observed from Fig. 2, 3 and 4 each 

propagation model presents a different propagation 

characteristic, and it is not possible to use just a single 

one to model the propagation in a tunnel since signal 

level at different distances match different propagation 

models through the tunnel. This case is also verified  

by the usage of the measurements presented in Fig. 7. 

Therefore, a new model which is a combination of the 

three models is proposed in this study. The tunnel is 

divided into five zones, three of them have dominant 

propagation models, and two are transient regions 

between the dominant models as presented in Table 1. 

The propagation models presented in Section II are used 

with different weighting coefficients in these zones. The 

propagation model for the first and the closest distance 

region is the log-distance path loss model. For the second 

part propagation model gradually transforms from the 

log-distance path loss model to the waveguide-based 

propagation model. The propagation model for the third 

region is defined by the waveguide model is also 

proposed in this paper which is calculated via the 

perturbation method [13]. The fourth region is a transient 

region transforming gradually to the far zone propagation 

model from the proposed waveguide model. The 

Table 1: Regions of the weighting signal propagation model 

Log-distance Path 

Loss Model 

(
LogP ) 

Transient Region I 

(
LogP + 

WavegP ) 

Waveguide Model 

(
WavegP ) 

Transient Region II 

(
WavegP +

FarP ) 

Far Zone 

Propagation Model 

(
FarP ) 

<50𝜆 50𝜆-120𝜆 120𝜆-700𝜆  700𝜆-800𝜆 >800𝜆 
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weighting coefficients of both the waveguide model and 

the far zone signal model are the same in the fourth 

region. For the fifth and the farthest region, the far zone 

propagation model is preferred.   
 

IV. MEASUREMENT RESULTS 
Signal measurements were taken at the heating 

infrastructure tunnels of the Karamanoğlu Mehmetbey 

University, which was built as a rectangular-shaped 

tunnel. The underground tunnel has a cross-section of  

2 m x 1.5 m. The overall width of the tunnel is 1.5 m 

including the pipes. Pipes are not taken into account on 

signal propagation since they are thick plastic pipes 

carrying water. The total length of the tunnel is 250 m. 

including concrete walls supported with iron bars. 

Measurements were taken with an Anritsu MG3694C as 

the transmitter and an Anritsu MS2830A as the receiver. 

A photograph taken during measurements is presented in 

Fig. 5. Measurements are carried out at 980 MHz, 1000 

MHz and 1150 MHz and both of the antennas are placed 

at a height of 1.5 m to imitate an average person’s 

communication equipment height. Measurement results 

and their comparison with the propagation models are 

presented in Fig. 2, Fig. 3 and Fig. 4. It can be observed 

that none of the pre-mentioned propagation models had 

compatibility with the measurement results, but they do 

comply with the measurements at specific distances. For 

the closest part, the log-distance propagation model shows 

a good match while for most of the graph, the waveguide 

model shows a good match between 120𝜆 and 700𝜆 for 

the measurement. After 700𝜆 the model is closer to the 

far region propagation model. The distances comply 

with the proposed model, then we need to determine the 

weights for the transient region I and II in Table 1.  

As presented in Table 1, the first region is between 

0𝜆 and 50𝜆. For the first region, the propagation model 

is dominant as mentioned before while for region three 

in Table 1 waveguide propagation model is dominant 

from 120𝜆 until 700𝜆. Therefore, the second region starts 

at 50𝜆 and ends at 120𝜆. For the second region, a transition 

between these two models is necessary, as presented in 

Table 1 weighting coefficients (in Fig. 6) provide a 

gradual transition between the two models. After the 

third region, we again need a gradual transition between 

the waveguide model and the far region model. 

This transition is different from the first transition in 

most of the second transition region in Table 1 waveguide 

model and the far region model are equally weighted.  

In our measurements, it was not possible to take any 

measurements in region 5 in Table 1 due to the physical 

limitations of the tunnel, but measurement results 

presented in Fig. 2, Fig. 3 and Fig. 4 show a better match 

with the far region propagation model at the end of the 

tunnel. A comparison between the measurement results 

and the proposed model is presented in Fig. 7. As can be 

observed the model fits the measurement results. The 

error of the measurements is calculated and compared for 

different frequencies along the z-axis in Fig. 8. 
 

 
 

Fig. 2 Path loss of the propagation models and 

measurements for 980 MHz. 
 

 
 

Fig. 3 Path loss of the propagation models and 

measurements for 1000 MHz. 
 

 
 

Fig. 4. Path loss of the propagation models and 

measurements for 1150 MHz. 
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Fig. 5. Signal measurements and underground tunnel. 

 

 
 

Fig. 6. Applied weighting coefficients for the regions. 

 

 
 

Fig. 7. Comparison of the signal measurements and 

weighting coefficient propagation models. 

 

Fig. 8. Error comparison for different frequencies. 

V. CONCLUSION 
A novel radio wave propagation model is introduced 

for rectangular cross-section tunnels in this paper. The 

model is based on the idea of separating the propagation 

medium into five regions with different propagation 

characteristics based on the distance in terms of 

wavelength between the transmitter and the receiver. 

Three areas of the propagation model have dominant 

propagation characteristics when two regions are 

transition regions among the three regions. The transient 

region propagation models are weighted, which improves 

the consistency of the proposed model. A waveguide 

signal model used in the second, third, and fourth regions 

a novel propagation model proposed for tunnel 

propagation at UHF frequency band. Measurements are 

conducted at 980 MHz, 1000 MHz and 1150 MHz in a 

tunnel of the heating system. According to the results, 

the proposed signal propagation model complies with the 

underground signal measurement values. It was possible 

to validate the model in the fifth region at 1150 MHz 

since the wavelength is smaller and the length of the 

tunnel is barely enough for this frequency. 
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Abstract ─ This article designs an electromagnetic 

rotating eddy current brake (ECB), which has the 

advantages of no wear and low noise compared with 

traditional friction brake. First, using the magnetic 

circuit analysis model, a theoretical calculation formula 
of the ECB’s braking characteristics is given. The results 

show that the braking torque is negatively correlated 

with the thickness of the air gap as well as the electrical 

conductivity and the relative magnetic permeability of 

the brake disc material, and positively correlated with  

the number of ampere turns and the number of 

electromagnet poles. Secondly, a three-dimensional 

finite element (FE) model of the brake is established. The 

results of braking torque-speed characteristics between 

finite element calculation and theoretical analysis are 

compared, and the reasons for the differences between 
the two are explained. Using the FE model, the influence 

of the design parameters on torque characteristics is 

studied. Combined with the theoretical analysis model, 

the results are explained accordingly, providing a 

reference for the optimal design of the brake. Finally, a 

controller for the electromagnetic rotating eddy current 

brake is designed to control the amplitude of the desired 

braking torque. 

 
Index Terms ─ Braking characteristics, braking torque 

control, eddy current brake, finite element analysis. 
 

Ⅰ. INTRODUCTION 
With the development of high-speed railways, the 

running speed of trains has increased significantly [1-4]. 

Braking systems are the guarantee of operation safety, 
especially for trains running at high speeds. Because the 

kinetic energy of high-speed trains is much larger than 

that of ordinary trains, both the adhesion coefficient 

between wheels and rails and the friction coefficient 

between brake shoes and moving wheels are greatly 

reduced at high speeds, therefore traditional mechanical 

braking methods cannot meet the emergency braking 

requirements of high-speed trains [5-7]. And friction 

brake has obvious defects such as fast wear and loud 

noise under high-speed braking conditions. The ECB is 

one of the most popular braking systems because of 

significantly lower maintenance, no wear, and excellent 

braking performance at high speeds [10-11] as compared 

to other braking devices. The main advantage of an ECB, 

making it superior to the other brakes [12], is its fast 
dynamic response. 

In this paper, an electromagnetic rotating ECB was 

designed, as shown in Fig. 1, mainly consisting of two 

parts: stator and rotor. The rotor, which is termed as  

the brake disc and is rotating with the axle. The stator, 

which is the stationary part and fixed to the train, 

includes several electromagnets and magnetic yokes. 

Each electromagnet is made up of an iron core and its 

surrounding coils, corresponding to the red and yellow 

parts in Fig. 1. When passing a certain amount of direct 

current (DC) into the coil, the electromagnet will 
generate an excitation magnetic field, meanwhile the 

brake disc rotating with the axle cuts magnetic induction 

lines in the electromagnetic field. According to the 

principle of electromagnetic induction, the kinetic 

energy of the train is converted into the eddy current in 

the brake disc, dissipating into the surroundings in the 

form of heat to achieve the purpose of braking [8-9]. 

Braking characteristics are defined as the variation 

law of braking torque with rotational speed of brake  

disc. While the study of braking characteristics provides 

the basis for making full use of ECB, current research 

work mostly performed their analyses of the braking 
characteristics of electromagnetic ECB at the theoretical 

and simulation level. Based on the basic macro-

electromagnetic field theory, the variable separation 

method (VSM) was used to solve the analytical formula 

of braking torque [1]. In [13], a calculation method using 

the Laplace and Helmholtz equations was presented to 

analyze the eddy current generated by the transverse 

alternating magnetic field in two parallel conductors. In 

[14], Lee used the mirror image method to calculate the 

electric field intensity of a conductor plate with a finite 

radius, then introduced the magnetic flux Reynolds 
number to consider the armature reaction, and finally 

obtained a formula for calculating the braking torque 

through using the Lorentz formula. In [15], Liu used  
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the Maxwell’s equations and appropriate boundary 

conditions to solve magnetic vector potential and 

magnetic flux density, and obtained their braking torque 

formula based on Maxwell stress tensor approach. Most 

recently, Reza [16] used subdomain analysis to compute 
the braking force for a magnetic pole moving above the 

induction plate. 

Studies mentioned above have shown that using 

theoretical analysis methods to find solutions often 

requires a large number of premise assumptions and 

problem simplifications, rendering the accuracy of their 

results limited. For this reason, substantial efforts have 

been put into finite element analysis (FEA) to improve 

braking characteristics analysis results. For example,  

a 2D FE model for linear eddy current brakes was 

established by [17]. Compared with the simulation 

results, their calculation results have a higher degree of 
agreement in the low-speed area but greater deviation  

in the high-speed area. Using three-dimensional FEA, 

Mehmet [18] verified the effectiveness of braking torque 

theoretical modeling, and simulated the resistivity and 

permeability of the best brake disc material with finite 

element to obtain the maximum braking torque. Sohel 

[19] established a parameter model based on the FE model 

calculation results of braking torque characteristics, 

fitting the relationship between braking torque and 

current and speed into a polynomial function. In [20], 

eddy current losses of the transformer were calculated by 

a 2D FE model. Their use of the Galerkin method to 

apply surface impedance boundary conditions to finite 

element calculation effectively shortened the calculation 

time. 

As for the research on braking torque control 
methods, literature [21] designed a constant torque 

control algorithm based on the principle of controlling a 

constant ratio between the reference current and the 

speed, and verified the effectiveness of this algorithm 

through proportional experiments. In order to keep  

the braking torque constant, a dynamical compensation 

scheme for speed control was proposed by [22].  
In this paper, an electromagnetic rotating ECB of 

high-speed trains is designed. We first use the magnetic 

equivalent circuit (MEC) to study the dynamic 

characteristics of the ECB system, and offer a brief 

mathematical model of the braking characteristics to 
clarify the main parametric factors that affect the braking 

torque. Secondly, a three-dimensional FE model of the 

brake is established to specifically quantify the influence 

of each parameter factor on the braking characteristics. 

Then the differences between the braking torque-speed-

current characteristics curve calculated by the theoretical 

model and the FE model are compared and analyzed to 

offer sensible explanations. Finally, a fuzzy controller 

for the electromagnetic rotating ECB is designed to 

accurately track the desired braking torque. 

 

 
 

Fig. 1. Configuration of the eddy current brake. 

II. ANALYTICAL MODEL 
This article derives the brake disc eddy current, air 

gap magnetic field and eddy current power according to 

the differential principle. Starting from the law of energy 

conservation, the eddy current power is regarded equal 
to braking power, and the braking torque is obtained 

according to the relationship between power and torque. 
 

A. Model assumptions 

To facilitate the derivation of braking torque, the 

following assumptions are made for the model: 

(1) The influence of temperature on the 

electromagnetic properties are neglected. 

(2) The magnetic flux lines are ideally distributed 

only within the projection areas on the disc of yokes. 

(3) The magnetic saturation and nonlinearity of 

magnetic properties are neglected. 

 

B. Eddy current analysis 

The projection area of a single yoke on the brake 

disc is a sector, as shown in Fig. 2, whose inner and outer 
radii are r1 and r2, respectively, with a 40° angle. From 

the perspective of differentiation principle, this sector is 

regarded as composed of countless similar sector-shaped 

rings (shadowed) with a width of dr, and the position  

of these sector-shaped rings can be represented by the 

Isometric view Top ViewDisc Air Gap Yoke

Electromagnet
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distance r from the inner and outer arcs to the middle 

radius of the large sector, where r[0,r], r = rc-r1 = 

(r2-r1)/2, rc = (r1+r2)/2. 
 

 
 

Fig. 2. Projection area of a single yoke on the brake disc. 

 

The magnetic flux passing through the sector area can 

be expressed as: 

 
4 cos

cos =
9

c n

r r n

r rB t
BS t

 
 =  , (1) 

where, rS  is the area of the inner sector surrounded by 

the sector ring, which can be calculated according to  

Eq. (2) below. B is the magnetic induction density value 

on the surface of the brake disc, and n  is the electrical 

angular velocity of the brake disc: 

 2 2 440
[( ) ( ) ]
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


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
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p
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
 =  =  = , (3) 

where Np is the number of pole pairs on one side of the 

disc,  is the angular velocity of the disc, and n is the 
rotation speed of the disc. 

The induced electromotive force is: 

 
4 sin

9

c n nr
r

r rB td

dt

  
 = − = . (4) 

The resistance of the sector ring is: 

 
'

r
r

L
R

d dr
=


, (5) 

where, 'd  and 
rL  are the skin depth of the vortex and 

the length of the sector ring, respectively. And 'd  

satisfies the following formula: 

 
0
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r n

d


  
, (6) 

where,   is the resistivity of the brake disc, 
0  is the 

vacuum permeability, 
r  is the relative permeability of 

the brake disc. 

Thus, according to the Ohm’s law, the current value 

on the sector ring, that is, the eddy current value can be 

expressed as: 

 

0

2 sin

( )

c n nr
r

r c r n

r rB tdr
i

R r r

 

   
= =

+
. (7) 

 

C. Magnetic field analysis 

The Ohm’s law for a magnetic circuit can be derived 

from Maxwell equations: 

 m mi iR =  , (8) 

where m  is the magnetomotive force,   is the magnetic 

flux, pBS = , pS  is the area of the total sector shown in 

Fig. 2, miR  represents every magnetic resistance in the 

magnetic circuit.  

The simplified magnetic circuit and the definition  

of each part reluctances are shown in Fig. 3. 1mR , 2mR , 

3mR , 4mR , 5mR  are the magnetic resistances of the frame, 

core, yoke, air gap, and disc, respectively. Since the 

relative permeability of the frame, core and disc is much 

higher than that of air which approximately equals 1, 

only 4mR  is taken into consideration in this paper.  

 
 

Fig. 3. Magnetic circuits. 

 

According to Fig. 3, the magnetic circuit can be 

written as: 

 4m mR =  , (9) 

where the magnetoresistance of the air gap is: 

 4

0 4 0

m

r p p

R
S S

 

  
=  , (10) 

where,   and 4r  are the length of air gap and air  

relative permeability, respectively. 

N S

N S

Rm1

Rm5

Rm2 Rm2

Rm3Rm3

ε m ε m

Rm4Rm4

Rm4Rm4

ε m ε m

(a) Schematic of magnetic 

circuits on both sides

(b) Magnetic circuit on one 

single side

(c) Simplified magnetic 

Circuits On both sides

Frame

Core

Disc

Frame

Core
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The total magnetic motive force 
m  is given as: 

 
0m e  = − , (11) 

where 
0  and 

e  are the magnetic motive forces 

generated by electromagnets and eddy current, 

respectively, and they are given as: 

 
0 NI = , (12) 

 
e e ek I =  , (13) 

where N is the number of turns per coil, I is the excitation 

current, 
ek  is the computation coefficient, 

eI  is the RMS 

eddy current which can be obtained by integration of the 

eddy current 
ri : 
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From Eqs. (9)-(14), we can derive that the magnetic 

flux density is: 
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D. Power analysis 

The RMS power of eddy current of the whole disc 

eP  can be obtained by integration of the product of eddy 

current ri  and the induced electromotive force r : 
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 (16) 

 

E. Torque analysis 
The brake power bP  equals the RMS power of eddy 

current eP  in accordance with the law of conservation of 

energy, therefore the following expression can be 

obtained: 

 b e bP P T = =  , (17) 

where bT  is the torque generated by the eddy current 

brake. From (16)-(17) and the relation between the 

angular velocity  and the train speed v, we can derive 

that the brake torque is: 
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where 1k , 2k  are both coefficients that are determined 

by the geometric parameters of the brake device, wD  is 

the diameter of the wheel. 

III. VALIDATION OF THE FE MODEL 
Brake torque is influenced by the geometric and 

electromagnetic parameters according to the above 
theoretical model. More specifically, there is a negative 

correlation between brake torque and the length of air 

gap, the inner radius of yoke, the product of the 

resistivity and permeability of disc material, and a 

positive correlation between brake torque and the 

number of poles, the outer radius of yoke. In addition, 

brake torque is proportional to the square of ampere turns 

of electromagnets. In order to analyze the quantitative 

effects of each factor on the braking performance and 

verify the accuracy of the analytical model, a 3D FE 

model was established for further numerical calculations, 
as shown in Fig. 4. Only the brake disc, yokes, and 

electromagnets were considered in the FE model because 

of the assumption that the other components only act as 

fixed support and no magnetic lines pass through them. 

So, their effects on the magnetic field can be ignored. In 

the FE model, the material of electromagnet core and 

brake disc is mild steel steel_1008. The material of 

magnetic yoke is mild steel steel_1010, and the material 

of electromagnet coil is copper. A 1/4Np simplified 

model is adopted to reduce simulation time. For this 

reason, a symmetry boundary condition is added in the 

middle section of the brake disc. Master and slave 
boundary conditions are implemented in the two sides 

considering the electromagnets’ periodic distribution. 

Main parameters of the FE model are given in Table 1. 

 

 
 

Fig. 4. FE model. 

 

The magnetic flux density map, eddy current losses 

and the distribution of induced eddy currents are shown 
in Figs. 5 (a), (b) and (c) respectively. It can be seen that 

2.2T magnetic flux density is obtained by the FE model. 

And at the same parameters, the air gap magnetic flux 

density of 2.34T is calculated based on the analytical 

model. The value of relative error is about 6.3%. Hence, 

the results of the analytical model are in good agreement 

with the FE model results. In addition, eddy current 

losses are calculated by the FE model and Eq. (16), as 

shown in Fig. 6. It can be seen that both the analytical 

model and FE model have the same linear growth trend. 

The eddy current losses increase with the speed increases. 

Region 

Core 

Coil 

Yoke 

Disc 

Band 
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Table 1: ECB Parameters 

Parameter Value 

Inner radius of the disc 210mm 

Outer radius of the disc 600mm 

Disc thickness 20mm 

Air gap width 3mm 

Inner radius of the yoke 280mm 

Outer radius of the yoke 580mm 

Yoke thickness 6mm 

Core thickness 60mm 

Angle covered by a 

single electromagnet 
40deg 

Angle between two 

adjacent electromagnets 
45deg 

Number of pole pairs on 

one single side of the disc 
4 

Number of turns per coil 400 

Excitation current 40A 

 

 
 (a)                              (b) 

 
 (c) 

 

Fig. 5. (a) The magnetic flux density map, (b) eddy 

current loss, and (c) distribution of induced eddy currents. 
 

At the initial simulation time, a large amplitude 

fluctuation of the braking torque appeared and then 

converged to a steady value. This phenomenon is 

inevitable due to the initial value of calculation changes 

to the target value suddenly. It was only regarded steady-

state values as the effective data and calculated the  

final torque-speed characteristic curve. Figure 7 shows a 
comparison between the FE model and analytical model 

of braking torque-speed characteristics. It is observed 

that the braking characteristics tendency of the analytical 

model is consistent with that of the FE model. Still, the 

results from analytical method in Eq. (18) are slightly 

larger than those from FE at the whole speed range. 

When the vehicle speed is higher than the critical speed, 

the decrease of braking torque calculated by FE is more 

evident than that calculated by Eq. (18). This is due to 

the assumptions made to simplify the theoretical analysis, 

especially assumption (3), in which we assumed that  

the magnetic saturation and nonlinearity of magnetic 

properties are neglected. Additionally, in the analytical 

model, the effects of flux leakage and uneven distribution 
of magnetic field lines are ignored, which also cause the 

theoretical value to be too large. 
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Fig. 6. Eddy current losses. 
 

 
 

Fig. 7. Braking torque-speed characteristic. 

 

IV. PARAMETER ANALYSIS 
It is found by FEA that the excitation current, air gap 

thickness, brake disc thickness and electromagnet core 

shape have more significant influence on the braking 
characteristic, so the influence of these four factors on 

braking characteristics is specifically analyzed in this 

paper. 

 

A. Influence of the excitation current 

Figure 8 shows the variation of braking torque 

characteristics for I=40,60,80,100A while keeping other 

parameters unchanged. It is obvious that the braking 

torque increases gradually as the excitation current 

increases. And the peak torque increases in a trend of 
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linear function. However, from Eq. (18), the braking 

torque should be proportional to the square of the 

excitation current. The main reason for this difference  

is that electromagnets have nonlinear magnetization 

characteristics. The magnetic permeability decreases as 
the excitation current increases so that the magnetic 

induction intensity shows a nonlinear growth trend  

with a declining growth rate. Furthermore, the critical 

speed increases with the increase of excitation current. 

According to Eq. (6), the skin depth increases as the 

magnetic permeability decreases, which weakens the 

eddy current skin effect. Therefore, if the eddy current 

magnetic field is to reach its original strength, it needs to 

increase the speed [17]. 

 

 
 

Fig. 8. Braking torque-speed characteristics for different 

excitation currents. 
 

B. Influence of the air gap length 

Figure 9 shows the variation of braking torque 

characteristics for air gap=3,4,5,6mm, while other 

parameters are kept to values introduced earlier. It is 

observed that a shorter air gap length leads to higher 

braking torque values. This is due to a large air gap 

length will result in a larger magnetoresistance, which 

will cause a lower magnetic density. In addition, for a 

large air gap, the torque-speed characteristic curves of 

the high-speed region are flatter than that of a small air 

gap. This is due to the former’s eddy current being far 
away from the yoke compared to the latter, which causes 

a lesser demagnetization effect on the original magnetic 

field. 

 

C. Influence of the conductor plate thickness 

The effect of the conductor plate thickness on the 

braking torque-speed characteristic has been studied by 

changing the thickness from 15 to 30 mm in a step of 

5mm. From Fig. 10, the thinner the conductor plate is, 

the higher the peak torque and the critical speed would 

be for the ECB. The reason is that eddy currents in  

the conductor plate increase as the thickness of the 

conductor plate increases, which intensifies the influence 

of the eddy current magnetic field on the excitation 

magnetic field. Therefore, the braking torque reaches the 

peak value at a low speed, and the peak torque becomes 

small due to the eddy current demagnetization effect. 
 

 

 

Fig. 9. Braking torque-speed characteristics for different 

air gap lengths. 
 

 
 

Fig. 10. Braking torque-speed characteristics for different 

disc thicknesses. 

 

D. Influence of the pole shape 

The electromagnet core is designed to be round, 

square, and sector in turn while keeping the cross-

sectional area of the electromagnet core unchanged.  

The torque-speed characteristics for three kinds of 

electromagnet core shapes are shown in Fig. 11. We can 

observe that an optimum torque generation capacity 

exists for the sector-shaped section electromagnet. 
Because of the fact that only the tangential 

electromagnetic force generated by the radial eddy 

current can contribute to the braking torque. In contrast, 

the tangential eddy current is ineffective for braking 

torque generation. Electromagnets with circular and 

square cross-sections have a lesser radial coverage of the 

projection area on the brake disc than sector-shaped 

section electromagnets, resulting in a small effective 
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braking torque. In order to enlarge the path of the radial 

eddy current, a sector-shaped section electromagnet is 

designed. The adequate electromagnetic torque can be 

enhanced by increasing the eddy current flowing along 

the radius of the disc with the sector pole [18]. 
 

 
 

Fig. 11. Braking torque-speed characteristics for different 

pole shapes. 

 

V. EDDY CURRENT BRAKE CONTROL 

SYSTEM 

A. Braking torque controller design 
Based on the above theoretical calculation of 

braking torque and the FEA of braking characteristics, 

the braking torque decreases with the increase of  

speed in the high-speed region. In order to track the 

desired braking torque accurately, this paper presents a 

controller based on the fuzzy method to control the 

amplitude of the braking torque. Figure 12 shows the 

control scheme of the ECB. It consists of a braking 

torque controller and a current controller. The braking 
torque controller outputs the reference of the excitation 

current change refI  according to the error between the 

desired braking torque refT  and the actual braking torque 

bT . The current controller is composed of a current 

hysteresis controller and a DC chopper circuit, which 

outputs a reference voltage refu  according to the reference 

value of the excitation current change. One can adjust the 

excitation current to regulate the value of the braking 

torque by controlling the reference voltage.  
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Fig. 12. The overall scheme of the torque control system. 

 

B. Control algorithm description 
In the fuzzy controller, the system input variables 

are the braking torque error e  and its rate of change ec. 

The output variable is the change of reference current 

refI . Design variables use the same set of fuzzy state 

words {NB, NS, PS, PB}, in which each fuzzy state 

corresponds to {‘negative big’, ‘negative small’, ‘positive 

small’, ‘positive big’}, denoting the variables sign and 

absolute value size. The membership function for the 

fuzzy sets is set as a triangular function, as shown in Fig. 

13. According to the qualitative relationship between the 

braking torque error and the change of reference current, 

the fuzzy rule table is formulated as shown in Table 2. 

The center of gravity method, the most commonly used 

defuzzification method, is used in this paper. 

 

-30 -20 -10 0 10 20 30

TorqueError(Nm)

0

0.2

0.4

0.6

0.8

1

D
e
g
re

e 
o
f 

m
e
m

b
er

sh
ip

NB PBNS PS

 
 

Fig. 13 Membership function for fuzzy sets. 
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Table 2: Fuzzy rules 

Error e 
Change of ec 

NB NS PS PB 

NB NB NB NB NB 

NS NB NS NS NS 

PS NS PS PS PB 

PB PB PB PB PB 

 

VI. ANALYSIS OF THE SIMULATION 

RESULTS 
In Fig. 14, the variation of the braking torque is 

plotted with respect to varying speeds of the rotating  

disk under open-loop control and closed-loop control 

algorithms. In this paper, PID control and fuzzy control 

are carried out. It is evident that the braking torque 

increases firstly and then decreases as the speed 

increases under open-loop control, which causes the 
fluctuation of the train braking deceleration. Note that 

the braking torque keeps constant as the speed varies 

under closed-loop control. This is because the control 

system adjusts the excitation current in real-time 

according to the braking torque feedback. In the speed 

range of 20-160 km / h, the actual braking torque is 

controlled near the desired braking torque. As the speed 

continues to decrease, the maximum braking torque 

output is limited by the coil current in the low-speed 

region, the braking torque starts to drop. It can be 

concluded that the two control algorithms mentioned can 

effectively control the braking torque to remain constant 
in an extensive speed range. 
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Fig. 14. Brake torque versus train speed under different 

control algorithms. 

 
In Fig. 15, the time response curve of the braking 

torque is shown. In order to quantitatively illustrate the 

control effect of the two algorithms, the transient and 

steady-state performance indicators of the system are 

calculated in Table 3. It can be seen that from transient 

performance indicators, the maximum overshoot of  

the system under PID control is 111.7N·m, which is far 

greater than the overshoot of 26.2N·m under fuzzy 

control. In addition, the adjustment time of the system 

under PID control is 3.210s, which is longer than 0.318s 
under fuzzy control. In terms of steady-state performance 

indicators, the steady-state value of the system under the 

fuzzy control is closest to the desired braking torque of 

3500N·m. However, the result under the PID control 

deviates from the expected value significantly. It can be 

concluded that fuzzy control is better than PID control in 

both transient and steady-state indicators. 
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Fig. 15. Brake torque under different control algorithms. 

 

Table 3: System performance indicators 

 Performance PID 
Fuzzy 

Control 

Transient 

indicator 

Adjustment time 

st /(s) 3.210 0.318 

Peak time 

pt /(s) 0.333 0.323 

Maximum overshoot 

 /(Nm) 
111.7 26.2 

Steady-state 

indicator 

Steady state 

average /(Nm) 
3502.3 3499.3 

Steady state 

maximum /(Nm) 
3524.4 3504.6 

Steady state 

minimum /(Nm) 
3489.1 3497.3 

 

Ⅶ. CONCLUSIONS 
In this paper, an electromagnetic rotating eddy 

current brake is regarded as the research object. Studying 

the braking characteristic from two aspects of theoretical 
analysis and FEA, and designing a braking torque 

controller. The main conclusions can be drawn as 

follows: 

(1) The theoretical model shows that the braking  
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torque is negatively correlated to the air gap length, the 

electrical conductivity and relative permeability of the 

brake disc material, and positively correlated to the 

number of ampere turns and the number of pole pairs. 

(2) There are differences between the results of  
FEA and theoretical analysis. The main reason for the 

difference is that the theoretical model neglects nonlinear 

characteristics of the brake disc material, the magnetic 

saturation phenomenon of electromagnets, and the non-

ideal distribution of the magnetic flux. 

(3) The relationship between the braking torque and 

the design parameters such as excitation current, air gap 

length, brake disc thickness, and electromagnet shape on 

the braking characteristics is analyzed using the FEA, 

which provides a reference for the optimal design of the 

ECB. 

(4) An ECB controller based on fuzzy control theory 
is designed. Compared with open-loop control and PID 

control, the proposed controller can keep the braking 

force stable during the train braking process. 
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Abstract ─ In any sensory system, the Electromagnetic 

(EM) shielding of the channel-carrying signal is a 

fundamental technique to provide a noise-immune 

measurement system. Severe failures and uncertainty 

may occur if the external EM fields interfered with  

the measurements. Typically, the shielding is realized  

by enclosing the channel-carrying signal with thin-

conductive hollow structures. However, with such 

structures, it is required to provide access to the interior 

components from the outside, for wires' connections, or 

better heat dissipation. This can be considered as a 

weakness in such the external magnetic fields can 

penetrate through the shielding structure. In this paper, 

the EM shielding effectiveness is considered for long 

hollow-cylinder structures with slots. The induced eddy 

current in thin-conductive shielding systems with slots 

together with the magnetic fields at different conditions 

are modeled. The objective is to determine the impact  

of the integrated slots along with the structure. The 

influence of the slots' sizes (𝛂) and position relative to 

the excitation magnetic field (i.e., the declination angle 

(𝛃)) are investigated to evaluate the shielding 

effectiveness by means of the determination of the 

shielding factor. The results reveal the inherent 

relationship between the shield parameters and shielding 

effectiveness. The shielding effectiveness deteriorates 

by the slots' integration within the shielding surface. 

However, decreasing the size of the slots improves  

the shielding, significantly, towards the shielding 

effectiveness of the continuous cylindrical structure. 

Additionally, utilizing the symmetry in the structure 

positioning the slots in the direction perpendicular to the 

magnetic field flux improves the shielding effectiveness, 

drastically. Such a model can be considered to evaluate 

the degree of effectiveness or success of integrating 

opening slots within the shielding structure, which can 

be applied to different types of instrumentation systems 

specifically at the sensor-electronics interface. 

 

Index Terms ─ Hollow cylinder, instrumentation system 

shielding, magnetic field, shielding effectiveness. 
 

I. INTRODUCTION 
Recently, electronic devices and technologies have 

been developing rapidly. The notable progress and 

systems’ integrity, specifically in devices’ structure, 

PCB designs, and packaging, led to an increase the 

complexity. The system requirements to overcome the 

error, reduce Electromagnetic Interference (EMI), and 

generate or transmit free-of-noise signals with proper 

timing have been considered intensively. Specifically, 

the EMI, as the major source of measurement errors in 

various disciplines, has been treated to make the electronic 

system immune. One of these disciplines is sensor design 

and instrumentation, where Electromagnetic Shielding 

(EMS) is frequently used to block or reduce either the 

emitted or intruded noise components. Metal sheets (e.g. 

aluminum, copper, etc…) formed in different structure 

designs can be used to fit the electronics enclosures [1,2]. 

EMS can be considered to design reliable systems, 

especially in critical applications. Examples of such 

systems include industry, military, medical, electric 

vehicle, sensors, and aerospace electronic devices, where 

the results of failure can extend from data loss to death 

[3]. However, there are no comprehensive structure designs 

to perform shielding. Therefore, in instrumentation 
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systems with EMS, the shield encloses the signal path in 

the entire instrumentation channel. Particularly, at the 

interfacing side between the sensor and the electronics, 

the role of EMS can be significant as the sensor’s signal 

is still weak at this interface. 

The integration of EMS in sensors has been studied 

intensively in the literature. There will be great 

advantages in combining the sensation techniques and 

EMS to perform proper measurements and improve the 

robustness and accuracy of the instrumentation system. 

Rienzo in his paper modeled the magnetic sensors to 

measure high AC and DC currents based on magnetic 

field sensing [4]. The application of EMS in 

instrumentation was used to reduce the measurement 

error using a ferromagnetic or conductive material. 

Shielding can be utilized to improve the measurements 

and the detection limit of the capacitive sensors. This  

can be attained by reducing the effects of both external 

noise and parasitic capacitances. With such a scheme, 

Dagamseh et al. modified the design of the capacitive-

based artificial hair sensor using wafer-level and printed-

circuit-board shielding [5]. The modified design improved 

the resolution of the measurement (i.e., performing 

localized measurement) and allowed measuring the 

capacitance changes originated from a single-hair 

sensor. Consequently, the detection limit of the new 

sensor design is improved down to 1 mm s–1 airflow 

amplitude with significant improvement in the directivity. 

Yang et al. presented a current sensor based on a giant 

magnetoresistance system with magnetic shielding [6,7]. 

The sensitivity and linearity of the sensors were 

considered by reducing the error due to the magnetic 

field. The results show that the sensor has a low 

nonlinearity error of less than 0.8% for the range of 10 

mA to 20A for frequencies up to 200 kHz. 

Screening by thin conductors with simple 

geometrical forms like planes, hollow cylinders, and 

hollow spheres has been investigated in the literature. 

Kaden investigated the screening effect of thin layers 

with angles and seats [8]. Lopez et al. provided a 

comparison between two conductive textiles with a wire 

mesh screen or with compact material to assess the 

shielding effectiveness [9]. The results showed good 

agreement between the modeling and measurement 

results with a 3 dB deviation at 1 GHz for the wire mesh 

model compared with a 2 dB deviation at 1.5 GHz for 

the compact material. 

Another fundamental issue related to shielding is  

the shape of the shield. Azizi et al. have considered 

modeling the shielding effectiveness of aperture in a 

rectangular enclosure using circuit modeling and finite-

difference time-domain method [10]. The results showed 

that the square and circular apertures are better to use 

than the rectangular shapes in electromagnetic shielding. 

Park et al. considered the integration of periodic metal 

strips within a conventional ferrite plate [11]. The period 

of the metal strip and the source position concerning  

the metal strips were considered. However, the analysis 

was provided for very thin strips. Fagnard et al. modeled 

the effect of introducing slits within a cylinder shield 

structure [12]. With his work, the analysis considered the 

magnetic properties of a hollow cylinder specifically 

with two axial slits that cut the cylinder in equal halves. 

Several studies have analyzed and modeled the eddy 

currents in magnetic conductors and investigated the 

shielding effectiveness for different shielding structures 

[13-21]. H. El-Maghrabi investigated the shielding 

effectiveness and determined the electromagnetic 

shielding effectiveness of two cascaded wire-mesh sheets. 

The model results were compared with experiments and 

good agreement was obtained [13]. R. Araneo studied 

the effect of the shield parameters and position of the 

source on the effectiveness of the shield at low-frequency 

near0field magnetic sources [14]. Mayergoyz et al. 

analyzed the eddy currents for elliptical polarization of 

the magnetic field [17]. Delinger modeled the magnetic 

field inside a long cylindrical hole in a long cylindrical 

conductor [18]. The solution involved the summation  

of the magnetic fields of the current centered at the 

conductor and the opposite direction centered at the hole. 

Babic et al. modeled the magnetic field of a hollow 

cylinder with finite thickness in three dimensions with a 

longitudinal current component [19]. Sailing et al. have 

utilized the magnetic field of the direct current to identify 

the cracks in conductors [20]. A model to identify 

surface cracks with an elliptic shape was provided. 

Kvitkovic et al. investigated the shielding effectiveness 

within the inhomogeneous magnetic field [21].  

For various instrumentation systems, the shielding 

at the sensor-electronics interface is a critical node; as 

the signal is weak. Electromagnetic shielding can be 

performed to protect the measured signal and thereby the 

accuracy of the measurement system. In this paper, the 

magnetic field has been modeled using a cylindrical 

geometrical structure with slots, taking into 

consideration the induced eddy currents. The target is to 

evaluate the impact of integrating slots within the shield 

in terms of shielding effectiveness utilizing studying the 

characteristics of the shield. These slots can be, thereby, 

controlled for the optimal performance of the entire 

instrumentation system to provide an access to the sensor 

side or to the interfacing electronics. 
 

II. SYSTEM MODELING 
The magnetic shielding depends on the material 

properties, the shield geometry, and the amplitude of  

the magnetic field. In this work, we investigate the effect 

of shielding structures on the field shape and the 

characteristics of the shield. A Long-hollow cylinder 

structure with integrated lateral slots for different 

designs is considered. The models will be based on 

determining the shape of the eddy currents in the 
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shielding structure and the magnetic flux through the  

slot to investigate the magnetic flux penetration. It is 

assumed that the skin-depth (𝛿) is much more than the 

thickness of the conductive layer with δ =
1

√πμfσ
 with 

μ, f and σ are the magnetic permeability (
N

𝐴2
), frequency 

(Hz), and conductivity (
S

𝑚
), respectively [22]. 

The solution for the eddy currents with two axial 

slots, taking into consideration the symmetry of the 

structure, consists of the following procedure and 

assumptions: 

- The general solution for the homogeneous 

problem to determine the vector potential 𝐴 

(inside and outside the shielding surface) can be 

obtained using the solution of the Laplace 

equation. The excited magnetic alternative field 

𝐵 can then be obtained using this solution. 

- The coefficients of the solution can be defined 

using the boundary conditions. At the boundaries 

of both regions (i.e., above and below the 

shielding structure) the following conditions 

can be applied: 
                𝐴1 = 𝐴2.,                                (1) 

and  
(𝐻𝑡1 −𝐻𝑡2) = 𝐾,                         (2) 

where 𝐻𝑡1 and 𝐻𝑡2 are the magnetic field 

intensity outside and inside the shielding 

surface, respectively. 

- The surface current density 𝐾 can be 

determined using the law of induction along the 

circumference of the cylinder with thickness d 

according to: 

𝐾 = 

{
  
 

  
 

−𝑗𝜔𝑥𝑑𝐴1, 

for: −𝜋 + 𝛽 +
𝛼

2
≤ 𝜑 ≤ 𝛽 −

𝛼

2
  

and  𝛽 +
𝛼

2
≤ 𝜑 ≤ 𝜋 + 𝛽 −

𝛼

2

0,     else   }
  
 

  
 

.     (3) 

- According to equ. (3), the surface current can be  

expanded in terms of the solutions for the coefficients 

of vector potentials 𝐴1 and 𝐴2 and substitute it in equ. 

(2). This results in a linear system of equations that can 

be used to find the coefficients of the Laplace solution.   

- The vector potential is considered as the sum of the 

exciting vector potential 𝐴𝑜 (outside the shielding 

surface) and the vector potential of the generated eddy 

current 𝐴𝑖 (inside the shielding surface) with: 
 

𝐴 = 𝐴𝑖 + 𝐴𝑜.                                      (4) 

A long hollow-cylinder with lateral slots the 

homogeneous alternating field 𝐻𝑜 is considered. The 

magnetic field is oriented perpendicularly to the cylinder. 

To simplify the solution through the distribution of 

currents, the thickness of the cylinder wall (𝑑) is 

assumed to be small. The width of the slot is defined by 

the angle (𝛼). The position of the slot, in reference to the 

direction of the field 𝐻𝑜, is described by the angle (𝛽). 

Figure 1 shows the design parameters of the hollow-

cylinder shielding structure. 
 

 
 

Fig. 1. A schematic representation for the hollow-

cylinder shielding structure with lateral slots and the 

definitions of the angles (𝛼, 𝛽, and 𝜑). 
 

The solution of the Laplace equation for the 

vector potential 𝐴 in polar coordinates can be 

represented as shown in equ. (5): 
____________________________________________________________________________________________________________________________________________________________ 

𝐴𝑜(𝜌, 𝜑) = 𝜇𝑎𝐻0 [
𝜌

𝑎
𝑐𝑜𝑠 𝜑 +∑(

𝑎

𝜌
)
𝑛

(𝐶𝑛 𝑐𝑜𝑠 𝑛𝜑 + 𝐷𝑛 𝑠𝑖𝑛 𝑛𝜑)

∞

𝑛=1

]

for 𝜌 ≥ 𝑎

𝐴𝑖(𝜌, 𝜑) = 𝜇𝑎𝐻0 [
𝜌

𝑎
𝑐𝑜𝑠 𝜑 +∑(

𝜌

𝑎
)
𝑛

(𝐶𝑛 𝑐𝑜𝑠 𝑛 𝜑 + 𝐷𝑛 𝑠𝑖𝑛 𝑛 𝜑)

∞

𝑛=1

]

for 𝜌 ≤ 𝑎 }
 
 
 

 
 
 

,                                                    (5) 

________________________________________________________________________________________________________ 

where 𝑎 is the cylinder radius, 𝐶𝑛 and 𝐷𝑛 are the solution 

coefficients. 

Due to the symmetry in the design of the system, the 

vector potential analysis can be performed with the odd 

numbers 𝑛 (as 𝐴(𝜌, 𝜑) = −𝐴(𝜌, 𝜑 + 𝜋). To simplify the 

solution this property is used at the end of the analysis. 

The boundary condition in equ. (1) is satisfied by this 

form of solution and the surface current density becomes 

at 𝜌 = 𝑎: 

𝐾(𝜑) = 2𝐻0∑ 𝑛(𝐶𝑛 𝑐𝑜𝑠 𝑛𝜑 + 𝐷𝑛 𝑠𝑖𝑛 𝑛𝜑)
∞

𝑛=1
.        (6) 

Because of the slots, the structure is not symmetrical 

along a single axis. Accordingly, equ. (3) can be 

represented as shown in equ. (7): 
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________________________________________________________________________________________________________ 

𝐾 = −𝑗𝜔𝜇𝑥𝑑𝑎𝐻0 × [𝑐𝑜𝑠 𝜑 +∑ (𝐶𝑛 𝑐𝑜𝑠 𝑛 𝜑 + 𝐷𝑛 𝑠𝑖𝑛 𝑛 𝜑)
∞

𝑛=1
],                                                               

                                              for: − 𝜋 + 𝛽 +
𝛼

2
≤ 𝜑 ≤ 𝛽 −

𝛼

2
      and      𝛽 +

𝛼

2
≤ 𝜑 ≤ 𝜋 + 𝛽 −

𝛼

2
 

𝐾 = 0,                                 for:     𝛽 −
𝛼

2
< 𝜑 < 𝛽 +

𝛼

2
                and      𝜋 + 𝛽 −

𝛼

2
< 𝜑 < 𝜋 + 𝛽 +

𝛼

2}
 
 
 

 
 
 

,                  (7) 

________________________________________________________________________________________________________

with constants coefficients 𝐶𝑛 and 𝐷𝑛 that should be 

determined. 

Utilizing these boundary conditions at the surface in 

equ. (7), the surface current density can be expanded in  

Fourier series form as shown in equ. (8): 

𝐾(𝜑) =∑ (𝐴𝑚 𝑐𝑜𝑠𝑚𝜑 + 𝐵𝑚 𝑠𝑖𝑛𝑚𝜑).
∞

𝑚=1
            (8) 

where: 
_____________________________________________________________________________________________________________________________________ 

𝐴𝑚 = 𝑐𝑚(𝜋 − 𝛼) −∑(𝑐𝑛𝑡𝑚𝑛 + 𝑑𝑛𝑞𝑚𝑛)

∞

𝑛=1

− ∑(𝑐𝑛𝑠𝑚𝑛 + 𝑑𝑛𝑝𝑚𝑛)

∞

𝑛=1
𝑛≠𝑚

𝐵𝑚 = 𝑑𝑚(𝜋 − 𝛼) −∑(𝑐𝑛𝑞𝑚𝑛 − 𝑑𝑛𝑡𝑚𝑛)

∞

𝑛=1

+ ∑(𝑐𝑛𝑝𝑚𝑛 − 𝑑𝑛𝑠𝑚𝑛)

∞

𝑛=1
𝑛≠𝑚 }

  
 

  
 

,                                              (9) 

________________________________________________________________________________________________________ 

in such 

𝑑𝑛 = −𝑗𝜔𝜇𝑥𝑑𝑎𝐻0. 𝐷𝑛
𝑐𝑛 = −𝑗𝜔𝜇𝑥𝑑𝑎𝐻0. 𝐶𝑛

} ,         for 𝑛 ≠ 1.             (10a) 

𝑐1 = −𝑗𝜔𝜇𝑥𝑑𝑎𝐻0(1 + 𝐶1),     for 𝑛 = 1.             (10b) 
and: 

𝑝𝑚𝑛 =
1

𝑛 −𝑚
. 𝑠𝑖𝑛[(𝑛 − 𝑚)𝛽]. 𝑠𝑖𝑛[(𝑛 − 𝑚)

𝛼

2
]

𝑞𝑚𝑛 =
1

𝑛 +𝑚
. 𝑠𝑖𝑛[(𝑛 + 𝑚)𝛽]. 𝑠𝑖𝑛[(𝑛 + 𝑚)

𝛼

2
]

𝑠𝑚𝑛 =
1

𝑛 −𝑚
. 𝑐𝑜𝑠[(𝑛 − 𝑚)𝛽]. 𝑠𝑖𝑛[(𝑛 − 𝑚)

𝛼

2
]

𝑡𝑚𝑛 =
1

𝑛 +𝑚
. 𝑐𝑜𝑠[(𝑛 + 𝑚)𝛽]. 𝑠𝑖𝑛[(𝑛 + 𝑚)

𝛼

2
]}
 
 
 

 
 
 

.    (10c) 

The left sides of equ. (6) and equ. (8) are identical 

to the right sides. This results in two linear-system of 

equations to determine the constants 𝐶𝑛 and 𝐷𝑛 for the 

expression of the vector- potentials, represented in equ. 

(5). The coefficient matrix that defines 𝐶𝑛 and 𝐷𝑛 can be 

represented as: 

[
𝑒 𝑓
𝑢 𝑣

] [
𝐶
𝐷
] = [

𝑔
𝑤
].                              (11) 

Accordingly, the elements of the coefficient matrix 

are defined as follows: 

𝑒𝑚𝑛 = 𝑠𝑚𝑛 + 𝑡𝑚𝑛    ,   𝑓𝑚𝑛 = 𝑝𝑚𝑛 + 𝑞𝑚𝑛
𝑢𝑚𝑛 = 𝑞𝑚𝑛 − 𝑝𝑚𝑛  ,   𝑣𝑚𝑛 = 𝑠𝑚𝑛 − 𝑡𝑚𝑛

}  for 𝑚 ≠ 𝑛, (12a) 

and 

𝑒𝑚𝑛 = 𝑗
𝜋𝛿2𝑚

𝑎𝑑
− (𝜋 − 𝑎) + 𝑡𝑚𝑛, 

       𝑓𝑚𝑛 = 𝑞𝑚𝑛                                               

𝑣𝑚𝑛 = 𝑗
𝜋𝛿2𝑚

𝑎𝑑
− (𝜋 − 𝑎) − 𝑡𝑚𝑛

                  𝑢𝑚𝑛 = 𝑞𝑚𝑛                                   }
 
 

 
 

for 𝑚 = 𝑛,   (12b) 

with: 

 

(
𝑔𝑚 = (𝜋 − 𝑎) − 𝑡11     𝑤𝑚 = −𝑞11               for 𝑚 = 1
𝑔𝑚 = −𝑡𝑚1-sm1            𝑤𝑚 = 𝑝𝑚1 − 𝑞𝑚1    for 𝑚 ≠ 1

).   (12c) 
 

The system of equations was solved numerically for 

a limited number of equations and coefficients. The 

shielding factor (S) was used to evaluate the shielding 

effectiveness of the structure (i.e., shielding factor), 

which represents the ratio of the magnetic fields at the 

middle of the cylinder 𝐵𝑚𝑎𝑥 to the magnetic field at the 

same point for the continuous cylinder without slots 𝐵𝑢 

in such: 

𝑆 =
𝐵𝑚𝑎𝑥
𝐵𝑢

 ,                                   (13a) 

with: 

𝐵𝑢 =
𝜇𝐻0

√1 + (
𝑎𝑑
𝛿2
)
2

 .                            (13b) 

In general, the induction at the middle of the 

cylinder with the slots is not proportional to the 

excitation field and it can be represented by: 

𝐵 (0,
𝜋

2
) = −𝜇𝐻0[(1 + 𝐶1)𝒆̂𝜌 + 𝐷1𝒆̂𝜑].             (14) 

Subsequently,  

𝐵 (0,
𝜋

2
) = B𝜌𝒆̂𝜌 + 𝐵𝜑𝒆̂𝜑 .                       (15) 

 

III. RESULTS AND DISCUSSIONS 
The shielding effectiveness while utilizing a shield 

with a geometry of hollow-cylinder with slots is expressed 

through the shielding factor (S). Once S approaches 

unity, the shield performance of the hollow cylinder with 

slots can be approximated to the continuous cylinder. 

The effect of various design parameters has been 

investigated to analyze the magnetic flux penetration 

through the slot such as; the position of the slot relative  
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to the magnetic field lines (i.e. field orientation), slot 

size, and excitation frequency. Figure 2 and Fig. 3 show 

examples for a plot of the magnetic field flux applied to 

the hollow-cylindrical structure in the presence of slots 

at different slots' conditions. 

 

 
 

Fig. 2. Modeled magnetic field flux lines for the 

shielding structure with (
𝑎.𝑑

𝛿2
= 5). 

 

 
 

Fig. 3. Modeled magnetic field flux lines for the 

shielding structure with (
𝑎.𝑑

𝛿2
= 10). 

 

As expected and away from the slot positions, the 

magnetic field profile exhibits a shape similar to the bulk 

cylinder [23]. With the presence of the slots, this profile 

is altered and the behavior becomes dependent on the 

slots' positions relative to the direction of the magnetic 

field flux. The effect of the geometry can be revealed by 

altering the shape and the behavior of the magnetic field 

lines by means of the presence of the induced currents.  

The magnetic field lines, which are the lines of the 

constant vector potential in reference to 𝜇𝑎𝐻𝑜, have 

shown an interval of 0.8 away from the shield surface 

while at the interface between the conductive side and 

the slot have 0.2 intervals. These intervals decrease at the 

proximity of the slot position to a quarter of this interval 

value. This is due to the effect of the induced currents 

which provide an additional field source superimposed 

to the main magnetic field. This modifies the effect  

of the main magnetic field lines at the surface of  

the cylinder and causes compression of these lines. 

Therefore, the magnetic field penetration in the vicinity 

and beyond the surface of the cylinder vanishes, 

significantly. It can be observed from Fig. 2 that the field 

flux lines are coupled through the slots considerably into 

the interior region of the cylinder. The induced magnetic 

field vector can be decomposed into two components. 

One component is in the vertical direction and the other 

is in the parallel direction. The vertical field component 

inside the cylinder is always directed against the 

excitation field. Whereas the region outside the cylinder, 

the field adds up to the excitation field. Both slot size and 

its direction have a great impact on the magnetic field 

strength that couples through the slot. As the slot position 

gets closer to the horizontal line, the strength of the 

induced field’s parallel component is greater than the 

vertical component. Consequently, the combined fields 

in the vicinity of the slot opening have a dominant 

parallel component compared with the vertical 

component, which is responsible for the fields' lines to 

connect through the openings. In Fig. 3, the slot position 

is closer to the vertical line. The vertical component of 

the induced field is more dominant and hence, less field 

couples through the slot and thereby more shielding 

effectiveness. 

Figure 4 reveals the effect of the slot size and 

orientation relative to the magnetic field flux on the 

shielding factor of long-hollow cylinder structure with 

slots. The slot opening is represented by the angle α and 

the relative orientation of the slot to the magnetic field 

flux by the declination angle β. The effect of the slots' 

size and position relative to the magnetic field flux can 

be observed, as the angles α and β are modified. With 

the presence of the slots, the generated eddy currents got 

disturbed and break into two components at both ends of 

each slot. When increasing the slot size, the shielding 

factor deteriorates and the field penetration increases. 

This is attributed to the degradation of the counter field 

represented by the vertical field component generated by 

the shield surface at the slot position. Figure 5 shows the 

effect of increasing the slot size on the shielding factor 

of the shield at different orientations of the magnetic 

field lines. It is noted that for slots positioned at β = 0𝑜, 

increasing the slots’ size would reduce the shielding 

effectiveness. This is accredited to the reduction of the 

induced vertical field component that is responsible to 

impede the excitation field. 

For the angle β = 0 (i.e., when the excitation 

magnetic field is in parallel with the slot axis), small slot 

size has a negligible effect on the magnetic field shape. 

Under this condition, the shielding factor approaches 

unity and the field shape will approach the behavior of a 

continuous cylinder with no slots as can be observed in 

Fig. 4. 
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Fig. 4. The shielding factor (S) of the cylindrical 

shielding structure at different slots sizes and slots 

positions with (
𝑎.𝑑

𝛿2
= 10). 

 

 
 

Fig. 5. The shielding factor (S) of a long-hollow cylinder 

shielding structure for different slot sizes with (
𝑎.𝑑

𝛿2
=

10). 

 

When the slot position is modified (i.e., varying β > 

0), the flux lines of the magnetic field at the center of the 

cylinder have shown a deflection compared with the 

lines without the shield. This can be due to the presence 

of the penetrated magnetic field through the slots. This 

tends to interrupt the symmetry of the structure relative 

to the direction of the field and thereby modifies the 

direction of the field lines. Similar results have been 

obtained by Fagnard et al. [12]. They found that the field 

direction at the center of the cylinder is disturbed 

compared with the excitation field. 

Figures 2 and Fig. 3 show the shape of the magnetic 

field lines at the center of the cylinder while varying  

the position of the slots (i.e., varying β). However, a 

minimum variation occurs when β = 90𝑜, as this angle 

allows a direct penetration of the magnetic field lines  

towards the center of the cylinder. Figure 6 shows the 

magnetic field flux lines with β = 90𝑜. 

 

 
 

Fig. 6. Modeled magnetic field flux lines for the 

shielding structure at β = 90𝑜 with (
𝑎.𝑑

𝛿2
= 10). 

 

The results indicate that when increasing the slot 

opening, the shielding factor deteriorates. However, the 

effect of slots' sizes is less prominent when increasing 

the angle β to approach the 90𝑜. The shielding factor for 

the cylinder with slots at fixed slots' sizes (i.e., fixed α) 

is optimal at angle β = 90𝑜. Figure 5 shows the behavior 

of the magnetic field when the pair of shielding slots is 

positioned in the direction of the magnetic field. At  

these conditions, the pair of slots is symmetrical and 

positioned in the direction of the excitation field. 

Therefore, the excitation field is directly aligned through 

the slots. This facilitates the direct penetration of the 

magnetic field through the slots. 

However, the results show that regardless of the 

opening size of the slot, the shielding effectiveness 

improves in such the flux of the magnetic field at the 

middle of the cylinder 𝐵𝑚𝑎𝑥 approaches to the magnetic 

field flux for the continuous cylinder 𝐵𝑢. Due to the 

highly symmetrical current distributions around the 

vertical line, the induced surface current densities at both 

conductors are equal in magnitude but opposite in 

direction, such that the induced magnetic field lines 

oppose the excitation field lines. As a result, magnetic 

field reduction occurs in the region inside the cylinder. 

Figure 6 shows the magnetic field flux lines when the 

slots' positions relative to the magnetic field flux is at 

β = 90𝑜 for the cylindrical shielding structure. The slot 

position has a significant impact on the field’s vertical 

component strength. It has the maximum strength when 

β = 90𝑜 and it decays as β goes below 90𝑜. Therefore, 

maximum field's cancelation occurs in the inner region, 

while the field is strengthening in the outer region, where 

the field lines wrap around the conductor’s exterior 

surface.  
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Fig. 7. The shielding factor (S) of the cylindrical structure 

at different slots sizes and positions with (
𝑎.𝑑

𝛿2
= 100). 
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Fig. 8. The shielding factor (S) of a long-hollow cylinder 

shielding structure for different slot sizes with (
𝑎.𝑑

𝛿2
= 100). 

 

It has been observed that when varying the 

excitation frequency, the behavior of the long-hollow 

cylindrical shielding structure with slots is the same. It  

is found that the shielding factor increases drastically 

with the excitation frequency and thereby less shielding 

effectiveness regardless of the slot size and positions. 

Figure 4 and Fig. 7 represent the effect of varying  

the excitation frequency (represented by the inverse 

proportionality relation between the excitation frequency 

and the skin depth while maintaining the rest of the 

design parameters fixed) on the shielding factor of  

the structure at different slots' sizes and positions. For  

α = 30𝑜 , β = 40𝑜  the shielding factor was 1.37 at 

𝑎. 𝑑 𝛿2⁄ = 10 (which indicates a low-frequency range). 

While at the same conditions, the shielding factor 

increases to about 4.51 at 𝑎. 𝑑 𝛿2⁄ = 100. This indicates 

that at low-frequency ranges, in particular, the efficiency 

of the shield with slots is higher compared with the high-

frequency ranges. Additionally, the effect of increasing 

the excitation frequency can be observed at slots'  

position of β = 90𝑜 (see Fig. 8 compared with Fig. 5). 

 

VI. CONCLUSIONS 
In this paper, modeling of the magnetic field for a 

long hollow cylinder with slots has been presented. The 

aim is to evaluate the impact of slots integration while 

considering the shielding effectiveness of the shielding 

structure and compare it with a continuous-solid 

conductive system. The induced eddy currents in a  

thin conductive system with slots have been calculated. 

The influence of the slot size, relative position to the 

excitation field, and frequency of excitation were 

investigated. The shielding factor was determined 

numerically for specific points inside the shielded space. 

The results show that for small slots' sizes the shielding 

effectiveness is comparable with the continuous cylinder 

structure. Additionally, positioning the slots relative to 

the direction of the excitation magnetic field (i.e., 

increasing β improves the shielding effectiveness; 

benefiting from the symmetry in the structure. Such  

a study expands on the concepts of electromagnetic 

shielding topology by including some considerations 

related to the reduction of interference utilizing the 

structure relative to the magnetic fields; targeting 

instrumentation system applications. 
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Abstract ─ Industrial structure are exposed to 

microstructural changes caused by fatigue cracking, 

corrosion and thermal aging. Generally, a hidden crack 

is very dangerous because it is difficult to detect by Non-

Destructive Evaluation (NDE) techniques. This paper 

presents a new approach to estimate the hidden cracks 

dimensions inside a stainless steel plate based on the 

EMAT signal. The received signal by EMAT is 

simulated using the Finite Element Method (FEM). 

Then, the identification of the hidden crack sizes is 

performed via the combination of two techniques;  

the first one is the Time-of-Flight (ToF) technique  

which was applied to estimate the crack height by the 

evaluation of the difference between the ToF of the 

healthy form and the defective form. Then, the crack 

width is estimated by the solution of the inverse problem 

from the received signal based on a meta-heuristic 

algorithm called Teaching learning Based optimization 

(TLBO). The obtained results illustrate the sensitivity  

of the EMAT sensor to the variation of the crack  

sizes. Moreover, the quantitative evaluation of the cracks 

dimensions, show clearly the efficiency and reliability of 

the adopted approache. 

 

Index Terms ─ Characterization of hidden cracks, FEM, 

NDE, Time-of-Flight, TLBO algorithm. 
 

I. INTRODUCTION 
The requirement of structural integrity has become 

an indispensable process to ensure the reliability of the 

system by detecting the apparition of damages. The 

development of non-destructive testing (NDT) techniques 

during the last century, provides an effective way to 

monitor the health of structures [1]. Electromagnetic 

Acoustic Transducer (EMAT) is an ultrasonic NDT 

technique that has offered a non-contact inspection  

of conductive materials, compared to traditional 

piezoelectric transducers [2]. One of the most important 

advantages of EMAT is its ability to generate several 

types of waves by simply changing its structure or 

excitation frequency, such as Rayleigh wave, longitudinal 

waves and shear waves. The advantage of the ultrasonic 

shear wave compared to other waves is its possibility to 

travel deep inside the materials with low energy loss, 

which makes it suitable for inspecting deep structures 

with high efficiency [3,4].  

EMAT launches the magnetic forces into the 

conductive sample under test via three transduction 

mechanisms: Lorentz forces, magnetization forces and 

magnetostriction. However, the application of 

magnetizing and magnetostrictive forces is confined 

only in a ferromagnetic materials. Concerning the non-

ferromagnetic materials, Lorentz forces have the major 

contribution to generate ultrasonic waves [5-7]. In this 

research, the transduction efficiency of a shear wave 

EMAT that is applied on stainless steel will be 

investigated, which means that only the Lorentz force 

transduction mechanism needs to be considered. 

The examination of cracks using EMAT sensor has 

been widely investigated by a number of researchers. In 

[8], the first numerical model has been developed using 

the FEM, which was capable of modeling the transmitter 

and the receiver EMAT system. In [9], a new EMAT 

configuration has been proposed based on a periodic 

permanent-magnet (PPM) to generate and receive  

shear horizontal guided waves propagating in the 

circumferential direction. In [10], the estimation of the 

surface crack depth in pitch-catch mode by EMAT 

sensor has been proposed. It was carried out 

experimentally by determining the reflection and the 

transmission coefficients of Rayleigh waves scattered  

at a surface crack. However, this approach is limited  

only for the estimation of the cracks depth. In [11],  

the detection and localization of vertical cracks was 
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employed based on the diffraction phenomena of 

compressional waves by measuring the Time of Flight 

(ToF) of the diffracted waves. However, this approach 

has shown a low efficiency for assessing the crack width. 

In [12], a new approach for estimating the dimensions of 

surface cracks has been proposed. this approach is based 

on the combination of EMAT probe and partial least 

squares regression (PLSR) algorithm. This approach 

shows acceptable measurement accuracy in the sizing of 

the surface crack. 

In recent years, the majority of EMAT researches 

have focused on cracks detection and to solve the 

problem of low conversion efficiency [13-15]. Whilst, 

the quantitative description of the defects didn’t receive 

much concern. The main contribution of the current 

work is the detection and the characterization of hidden 

cracks inside a stainless steel plate. The cracks’ height 

has been estimated using ToF technique in pulse-echo 

mode by measuring the time of flight of the transmitted 

and the reflected shear waves. This technique is based on 

the difference between the ToF of the healthy and the 

defective state of the inspected materials. Whereas, the 

cracks width has been estimated using a new stochastic 

optimization algorithm, that is called Teaching-Learning 

Based Optimization (TLBO) algorithm, which is used  

to solve the inverse problem from the EMAT signal.  

This technique was applied due to the linearity relation 

between the change in crack width and the received 

signal by EMAT. Moreover, TLBO algorithm has 

proved its efficiency over other stochastic algorithms 

[16,17]. 

The remainder of this paper is arranged as follows: 

first, developing a two dimensional (2D) numerical 

model of EMAT based on the FEM. This model includes 

an evaluation of the mechanical displacement and the 

output signal by EMAT. Then, the sensitivity of EMAT 

sensor to different hidden crack sizes has been checked. 

Finally, the identification of the cracks depth using ToF 

technique, and the characterization of the cracks width 

by combining TLBO algorithm and EMAT received 

signal. 

 

II. EMAT SHEAR WAVE CONFIGURATION 
Electromagnetic Acoustic Transducer (EMAT) 

configurations vary according to the type of waves that 

we want to produce during the test [9]. Usually, EMAT 

configurations consists of two main components, a 

magnet and a coil, which are placed above the material 

under test. EMAT probe can be used as a pulse-echo 

mode or on pitch-catch mode. In this work, the pulse-

echo mode has been preferred to check the bottom of  

the stainless steel plate, i.e., the same transducer is used 

to generate and receive the shear and the longitudinal 

waves. The EMAT structure that is used in this work is 

shown in Fig. 1. It consists of a two adjacent permanent 

magnets above a spiral coil; each magnet produces 

biasing field normal to the surface but in opposite 

direction (with flux density of 1 T). The coil and the 

permanent magnet have the same central axis. The test 

specimen is a non-magnetic material (μ=μ0) represented 

as a stainless steel plate with electrical conductivity 

σ=3.6×106 [S/m]. The spiral coil is made by copper with 

six turns, it is fed by an alternative current i(t) with 

frequency f=2 MHz in order to create a dynamic 

magnetic field.  
 

 
 

Fig. 1. Schematic representation the configuration and 

working principle of EMAT. 

 

The eddy currents will be inducing at the surface  

of this the material due to this dynamic magnetic field 

[11]. The EMAT transduction mechanism in non-

ferromagnetic material is the Lorentz force, which is 

generated by the interaction between the static magnetic 

field (from the permanent magnet) and the induced eddy 

currents. The Lorentz force launches elastodynamic 

waves (mechanical vibrations), which propagate inside 

the material under test [18]. In the receiving mode, the 

static magnetic field, of the receiver EMAT, interacts 

with the velocity of the mechanical displacement at the 

surface of the plate to generate spatial eddy currents 

underneath. These currents induce a voltage in the coil 

of the EMAT [12]: 

 
2.( )( ) e .cos (2 ( )),α t τt β π f t τ− −= −i   (1) 

where, β is the current amplitude 5 (A), α is the 

bandwidth factor 4×10-12 (s-2), τ is the arrival time 1(μs). 

 

III. FINITE ELEMENT SIMULATION 

A two-dimensional (2D) finite element simulation 

has been performed using the COMSOL Multiphysics 

software, to simulate the generation and the reception  

of the ultrasonic waves by EMAT, based on the 

combination of electromagnetic and mechanical models. 

The simulation includes an evaluation of the eddy 

current, the magnetic flux density, the Lorentz force, the 

mechanical displacement inside the stainless steel plate 

and the output voltage by the EMAT. 
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A. Governing equations 

The Maxwell’s equations are used to calculate  

the static magnetic field and the distribution of induced 

eddy currents in the aluminum plate [4]. After some 

manipulations, we get the following Partial Deferential 

Equation (PDE): 

exz
z

rz JVAv
t

A
BA

μ
=+−




+−  )())(

1
( , (2) 

where , µ, v, Jex and Br are conductivity, permeability, 

velocity, external current density of the coil and 

magnetic flux density respectively. 

The solving of (2) in static and transient analysis 

allows calculating the MVP Az, which used to calculate 

the static magnetic field Bs and the induced current Je in 

the conductive material: 

 s zB A= , (3) 

 

z
e

A
J

t
= −



.
 

(4) 

By considering that the Lorentz force as the only 

contribution body force and the material as satisfying the 

continuous elastic isotropic, we have Navier’s equation 

[18]: 

 
2

( ) ( . )
t

L


−  − +   + =


u
u u Fμ λ μ ρ . (5) 

where λ and μ are the Lame constants.  

The ultrasonic wave produced in the stainless steel 

plate, with length of 200 mm and thickness of 20 mm. 

The plate has the following properties: Young’s modulus 

of 210 GPa, Poisson’s ratio of 0.28, mass density of 7850 

kg/m3.  
 

B. Lorentz force evaluation 

The Lorentz force FL  results by the interaction of the 

current density Je and the static magnetic flux density  

BS that were calculated in transient and static analysis 

respectively, according to the following equation [18]: 

 
L e sF J B=  . (6) 

Figure 2 shows the eddy currents density at the surface 

of the plate, which is extracted under wires 1 and 6. It 

can be observed that the eddy currents under wires 1 and 

6, have the same density but in opposite directions; this 

is due to the excitation current in the EMAT coils.  

Figures 3 and 4 show the spatial distribution and the 

density of the Lorentz force in the x-direction FL (x) at 

the surface of the plate. It appears that the FL (x) density 

has the same density and direction under each coil 

segment; this is due to the non-uniformity of the By under 

the two symmetrical sides of the coil. 
 

C. Shear wave generation 

Figure 5 shows the time history of the mechanical 

displacement that has been extracted at the bottom of the 

plate (see Fig. 6 (b)). The first upcoming wave is the 

longitudinal wave at the moment 34 μs and the second 

reaching wave is the shear wave at the moment 63 μs. 

This time is called the Time of Flight (ToF) of the waves 

[16]. The longitudinal and shear wave velocity in the 

stainless steel material are Cl=5.8 mm/μs and Cs=3.2 

mm/μs respectively [9]. 
 

 
 

Fig. 2. Eddy current density under wire 1 and 6. 
 

 

 

Fig. 3. Lorentz force density FL(x) at the surface edge. 
 

 
 

Fig. 4. Spatial distribution of the Lorentz force FL(x). 
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Table 1 summarizes the comparison results between 

the theoretical velocity and the simulation velocity for 

the longitudinal and shear waves diffused in the material. 

From the observed error (0.81% ~ 1.41%), it can be said 

that there is a good agreement between theoretical and 

simulation velocity waves, which mean the reliability  

of the EMAT model to identify the hidden cracks 

dimensions.  

 
 

Fig. 5. Mechanical displacement at the bottom of plate. 

 

 

 

Fig. 6. Mechanical field distribution: (a) transmitted 

mode at (4.5 µs), and (b) reflected mode at (10.5 µs). 

Table 1: Validation of the ultrasonic waves velocity 

Wave Mode 
Theoretical 

Velocity 

Simulation 

Velocity 

MAPE 

(%) 

Shear wave 3200 (m/s) 3174 (m/s) 0.81% 

Longitudinal 5800 (m/s) 5882 (m/s) 1.41% 

 

The ultrasonic waves generated by EMAT are 

illustrated in Fig. 6 (a); at the instant 4 μs after the EMAT 

excitation, we can distinguish two types of waves. The 

first wave generated is the longitudinal wave, that seems 

faster but with low diffusion strength. The second is  

the shear wave; it diffuses straight towards the bottom of 

the plate. Moreover, it appears stronger compared to  

the longitudinal wave. Figure 6 (b) shows the reflected 

ultrasonic waves at instant 10 μs. 

 

IV. CHARACTERIZATION OF THE 

HIDDEN CRACKS 

A. Characterisation of cracks height by ToF 

Time-of-Flight approach is a technique employed to 

measure the distance between the sensor and the targets 

for each point during the scan, see Fig. 7. The EMAT 

probe sends out an ultrasonic signal (pulse), and then 

picks up the returning information (echoes) from the 

bottom edge to the EMAT probe, i.e., measuring the 

round trip time of the EMAT signal.  

 

 
 

Fig. 7. Schematic represents the methodology cracks 

height evaluation using ToF technique. 

 

 
 

Fig. 8. Reflected ultrasonic waves from the hidden crack. 
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Fig. 9. Schematic represents the cracks dimensions  
 

 
 

Fig. 10. Mechanical displacement for different hidden 

cracks height. 
 

The crack height is calculated via multiplying the 

shear wave velocity Cs and the difference between the 

ToF of the healthy shape and that of the defective shape 

(ToFi) according to the following expression:  

 ( )  / 2i s ih C   ToF ToF  − =  . (7) 

In this section we introduce an artificial crack at the 

bottom of the stainless steel plate. Figure 8 shows the 

interaction of the ultrasonic waves with the hidden crack. 

The model was checked for five different sizes of cracks 

height as shown in Fig. 9. 

The amplitude of the output signal V(t) by EMAT 

was recorded for the different sizes that are proposed. 

The results shown in Fig. 10, prove that the model is able 

to detect the existence and the changes in the crack 

height; this is due to the reflection caused by the presence 

of the hidden cracks. Table 2 presents a comparison 

between the desired cracks height and the estimated 

crack height by ToF technique. The observed Error show 

clearly the efficiency of the ToF approach to estimate 

hidden crack height.  

 

Table 2: Estimated and desired crack height by ToF 

Crack 

No: 

ToF(i) 

μs 

Crack Height (m) MAPE  

(%) Estimated  Desired 

1 11.9 0.96×10-3 1×10-3 4% 

2 11.28 1.95×10-3 2×10-3 2.4% 

3 10.9 2.57×10-3 2.5×10-3 2.8% 

4 10.56 3.1×10-3 3×10-3 3.3% 

5 10.2 3.6×10-3 3.5×10-3 2.9% 

 
 

Fig. 11. Schematic represents the cracks dimensions.  

 

 
 

Fig. 12. Mechanical displacement for different hidden 

cracks width. 

 

B. Characterisation of cracks width by TLBO 

The sensitivity of EMAT to the variation of the 

cracks width has been checked; the crack height is fixed 

at 2 mm while the width is varied from 1 to 3 mm, see 

Fig. 11. The output signal is illustrated in Fig.12; the 

efficiency of the EMAT sensor to detect the crack width 

variation is clearly shown. Moreover, the results prove 

that the change of crack width involves a change in the 

received signal. In the next, we propose a hidden crack 

with unknown width, and measure the received signal by 

EMAT sensor. The crack width has been estimated by 

resolved an inverse problem. Inverse problems in NDT 

field are mostly stated in order to solve the optimization 

problems. The numerical model such as FEM is used  

to represent the forward problem. However, iterative 

methods are used to solve the inverse problem in order 

to deduce geometrical information about the defects [12]. 

In this section, the Teaching Learning Based 

Optimization (TLBO) algorithm is used to estimate the 

hidden crack width via the resolve of the inverse problem 

from the acquired EMAT signal. The TLBO algorithm 

was proposed by Rao; the main idea in TLBO algorithm 

is the philosophy of teaching and learning approach. 

TLBO is a meta-heuristic method for global optimization; 

it is easy to implement, it can be applied to unconstrained 

or constrained problems. Rao and Waghmare have  

been applied for many multi-objective unconstrained 

and constrained test functions; the results were compared 

with other optimization algorithms and have demonstrated  
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that TLBO technique is faster and precise [19] 

The algorithm of this method depends on a random 

initialization of the population in the feasible region. The 

process of TLBO is divided into two phases namely: the 

‘Teacher Phase’ and the ‘Learner Phase’. In teacher phase, 

the teacher is considered as a highly knowledgeable 

person in the class and imparts his knowledge directly to 

learners; the best solution is considered as the teacher. 

Supposed that a good teacher is the one who improves 

his/her learners up to his/her level in terms of knowledge. 

In learner phase, the interaction of learners one with 

another is the basic idea of this phase, so random 

interaction between learners improves their knowledge.  

Several investigations have improved the performance 

of the TLBO algorithm and have proved that this 

algorithm is a powerful and a very useful tool for the 

optimization problems; TLBO code-algorithm and more 

details are available in [17]. The code of TLBO is written 

in MATLAB software. 

The inverse problem is an evaluation of cracks 

width by minimizing a predefined objective function. 

That was formulated by the Root Mean Square Error 

(RMSE), which represents the differences between 

predicted signal V(xi) and desired output signal Vd, the 

objective function can be written as follows: 

 
( )

2

1

1
( ) (

 
)

i

N

d i

i

minimize f(X),  X =(x )

f X RMSE  V V x
N

=


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

= = −



,
 

(8) 

where xi represent the cracks width, the hidden crack 

width ranges from 250µm to 3 mm, which are distributed 

randomly in the investigation space N. 

 

 
 

Fig. 13. Flowchart of the estimation process of the crack 

width by TLBO algorithm. 

The resolution of the inverse problem has been 

carried out by the resolution of the forward problem that 

represented an evaluation of the output voltage in 

COMSOL Multiphysics. Then, the TLBO algorithm  

has been performed in MATLAB. Accordingly, the 

exhibited steps in Fig. 13 should be followed. 

• Firstly, the initial parameter xi are chosen randomly 

by TLBO algorithm. 

• Secondly, the corresponding signal V(X) of each 

parameter xi is evaluated in COMSOL software. 

Then, the values of V(X) is loaded in MATLAB in 

order to formulate the objective function that was 

represented in (8). 

• Next, the TLBO algorithm is used to solve the 

inverse problem. The objective function has been 

evaluated several times for each iteration. 

• Finally, if the stopping criteria is verified, the 

algorithm stops, otherwise, the algorithms choses 

new parameters from the investigation space, and 

repeat the evaluation of the algorithm loop until the 

stop criteria is verified. 

 

Table 3: The estimated and desired width by TLBO  

Defect 

No: 

Cracks Width (m) MAPE 

% Estimated Desired 

1 0,95×10-3 1×10-3 5% 

2 1,55×10-3 1,5×10-3 3.3% 

3 2,08×10-3 2×10-3 4% 

4 2,45×10-3 2,5×10-3 2% 

5 2,92×10-3 3×10-3 2.7% 

 

 
 

 

Fig. 14. Comparison of Desired and estimated of crack 

width by TLBO algorithm. 

 

Table 3 shows five values of crack width desired  

and its corresponding estimated width using TLBO 

algorithm. According to the obtained results in Fig.14, it 

can be said that the estimation cracks width by TLBO 

has given results very close to the expected values, and 

the MAPE observed show clearly the effectiveness of  
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the adopted algorithm to deduce the crack width. 
 

VI. CONCLUSION 
In this work, the EMAT probe is used to generate 

vertical shear waves inside a stainless steel plate for the 

detection and characterization of the hidden cracks. ToF 

technique is applied to evaluate the cracks height via the 

comparison of the ToF between the healthy shape and 

the defective shape. Then, the cracks width is estimated 

by resolving the inverse problem from the acquired 

EMAT signal based on TLBO algorithm. The FEM 

method that was implemented in the software COMSOL 

Multiphysics is employed to model the generation and 

the reception of the ultrasonic waves by EMAT, which 

involved the resolve of the electromagnetic and the 

mechanical fields. According to the achieved results,  

the EMAT model illustrates a high sensitivity to the 

existence or the change in the size of the hidden cracks. 

Moreover, the results have clearly shown the efficiency 

and the accuracy of the adopted approach to deduce the 

hidden cracks dimensions.  
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Abstract ─ The reduction in cogging torque enables 

smooth operation and an increase in the torque density 

of the machine. This research aims to minimize cogging 

torque in dual rotor single stator axial flux permanent 

magnet (AFPM) machine. Reduction in cogging torque 

makes the back EMF sinusoidal and reduces the torque 

ripples in AFPM machine. In this paper, an elliptical 

trapezoidal-shaped permanent magnet (PM) is proposed 

to minimize torque ripples of the AFPM machine. The 

3D finite element analysis (FEA) is used for the analysis 
of AFPM machine. The optimization of AFPM machine 

is done by employing the asymmetric magnet-overhang 

along with the parameters of elliptical-shaped PM using 

Genetic algorithm (GA). 
  
Index Terms ─ Axial flux machine, cogging torque, 

elliptical-trapezoidal magnet, FEA, slot-less, torque ripples. 
 

I. INTRODUCTION 
Axial flux permanent magnet (AFPM) machines are 

getting popularity for electric vehicle and wind energy 

system, nowadays [1]–[2]. AFPM machines are beneficial 

as compared to radial flux machines due to higher torque 

and power density because of their high D/L ratio [2]–

[4]. Furthermore, AFPM machine are suitable for low-

speed direct drive applications since it can accommodate 

large number of poles. In addition, it is feasible due to its 

adjustable air-gap capability. Moreover, AFPM machine 

has high torque characteristics at low speed without 

utilizing mechanical gearbox. It is worth noted that 
slotless AFPM machine has less torque ripples as 

compared to the slotted AFPM machines. To further, 

dual rotor slotless AFPM machine has balanced magnetic 

force as compared to a single rotor AFPM machine. Due 

to higher D/L ratio, end winding in AFMs is smaller with 

drum type winding configuration as compared to the  

ring type winding configuration. In drum winding, for 

slotless dual rotor AFPM machine, only N-N magnet 

configuration is used [5]–[9]. 

Different techniques are used to minimize the torque 

ripples, i.e., change in the shape of magnets, optimizing 

pole arc to pole pitch ratio (𝛼), skewing the slots or 

magnets, and adding dummy slots [9]–[11]. Also, torque 
ripples are reduced by adopting different winding types. 

Among different shapes of magnets, trapezoidal-shaped 

PMs exhibit better performance as compared to the 

circular and rectangular-shaped PMs. An AFPM machine 

having arc-shaped trapezoidal PM was proposed in [12], 

where torque ripples were reduced as compared to the 

trapezoidal-shaped PM. However, using the arc-shaped 

trapezoidal PM, the back EMF was reduced too. 

In this paper, an elliptical-trapezoidal-shaped PM 

AFPM machine is proposed to reduce the torque ripples 

and consequently enhance the output power and torque. 

By the use of elliptical-trapezoidal shape PM, an 

effective reduction of torque ripple and an improvement 

in back EMF is observed. To further reduce the torque 

ripple and increase in the back EMF, magnet overhang 
configuration is employed in proposed PM-shaped 

machine. The 3-D analysis of dual sided AFPM machine 

having elliptical trapezoidal-shaped magnets and drum 

winding on the stator is performed by using time stepped 

3-D FEA. The results of AFPM machine having elliptical-

trapezoidal PMs are compared to the conventional model. 

Furthermore, the optimization is performed by using 

genetic algorithm (GA). The results show a salient 
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reduction in the torque ripples and an increase in output 

torque.  

 

II. COMPARISON BETWEEN PROPOSED 

AND THE CONVENTIONAL MODEL 
The structure of slot-less AFPM machine consists of 

slotless iron stator sandwiched between the two rotor 

discs. Each rotor has surface mounted PMs of alternate 

magnetic polarity on it. Furthermore, Drum winding is 

used on the stator of AFPM machine in the middle of 

assembly. N-N type magnet configuration is used instead 

of N-S configuration because in drum winding the flux 

should flow through the stator core for maximum 

utilization of the windings. 

Various PMs Shapes are used in AFPM machine for 

reducing torque ripples. However, trapezoidal-shaped 

PM for an AFPM machine provides better effective 

utilization of the rotor back iron surface as compared  

to the rectangular, sine wave, orthogonal and circular-

shaped PMs. The increased effective utilization makes 

enhanced output torque. In addition, trapezoidal-shaped 

PM provides more uniform inter-polar separation 

between PMs along radial length of the disc which 

results in less cogging torque. AFPM machine with flat 

trapezoidal-shaped PMs and arc-shaped trapezoidal PMs 

are categorized as conventional-shaped and arc-shaped 

models, respectively. While an elliptical trapezoidal PM-

shaped is proposed in this paper for the reduction of 

torque ripples. 

Exploded view of elliptical trapezoidal double  

rotor slotless stator AFPM machine is shown in Fig. 1. 

Conventional, arc-shaped, and proposed models have 

flat top trapezoidal magnet, arc top trapezoidal magnet 

and elliptical trapezoidal magnet shapes, respectively. 

The design parameters of dual rotor single stator AFPM 

machine are listed in Table 1. 

 

 
 

Fig. 1. Exploded view of slot-less AFPM machine. 

 

Volume of PM in all three cases is kept constant. 

Height of inner and outer edge of flat top trapezoidal PM 

is same; however, it is different in the arc and elliptical 

top trapezoidal PMs as shown in Fig. 2. 

 

 
 

Fig. 2. Comparison of PM shapes: (a) flat trapezoidal, (b) 

arc trapezoidal, and (c) elliptical trapezoidal. 

 

Table 1: Parameters of machines 

Parameter Value Parameter Value 

Speed 1100 rpm 
Stator yoke      

height 
6.5 mm 

Poles 12 
Rotor yoke      

height 
5.5 mm 

Coils 36 
Conductor 

size 
0.71 mm 

Air-gap 1 mm Hie_conventional 10 mm 

Br 1.4 T Hoe_conventional 10 mm 

Lm 30 mm Hie_arc shape 9.1 mm 

Coil height 16.7 mm Hoe_ arc shape 7.64 mm 

Nph 420 Hie_proposed 8.7 mm 

Do/Di 152/84.6 Hoe_proposed 7 mm 

α 0.8 Harc_ arc shape 3 mm 

Magnet 

volume 

7433.1 

mm3 

Coil 

resistance 
0.1 ohm 

     

In proposed elliptical top trapezoidal PM model, air-

gap is larger than flat top trapezoidal PM model and 

smaller than arc top trapezoidal PM model. Comparison 

of air-gap lengths in flat, arc, and proposed elliptical  

top models is shown in the Fig. 3. Air-gap length lg is 

constant and smaller in conventional flat trapezoidal PM 

shape due its flat top shape. The air-gap length lg is 

largest in arc-shaped model and at intermediate sized in 

proposed elliptical model as ellipse is flatter than arc. 

However, there is a small difference of lg in arc top and 

proposed elliptical model. Air-gap length comparison for 

various PM-shaped models is given in the following 

equation: 

 
g _ Arc shape g _ Proposed g _ConventionalI I I  . (1)  

In conventional PM model, ϕg is greater than arc top 

and proposed elliptical model. Arc-shaped and proposed 

elliptical models have very minor difference of ϕg while 

arc-shaped model has the lowest value of ϕg. Air-gap flux 

comparison for the various PM shapes is given in the 

following equation: 

 
g _ Arc shape g _ Proposed g _Conventional    . (2) 

Coils

Magnets

Rotor Disc

Stator

PM Outer Width PM Inner Width

Inner Edge Height 
(Hie)

Outer Edge Height
(Hoe)

(a) (c)(b)

Arc Height
(Harc)
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Tcogging is directly proportional to air-gap flux ϕg and 

the factor dR/dθ which is a change in air-gap reluctance 

with respect to change in the rotor position. 

The relationship of cogging torque, air-gap flux, and 

air-gap reluctance is given as in the equation (3) [12]: 

 
21

2
cogging g

dR
T

d



  , (3) 

where, ϕg is the air-gap flux, R is the air-gap reluctance, 

and θ is the position of rotor.  

The change in the flux and change of reluctance is 

responsible for the cogging torque in any permanent 

magnet machine. Abrupt change in the reluctance is 

caused by the stator slots whereas the sharp edges of the 

magnet cause the sudden change in MMF and hence the 

air-gap flux to change abruptly. Air-gap flux change is 

smoother in elliptical magnet shape which results in less 

cogging torque. 

The MMF is given by: 

 
m c mF H l , (4) 

where Fm is the magneto-motive force, Hc is the 

magnetic field intensity and lm is the height of magnet. 

For flat top magnet lm is same throughout the magnet 

and it has the sharp edges at both ends of magnet, which 

causes the sudden fall for MMF from a constant value 

but for arc-shaped and elliptical top magnet lm changes 

gradually, i.e., MMF is different at a, b, c, d, e, f, g, h, 

and i, points and MMF is reduced smoothly to the edges 

of the magnet. 

Reduction of MMF in arc-shaped magnet causes 

EMF to reduce considerably because of sharp slope of 

lm, from center of magnet to the edges.  

The Elliptical top magnet is proposed as the solution 

of the problem because with the smoother surface, the lm 

changes smoothly by a little value through point a, to 

point i, which causes the smaller change in MMF from 

point a, to point i, and hence the better distribution of air-

gap flux with the less cogging torque and better EMF 

induction. 

Figure (3) illustrates the different magnet shapes and 

the change in lm for each magnet. 

 

 
 

Fig. 3. Air-gap length comparison: (a) flat trapezoidal, 

(b) arc trapezoidal, and (c) elliptical trapezoidal. 

 

A. Performance comparison of the conventional, arc, 

and proposed shape models  

In this section, analysis of conventional flat 

trapezoidal PM model, arc trapezoidal PM model and 

proposed elliptical trapezoidal PM model is carried out 

by using 3-D finite element analysis (FEA). The results 

show that the proposed model has less Tcogging as 

compared to the conventional and arc-shaped models. 

Furthermore, results show that proposed-shaped model 

results in increased back EMF as compared to the arc-

shaped model.  

The comparison of air-gap flux densities in 

conventional, arc-shaped, and proposed models is shown 

in Fig. 4. Results show that conventional model has the 

most and arc model has the least air-gap magnetic flux 

density. Air-gap flux density of proposed model lies 

between the air-gap flux densities of conventional and 

arc shape models. 

 

 
 

Fig. 4. Air-gap flux density comparison of conventional, 

arc shape and proposed model. 

 

The comparison of cogging torque and back EMF 

for the conventional, arc-shaped, and proposed models a

re made. The results show that cogging torque is maxim

um in conventional model while minimum in proposed 

model. Also, the back EMF voltage is maximum in  

conventional and minimum in arc-shaped models.  

Comparison of cogging torque and back EMF for conve

ntional, arc-shaped, and proposed models are shown in  

Figs. 5 and 6. 

Conventional model has an average output power of 

2208.5 W, whereas the average power the proposed and 

arc-shaped model is 2181W and 2108 W respectively,  

as shown in Fig. 7. Moreover, average output torque  

of conventional model is 22.82 Nm, arc-shaped model  

is 21.92 Nm, and the proposed model is 22.42 Nm. 

Furthermore, the Torque ripple in conventional, arc-

shaped, and proposed model are 50.6%, 35.1% and 

30.6%, respectively. Figure 8 shows the comparison of 

output torque of the conventional, arc-shaped, and 

proposed models. 

The comparison of various performance parameters 

of conventional, arc-shaped, and proposed models is 

shown in Table 2. 
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Fig. 5. Cogging torque comparison of conventional, arc 

shape and proposed model. 
 

 
 

Fig. 6. Back EMF voltage comparison of conventional, 

arc shape and proposed model. 
 

 
 

Fig. 7. Output power comparison of conventional, arc 

shape and proposed model. 

 
 

Fig. 8. Output torque comparison of conventional, arc 

shape and proposed model. 

 

Table 2: Performance comparison of conventional, arc 

shape and proposed models 

Parameters 
Conventional 

Model 

Arc-Shaped 

Model 

Proposed 

Model 

Vrms 87.6 83.1 84.4 

Tcogging (pk2pk) 8.1 7.4 6.7 

Bg (T) 0.335 0.282 0.293 

VTHD (%) 12.2 5.6 8.8 

1st & 3rd 

Harmonic 

124.23, 

12.04 

118.19, 

4.67 

119.88, 

6.7 

τavg (Nm) 22.82 21.92 22.42 

Pavg (W) 2208.5 2108 2181 

τripples (%) 50.6 35.1 30.6 

 

III. OPTIMIZATION OF THE PROPOSED 

MODEL 

A. Design variables 

To increase the output torque as compared to the 

conventional model optimization of the proposed model 

is performed in this section. 

Asymmetric magnet overhang is employed to 

optimize the proposed model and hence increase its back 

EMF and reduce the torque ripples. During optimization 

process, volume of elliptical trapezoidal PM is kept 

constant. Length of the magnet is varied along inner  

and outer radii by asymmetric overhang. Extending the 

magnet towards outer radii is termed as outer overhang 

and along inner radii is called inner overhang.  

Latin Hypercube Sampling (LHS) was used get the 

samples of variables X1, X2 and X3 from MATLAB. Total 

sixteen experiment were done with different values of 

parameters and the output EMF, and the cogging torque 

was analyzed. Genetic Algorithm (GA) was used to get 

the optimized value of the variables and the objectives. 

Values of variables and the Objectives is given in the 

Table 3. 

0.003 0.006 0.009 0.012

-6

-4

-2

0

2

4

6

 

 

T
o
rq

u
e 

[N
m

]

Time [sec]

 Conventional

 Arc Shaped

 Proposed

2 4 6 8 10

-125

-100

-75

-50

-25

0

25

50

75

100

125

150

175

 

 

B
a

ck
 E

M
F

 [
V

]

Time [msec]

Conventional  Phase A  Phase B  Phase C

  Arc Shaped  Phase A  Phase B  Phase C

  Proposed     Phase A  Phase B  Phase C

  

0 5 10

0

500

1000

1500

2000

2500

 

 

P
o

w
e

r 
[W

]

Time [msec]

 Arc-Shaped

 Proposed

 Conventional

0 2 4 6 8 10 12
0

-5

-10

-15

-20

-25

-30

-35

 

 

T
o

rq
u

e
 N

m

Time  [msec]

 Arc shaped Model

 Proposed Magnet

 Conventional Model

ACES JOURNAL, Vol. 36, No. 8, August 20211093



Furthermore, magnet pole-arc to pole-pitch ratio 

and height of magnet are also varied. Height of PM is 

varied to make volume constant. Genetic algorithm (GA) 

is used to get the optimized results for average torque of 

proposed model. The limits of design variables are: 

0 𝑚𝑚 < 𝑋1 < 6.76𝑚𝑚, 

0 𝑚𝑚 < 𝑋2 < 8.5𝑚𝑚, 

0.45 < 𝑋3 < 0.8, 

where X1 the inner overhang of PM, X2 is the outer 

overhang of PM, and X3 the is pole-width to pole-pitch 

ratio (𝛼). 

According to the values of the variables X1, X2 and 

X3, obtained by using Latin hyper cube sampling (LHS), 

trapezoid height of the magnet is varied to make the 

volume constant. Major axis of ellipse varies according 

to the width of the magnet and minor axis is fixed at 6 

mm (3 mm half of ellipse). Pole pitch, width and height 

of PM are elaborated in Fig. 9. 

 

 
 

Fig. 9. Design variables of magnet. 

 

Table 3: Experimental models for optimization and their 

results 

No. X1 X2 X3 Tcogging Vrms 

1 6.03 6.16 0.54 7.34 87.51 

2 3.55 5.72 0.76 6.75 89.91 

3 0 1.76 0.56 6.70 80.01 

4 0.35 6.6 0.63 7.46 88.77 

5 5.68 4.84 0.62 5.66 88.99 

6 1.42 8.36 0.47 10.01 68.19 

7 6.39 7.92 0.78 5.31 90.35 

8 2.84 7.48 0.74 7.79 91.04 

9 3.90 3.08 0.8 7.46 89.85 

10 1.06 3.52 0.58 6.49 82.46 

11 5.32 1.32 0.73 3.36 87.47 

12 4.97 2.64 0.65 7.21 87.01 

13 2.13 2.2 0.69 8.65 87.47 

14 1.77 3.96 0.51 9.33 80.74 

15 6.74 7.04 0.67 7.50 89.90 

16 2.48 0.88 0.45 8.25 72.17 

B. Performance comparison after optimization 

A comparison of various parameters for optimized 

elliptical-shaped permanent magnet machine with other 

machines is elaborated in this section. Flux density 

distribution of optimized elliptical-shaped permanent 

magnet model, conventional model and arc-shaped 

model is compared in Fig. 10. The optimization reduced 

maximum flux density from 1.8 T to 1.6 T. which shows 

significant improvement in the result. 

The comparison of air-gap flux densities of 

conventional, arc-shaped, and optimized elliptical 

models using 3-D FEA analysis is shown in Fig. 11. The 

result shows a noticeable reduction in air-gap flux 

density. 
 

 
 

Fig. 10. Flux density distribution analysis of conventional, 

arc-shaped, and optimized elliptical models using 3D 

FEA. 
 

 
 

Fig. 11. Air-gap flux density comparison. 

 

Figure 12 shows comparison of the back EMF  

of conventional, arc-shaped and optimized elliptical 
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models. The result shows that back EMF voltage is 

improved from 84.45 𝑉𝑟𝑚𝑠  to 87.6 𝑉𝑟𝑚𝑠 in elliptical-

shaped model after optimization, which is an increment 

of 3.7 % in the back EMF of the model. Back EMF of 

conventional and arc-shaped model is 87.6 and 83.1, 

respectively. 

The comparison of VTHD of conventional, arc-

shaped and optimized elliptical models is made. Results 

show that the optimization improves the first harmonic 

from 119.88 V to 124.58 V as well as reduces the 3rd 

harmonic from 6.7 V to 2.23 V. Harmonic’s comparison 

of conventional, arc-shaped and optimized elliptical 

models is shown in Fig. 13. VTHD is reduced from  

8.8% to 4.3%. While VTHD in conventional and arc-

shaped model is 12.2% and 5.6%, respectively. 
 

 
 

Fig. 12. Back EMF comparison. 
 

 
 

Fig. 13. Harmonics comparison. 

 

Figure 14 shows comparison of the cogging torque 

for conventional, arc-shaped and optimized elliptical 

models. The peak-to-peak cogging torque of the proposed 

model is reduced from 6.77 Nm to 3.358 Nm, this shows  

a decrease of 50.4% through the optimization process. 

These results witnessed that cogging torque of the 

optimized model is further reduced while back EMF is 

also improved. So, the cogging torque of conventional, 

arc-shaped and optimized elliptical models is 8.1 Nm, 

7.4 Nm, and 3.358 Nm, respectively. 

A comparison of output power of conventional, arc-

shaped and optimized elliptical models is made as shown 

in Fig. 15. The machine output power is improved by 7% 

after optimization from 2181.07 W to 2342.3 W, while 

output power of conventional model is 2208.5 W and 

that of arc-shaped model is 2108 W. 

A comparison of output torque of conventional, arc-

shaped and optimized elliptical models is made as shown 

in Fig. 16. After the optimization, output torque of the 

machine is improved by 7.8% and torque tipples are 

reduced to 17.58%. While torque ripples in arc-shaped 

and conventional models are 35.1% and 50.6% 

respectively. 

 

 
 

Fig. 14. Cogging torque comparison. 

 

 
 

Fig. 15. Output power comparison. 
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Fig. 16. Output torque comparison. 
 

Performance comparison for proposed and optimized 

models is presented in Table 3. The results show that Vrms 

of optimized model is improved while Tcogging, VTHD 

and Bg (rms) is reduced in optimized model.  
 

Table 3: Performance analysis of proposed and optimized 

model 

Parameters 
Elliptical 

Model 

Conventional 

Model 

Arc-Shaped 

Model 

Vrms 87.6 87.6 83.1 

Tcogging (pk2pk) 3.358 8.1 7.4 

Bg (T) 0.282 0.335 0.282 

VTHD (%) 4.3 12.2 5.6 

1st & 3rd 

Harmonic 

122.88, 

2.23 

124.23, 

12.04 

118.19, 

4.67 

τavg (Nm) 24.17 22.82 21.92 

Pavg (W) 2342 2208.5 2108 

τripples (%) 17.58 50.6 35.1 

 

IV. CONCLUSION  
A model of the slotless AFPM machine using an 

elliptical trapezoidal-shaped PM is investigated in this 

paper. Proposed model has reduced cogging torque and 

torque ripples as compared to the conventional model. 

Furthermore, optimized elliptical-shaped magnet model 

has proved to be the most efficient model in terms of 

reduce cogging torque by an average of 58.54% as 

compared to the conventional model. Torque is also 

enhanced by 5.92% as the result of optimization of the 

proposed model as compared to the conventional model. 

Moreover, the decrease of 65.26% in torque ripples is 

also achieved. Additionally, power of AFPM generator 

is improved by 5.72%, from 2208 W to 2342 W. Hence, 

the optimal design demonstrates better performance as 

compared to the conventional and proposed models. 
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Abstract ─ This paper proposes three-phase 120° phase 

belt toroidal windings (120°-TW) and are applied in a 

double-sided permanent magnet linear synchronous 

motor (DSPMLSM), in which the incoming ends of all 

coils are on the same side and have the same incoming 

direction. First, the structure of the proposed motor is 

introduced and its operation principle is analyzed by 

describing the variation in the armature magnet field 

versus time. Second, based on the similar volume, 

magnetic load and electrical load, the initial parameters 

of the DSPMLSM with different winding arrangements 

are presented. Then, the finite-element models (FEMs) of 

the DSPMLSM with 120°-TW (120°-TWDSPMLSM) 

and traditional toroidal windings (TTW) are established 

to analyze the distribution of magnetic field, back 

electromotive force (back-EMF), detent force, thrust, 

efficiency and so on. Besides, the primary optimization 

of the detent force is designed. Finally, the results show 

that the thrust density and efficiency of the 120°-

TWDSPMLSM is higher than that of DSPMLSM with 

TTW (TTWDSPMLSM). 

 

Index Terms ─ Character analysis, double-sided 

permanent magnet linear synchronous motor, operation 

principle, three-phase 120° phase belt toroidal windings, 

thrust density. 
 

I. INTRODUCTION 
Double-sided permanent magnet (PM) linear 

synchronous motors (DSPMLSMs) are widely used in 

various industrial applications and daily life due to 

advantages of simple structure, high thrust density, low 

maintenance cost and unilateral magnetic force in recent 

years [1-4]. However, in limited space applications, the 

thrust density of the DSPMLSM is expected to be higher. 

Therefore, many researchers worldwide are pursuing the 

goal of improving the thrust density of the DSPMLSL 

[5-7]. 

Researchers have done much excellent work to 

improve the thrust density, which can be summarized 

four improvement techniques. The first technique adds 

magnetic field modulator blocks, the thrust density is 

improved by adopting the method magnetic field 

modulation in [8-9]. The second technique improve the 

thrust density by changing the PM arrangement, the 

thrust density is improved by adopting the structure of 

serial magnetic circuit [10-11]. The third technique is to 

change the cooling mode, the force-air cooling and water-

cooling method are adopted, which improves the thrust 

density [12-13]. The last technique changes the winding 

configurations, and changing winding configurations  

are more simple comparing with these alternatives.  

The concentrated and full-pitch windings are applied in 

[14], but the sinusoidal waveform of back electromotive 

force (back-EMF) is poor and has some higher-order 

harmonics. In [15] the DSPMLSM adopting distributed 

and short-pitch windings are designed and reduces the 

harmonic content of back-EMF, but it has great trouble 

to manufacture the motor. The DSPMLSM with 

fractional-slot concentrated windings is proposed and is 

suitable for limited space applications due to small size, 

high efficiency and easy manufacture [16-17]. However, 

the winding factor of the fractional-slot concentrated 

winding is relatively low, which has negative effects  

on the amplitude of back-EMF and thrust density.  

To improve the thrust density, the DSPMLSM with 

traditional toroidal windings (TTWDSPMLSM) is 

proposed in [18], and the thrust density of the 

TTWDSPMLSM is higher than the DSPMLSM with 

fractional-slot concentrated windings. In [19], the torque 

density of a direct-drive permanent magnet synchronous 

motor with 120° phase belt toroidal windings is higher 

than that with traditional toroidal windings. The 120°-

TW also can be applied to the DSPMLSM to improve 
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the thrust density. 

Summarized the above topology structures, this 

paper presents a double-sided permanent magnet linear 

synchronous motor with three-phase 120° phase belt 

toroidal windings (120°-TWDSPMLSM), in which the 

incoming ends of all coils are on the same side and have 

the same incoming direction. The structure and the 

winding connected method of the 120°-TWDSPMLSM 

is introduced in Section Ⅱ. Besides, its operating 

principle is analyzed. In Section Ⅲ, the design of the 

120°-TWDSPMLSM is illustrated in detail. Then, the 

finite element models (FEMs) of the two motors are 

established in Section Ⅳ. Comprehensive comparisons 

between the 120°-TWDSPMLSM and TTWDSPMLSM 

from the aspect of operating characteristic are presented, 

and the primary optimization of the detent force is 

designed. Finally, a brief summary of this paper as well 

as the directions for future research work are proposed in 

Section Ⅴ. 

 

II. STRUCTRE AND OPERATION 

PRINCIPLE OF THE 120°-TWDSPMLSM 

A. Structure of the 120°-TWDSPMLSM 

The structure sketches of the 120°-TWDSPMLSM 

and TTWDSPMLSM are shown in Fig. 1 and Fig. 2, 

respectively. It can be seen from Fig. 1 and Fig. 2 that 

both the two motors consist of one primary and two 

secondary components. Besides, in the secondary, the 

permanent magnets of the two motors are arranged 

alternately along the moving direction. The prominent 

advantage for the double-sided secondary topology is 

that the toroidal windings can be adopted. 
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Fig. 1. Structure sketch of the 120°-TWDSPMLSM. 
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Fig. 2. Structure sketch of the TTWDSPMLSM. 
 

Moreover, it could be also seen that the 120°-

TWDSPMLSM is different with the TTWDSPMLSM, 

and the differences between the two motors are found as 

following. 

(1) The unit motor of the 120°-TWDSPMLSM has 

three slots and two poles, as shown in Fig. 1, However, 

it can be found from Fig. 2 that the unit motor of the 

TTWDSPMLSM has six slots and four poles. 

(2) It should be noted that all incoming line ends of 

the 120°-TW are on the same side and have the same 

incoming direction, however, the incoming line ends of 

the TTW are on both side of the motor. 

 

B. Operation principle of the 120°-TWDSPMLSM 

A three-slot unit motor is selected as an example  

to clearly clarify the operation principle of the 120°-

TWDSPMLSM in this subsection. Three-phase current 

supplied to the three-phase windings are shown in Fig. 3. 

The current directions of the three-phase winding coils 

at different time are shown in Table 1, where ‘ + ’ and ‘− ’ 

represent that the current flows into and out the windings, 

respectively. Based on the distributions of the three-

phase winding currents at different times and the faraday 

law of electromagnetic induction, the armature magnetic 

field distribution in each moment is described in detail, 

as shown in Fig. 4, where ‘ + ’ and ‘ • ’ represent that the 

current flows into and out the windings, respectively. 
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Fig. 3. Current waveforms supplied to three-phase 

windings. 

 

Table 1: Current directions of three-phase winding coils 

versus time 

Phase 
Time 

1 2 3 4 5 6 

A +  +  +  −  −  −  

B −  −  +  +  +  −  

C +  −  −  −  +  +  

 
The variation of the magnetic poles can be found 

from Fig. 4 as following. 

(1) Compared with the magnetic fields at Time 1, 
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Time 2 shows that the N pole of the armature magnetic 

fields has no movement, but the S pole moves 120° in 

the left direction. 

(2) The N pole of the armature magnetic fields at 

Time 3 has moved by 120° in the left direction, while the 

S pole has no movement compared with that at Time 2. 

(3) Compared with the magnetic fields at Time 3, 

Time 4 shows that the N pole of the armature magnetic 

fields does not move, but the S pole moves 120° in the 

left direction. 

(4) The N pole of the armature magnetic fields at 

Time 5 has moved by 120° in the left direction, while the 

S pole does not move compared with that at Time 4. 

(5) Compared with the magnetic fields at Time 5, 

Time 6 shows that the N pole of the armature magnetic 

fields has no movement, but the S pole moves 120° in 

the left direction. 

As a result, it can be concluded that the armature 

magnetic field of the three-slot unit motor forms a pair 

of poles and changes periodically. 
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Fig. 4. Armature magnetic field versus time. 

 

III. INITIAL PARAMETER OF THE 120°-

TWDSPMLSM AND TTWDSPMLSM  
To verify the feasibility of the proposed motor, 

the120°-TWDSPMLSM is designed and compared with 

the TTWDSPMLSM. In [18], the main dimensional 

parameters of two motors are presented in detail. The 

design needs to meet the following criteria to ensure a 

fair comparison. 

(1) The two motors have the similar air-gap flux 

density. 

(2) The wire diameter of the 120°-TWDSPMLSM 

must be consistent with that of TTWDSPMLSM. 

(3) The two motors have the same moving speed. 

(4) The two motors are excited by a current source 

and has the same electrical load. 

(5) The same materials are adopted in the 

corresponding parts of the two motors. 

(6) The same mesh refine is adopted. 

Based on the principles above, the initial parameters 

of the 120°-TWDSPMLSM and TTWDSPMLSM are 

summarized in Table 2.  

 

Table 2: Initial parameters of the 120°-TWDSPMLSM 

and TTWDSPMLSM 

Items 
120°-TW 

DSPMLSM 

TTWDS

PMLSM 

Pole numbers 8 8 

Slot numbers 12 12 

Pole pitch (mm) 16.5 16.5 

PM width (mm) 12.4 12.4 

PM thickness (mm) 3 3 

Air-gap length (mm) 1 1 

Slot pitch (mm) 11 11 

Slot width (mm) 6 6 

Teeth width (mm) 5 5 

Coil number/phase 4 4 

Turns/coil 135 135 

Primary width (mm) 60 60 

synchronous speed (m/s) 0.33 0.33 

 

IV. CHARACTERISTIC ANALYSIS OF THE 

120°-TWDSPMLSM AND TTWDSPMLSM  
With the parameters reported in Table 2, the Finite 

Element Models (FEMs) of the two motors are 

established to compare and analyze the electromagnetic 

characteristics under no-load and on load conditions.  

 

A. No-load characteristic 

To analyze the internal magnetic field intuitively 

and effectively, the magnetic flux distribution, air-gap 

flux density, back-EMF and detent force under no-load 

condition of the two motors are compared and analyzed. 

The no-load magnet flux distributions of the two 

motors are same, because the flux generated by the 

permanent magnet is independent of the winding 

arrangements. Figure 5 shows the no-load magnetic flux 
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distribution and the approximate closed loops in the 1/4 

model of the two motors. 

The two motors can generate parallel magnetic 

circuits due to the corresponding magnets on the two 

sides that have the same polarity facing the primary. In 

addition, it can be seen that there are three types of paths 

in 120°-TWDSPMLSM and TTWDSPMSLM, which 

are called the long loop, middle loop, and short loop  

in this paper, respectively. The magnetic flux lines of  

the long loop and middle loop are close through the 

secondary yoke, the air gap, the primary teeth and the 

primary yoke along the magnetization direction to form 

a loop, which is called effective magnet flux. By 

contrast, the magnetic flux lines of the short loop do  

not pass through the primary yoke, which is called 

ineffective magnet flux. 
 

Middle loopLong loop Short loop

 
 

Fig. 5. The no-load magnetic flux distribution and the 

approximate closed loops in 120°-TWDSPMLSM and 

TTWDSPMSLM (1/4 model). 
 

The no-load air-gap flux density waveforms and the 

corresponding harmonics distribution of the two motors 

within two pole pitches are presented in Fig. 6.  

It can be seen that the air-gap flux density waveforms 

of the 120°-TWDSPMLSM is consistent with the air-gap 

flux density waveforms of the TTWDSPMLSM. By 

Fourier analysis, the amplitudes of the fundamental 

component of the air-gap flux density in the 120°-

TWDSPMLSM and TTWDSPMLSM both are 0.78T. 
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Fig. 6. No-load air-gap flux density waveforms of the 

120°-TWDSPMLSM and TTWDSPMLSM. 
 

The no-load back-EMF waveforms and the 

corresponding harmonics distribution of the 120°-

TWDSPMLSM and TTWDSPMLSM at the same speed 

are presented in Fig. 7. 

By the Fourier analysis, it can be seen that the  

no-load back-EMF of the two motors have little even 

harmonics. Moreover, the amplitudes of the fundamental 

component of the no-load back-EMF of the 120°-

TWDSPMLSM (17.24V) is higher 18.98% than that of 

TTWDSPMLSM (14.49V). The total harmonic distortions 

(THDs) of back-EMF of the 120°-TWDSPMLSM and 

TTWDSPMLSM are 2.63% and 1.80%, respectively. 

And the THDs of back-EMF of the 120°-TWDSPMLSM 

is a little higher than that of the TTWDSPMLSM. 
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Fig. 7. No-load back-EMF waveforms of the 120°-

TWDSPMLSM and TTWDSPMLSM. 

 

The fundamental harmonic amplitude of no-load 

back-EMF of one side of a coil of the 120°-

TWDSPMLSM can be expressed as [20]: 
 

1E NBlv= , (1) 

where, N is the number of the conductor, B is the 

fundamental harmonic amplitude of the air gap flux 

density, l is conductor effective length, v is the speed of 

the motor. 

Since each E1 is superposition the same direction. 

Therefore, the fundamental harmonic amplitude of  

no-load back-EMF of the 120°-TWDSPMLSM can be 

further expressed as: 
 

1E zE zNBlv= = , (2) 

where, z is the slot number. 

According to formula (2) and the parameters of the 

120°-TWDSPMLSM in Table 2, it is can be calculated 

that the E is equal to 16.68 V. The result has small 

deviation comparing with simulation result (17.24 V), 

but the error (3.35%) is less than 5%. Thus, the EFA is 

credible. 

The detent force, which can be divided into the end 

force and cogging force, can cause vibration and noise  

of DSPMLSM. therefore, it is a key problem to be 

considered and solved in the design and manufacture of 

high performance DSPMLSM. The detent force Fdent is 

shown in formulas (3-5) [21]: 
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where Kc is the carter’s coefficient, δ is the length of air-

gap, Φm is the maximum flux amplitude across the end 

of primary, μ0 is the permeability of vacuum, k1 is the 

flux compression coefficient, τ is the pole pitch, Bnz/2p is 

the nz/2p-th harmonic of residual magnetism. Gn is the 

n-th harmonic of permeance, Fend is the detent force, Fslot 

is the cogging force. 

Based on the finite element models and formulas  

(3-5), the detent force values of the two motors are 

calculated, as shown in Fig. 8. It can be seen that the 

peak-to-peak values of detent force of the two motors 

both are 100.84 N. According to the formulas (3-5), since 

all parameters are the same, the detent forces of the  

two motors are equal. The detent force is large, and it  

is important to minimize the detent force in a later 

subsection. 
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Fig. 8. Detent force waveforms of the 120°-

TWDSPMLSM and TTWDSPMLSM under no load. 

 

B. Load characteristic 

The average thrust F is shown in formula (6) [22]: 

 3 cos
=

2

EI
F

v


, (6) 

where, I is the average value of phase current, cosφ is the 

power factor. 

The thrust waveforms of the two motors at the same 

current density (6.0 A/mm2) are shown in Fig. 9. It can 

be seen that the average thrust of the 120°-TWDSPMLSM 

and TTWDSPMLSM are respectively 250.40 N and 

205.88 N. Besides, the thrust density of the 120°-

TWDSPMLSM (4.84×102 kN/m3) is 21.62% higher 

than that of the TTWDSPMLSM (3.98×102 kN/m3).  
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Fig. 9. Thrust waveforms of the 120°-TWDSPMLSM 

and TTWDSPMLSM on load. 
 

According to the formula (6), it can be calculated 

that the average thrust F of the 120°-TWDSPMLSM is 

equal to 254.12 N. The simulation result broadly concurs 

with (6), with the small deviation which can be attributed 

to the harmonic which is ignored in (6), whereas is 

considered in the FEM simulation model. 

Additionally, the thrust ripple Fripple is shown in 

formal (7) [18]: 

 max min
ripple

av

F F
F

F

−
= , (7) 

where Fmax, Fmin, and Fav are the maximum, minimum 

and average value of the thrust, respectively. 

The thrust ripples of the 120°-TWDSPMLSM and 

TTWDSPMLSM are 37.60% and 48.70%, respectively. 

Based on the above of detent force, it can be known that 

the main cause of thrust ripple is too large detent force. 

Therefore, in the next work, to reduced thrust ripple, it is 

important to minimize the detent force. 

The Table 3 presents the losses and efficiency of the 

two motors. 
 

Table 3: Losses and efficiency 

Items 
120°-TW 

DSPMLSM 

TTW 

DSPMLSM 

Output power (W) 82.63 67.94 

Iron loss (W) 0.37 0.37 

Copper loss (W) 81.89 81.89 

Efficiency 50.11% 45.23% 

 

It can be found that the output power of the 120°-

TWDSPMLSM and TTWDSPMLSM are 82.63 W  

and 67.94 W, respectively. The copper losses of the two 

motors are same (81.89 W), because the number of 

conductors and the wire diameter are same in the two 

motors. Besides, the iron losses of the 120°-

TWDSPMLSM and TTWDSPMLSM are both 0.37 W. 

the iron losses are lower than the copper losses of the  

two motors, which is negligible due to the frequency  

is 10 Hz. Therefore, the losses of the two motors are 
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mainly copper losses. The efficiency of the 120°-

TWDSPMLSM and TTWDSPMLSM is 50.11% and 

45.23%, respectively. Therefore, the efficiency of the 

120°-TWDSPMLSM increases by 4.88%. 

Figure 10 shows the thrust-current angle characteristic 

of the 120°-TWDSPMLSM and TWDSPMLSM. 

It should be noted that the current angle indicates the 

relative angle between the current phasor and the d-axis. 

The change of current angle affects the amplitude of  

q-axis current (Iq). Then increasing Iq can lead to the 

increasement of the average thrust. If the current angle is 

between 0 and 90 elec. deg., Iq increases with the current 

angle. On the contrary, if the it is between 90 and 180 

elec. deg., Iq decreases as the current angle increases. 

When it is 90 elec. deg., Iq is injected only, i.e., the 

amplitude of d-axis current (Id) is equal to 0 A. The 

motors achieve maximum thrust. 

Therefore, when the current angle is between 0 and 

180 elec. deg., the average thrust increases first and then 

decreases. 
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Fig. 10. Thrust-current angle characteristic of the 120°-

TWDSPMLSM and TWDSPMLSM. 

 

Figure 11 shows the waveforms of the average 

thrust versus current density in two motors. 
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Fig. 11. Thrust versus current density. 

 

It can be found that the average thrust of the 120°-

TWDSPMLSM is always larger than that of 

TTWDSPMLSM. Moreover, the average thrust of the 

two motors both increase linearly with the armature 

current density. 

The waveforms of the loss versus frequency in the 

two motors are shown in Fig. 12. 
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Fig. 12. Loss versus frequency. 

 

It can be seen the losses of the two motors increase 

with frequency. Moreover, it can be found that the losses 

of the 120°-TWDSPMLSM and TTWDSPMLSM are 

same in various frequencies.  

Figure 13 shows the waveforms of the efficiency 

versus frequency in the two motors. 

It can be seen that the efficiencies of the two motors 

increase with the frequency and tend to be stable, finally. 

Besides, the efficiency of the 120°-TWDSPMLSM is 

higher than that of TTWDSPMLSM in various 

frequencies. 
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Fig. 13. Efficiency versus frequency. 

 

C. Optimization of the detent force  

The primary optimization of the detent force of the 

two motor is shown in Table 4. 

As shown in the Table 4, the different length of the 

end tooth corresponds to the different value of the detent 

force. While the length of the end tooth is 6.0mm, the 

detent force is 100.84N. After optimization, it drops to 
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51.50N, when the length of end tooth is 8.0mm, which 

means that 48.92% of detent force can be reduced by 

changing the length of end tooth. 

 

Table 4: Length of end tooth 

Length of end 

tooth (mm) 
5.5 6.0 6.5 7.0 

Detent force (N) 103.77 100.84 92.25 79.46 

Length of end 

tooth (mm) 
7.5 8.0 8.5 9.0 

Detent force (N) 67.64 51.49 69.10 83.40 
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Fig. 14. Thrust waveforms of the 120°-TWDSPMLSM 

and TTWDSPMLSM on load. 

 

The primary optimization waveforms of the thrust 

of the two motors are shown in Fig. 14. By primary 

optimization, it can be seen that the thrust ripples of the 

120°-TWDSPMLSM and TTWDSPMLSM are 25.32% 

and 23.73%, respectively. Therefore, the thrust ripples  

of the 120°-TWDSPMLSM and TTWDSPMLSM can 

reduced by are 12.28% and 24.97% by changing the 

length of the end tooth, respectively. 

 

D. FEA credibility and 120°-TW reasonableness 

validation 

In order to verify the credible finite element analysis 

method and the reason of the proposed winding 

configuration (120°-TW), a permanent magnet rotation 

motor (PMRM)with the same 120°-TW can be used in 

the experiment. Figure 15 shows the prototype of the 

PMRM with 120°-TW (120°-TWPMRG), which includes 

the pedestal, rotor, stator yoke and 120°-TW. Figure 16 

shows the corresponding test platform for the motor. 

Figure 17 shows the comparison of the no-load 

back-EMF between EFA and the experiment at the 

constant linear velocity of 1 krpm. Figure 18 shows  

the comparison of the torque between FEA and the 

experiment at different current. 
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Fig. 15. Prototype of the 120°-TWPMRM. 
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Fig. 16 Test platform. 
 

0 120 240 360
-300

-150

0

150

300

 Max value: 217.12 V

 Max value: 214.20 V

B
ac

k
-E

M
F

 (
V

)

Rotor position (elec. deg.)

 FEA

 Experiment

 
 

Fig. 17. Comparison of the no-load back-EMF between 

FEA and experiment. 
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Fig. 18. Comparison of the torque between FEA and 

experiment at different current. 
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It can be seen that the no-load back-EMF obtained 

by FEA agrees with the experimental ones, which 

demonstrated the FEA method used to analyze the 

performance is accurate. Therefore, the analysis results 

obtained by the same analysis method (FEA) are credible 

in this paper. 

 

V. CONCLUSION 
This paper presented a 120°-TWDSPMLSM, which 

has simple structure, high thrust density. The main work 

is focused on the characteristic analysis and comparison 

of the 120°-TWDSPMLSM and TTWDSPMLSM. The 

structure of the proposed motor is introduced and 

operation principle is clarified. Additionally, the key 

operating characteristics of the two motors are analyzed 

and compared. Moreover, the detent forces of two motors 

are preliminarily optimized. The comparison results 

validate the reasonability of the 120°-TWDSPMLSM and 

exhibit the proposed motor possesses some advantages 

which can be concluded as below. 

(1) The back-EMFs of the 120°-TWDSPMLSM is 

higher 18.98% than that of the TTWDSPMLSM on the 

same moving speed. 

(2) Compared with that of the TTWDSPMLSM, the 

thrust density of the 120°-TWDSPMLSM is increased by 

21.62% on the similar magnetic load and electrical load.  

(3) The efficiency of the 120°-TWDSPMLSM is 

higher than that of TTWDSPMLSM in various 

frequencies. 

The primary drawback of the 120°-TWDSPMLSM 

is the high detent force and thrust ripple. Therefore, the 

further optimization of the 120°-TWDSPMLSM will be 

a future investigation and shall be reported soon. 
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Abstract ─ A low-profile electronically reconfigurable 

WLAN band-notched dual port multiple-input multiple-
output (MIMO) antenna design for ultra-wideband 

applications has been presented. Antenna elements exhibit 

good impedance match (S11 ≤ -10 dB) over entire ultra-

wideband (3.1 to 10.6 GHz) spectrum. The decoupling 

structure is used to improve isolation (S12/S21) above  

20 dB over entire UWB band. Moreover, reconfigurable 

band-notching is achieved by inserting PIN diodes along 

the inverted L-shaped slots, in each radiator. Notch  

at WLAN (5.5 GHz) frequency band is achieved by 

switching the PIN diode to ‘OFF’ state. The antenna 

design is fabricated as well as measured, and the results 
suggests that the proposed design with switchable 

WLAN band-notch characteristics is suitable candidate 

for ultra-wideband applications. 

 

Index Terms ─ Isolation, multiple-input multiple-output 

(MIMO), PIN diodes, reconfigurable, ultra-wideband 

(UWB), WLAN band-notch. 

 

I. INTRODUCTION 
Wireless communication technologies have gained 

much attention over last few decades. The prime focus 

of recent wireless technology is to use minimum 

resources, achieve high data rate and cause minimum 

interference to other existing wireless communication 

standards [1]. To achieve higher data rates and higher 

channel capacities, MIMO technology is integrated in 

UWB systems. However, a significant challenge in 

UWB-MIMO communication is the miniaturization of 

system. The unwanted mutual coupling is caused by 

miniaturization and hence the effectiveness of MIMO is 
compromised. Therefore, in order to provide decoupling 

between antenna elements, an efficient isolating/ 

decoupling structure is desired in MIMO systems. In 

existing literature, several MIMO antenna designs with 

decoupling structures have been reported to attain high 
isolation between antenna elements [2-3]. To achieve 

interference mitigation in UWB communication, several 

designs with band-notched characteristics have been 

reported in the existing literature [4-5]. However, these 

proposed antennas have permanent band-notching. For 

the sake of interference free communication, utilization 

of whole UWB spectrum may not be possible even if 

there is no conflicting narrow band system working in 

the close proximity. Therefore, for the improvement of the 

UWB system performance, antennas with reconfigurable/ 

switchable band notch performances are desirable [6-7].  
 

 
 (a)   (b) 
 

Fig. 1. Geometry of dual-port antenna system: (a) front 

view and (b) rear view.  
 

 
                    (a)                            (b)                       (c) 

 

Fig. 2. Equivalent circuit model of PIN diode: (a) case I, 

(b) biasing network, and (c) case II. 
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  (a)   (b) 
 

Fig. 3. Fabricated design: (a) front view and (b) back view. 

 

A miniaturized dual port MIMO antenna exhibiting 

electronically reconfigurable WLAN (5.1 - 5.8 GHz) 

band notch capability is proposed in this research for 

ultra-wideband MIMO applications. More than 20 dB 

isolation (S12/S21) is achieved among radiating elements 

for entire ultra-wideband using a decoupling structure. 

The analysis and optimization of these computationally 
intensive structures is performed using a full-wave Finite 

Element Method (FEM) based electromagnetic solver 

(Ansys HFSS™). The whole structure is enclosed in  

an air box with radiation boundary condition and the 

antenna is fed through a wave port excitation. In order to 

get realistic results of simulation, whole structure is 

simulated at once and no symmetric boundary has been 

adopted for MIMO antenna designs. 

 

II. DESIGN CONFIGURATION OF 

ANTENNA 
The geometric structure of proposed antenna is 

presented in Fig. 1. Antenna design is simulated and 

fabricated on a 1.6 mm thick FR4 substrate. The upper 

layer contains two radiators. Whereas, the partial ground 

and circular decoupling structure is placed on the back 

side of substrate. The decoupling structure as shown in 

Fig. 1 (b) contains defected circular ring. It is placed 

between ground planes to isolate the side-by-side placed 

antenna elements. The single UWB antenna element and 

two port UWB MIMO antenna with decoupling structure 

has been designed in HFSS using finite element method. 

MIMO design can be extended to four port by placing 
symmetrical two port MIMO antenna in front of designed 

MIMO antenna at appropriate distance. Appropriate 

decoupling structure is required to achieve isolated four 

port operation.  The overall decoupling of more than 20 

dB between MIMO antenna elements is achieved.  

The optimized design parameters are shown in 

Table 1. All parameters of the design have known effect 

on the antenna response like the ground related 

parameters affect the impedance matching thus dictates 

the bandwidth. The parameters associated with the 

decoupling structure changes the mutual coupling. The 

parameters associated with the slot length and width 

change the notching frequency. All these parameters 

work in groups where one group achieves one single 

objective, thus co-optimization is not required making 

things simple and easy to tune. Therefore, no automated 

optimization method has been used and parameters were 

optimized manually around their optimum value through 

the simulator (High Frequency Structure Simulator). 
The effective length of notching structure is required 

to filter out the desired frequency band. Notching at 

desired frequency bands can be obtained using equation 

(1): 

                                𝑓𝑟= 
𝐶

4𝐿√𝜀𝑒𝑓𝑓  
.                                   (1) 

An inverted L-shaped slot LTotal = S1 + S2 is created 

in main radiator of each antenna element. It provides 

WLAN (5.5 GHz) band notch characteristics. The 

current around the edges of slots reverses its direction 
causing anti-resonance at the desired notched frequency 

band. Moreover, to achieve the reconfigurable band 

notch functionality in UWB-MIMO antenna, PIN diode 

is embedded in the slot of each radiator, as shown in Fig. 

1 (a). The purpose of PIN diode is to switch the UWB-

MIMO antenna between ultra-wideband operation and 

WLAN band notch functionality. The PIN diode, D1, as 

shown in Fig. 1 (a), controls Antenna 1 band notching. 

Similarly, D2 diode control the band notching functionality 

of Antenna 2. The reconfigurable characteristics of 

proposed UWB-MIMO antenna have two operations as 
below: 

Case I: When diode is forward biased or is in its ‘ON 

State’. Antenna offers no notching behavior and UWB-

MIMO antenna provides matching without any band 

notch. 

Case II: When diode is reverse biased or PIN diode 

is in its ‘OFF State’. Antenna eliminates the WLAN band 

from the UWB band and operates as a band notch 

antenna.  

The PIN diode is first modeled in HFSS™ using 

lumped elements according to the equivalent model for 
Case I and Case II, as shown in Fig. 2. SMP 1320-079 

LF PIN diodes have been used for switching. The diode 

has low reverse bias (zero volt) capacitance of 0.3 pF  

at above 10 MHz frequencies and low resistance of 0.9 

ohms at 10 mA during forward bias operation. For the 

prevention of short circuiting in PIN diode biasing 

circuitry, each slot is connected with a 30 pF DC block 

capacitor as shown in equivalent circuitry of biasing 

network Fig. 2 (b). 

 

III. RESULTS AND DISCUSSIONS 
Antennas are fabricated on FR4 laminate, as shown 

in Figs. 3 (a) and (b). As the antenna elements are 

identical, impedance matching is similar for each 

element. The results are presented in Fig. 4. Result shows 

that both antenna elements are well-matched over entire 

ultra-wideband spectrum for Case I (diodes switched 

‘ON’). However, for Case II (diodes-switched ‘OFF’) 

proposed UWB-MIMO antenna provides WLAN (5.15-
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5.825 GHz) band notching. The DC block inline SMA 

module has been mounted with VNA so no onboard DC 

block capacitor is installed. The RF choke is added to all 

elements. The effect of decoupling structure on isolation 

of antenna elements placed side-by-side, for both Case I 
and II, can be observed clearly in Fig. 5. The overall 

isolation with decoupling structure is better than 20 dB. 

 

 
 

Fig. 4. Impedance matching of proposed prototype. 

 

The effect of decoupling structure on isolation of 

antenna elements placed side-by-side, for both Case I 

and II, can be observed clearly in Fig. 5. The overall 

isolation with decoupling structure is better than 20 dB. 

 

  
 
Fig. 5. Mutual coupling of proposed prototype. 

 

Agilent N5242A PNA-X network analyzer is used 

for testing of proposed antenna design. Radiation patterns 

have been measured using Diamond Engineering setup 

in anechoic environment. The radiation patterns in E and 

H-plane of the proposed antenna (Case I and Case II) are 

observed at 5.5 GHz and 7 GHz and are plotted in Fig. 6. 

MIMO antenna system shows band notch characteristics 

for Case II. Therefore, in order to have good analysis of 

notched WLAN band, we observe gain characteristics of 
the proposed prototype. Figure 7 clearly depicts that the 

proposed antenna gives good gain results over whole 

UWB band except for the notched WiMAX band. 

Channel Capacity Loss (CCL), Total Active 

Reflection Coefficient (TARC) and Envelope Correlation 

Coefficient (ECC) are important diversity parameters  

to analyze the performance of the proposed MIMO 

antenna. ECC can be calculated for different antenna 

topology (side-by-side) using equation (2): 

    𝜌𝑒 =
 |𝑆𝑖𝑖

∗ 𝑆𝑖𝑗 + 𝑆𝑗𝑖
∗ 𝑆𝑗𝑗|

 2

(1 − |𝑆𝑖𝑖
 |2 +  |𝑆𝑗𝑖

 |2)(1 − |𝑆𝑗𝑗
 |2 + |𝑆𝑖𝑗

 |2)
.    (2) 

 

 
(a) 5.5 GHz 

 
(b) 7 GHz 

 

Fig. 6. Radiation plots: (a) 5.5 GHz and (b) 7 GHz. 
 

 
 

Fig. 7. Gain of proposed antenna. 

 

Table 1: Optimized values of proposed antenna 

Parameter L W GP GS WS WG 

Value(mm) 40 23 19.8 8.5 6 13.5 

Parameter LG WP GR SS PR LP 

Value(mm) 6.25 4.5 2.45 2 7 1.65 

Parameter LF WF GW GG RS OL 

Value(mm) 21.4 1.6 3 1.6 4 0.5 

Parameter GL WS  S1 S2 - - 

Value(mm) 6.7 0.5 4.4 1.2 - - 

 

Usually, an ECC value below -3 dB, TARC < 0 dB 

and CCL< 0.5 bits/sec/Hz in the operating band, is 

desired. As shown in Figs. 8 (a - c), the results are well 

within the allowable limits for both Cases (I and II). In 

Case II the CCL value at WLAN (5.15-5.825 GHz) band 

is above 0.5 bits/sec/Hz, because of the anti-resonant 

effect of band notching structure.  
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            (a) 

     
             (b)                                     

      
            (c) 

 

Fig. 8. MIMO/Diversity performance parameters: (a) 

ECC, (b) TARC, and (c) CCL. 

 

Table 2: Comparison of proposed MIMO antenna with 

existing literature  

Ref. 
Isolation 

(dB) 

No. of 

Ports 

Antenna 

Dimension 
(mm3) 

Reconfigurability 

[8] > 15 2 50 x 82 x 1.6 No 

[9] > 15 2 40 x 30 x 0.8 No 

[10] > 20 2 35 x 35 x 1 No 

Proposed 
antenna 

> 20 2 40 x 23 x 1.6 Yes 

 

IV. CONCLUSION 
A miniaturized dual port MIMO antenna with 

electronically reconfigurable WLAN (5.5 GHz) band 

notch characteristics is proposed for ultra-wideband 

applications. The design operates over entire UWB band. 

Simple decoupling structure is used to achieve enhanced 

isolation. Diversity parameters are also within the 

allowed limits. More importantly simulated as well as 

measured results are in good agreement, suggesting that 

the proposed MIMO antenna design is suitable candidate 

for reconfigurable ultra-wideband application.                      
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Abstract ─ This paper presents a simple and systematic 

approach to determine the equivalent frequency-

independent circuit model for a dual-band planar 

antenna. The Foster Canonical network synthesis 

technique with two RLC tanks has been employed to 

generate the two resonant bands of the antenna. The 

transfer function model is subsequently refined using a 

data fitting algorithm (viz the Nelder-Mead simplex 

algorithm). Parametric adjustments are performed at the 

final stage in order to further improve the accuracy of the 

final parameters. 
 

Index Terms ─ Data-fitting algorithm, equivalent 

circuit, Foster canonical network, planar antenna, 

resonant bands. 
 

I. INTRODUCTION 
The continuous improvement in the design of  

planar printed antennas has contributed significantly  

to the technological advancement of wireless 

telecommunication. Prior to the mid-1990s, for instance, 

majority of the GSM handsets could only support single 

band operations [1]. In order to support more than one 
band, a few antennas are required to be installed into  

the device. Hence, the size of a multi-functional 

telecommunication device was usually bulky in those 

days. This is to say that; the functionalities of the device 

are very often traded for its size and portability. As dual-

band antennas made their debut in 1996 [2 – 6], however, 

telecommunication devices experienced a dramatic 

reduction in sizes. With its ability to support multiple 

bands using a single antenna, much space has therefore 

been spared. Since then, researchers have been exploring 

ways to enhance the number of bands supported by an 
antenna; while, at the same time, making sure that its  

size is constrained within certain permissible dimensions 

[7 – 13]. 

When designing an antenna, it is important to derive 

its lumped equivalent circuit. This is because the circuit 

provides useful insights into the performance and 

operational principles of the antenna. It is also 

worthwhile noting that antennas are usually designed 

using electromagnetic field solvers, such as HFSS [14] 

or CST [15]; whereas, the receiver circuits are usually 

designed using electronic circuit simulators, such as 

SPICE [16]. Hence, the equivalent circuit of an antenna 

is useful when integrating the antenna with the front-end 

receiver circuits, during the validation phase. Validating 

both the antenna and receiver as a whole will certainly 

provide better accuracy to the actual performance of the 
system. 

Antennas which generate only one resonant band 

can be easily modelled as a serial or parallel connection 

of resistance (R), inductance (L), and capacitance (C). 

When two or more bands are involved, however, the 

equivalent circuit turns out to be more complicated. In 

[17], Foster proposed modelling the resonant bands 

using RLC tanks, such as those shown in Fig. 1. The 

number of RLC tanks (represented by the subscript n) in 

the figure corresponds to the resonant bands that the 

circuit could generate. Thereafter, different methods, 

which adopt Foster’s network synthesis technique as the 
cornerstone of their work, have been developed to derive 

the RLC equivalent circuit of antennas [18 – 22]. Since 

the Foster canonical network consists of various lumped 

passive elements, it is usually challenging to determine 

the exact combination of parameters which fits the return 

loss curve. As can be seen in the literature [18 – 22], the 

procedures applied to determine the parameters are 

usually quite laborious and mathematically involved. 

In this paper, a simple and systematic approach to 

determine the equivalent circuit model for a dual-band 

planar antenna is presented. The derivation of the 
parameter for each element in the Foster canonical 

network is progressively described. We shall demonstrate 

that the return loss obtained from the approximate 

approach agrees reasonably well with that from an 

electromagnetic solver. In order to improve the accuracy 
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of the circuit, the parameters are refined using a data 

fitting algorithm and then parametrically fine-tuned at 

the final stage of the design.  
 

 
 

Fig. 1. General circuit topology of the Foster canonical 

network. 

 

II. EQUIVALENT CIRCUIT TOPOLOGY 
Besides the radiating resonant modes which are 

described by the RLC tanks in the Foster canonical 

network, quasi-static fields are present in an antenna  

as well. As can be seen in Fig. 1, these fields are 

characterized by the combination of resistance R0, 

capacitance C0 and inductance L∞ in the circuit network. 

The resistance R0 accounts for the conduction loss of the 

substrate material; whereas, the asymptotic behaviour of 
the feed point impedance at the higher and lower edges 

of the antenna frequency band is modelled by C0  

and L∞ [23]. The quasi-static inductance L∞ is usually 

infinitesimal when the order of the resonant modes is 

low. Hence, the circuit network for a dual-band antenna 

can be simplified into that in Fig. 2. The input impedance 

Zin in the figure can be expressed as: 

 𝑍𝑖𝑛 =
1

1

𝑅0
+𝑠𝐶0

+
1

1

𝑅1
+

1

𝑠𝐿1
+𝑠𝐶1

+
1

1

𝑅2
+

1

𝑠𝐿2
+𝑠𝐶2

, (1) 

where s = j2ϖf and f is the operating frequency.  
 

 
 

Fig. 2. The circuit topology for a dual-band antenna. 
 

III. NUMERICAL EXAMPLE 
To carefully outline the procedure in determining 

the lumped elements in the antenna, a dual-band 

monopole antenna designed using HFSS is used as an 

example. The planar antenna is connected to a microstrip 

feedline and is printed on an FR4-epoxy substrate which 

has a thickness of 1.6 mm, dielectric constant of 4.4 and 

loss tangent of 0.022. As can be seen from the layout  
in Fig. 3, the antenna is composed of two rectangular 

radiating patches. Since a monopole antenna exhibits 

optimal performance when its length is a quarter of its 

operating wavelength λ, the lengths of the top and 

bottom patches have been, respectively, kept to be within 

a quarter wavelength of the first and second resonant 

frequencies. As can be seen from the return loss curve in 

Fig. 4, the antenna resonates at fr1 = 2.1 GHz and fr2 = 
5.2 GHz and it constitutes 15 dB bandwidths of 1.05 

GHz (from 1.75 to 2.80 GHz) and 0.6 GHz (from 4.84  

to 5.44 GHz) for the lower and upper resonant bands, 

respectively. Both resonant bands cover various IEEE 

802.11 wireless local area network (WLAN) channels, 

which include those within the 2.4 GHz, 5.2 GHz, 4.9 

GHz, 5.0 GHz, and 5.8 GHz bands. 

Upon close inspection on the circuit topology in Fig. 

2, it can be seen that the quasi-static resistance R0 and 

capacitance C0 can be readily evaluated from [19]: 

 𝑅0 = lim
𝑓→0+

𝑅𝑒{𝑍𝑖𝑛(𝑓)}, (2) 

and  

 𝐶0 = lim
𝑓→0+

𝐼𝑚{𝑌𝑖𝑛 (𝑓)}

2𝜋𝑓
=

1

2𝜋
lim
𝑓→0+

𝜕𝐼𝑚{𝑌𝑖𝑛 (𝑓)}

𝜕𝑓
 , (3) 

where Yin is the input admittance of the circuit. Figures 5 

and 6 depict, respectively, the simulated input resistance 

and susceptance of the antenna as a function of 

frequency. As f approaches 0, it can be seen that R0 and 

C0 can be approximated as 15 Ω and 0 F, respectively. 

In comparison with the resistance, the magnitude of 

the susceptance turns out to be considerably smaller. 

This result suggests that both the non-static inductance 

(i.e., L1 and L2) and capacitances (i.e., C1 and C2) are 

much smaller than the resistance (i.e., R1 and R2). In order 

to estimate the parameters of the RLC tanks, values close 
to the 50 Ω characteristic impedance Z0 are arbitrarily 

assigned to resistance R1 (i.e., 30 Ω) and R2 (i.e., 50 Ω); 

whereas, both C1 and C2 are arbitrarily set to 2 pF. The 

resonant frequency fr of a simple parallel RLC network 

is given in (4) below: 

 𝑓𝑟 =
1

2𝜋×√𝐿𝐶
. (4) 

Inductance L1 and L2 can therefore be easily found by 

substituting the corresponding capacitance (i.e., C1 and 

C2) and resonant frequencies (i.e.,  fr1 and fr2) into (4). 
The return loss RL of the circuit can be calculated by 

substituting (1) into (5) below: 

 𝑅𝐿 = −20log⁡ (|
𝑍𝑖𝑛−𝑍0

𝑍𝑖𝑛+𝑍0
|). (5) 

Figure 7 shows the comparison of the return loss 

curves computed from (5) and that obtained from the 

simulation. In order to investigate the effect of the curve 

at the presence of C0, we have also plotted the return loss 

with C0 arbitrarily chosen at 3 pF. Despite observing 
deviations among the curves, it is apparent that the 

theoretical results register certain resemblance with the 

simulation. In particular, the curve plotted based on the 

absence of C0 are closer to that obtained from the 

simulation at the resonant frequencies fr. To improve the 

accuracy of the parameters, a non-linear data fitting 

algorithm, such as the Nelder-Mead simplex optimization 
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routine, is adopted to minimize the mean-square error 

between both results. In this case, the approximate 

parameters for the lumped elements are used as the initial 

guesses for the search. Since eight parameters are 

involved in the optimization process, it is clearly not easy 
for the solution to converge to the required roots. Hence, 

it is often necessary to perform parametric adjustments 

on the parameters to further refine the accuracy of the 

results. The return loss curve, computed using the final 

parameters (shown in Table 1), is compared with the 

simulation result, as shown in Fig. 8. It is apparent from 

the figure that both curves are now in good agreement 

with each other. In fact, the RLC network resonates at the 

same frequencies and magnitudes with those generated 

from the planar antenna and both curves are highly 

correlated at the second band. 

IV. CONCLUSION
A simple and systematic approach to evaluate the 

parameters in the Foster canonical network is presented 

here. The circuit network provides insight into the 

passive elements existing in a dual-band planar antenna. 

The approach starts with an approximation from the 

input resistance and susceptance of the antenna. The 

combination of parameters is subsequently refined so 

that the network could give a more realistic behaviour of 
the actual antenna.  

Fig. 3. The layout of a dual-band planar antenna. 

Fig. 4. The simulated return loss of a planar antenna. 

Fig. 5. The input resistance of a planar antenna. 

Fig. 6. The input susceptance of a planar antenna. 

Fig. 7. The return loss obtained from the simulation 

(solid line) and the initial parameters with C0 = 0 F 

(dashed line) and C0 = 3 pF (dotted line). 

Fig. 8. The return loss obtained from the simulation 

(solid line) and final parameters (dotted line). 
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Table 1: Lumped elements in an antenna 

Component Value 

R0 1.3 Ω 

C0 0 F 

R1 54.1 Ω 

C1 1.36 pF 

L1 5.1 nH 

R2 66.5 Ω 

C2 1.66 pF 

L2 0.48 nH 
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Abstract ─ In this work an experimental radar testbed 

and dual directional couplers (DDC) are used to collect 

measurements of the forward and reverse waves at  

each element, its mutual coupling, and beam-patterns. 

The collected measured data is used to validate a 
methodology for assessing radio frequency (RF) 

performance of a co-located multiple-input multiple-

output (MIMO) radar system transmitting binary phased 

coded (BP) waveforms. The estimated and measured 

active reflection coefficient (ARC) and beam-patterns 

are presented. The effect of different excitations and 

mutual coupling on the radiated fields is also presented.  

 

Index Terms ─ Active reflection coefficient, co-located 

MIMO radar, coupled power, mutual coupling. 

 

I. INTRODUCTION 
Radio Frequency (RF) sensors are maturing into 

fully digital systems characterized by a wide-band 

frequency range and capable of performing multiple 

tasks simultaneously on different elements or sub-arrays. 

These RF sensors are also evolving towards a capability 

to execute simultaneous functions such as electronic 

warfare, communications, and radar tasks such as search, 

detect, track and image a target. Early digital signal 
processing research on these type of sensors [1] ignored 

electromagnetic effects, such as interactions between 

elements or mutual coupling.  

As commercial communication and defense systems 

are consuming more spectrum [2], multi-functional 

operation demands techniques to alleviate spectral 

congestion and improve the efficiency by sharing the 

spectrum. Multiple-input multiple-output (MIMO) 

emissions enable multi-functionality via simultaneous 

transmission of independently modulated waveforms in 

the same band from different radiators or sub-arrays. 
While MIMO techniques could be the key approach to 

accommodate multi-function operations, the concept 

demands careful understanding of how each function, 

subsystem, and/or sub-array, interacts with one another 

while ensuring enough isolation among them [3]. 

Previous work developed by the authors [4-5] presents a 

way to assess mutual coupling effects by analyzing the 

active reflection coefficient (ARC) and active voltage 
standing wave ratio (VSWR) and quantifying their 

impact on beam-patterns.  

The benefits of improving our understanding of 

mutual coupling effects on MIMO radar systems are 

two-fold. First, the knowledge can enhance MIMO radar 

calibration techniques and provide key information to 

system designers [6]. Second, MIMO radar waveform 

design can take advantage of new discoveries to use the 

waveforms designed specifically for transmit mode and 

improve signal-to-noise ratio performance [7], beam-

pattern and side-lobe levels [8] and other metrics. 
In this paper, we present beam-pattern and ARC 

measurements obtained using U.S. Air Force Research 

Laboratory (AFRL) Baseband-digital at Every Element 

MIMO Experimental Radar (BEEMER) for a uniform 

linear array (ULA) of 6 patch antennas linearly placed 

with a separation of 0.5λ and transmitting binary phased 

coded (BP) waveforms. Even though the methodology 

can be applied to any transmit waveform, this initial 

study uses BP waveforms. The objectives of this paper 

are to (1) validate the methodology developed previously 

by directly measuring the ARC and the beam-patterns on 
co-located MIMO radars and (2) analyze the effects that 

mutual coupling and excitations have in the radiated 

fields on a MIMO radar transmission. 

 

II. MUTUAL COUPLING ANALYSIS 
Ideally, a signal radiated by the m-th element of  

a ULA would only radiate from the phase center of the 

m-th element without affecting adjacent elements. In 

reality, real antenna arrays experience mutual coupling 
in which the signal radiated by the m-th element will 

couple into neighboring elements. This has two 

consequences: the signal transmitted by the m-th element 
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1) can be observed by a receiver connected to the n-th 

element and 2) can be re-radiated from the phase center 

of the n-th element at a reduced power and coupling 

which will alter the array’s beam-pattern. 

Direct measurements of the ARC were collected 
using dual directional couplers (DDCs) (Hewlett 

Packard 777D 1.9-4GHz with -20 dB coupling factor), 

as described in [5]. A DDC can be equivalently modeled 

as two directional couplers with their isolated ports 

terminated as described in [9]. The majority of the signal 

fed to the input port will be transmitted to the output port 

with a portion of the signal coupled to the forward port. 

A signal entering through the output port will couple into 

the reverse port. The calibrated ratio between the reverse 

and forward waves can be used to compute the ARC via: 

𝛤𝑛
𝑎 =

𝑏𝑛

𝑎𝑛

=
∑ 𝑆𝑛𝑚 𝑎𝑚

𝑎𝑛

, (1) 

where 𝛤𝑛
𝑎 is the ARC observed in antenna n due to the 

other m elements, 𝑎𝑛 represents the amplitude and phase 

of the forward wave on element n (defined as the 

excitation of antenna n), and 𝑏𝑛 represents the amplitude 

and phase of the reverse wave in antenna n. 𝑆𝑛𝑚 is  

the conventional scattering (S) parameter defined as the 

passive ratio of the signal coupled to port n from a signal 

incident on port m, when all other ports are terminated in 

the system impedance [10]. A block diagram showing the 

main components required to perform this measurement 

is given in Fig. 1. The DDCs were connected directly to 

the 6 antenna patch elements of the ULA, the other 4 

antenna elements were matched terminated, as shown  

in Fig. 1. A description of the single multilayer patch 
antenna can be found in [11]. The coupled ports of  

each DDC were then used to measure the signals sent  

to and reversed from each radiator. To collect ARC 

measurements, BEEMER was configured to provide 6 

transmit and 12 receive channels (6 forward coupled and 

6 reversed coupled) so that all measurements could be 

collected simultaneously. 

 

 
 

Fig. 1. BEEMER and DDC connections to directly 

collect ARC measurements using the FPGA ZC706 

board and the 4-channel FMCOMMS5 transceiver.  
 

The S-matrix of a 6x1 linear sub-array of horizontally 

polarized radiators formed from a 10x6 dual polarized 

patch array was measured with the unused elements 

terminated. An Agilent Technologies M9375A vector 

network analyzer with 16 channels was used to measure 

the S-parameters at 3.5 GHz. The measured S-parameters 

and Equation (1) were used to obtain the estimated ARC 
[12]. The estimated ARC is compared to the directly 

measured ARC using the DDCs following the method 

developed in [5] are presented in Table 1. Good agreement 

between estimates and measurements of the ARC can be 

seen in Table 1. 

The BEEMER system is constructed from 

commercial off the shelf components [13]. The principal 

components are a ZC706 field-programmable gate array 

(FPGA) board and an FMCOMMS5 4-channel transceiver. 

The system has the ability to synchronize multiple 

ZC706’s/FMCOMMS5’s to provide ≥ 4 transceiver 

channels. Arbitrary waveforms can be sent on each 
channel, which allows MIMO transmission to be studied. 

BEEMER’s maximum sampling rate is 60 Mega samples 

per second, its maximum transmitted signal length is 

4096 samples, the center frequency selected is 3.5 GHz 

and the transmitted power is -8 dBm. 
 

Table 1: Estimated and measured ARC on each channel 

Channel Estimated [dB] Measured [dB] 

 − -17.8 

 − -15.0 

 − -19.4 

 − -16.5 

 − -16.6 

 − -18.8 

 

To obtain beam-pattern data, BEEMER was 

triggered to transmit on 6 channels using BP waveforms 

and to record the signal observed. The waveforms were 

1024 samples long. For each azimuth angle (-90 to 90), 

BEEMER transmitted simultaneously on each channel 

and the waveform on each channel was repeated 256 

times at each angle. BEEMER received 2000 x 16 x 256 

matrix of data at each azimuth location (where the 

dimensions are fast time x channel x slow time). 
Measurements were collected in the anechoic chamber 

seen in Fig. 2. 
 

 
 

Fig. 2. BEEMER configuration in anechoic chamber. 
 

In typical radar applications, the data collected is 
saved in a data cube with three dimensions: fast time 

(range), slow time (pulse to pulse), and channels. 
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Channels 1-6 collected reverse coupling, channels 7-12 

recorded forward coupling, channel 13 was connected to 

the feed antenna (via a long SMA coaxial cable and an 

amplifier was placed just behind the feed antenna to 

compensate cables losses while minimizing the noise 
figure), and channels 14-16 were match terminated. The 

matrix was summed along the slow time dimension to 

coherently integrate the data while pulse compression 

was applied to the fast time dimension (to reduce the 

2000 samples to a single sample per azimuth angle).  

 

III. ANALYSIS ON RADIATED FIELDS 
A MIMO transmission has a time-varying 

amplitude/phase array excitation from the superposition 
of independently generated waveform modulations. A 

MIMO radar illuminates the entire surveillance volume 

with each pulse, rather than sweeping a beam through  

the search area as a traditional phased array might. For 

this analysis, the fields of a MIMO transmission are 

characterized for a single time instant. Because each 

element radiates a different waveform, mutual coupling 

must be considered.  

An approximation to the total radiated fields of a 

MIMO transmission, considering mutual coupling and 

different excitations can be represented in Equation (2) 

[14]. A special case of this equation is when mutual 

coupling is ignored (𝛤𝑛
𝑎 = 0). This special case is known 

as the pattern multiplication concept and presents the 

approximation to the radiated fields used by early 

researchers. The pattern multiplication concept assumes 

that the element current distribution does not vary from 

element to element: 

 𝐸(𝜃, ∅) ≈ 𝑓𝑖(𝜃, ∅) ∑ (1 − 𝛤𝑛
𝑎)𝑎𝑛𝑒𝑗𝑘(𝑛−1)(𝑥𝑛𝑢+𝑦𝑛𝑣)𝑁

𝑛=1 , (2) 

where 𝑓𝑖(𝜃, ∅) is the isolated element pattern, N is the 

number of elements in the array, with 𝑢 = sin 𝜃 cos ∅ 

and 𝑣 = sin 𝜃 sin ∅, coupling effects are captured with 

𝛤𝑛
𝑎 (the ARC), the different excitations are considered 

with 𝑎𝑛, the 𝑒𝑗𝑘(𝑥𝑛𝑢+𝑦𝑛𝑣) accounts for element positions, 

geometrical configuration, and inter-element spacing 

between elements, with (𝑥𝑛 , 𝑦𝑛) the coordinates of each 
element on the xy-plane. The radiated fields of an isolated 

antenna element pattern were modeled using a finite 

element-boundary integral computational electromagnetic 

tool SENTRi, as shown in Fig. 3.  

Figures 4-5 present predicted beam-patterns in  

the (𝑢, 𝑣) space in normalized dB, using Equation (2) 

with the isolated patch antenna pattern 𝑓𝑖(𝜃, ∅) from 

SENTRi, as seen in Fig. 3. In Fig. 4 the fields are 

generated with 𝛤𝑛
𝑎 = 0 and unitary excitations (𝑎𝑛 = 1), 

showing that the far zone field follows the multiplication 

of the isolated element pattern with the array factor 

neglecting coupling. Figure 5 displays the fields with 

𝑎𝑛 = [𝑒𝑗𝜋 , 𝑒𝑗𝜋, 𝑒𝑗0, 𝑒𝑗0, 𝑒𝑗𝜋 , 𝑒𝑗𝜋] and 𝛤𝑛
𝑎 ≠ 0, calculated 

using Equation (1). Comparing Figs. 4 and 5, one can 

observe the array directvity is affected by coupling  

and the selected excitation. These parameters must be 

considered in the design of the system and its waveforms.  
 

 
 

Fig. 3. Predicted fields of multilayer patch antenna. 
 

 
 

Fig. 4. Predicted radiated fields of a MIMO radar using 

pattern multiplication concept (𝛤𝑛
𝑎 = 0). 

 

 
 

Fig. 5. Predicted fields of a MIMO radar considering 

coupling and binary phased excitations.  

 

Figures 6-7 present predicted and measured fields at 

an instant in time. The blue-‘x’ and blue-solid curves 

depict the measured and predicted fields, respectively, 

when transmitting uniform excitations (𝑎𝑛 = 1). The 
predicted fields were obtained as previously described 

for Figs. 4-5 with 𝛤𝑛
𝑎 ≠ 0. The measured fields were 

obtained using the BEEMER testbed through channel  

13 as explained in Section II. The black curves on Fig.  

6 present the predicted (black-dotted) and measured 

(black-squared) fields with excitations from Case 1 

with  𝑎𝑛 = [𝑒𝑗0, 𝑒𝑗0, 𝑒𝑗𝜋 , 𝑒𝑗𝜋, 𝑒𝑗𝜋 , 𝑒𝑗𝜋]. The black curves 
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on Fig. 7 show predicted and measured fields with 𝑎𝑛 =
[𝑒𝑗𝜋, 𝑒𝑗𝜋 , 𝑒𝑗𝜋 , 𝑒𝑗0, 𝑒𝑗0, 𝑒𝑗0] from Case 2. Predicted and 

measured fields follow the same trend and validate the 
methodologies used in this work. One can observe in 

Figs. 6-7 that the side-lobe levels and the location of  

the nulls vary depending on the coupling and controlled 

through the excitation. 
 

 
 

Fig. 6. Measured and predicted fields for a time instant, 
with uniform and Case 1 excitations. 
 

 
 

Fig. 7. Measured and predicted fields for a time instant, 

with uniform and Case 2 excitations.   

 

IV. CONCLUSIONS 
A methodology of co-located MIMO radars for 

estimating and directly measuring the ARC by using a 

DDC in each radiator is validated. These are the first 

direct measurements of reverse and forward coupled 
waves for co-located MIMO radars. Understanding 

reverse waves ensures the safety of the system and the 

prevention of large power reflections. This becomes 

important in high power applications where the reversed 

energy can be large enough to damage the transmitter. 

The impact of coupling and excitations on the beam-

pattern, at an instant in time, can assist in identifying 

isolated effects. Figures 4-7 demonstrate that mutual 

coupling and the excitations of the elements play an 

important role in the performance of the radiation pattern 

and the directivity of a co-located MIMO radar system. 

These parameters must be considered in the design of the 

system and its waveforms. 
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Abstract ─ The numerical study of electrocardiology 

involves prohibitive computational costs because of its 

complex and nonlinear dynamics. In this paper, a low-

dimensional model of the cardiac monodomain 

formulation has been developed by using the deep 

learning method. The restricted Boltzmann machine and 

deep autoencoder machine learning techniques have 

been used to approximate the cardiac tissue’s full order 

dynamics. The proposed reduced order modeling begins 
with the development of the low-dimensional 

representations of the original system by implementing 

the neural networks from the numerical simulations of 

the full order monodomain system. Consequently, the 

reduced order representations have been utilized to 

construct the lower-dimensional model, and finally, it 

has been reconstructed back to the original system. 

Numerical results show that, the proposed deep learning 

MOR framework gained computational efficiency by a 

factor of 85 with acceptable accuracy. This paper 

compares the accuracy of the deep learning based model 

order reduction method with the two different techniques 
of model reduction: proper orthogonal decomposition 

(POD) and dynamic mode decomposition (DMD). The 

model order reduction deploying the deep learning 

method outperforms the POD and DMD concerning the 

modeling accuracy.  

 

Index Term ─ Autoencoder, Cardiac monodomain model, 

deep learning technique, dynamic mode decomposition, 

proper orthogonal decomposition, reduced order modeling, 

semi-implicit scheme. 
 

I. INTRODUCTION 
Cardiac electrophysiology is a bioelectromagnetic 

phenomenon, where the electrical activities of the  

heart tissue are studied. Electrocardiological numerical 

simulations seek reliable and efficient mathematical 

models for cellular membrane dynamics. The 

monodomain equation used to model the cardiac 

electrical activity requires the solution of a nonlinear 

partial differential equation with appropriate boundary 

and initial conditions [1]. The monodomain equation 

leads to a complex dynamical system because of the 

involvement of the nonlinearity of different ionic 

currents and steep wavefront propagation. The solution 

of the monodomain equation can be obtained with 

various numerical techniques, e.g., finite volume method 

(FVM), finite difference method (FDM), and finite 

element method (FEM). The discretization of the 
monodomain equation with the finite difference method 

involves a large number of degrees of freedom [2]. In  

the literature, reduced order modeling has been studied 

to approximate the nonlinear dynamics of the complex 

systems. The most widely used order reduction method 

is the proper orthogonal decomposition (POD) 

technique, which captures the characteristic dynamics of 

the original discretized system [3]. POD is a projection-

based model order reduction method, where a lower 

order basis is computed first from the original system. 

Finally, the reduced order model is obtained from the full 

order model's projection onto this small dimensional 
POD basis. The approximation of the obtained reduced 

order model requires considerably less computational 

complexity, with insignificant compromise on the 

accuracy. Different model order reduction approaches 

have been successfully applied in the field of cardiac 

electrophysiology, such as POD [4] and dynamic mode 

decomposition method (DMD) [5].  

The neural network is a machine learning algorithm, 

loosely modeled from the human brain, which has been 

designed to detect a similar pattern in the data. Many 

machine learning algorithms have been successfully 
used in the field of dimensionality reduction to reduce 

overfitting, data preprocessing, and simpler data 

visualization [6]. Autoencoder, also known as auto-

associative neural network, with three delicate layers,  

is an unsupervised learning algorithm. It is a neural 

network that learns the original system with multiple 

levels of representations and can predict the nonlinear 

dynamics of the data [7]. Autoencoder is primarily 

ACES JOURNAL, Vol. 36, No. 8, August 2021

Submitted On: July 2, 2020 
Accepted On: August 4, 2021 1054-4887 © ACES

https://doi.org/10.47037/2021.ACES.J.360824

1120



composed of two networks, an encoder, and a decoder. 

The encoder is an analysis network which learns to 

detect all the most significant characteristics and hidden 

representations of the input high fidelity system. The 

encoder has a representation of latent-space, which 
contains the compressed essential properties of the  

input nodes [8]. The decoder is a synthesis network  

that recomposes the exact system from the hidden 

representations with minimum reconstruction error. 

Autoencoder with single perceptron and linear activation 

in the projection and reconstruction phases works almost 

similar to the state-of-the-art dimensionality reduction 

method principal component analysis (PCA).             

In this work, the dimension or order of the 

transmembrane potential of the cardiac monodomain 

system has been effectively reduced with the 

implementation of a deep autoencoder based deep 
learning approach. As opposed to a traditional 

autoencoder, it consists of additional deep-belief layers 

and consequently learns more complex features. The 

restricted Boltzmann machine (RBM), which is the 

elementary element of the deep-belief networks, 

constructs the deep autoencoder architecture's complex 

layers. In the first step, the high dimensional 

spatiotemporal dynamics of the monodomain model has 

been minimized to lower order representations. Next, the 

lower order representations have been approximated to  

a reduced order dynamic model, which can replicate  
the dynamics of the original system. Finally, the 

approximated solution is reconstructed from the 

prediction of the lower order model. The computational 

efficiency and modeling accuracy of the proposed order 

reduction approach are examined and compared with the 

popular proper orthogonal decomposition and dynamic 

mode decomposition methods. 

 

II. FULL ORDER CARDIAC 

MONODOMAIN GOVERNING EQUATION 
This paper considers the nonlinear partial 

differential monodomain equation describing the 

dynamics of cardiac electric transmembrane potential 

𝑉̅  =  𝑉(𝑥̅, 𝑡), which can be formulated as: 

 {

δ𝑉

δt
  =   

1

𝐶𝑚
 {
1

𝛽
[𝛻 ∙ (𝜎̿𝑖  𝛻𝑉̅) + 𝐼𝑠𝑖]  − ∑𝐼𝑖𝑜𝑛(𝑉̅,𝑤) }

𝑑𝑤

𝑑𝑡
+ 𝑔(𝑉̅, 𝑤) = 0,

 (1) 

with Neumann boundary conditions and initial condition 

𝑉(𝑥̅, 0) = 𝑉0(𝑥̅) and 𝑤(𝑥̅, 0) = 𝑤0(𝑥̅). The equation is 

considered in a spatial domain of Ω ∈ ℝ3, which is the 

considered section of the myocardium, and a temporal 

domain of 𝑡 ∈ [0, 𝑇]. Here, 𝐶𝑚 denotes the membrane 

capacitance per unit area, and 𝛽 is the ratio of the 

membrane surface area to volume. 𝜎̿𝑖 is the intracellular 

anisotropic conductivity tensor, which changes 

continuously with the fiber angle rotation, and 𝐼𝑠𝑖 
represents the intracellular source current, which initiates 

the stimulation. 

The reaction element in the governing equation  

is the ionic current term, ∑𝐼𝑖𝑜𝑛(𝑉̅,𝑤), which has a 

nonlinear relation with the transmembrane potential and 

the gating parameters 𝑤(𝑥̅, 𝑡). The Luo-Rudy model has 

been applied to obtain the ionic current, which yields the 

solution of eight coupled nonlinear ordinary differential 

equations. The finite difference method has been used to 

discretize the spatial derivatives of the Laplacian term of  

(1) [9]. The temporal discretization has been achieved by 

implementing the semi-implicit method [10], which 

leads to: 

{[𝐼] − 
θ∆𝑡

𝐶𝑚𝛽
[𝐷𝑜]}⏟          

[𝐴]

𝑉̅𝑛+1⏟
𝑥̅

=

    𝑉̅𝑛 +
(1−θ)∆𝑡

𝐶𝑚𝛽
[𝐷𝑜]𝑉̅

𝑛 + ∆𝑡[
1

𝐶𝑚𝛽
𝐼𝑠̅𝑖
 𝑛+1 −

1

𝐶𝑚
∑𝐼̅̅ ̅̅ 𝑖𝑜𝑛

𝑛
]

⏟                              
𝑏̅

,   (2) 

where θ = 0.5 represents the Crank-Nicolson semi-

implicit temporal parameter. The two major excessive 

computational components at each time step involve the 

solution of the matrix equation    (2) and evaluation of 

the ionic current, which includes the calculation of the 

gating parameters and the solution of the ODEs. 
 

III. REDUCED ORDER MODELLING WITH 

DEEP LEARNING APPROACH 
Considering only spatial approximation, the 

governing nonlinear cardiac monodomain equation 

transforms into a system of ordinary differential equation 

in the time domain as: 

                                      
𝑑𝑉

𝑑𝑡
= 𝑓̅(𝑉̅, 𝑡)                           (3)       

where 𝑓̅ is a set of nonlinear functions. The snapshots of 

the original spatiotemporal dynamic system have been 

obtained from its numerical simulations using    (2). The 

snapshots are obtained from the finite difference solution 

of the full order monodomain system at the 𝑁 spatial 

locations 𝑥1, … , 𝑥𝑁, and 𝑀 temporal instances 𝑡1, … , 𝑡𝑀 

∈ [0, 𝑇]. The ultimate goal of this work is to derive  

a lower order solution 𝑉𝑟 from the high fidelity  

snapshot matrix of the transmembrane potential solution 

{𝑉(𝑥𝑖 , 𝑡)𝑖=1,𝑡=1
𝑁,𝑀 }.  

First, a lower order representation 𝑉1 can be derived 

from the nonlinear projection 𝑓1: ℝ
𝑁 → ℝ𝑁𝑟  as: 

          𝑉1 = 𝑓1(𝑉) ,                             (4) 

where 𝑁𝑟 is the reduced dimension with 𝑁𝑟 ≪ 𝑁. Next, 

the reduced order dynamic modeling of the lower 

dimensional representations is completed. As the 

dimension has been reduced, the reduced order modeling 

involves fewer computational resources than the original 

full order model. After applying the lower dimensional 

dynamic modeling, the reduced order form of (3) will be 
𝑑𝑉𝑟̅̅ ̅

𝑑𝑡
= 𝑓𝑟̅(𝑉1̅, 𝑡), where 𝑉𝑟 is the predicted solution of the 

cardiac transmembrane potential. Finally, the reduced 
order solution is reconstructed back to the approximated 
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solution by implementation the nonlinear reconstruction 

function 𝑓2: ℝ
𝑁𝑟 → ℝ𝑁 as: 

           𝑉̃ =  𝑓2(𝑉𝑟).                                (5) 

   

 
 

Fig. 1. Neural network based model order reduction 

architecture. 

 
The modeling accuracy of the proposed order 

reduction method will be evaluated by minimizing  

the RMS error between the original solution 𝑉 and 

approximated solution 𝑉̃ of the cardiac transmembrane 

potential. During the training stages of the deep 

autoencoder architecture, the RMS error of the following 

cost function is minimized:   

            𝑓(𝑉, 𝑉̃) = √
∑ (𝑉−𝑉 )2𝑀
1

𝑀
 .                           (6) 

Here 𝑀 denotes the total number of the training dataset. 

The projection and reconstruction should be performed 

simultaneously for a good approximation of the original 

spatiotemporal dynamics.  

Figure 1 shows the architecture of the proposed 

neural network based model order reduction method. In 

Fig. 1, the hidden layers of the autoencoder are composed 

of the projection layer 𝑓1, intermediate bottleneck layer 

for reduced order modeling, and the reconstruction layer 

𝑓2 . Nonlinear sigmoid activation functions have been 
used for the nodes of the projection and reconstruction 

layers, as: 

       
𝑓1(𝑉)=𝜎𝑛(𝑊𝑛(𝜎1(𝑊1𝑉+𝑏1)+⋯+𝑏𝑛))

𝑓2(𝑉𝑟)=𝜎1(𝑊1
′(𝜎𝑛(𝑊𝑛

′𝑉𝑟+𝑏𝑛)+⋯+𝑏1))
,       (7) 

where 𝜎𝑖 is the sigmoid function of 𝑖𝑡ℎ layer, 𝑊𝑖 and 𝑏𝑖 
denote the weights and bias between the layers 𝑖 and 𝑖 + 1. 

 

III. RESULTS AND DISCUSSION 
In this section, numerical performances of the 

proposed deep learning based order reduction approach 

on the cardiac monodomain equation will be presented. 

A three-dimensional myocardial tissue of 0.5 cm × 0.1667 

cm × 0.1667 cm has been considered as the computational 

domain. The longitudinal (𝑥) and transverse (𝑦 and 𝑧) 

conductivities to the fiber have been assigned as: 𝜎𝑖𝑙 = 

0.174 S/m and 𝜎𝑖𝑡 = 0.0193 S/m [9]. The tissue was 

stimulated by a point current source at one corner of 𝐼𝑠𝑖 

= 500𝛽 with a duration of 1 ms and 𝛽 = 2000 𝑐𝑚−1. The 

first order semi-implicit method (𝜃 = 0.50) and the 

second order central finite difference technique have 

been utilized for the temporal and spatial discretizations, 

respectively. 
 

 
 

Fig. 2. RMS error (mV) vs the number of epochs during 

the backpropagation process. 

 

The proposed model order reduction method 

initiates with the construction of the snapshots from the 

above-mentioned full order monodomain simulations 

with a time step size of ∆𝑡 = 0.01 ms and for a time 

domain of 𝑡 ∈ [0, 20 ms]. The deep autoencoder 

architecture comprises two symmetrical deep-belief 

networks for encoding and decoding functions, with 8 

RBM layers and 40 neurons in each of the hidden layers. 

75% of the full order simulation data at time domain 𝑡 ∈ 

[0, 15 ms] was used for training, and the remaining data 

(𝑡 ∈ [15, 20 ms]) was utilized for the testing of the 

proposed algorithm, and the training of the model has 
been performed on the Google Collaboratory. The 

backpropagation training error in Fig. 2 confirms the 

convergence of the deep learning process. Next, the 

number of reduced order modes is varied to study the 

efficiency of the MOR method. The RMS error decreases 

by almost 50% with the increase of the reduced order 

modes from 100 to 180. Figure 3 demonstrates that the 

modeling accuracy does not improve significantly if the 

modes number is increased after that, and hence the 

reduced order modes number is set to 180. 
 

 
 

Fig. 3. RMS error (mV) for different number of reduced 

order modes. 
 

Finally, the predicted solution is reconstructed back 

to the full order system to obtain the error between the 

original and reduced order solutions. The waveforms  
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of the original and approximated solutions of the 

transmembrane potential have been shown in Fig. 4 at a 

specific spatial point in the computational domain (𝑥 = 

0.25 cm and 𝑦 = 𝑧 = 0.083 cm). The close agreement of 
the full order and reduced order solutions confirms the 

proposed method is capable of offering an accurate 

reconstruction of the transmembrane potential most of 

the time, and subsequently, the accuracy of the neural 

network based order reduction method. Next, the RMS 

error has been calculated the solutions, and it has been 

compared with the error obtained from the POD and 

DMD methods. According to Table 1, the proposed deep 

learning MOR technique offers approximately 4.65 and 

2.41 times better modeling accuracy in terms of RMS 

error than the POD and DMD methods, respectively. 
  

 
 

Fig. 4. Cardiac transmembrane potential waveforms  

of the original solution (𝑉 in red solid line) and 

approximated solution (𝑉̃ in black dashed line). 
 

Table 1: RMS error of the transmembrane potential 

between the full order and reduced order solutions for 

different MOR methods 

Order Reduction Techniques RMS Error (mV) 

DMD 0.762 

POD 0.396 

Proposed deep learning 0.164 

 
Finally, the acquired CPU time reduction factor of 

the proposed deep learning based MOR method has been 

investigated. All the simulations have been performed on 

a 2.4-GHz Intel Xeon E5645 processor. The required 

CPU time to obtain the full order and reduced order 

solutions are 5,399 s and 65 s, respectively. The CPU 

time for the proposed neural network method has a 

reduction factor of almost 85. The CPU time includes the 

required time for the online modeling and decoding 

steps, i.e., the prediction stage and the reconstruction 

phase of the original solution. It is interesting to note 
that, the mentioned CPU time does not include the 

training time, as well as, the required time to obtain the 

reduced order basis as this step is performed only once.  
 

V. CONCLUSION 
In this paper, a neural network method has been 

used for the first time to reduce the order of the cardiac 

complex monodomain system. An unsupervised machine 

learning approach, deep autoencoder, has been used  

for this purpose of dimensionality reduction. The 

autoencoder maps the full order system into a lower 

feature representation, as well as reconstructs the 

original solution from the compressed latent-space 
representations. Numerical results demonstrate that,  

the proposed MOR method achieved remarkable 

computational savings with a factor of almost 85. A 

significant contribution of this work is to compare the 

modeling accuracy of the proposed deep learning based 

technique with the conventional order reduction methods, 

POD, and DMD. The proposed MOR method has a 

better accuracy of dimension reduction than the POD and 

DMD. In the future, the proposed deep learning MOR 

strategy can be applied to the cardiac bidomain system. 
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