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Abstract ─ The implementation of dependent 
sources such as: Current Controlled Current Source 
in full-wave electromagnetic simulation using the 
Finite-Difference Time-Domain method is 
introduced. This simple new approach is verified 
with several numerical examples. In one example, 
the CCCS is used to implement a circuit with 
Bipolar Junction Transistor. Good agreement is 
obtained when the results of the developed FDTD 
code are compared with those based on analytical 
solution. 

Index Terms ─ Bipolar Junction Transistor (BJT), 
Current Controlled Current Source (CCCS), 
Current Controlled Voltage Source (CCVS), 
dependent sources, Finite-Difference Time-
Domain (FDTD), Voltage Controlled Current 
Source (VCCS), Voltage Controlled Voltage 
Source (VCVS). 

I. INTRODUCTION 
The Finite-Difference Time-Domain (FDTD) 

method has gained great popularity as a tool for full 
wave electromagnetic simulations. Although it is 
based on a time-domain solution, it provides a 
wideband frequency-domain response using time to 
frequency transformation. It can easily handle 
composite geometries consisting of different types 
of materials. In addition, it can easily implement 
different algorithms for parallel computations. 
These features of the FDTD have made it one of the 

most attractive techniques in computational 
electromagnetics for many applications [1]-[2]. 
One of the strengths of the FDTD method is 
implementation of lumped linear and nonlinear 
circuit elements such as resistors, inductors, 
capacitors, diodes, transistors, etc. In addition, it 
can implement independent sources such as current 
and voltage sources which makes FDTD method 
widely used in simulating microwave circuits, such 
as amplifiers, active filters, etc. These circuits 
usually consist of nonlinear components as well as 
linear components. Most of the nonlinear elements 
such as transistors are modeled using dependent 
sources. A dependent source is a source that 
generates a voltage or current whose value depends 
on another voltage or current in the same circuit. 
There are in general four different types of 
dependent sources, namely: Voltage Controlled 
Current Source (VCCS), Current Controlled 
Current Source (CCCS), Voltage Controlled 
Voltage Source (VCVS) and Current Controlled 
Voltage Source (CCVS). Dependent sources appear 
in most of the equivalent circuit models for devices 
such as: Bipolar Junction Transistor (BJT) and 
Metal Oxide Field Effect Transistor (MOSFET), 
operational amplifiers, static substrate thermal 
coupling, etc. 

To the best of the authors’ knowledge, the full 

implementation of dependent sources using FDTD 
has not been adequately addressed before, except in 
[3]-[5], which doesn’t cover all four kinds of 
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dependent sources. One should point out, that the 
direct implementation of nonlinear devices such as 
transistors in full wave simulation using FDTD, has 
been previously investigated by many research 
groups [6]-[17]. For example, the work done in [6], 
where Ebers-Moll model was used to implement 
BJT using Newton Raphson method; in [7] and [8], 
the BJT was implemented by applying Taylor 
expansion on the nonlinear transport equations of 
the BJT based on Gummel-Poon model; while in 
[10], FDTD formulation based on two port network 
formulation using its admittance matrix and then 
transformed to Z-domain and then to difference 
equation is used to model such devices. In [11], a 
coupled FDTD-SPICE is used to implement an 
amplifier, [12] describes a voltage-source-based 
formulation for the purpose of modeling microwave 
devices, [13] applies the extended FDTD method to 
implement nonlinear active microwave circuits. In 
[14] and [15], reduced nonlinear lumped network 
FDTD method for the global modeling of RF and 
microwave circuits is presented. While in [17], 2-D
FDTD extended method is used to implement non-
linear elements. 

In this paper, simple implementation of all four 
kinds of dependent sources using FDTD is 
introduced with efficient use of both memory and 
computational time. This new approach can be used 
to analyze circuits containing VCCS, CCCS, 
VCVS and CCVS, or circuits with devices such as 
MOSFETs, BJTs, operational amplifier or any kind 
of devices that can be represented using dependent 
sources in their equivalent circuit model. The 
FDTD updating equations of the different 
dependent sources will be derived and used directly 
to simulate several resistive circuits with different 
dependent sources. In addition, these dependent 
sources will be used to represent non-linear devices 
such as BJT with its equivalent model as an 
application for the dependent sources 
implementation. The paper is organized as follows: 
in Section II, the dependent sources implementation 
approach is described and the FDTD equations are 
derived. In Section III, numerical examples to 
prove the validity of the new approach are 
presented, including a simple resistive circuits with 
different dependent sources, and BJT circuit. In 
Section IV, conclusions are provided. 

II. FDTD IMPLEMENTATION 
In this section, the new approach is described 

and the FDTD updating equations are derived. In 
general, every dependent source is connected 
between two adjacent nodes and its value is 
controlled by the voltage or the current between two 
other nodes that are not necessary adjacent to each 
other. To drive the FDTD updating equations for 
different dependent sources, let’s consider the four 
circuits shown in Figs. 1 (a), (b), (c) and (d). As 
shown in the figure, all nodes can be normally 
updated using lumped elements FDTD 
implementation as in [1], except for the dependent 
source which needs special handling. For all nodes 
containing dependent sources, the current density 
Jiz needs to be represented in terms of the 
controlling parameter voltage (V0) or current (I0) as 
shown in Fig. 1. 
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Fig. 1. Simple resistive circuits with different kinds 
of dependent sources: (a) VCCS, (b) CCCS, (c) 
VCVS, (d) CCVS, and (e) FDTD computational 
domain for circuit (a). 

The controlling voltages and currents can be 
calculated using the same formulas used for the 
sampled current and voltages as presented in [1]. 
For example, for elements oriented along the z-
direction and connected between two nodes with 
the k index ranges from s to e, we get for the 
sampled voltage: 
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writing (1) in discrete form: 
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and for the sampled currents between the same two 
nodes, one has: 

,ZSampledI H dl� �6 ,H dlH6 H dlH (3) 

writing (3) in discrete form: 
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where is, ie, js, je, ks and ke are the minimum and 
maximum cell indices in x, y, and z-direction, 
respectively. In this implementation the sampled 
voltage or current is used directly as the controlling 
value instead of calculating it separately as in [2]. 

A. VCCS updating equation 
To update the electric field at node (i+1, j, k)

shown in Fig. 1 (a), the Jiz should be calculated as 
follows: 
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where n represent the time index, ε is the 
permittivity of the medium, σ is the conductivity, α
is the control factor, and V0 is equal to VZSampled

between the two nodes (i+2, j, k) and (i+2, j, k+1) 
at time index n+½ which can be calculated using 
(2). The updating equation for 1n

zE �  at node (i+1, j,
k) can then be written using the coefficient 
convention presented in [1] as follows: 
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where 
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Using (6), the electric fields at step n+1 appear 
on both sides of the equation due to the use of 
equation (2). Special sequence for the update of 

1n
zE �  is followed to overcome this issue as 

explained in section E below. 

B. CCCS updating equation 
To update the electric field component 1n

zE �  at 
node (i+1, j, k) shown in Fig. 1 (b), the Jiz should be 
calculated as follows: 
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where α is the control factor and I0 is equal to 
IZSampled between the two nodes (i+2, j, k) and (i+2, 
j, k+1) at time index n+½ which can be calculated 
using (4). The updating equation at node (i+1, j, k)
can then be written using the coefficient convention 
presented in [1] as follows: 

4 5 4 5 4 5

4 5 4 5 4 5

4 5 4 5 4 5

4 5

1

1 1
2 2

1 1
2 2

1
2

1, , 1, , 1, ,

1, , 1, , , ,

1, , 1, , 1, 1,

1, , ,

n n
z eze z

n n

ezhy y y

n n

ezhx x x

n

ezcccs ZSampled

E i j k C i j k E i j k

C i j k H i j k H i j k

C i j k H i j k H i j k

C i j k I

�

� �

� �

�

� � � �

� � � 	

� � � 	 � 	

� �

� �
# $
# $� �
� �
# $
# $� �

 (9) 

with 
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where A0 and B0 are given by (7). Using (9), the 
updating equation of the electric field associated 
with a CCCS can be easily implemented in a FDTD 
code. 

C. VCVS updating equation 
The voltage source here is considered as a soft 

source (with internal resistance RSD). To update the 
electric field component 1n

zE � at the node (i+1, j, k)
shown in Fig. 1 (c), the Jiz should be calculated as 
follows: 
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where α is the control factor and V0 is equal to 
VZSampled between the two nodes (i+2, j, k) and (i+2, 
j, k+1) at the time index n+½ which can be 
calculated using (2). The updating equation at node 
(i+1, j, k) can then be written using the coefficient 
convention presented in [1] as follows: 
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where A0 and B0 are given by (7). Using (11), the 
updating equation of the electric field associated 
with a VCVS can be easily implemented in the 
FDTD method. For hard voltage sources one can 
simply set RSD to zero. 

D. CCVS updating equation 
Similar to the VCVS, the electric field 
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component 1n
zE �  at node (i+1, j, k) shown in Fig. 1 

(d), can be updated as follows: 
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where α is the control factor and I0 is equal to 
IZSampled which can be calculated using (4). 
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while A0 and B0 are given by (7). Using (13), the 
updating equation of the electric field associated 
with a CCVS can be easily implemented in the 
FDTD method. For hard voltage sources one can 
simply set RSD to zero. 

E. Updating procedure 
Similarly, the procedures can be used for 

electric field components in x- or y-directions if the 
dependent sources are along the x- or y-directions. 
It is necessary to point out that the current 
implementation allows for easy update for 
dependent source, close examination of equations 
(6) and (11) reveals that there is a future field 
component in the last term of the R.H.S. This term 
is not considered at the same step as the traditional 

FDTD updating sequence. The FDTD approaches 
for these two equations could be summarized as 
follows: 
1. Update all magnetic field components at time 

instant (n+½) Δt using traditional updating 
equations [1].

2. Update all electric field components at time 
instant (n+1) Δt, taking into account the 
independent sources and lumped elements 
using traditional updating equations [1], and 
dependent source using equations (6), (9), (11) 
and (13). However, for equations (6) and (11),
the last term should not be considered at this 
step. 

3. Compute the VZSampled using (2) then complete 
the update of (6) and (11) to include the last 
term in these two equations. 

4. Apply the boundary conditions. 
5. Increment the time step, n to n+1. Repeat steps 

1 to 4. 
Step 2 and 3 in the updating sequence above are 

the key for a successful implementation of this 
simple and direct implementation of dependent 
sources in FDTD. 

III. NUMERICAL RESULTS 
In this section, numerical results generated 

using the new approach are presented. The FDTD 
code was developed in MATLAB [18] and run on a 
computer with an Intel Core i7 CPU Q720, 1.6 GHz 
with 6 GB RAM. These results demonstrate the 
validity of the new approach for analyzing circuits 
with different dependent sources in FDTD. The first 
set of examples is a simple resistive circuit 
containing VCCS, CCCS, VCVS or CCVS. The 
second example is a BJT circuit analyzed using the 
equivalent circuit model of the BJT. The results are 
compared with those obtained from analytical 
solutions. 

A. Test case 1 (simple resistive circuits with 
different dependent sources) 

For the circuits shown in Figs. 1 (a), (b), (c) and 
(d). The FDTD grid cell size is ∆x = ∆y = ∆z = 0.25 
mm, ∆t = 0.43 psec with 3000 time steps, the circuit 
is simulated with 3×1×2 cells in x, y and z-
directions, respectively, as shown in Fig. 1 (e). Only 
8 convolutional perfect matched layers (CPML) are 
used as the absorbing boundary of the 
computational domain as implemented in [1], with 
5 cells air buffer in every direction. The voltage 
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source V(t) is implemented using sinusoidal 
waveform with amplitude of 10 volts and frequency 
of 5 GHz, the α factor is equal to 0.01 for the circuit 
in Fig. 1 (a). As for the circuit shown in Fig. 1 (b),
V(t) is implemented using a unit step function with 
amplitude of 5 volts and α factor of 0.1. For the 
circuit shown in Fig. 1 (c), V(t) is implemented 
using Gaussian pulse with amplitude of 10 volts and 
α factor of 0.2. For the circuit shown in Fig. 1 (d),
V(t) is implemented using a cosine modulate 
Gaussian pulse centered at 16 GHz with bandwidth 
of 8 GHz (in this paper the bandwidth of the 
modulated Gaussian pulse is defined as the 
frequency band where the magnitude in the 
frequency domain reaches 10% of its maximum), 
amplitude of 20 volts and α of 0.3. The main goal is 
to implement the circuits with their VCCS, CCCS, 
VCVS and CCVS using the new approach and 
calculate the value of the output voltage V0(t). The 
results are compared with analytical results in Figs.
2 (a), (b), (c) and (d). The analytical solution is 
based on mesh analysis method and it was found 
that for the values of α factors mentioned above: 
V0(t) for Fig. 1 (a) is equal to V(t)/6, V0(t) for Fig. 1 
(b) it is equal to 0.2083×V(t), V0(t) for Fig. 1 (c) is 
equal to 0.0943×V(t) and V0(t) for Fig. 1 (d) is equal 
to 0.0908×V(t). Figure 2 demonstrates good 
agreement between analytical solutions and the
results based on the new approach. The 
computational time is 0.75 minute and the memory 
usage is 320 KB. 

(a) 

(b) 

(c) 

(d) 

Fig. 2. Time-domain response for test case 1: (a) 
VCCS, (b) CCCS, (c) VCVS, and (d) CCVS. 

ELMAHGOUB, ELSHERBENI: FDTD IMPLEMENTATIONS OF INTEGRATED DEPENDENT SOURCES 1098



B. Test case 2 (BJT circuit) 
In this example, the BJT circuit shown in Fig. 3 

(a) is analyzed. It consists of a PNP BJT, two 
resistor RC (collector resistor) and RE (emitter 
resistor), two infinite capacitors to separate the 
direct current (DC) biasing from the alternating 
current (AC), and an input AC voltage source vi(t). 
The BJT is implemented in the FDTD using the 
equivalent circuit model shown in Fig. 3 (b). The 
values of the equivalent circuit parameters after DC 
analysis of the circuit according to [19] were found 
to be re = 27 Ω and α = 0.99. The vi(t) is simulated 
by sinusoidal waveform with frequency of 100 
MHz and amplitude of 0.1 V, the FDTD grid cell 
size is ∆x = ∆y = ∆z = 0.25 mm, ∆t = 0.43 psec with 
50,000 time steps, 3×1×3 cells in x, y and z-
directions, respectively, 8 CPML layers are used 
with 5 cells air buffer in every direction. The main 
goal here is to implement the circuit using the 
CCCS model shown in Fig. 3 (b) with the new 
approach and calculate the value of the voltage 
v0(t). The results are compared with results 
generated using analytical solution in Fig. 4 (a). The 
analytical solution is based on mesh analysis 
method and it was found that for the values 
mentioned above, v0(t) is equal to 64.1732×vi(t)
(BJT circuit with a gain of 64.1732). Figure 4 (a) 
demonstrates good agreement between analytical 
solutions and the results of the new approach, 
which proves the validity of the approach. The error 
between FDTD and analytical solution is calculated 

as follows:
4 5

100%
max

FDTD Analytical

Analytical

V V
V
	

�  and plotted in 

Fig. 4 (b) (the max error is ~3.5%). Furthermore, 
the same BJT is used to terminate a strip 
transmission line (TL) as in [15]. Figure 3 (c) shows 
the BJT circuit with the strip transmission line and 
ground plane. In this case, vi(t) is implemented 
using cosine modulate Gaussian pulse centered at 
150 MHz with bandwidth of 250 MHz, and 
amplitude of 1 V and all other FDTD parameters 
are kept the same, the transmission line is 
implemented using 260×1×1 FDTD cells in x, y and 
z-directions, respectively (6.5 cm long). 

From the analytical solution of the BJT circuit, 
it was found that the voltage gain Av is 64.1732 as 
shown above. The time domain results are shown in 
Fig. 4 (c), the results are compared with the no TL 
case to show the time delay introduced by the 
presence of the transmission line. The 

computational time using the proposed algorithm is 
7.9 minutes, while for the algorithm in [6], it is 8.2 
minutes for 50,000 time steps, both were 
implemented with MATLAB and run using the 
same computer. In addition to the lower 
computational time, the proposed algorithm is 
easier to implement and it could be used for any 
type of dependent sources application. 
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Fig. 3. Test case 2: (a) circuit diagram, (b) the AC 
analysis equivalent circuit model for BJT using the 
CCCS T-model with FDTD cell numbers, and (c) 
AC circuit with integrated transmission line. 

(a) 
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(b) 

(c) 

Fig. 4. Time-domain response for test case 2 v0(t):
(a) without TL, (b) shows the relative error for the 
case without TL, and (c) time-domain response 
with TL. 

IV. CONCLUSION 
This paper introduces a new FDTD approach to 

analyze different types of dependent sources. The 
approach is simple to implement and efficient in 
terms of both computational time and memory 
usage. The approach can be used as a tool to analyze 
microwave circuits that include dependent sources. 
In addition, it can be used to implement different 
non-linear devices using their equivalent circuit 
models that contain depended sources. The 
numerical results based on the new approach show 
very good agreement with results from the 
analytical solutions, which proves the validity of 
this approach. 
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