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Abstract ─ A general formula for numerical dispersion 

of the two-dimensional time-domain radial point 

interpolation meshless (2-D RPIM) method is analytically 

derived. Numerical loss and dispersion characteristics of 

the RPIM method with both Gaussian and multiquadric 

basis functions are investigated. It is found that numerical 

loss and dispersion errors of the RPIM vary with types 

of basis functions used and associated parameters, 

number of the nodes, and medium conductivities. In 

addition, condition numbers of the moment matrix of  

the meshless methods can also increase numerical 

dispersion errors. With a reasonable condition number of 

the moment matrix, the radial point interpolation 

meshless methods perform generally better than the 

FDTD method in terms of numerical dispersion errors. 

 

Index Terms ─ Gaussian basis function, multiquadric 

basis function, numerical dispersion, radial point 

interpolation method (RPIM). 
 

I. INTRODUCTION 
Meshless or mesh-free methods present alternative 

methods to replace the mesh/grid based methods for 

electromagnetic field modeling. Time-domain radial 

point interpolation meshless (RPIM) method is one of 

the typical meshless methods. References [1, 2] show 

that it may be equivalent to the finite-difference time-

domain (FDTD) method under certain conditions. But  

in a general case, it promises better accuracy and 

computational efficiency in solving the problems of 

irregular or multiscale structures [3, 4]. The numerical 

results show that the RPIM approach can reduce about 

80% of the number of unknowns and about 70% of  

the computational time in comparison with the FDTD 

method. The RPIM can not only save more than 60% of 

the memory required by the FDTD method, but also run 

100% faster. 

Recently, the RPIM method was successfully applied 

to solve various electromagnetic problems. Rodrigo et 

al. proposed an improved Lennard-Jones discretization 

method for the RPIM and validated it with a scattering 

problem [5]. Tanaka et al. investigated a unique meshless 

method using the RPIM and applied it to an eddy current 

problem [6]. Khalef combined a Crank–Nicolson scheme 

with the RPIM and utilized it to model waveguide 

problems [7]. However, when radial basis functions 

(RBFs) and interpolating points are not properly chosen 

for solving Maxwell’s equations, the meshless methods 

can become erroneous and even divergent, which limits 

further engineering applications of the RPIM [8, 9]. 

Therefore, it is important to investigate errors of the 

meshless methods. One of the errors of main concerns is 

numerical dispersion of a meshless method.  

In 2008, Lai et al. derived a numerical dispersion 

relationship for the RPIM method in lossless media [10], 

but it is only for one-dimensional structure and the 

dispersion characteristics of the RPIM method have not 

been well studied. In 2013, Ansarizadeh and Movahhedi 

investigated dispersion error of the RPIM method by 

tracing the propagation of the electromagnetic wave  

[11]. Their work also focused on the lossless media and 

they did not derive a general formula for the numerical 

dispersion of the RPIM method. In 2014, we studied  

the numerical dispersion of the RPIM method and its 

relationship to the finite-difference time-domain (FDTD) 

approach [1], but it is only for the Gaussian basis 

function with two adjacent points in lossless media. In 

2017, we derived a general formula for numerical 

dispersion of the RPIM method in lossless media [12]. 

Since then, no more numerical dispersion analysis of the 

RPIM method has been reported. Important issues such 

as node density, other non-Gaussian basis functions [6, 
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13] and their impacts on numerical dispersions in lossy 

media have not been studied. 

In this paper, we address the above issues: we first 

develop the general numerical dispersion relation of the 

RPIM method for both lossless and lossy medium, verify 

it with the FDTD method when its node distributions  

are made to be the same as that of the FDTD, and then 

investigate numerical dispersion properties of the RPIM 

method with different basis functions, number of nodes 

and conductivities. To our best knowledge, these issues 

have not been reported in the past.  

It is worth to mention here that the meshless method 

is expected to have smaller numerical dispersion errors 

than the conventional FDTD method; this is because  

the meshless methods use high-order basis functions to 

expand the fields than the roof-top basis functions used 

in the FDTD method [14]. Our investigations presented 

here show that it is true in general but not so under 

certain conditions because of the meshless methods 

involve more complex matrix operations. 

 

II. NUMERICAL DISPERSION 

FORMULATION 

For simplicity, a two-dimensional (2-D) TMz wave 

propagating in a lossy and isotropic source-free medium 

of permittivity 𝜀, conductivity 𝜎, and permeability 𝜇 is 

considered. Maxwell’s equations in time domain can be 

written in a matrix form as: 

0 0

0

z

x

y

t y x
E

H
y t

H

x t

 





   
    

  
    

  
 

  
   

 
  

.           (1) 

Take Ez for an inspection. As Fig. 1 shows, Ez at node k 

can be interpolated with field values at the neighboring 

nodes j that is within the support domain centered at node 

k. Its node-based expansion can be expressed as [3]: 

1

( ) ( ) ( ) ( ) ( )
N

z k j k z j k z j

j

E X X E X X


    E X ,    (2) 

where ( , )k k kX x y  represents spatial position of node k, 

1 2( , , , )j NX X X X  stores all the node locations, and 

N is the total number of nodes within the support domain. 

Then, vector 1 2( ) [ ( ), ( )k k kX X X   , ( )]N kX  is 

a shape function, which is determined by: 
1(X ) (X )T

k k

 r G .                       (3) 

Here 1 2(X ) [ (X ), (X ),k k kr rr (X )]N kr  is a basis 

function. For Gaussian function, (X )j kr  has the 

following form [3, 4]: 

2

2

| |
( ) exp( )

j k

j k c

c

X X
r X

d



  ,                (4) 

where 
c is the shape parameter, 

cd  is the minimum 

distance between two nodes. For a multi-quadric basis 

function with shape parameters of C and q, (X )j kr  has 

the following form [6]: 
2

2

2

| |
( )

q

j k

j k

c

X X
r X C

d

 
  
 
 

.                (5) 

Then, the moment matrix G in (3) is: 

2 1 1

1 2 2

1 2

1 ( ) ( )

( ) 1 ( )

( ) ( ) 1

N

N

N N

r X r X

r X r X

r X r X

 
 
 
 
 
 

G = .           (6) 

Let 
EX  and 

HX  denote the spatial positions of the 

nodes at which electric field and magnetic field are 

located, respectively. By substituting these formulas into 

(1), we can get: 

( )
( ) ( ) ( )

( ) ( )

z E
z E y E x H

x E y H

X
X X X

t

X X

 


  




E
E H

H





,       (7a) 

( ) 1
( ) ( )x H

y H z E

X
X X

t 


 



H
E ,            (7b) 

( ) 1
( ) ( )

y H

x H z E

X
X X

t 






H
E .              (7c) 

Here        ( , ,x y z  ).  

By following the Fourier analysis approach [15], the 

numerical dispersion relation can be obtained. That is, 

first, the field components in (7) are assumed to have the 

following form:  

0( , ) exp( )exp( )f t f j j t  r k r ,               (8) 

where   is angular frequency, 0f is the amplitude. 

( )( cos sin )a a a ax x y y x yk k j       k , with   

being the phase shift constant,   being the attenuation 

constant and  being the propagation angle with respect 

the x-axis. r  is the displacement vector.  

We then apply the time-average (TA) scheme [16] 

to the lossy term of (7a) and use the central finite-

difference to approximate the time derivatives. Then, 

substitution of (8) into (7) reads: 

0

0 1

0

( )E H
xj j

z t E

y

H
E e X e

H

   
 

  
 

k r k r   ,           (9a) 

0 2 0

1
( )H Ej j

x t y H zH e X E e


    
k r k r   ,         (9b) 

0 2 0

1
( )H Ej j

y t x H zH e X E e


   
k r k r   .          (9c) 
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Here t  is the time step and is set as 
0/ 2cd v  to be 

consistent with FDTD method. v0 is the speed of light. 

1 , 
2 , 

t , and ( )EX  are defined as: 

 
/ 2

1 2 /2

1 1 /
, 1 1 ,

1 1 / 2

j t

t j t

t e

e











 

     
        

     
   , (10) 

( ) ( ) ( )E y E x EX X X       .              (11) 

After some manipulations, the following equations 

are obtained: 

0

0

0

0

0

0

( ) ( )
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1 0 0

( )
0 1
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y E E x E E
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y H H

x

y

x H H

c X X
E

X
H

c
H

X

c







 
  
   
    

   
   

  
 
  

Q Q

Q

Q

 





, 

(12) 

with 

1 2, , ,
EE E
N

T
jj j

E e e e
      

 
k rk r k r

Q ,           (13a) 

1 2, , ,
HH H
N

T
jj j

H e e e
      

 
k rk r k r

Q .          (13b) 

Here, E H E

j j r = r r , H E H

j j r = r r , H
r  and E

r  are  

the displacement vectors of magnetic field and electric 

field respectively. 0 2 sin /tc j t  , 1i    and 

/ 2t t   . / 2 tanTA

tj t      .  

By setting the determinant of the coefficient matrix 

of (12) to zero, and with some manipulations, numerical 

dispersion relation can be obtained as: 
2

0 ( )( ( ) )

( )( ( ) )

TA

y E y H H E

x E x H H E

c X X

X X

   

 

Q Q

Q Q

 

 
.              (14) 

This equation is solved with Newton iteration method. 
 

 
   (a)  (b) 
 

Fig. 1. The support domain centered at node k and used 

in formulas (7a) (a) and of (7b) and (7c) (b). 
 

III. DISPERSION ANALYSIS OF THE 

MESHLESS METHODS 
In the following paragraphs, we conduct numerical 

dispersion analysis of the meshless methods. To do so, 

we define numerical loss error (NLE), numerical phase  

error (NPE) as follows [17]: 

0

0

100%numNLE
 




  ,              (15a) 

0

0

100%numNPE
 




  .              (15b) 

βnum and αnum are the phase shift and attenuation constants 

of the meshless methods computed with (14), respectively. 

β0 and α0 are the theoretical phase shift and attenuation 

constants, respectively. With the above definitions, the 

dispersion errors of the meshless methods are studied as 

follows. 
 

A. Effects of basis functions and their parameters 

First, N is set to 4 and the distance between adjacent 

nodes is ∆s=λ/20. Such a setting is comparable to  

the conventional finite-difference time-domain (FDTD) 

method where a field component at a grid point is related 

to the field components at the surrounding four grid 

points. The dielectric constant of the medium under 

consideration is 𝜀𝑟 =1 and the conductivity is 𝜎 =
0.001 S/m.  

Figure 2 shows the NLEs and NPEs of the RPIM and 

the FDTD methods. The RPIM method uses Gaussian 

basis function with different 
c  values. It can be seen 

that when 
410c

 , the dispersion errors of the RPIM 

method are almost the same as those of the FDTD 

method, which is consistent with the phenomenon 

described in [1]; when 
310c

 , the NLEs and NPEs of 

the RPIM method are both less than the errors of the 

FDTD method; however, when 
210c

 , their NLEs 

and NPEs are sharply increased. This means that using a 

large c  will result in a large error or even solution 

divergence. 

Figure 3 shows the condition number of the moment 

matrix G in (6) versus different c . As c  decreases, 

the condition number of G increases rapidly. It implies 

that G can become an ill-conditioned matrix and unstable 

solutions are more likely to occur with a small c . In 

other words, choosing a smaller c  does not necessarily 

lead to smaller errors because of potential large condition 

numbers of the moment matrix. To ensure both the 

stability and accuracy of the RPIM method, we select 𝛼𝑐 

at the range of 10−3 in the following studies. 

We now turn to the RPIM method with the 

multiquadric basis function of (5). First, we set the 

parameter q=0.01 and let C change from 0.3 to 10. Figure 

4 shows the numerical dispersion errors with changing  

C. Then, we let the value of q change with a fixed C=1. 

Figure 5 shows the numerical dispersion errors with 

changing q. 

From Fig. 4 (a), we can see that the NLEs of the  
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RPIM method with the multiquadric basis function are 

approximately equal to or less than those of FDTD 

method in most of the propagation angles. With small C, 

however, the NPEs can be larger than those of FDTD 

approach at some propagation angles (see Fig. 4 (b)). 

 

 
   (a)  

 
   (b) 

 

Fig. 2. Numerical dispersion of the RPIM method: (a) 

NLE and (b) NPE versus the angle of propagation in a 

medium of 𝜀𝑟=1 and 𝜎=0.001S/m.  

 

 
 

Fig. 3. Condition number of the moment matrix G versus 

different 𝛼𝑐 of Gaussian basis function. 

 
 (a) 

 
 (b) 
 

Fig. 4. Numerical dispersion of the RPIM method using 

the multiquadric basis function: (a) NLE and (b) NPE of 

the RPIM method versus the angle of propagation. 

q=0.01. C is changed from 0.3 to 10. N=4 and 𝜎=0.001 

S/m.  
 

From Fig. 5, we can see that q has little effect on the 

NLEs and NPEs of the algorithm. Therefore, numerical 

dispersion errors of the RPIM method with the 

multiquadric basis function are mainly determined by C. 
 

 
 

Fig. 5. Numerical dispersion of the RPIM method using 

the multiquadric basis function of the RPIM method versus 

the angle of propagation with q=0.01, 0.01 and 0.001, 

respectively. In all cases, C=1, N=4, and 𝜎=0.001 S/m. 
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Figure 6 gives the condition numbers of the moment 

matrix G versus different C. Comparing Fig. 6 with Fig. 

3, we can clearly see that the condition numbers of G 

based on multiquadric function are far greater than that 

of G with Gaussian function; in other words, when the 

RPIM uses the multiquadric function as basis function, 

its coefficient matrix is more prone to be system 

singularity or numerical instability than that with 

Gaussian basis function.  
 

 
 

Fig. 6. Condition number of the moment matrix G versus 

different C of multiquadric basis function. 
 

Hence, based on the above analyses, in balancing 

between the modeling accuracy and the matrix condition 

number, it can be concluded that Gaussian basis function 

is a better choice for the RPIM approach for 

electromagnetic modeling. Therefore, in the following 

investigation, we use Gaussian basis function. 
 

B. Effects of numbers of the nodes within a support 

domain 

In this subsection, we investigate the effect of the 

number N of the nodes within a support domain. This is 

an important study as the results may provide a practical 

guideline on how to choose the number of nodes that  

can provide the best accuracy with least possible 

computational expenditure. The numbers of the node 

points are N=4, 12( c =0.001) and 16( c =0.003, for 

solution stability), respectively, with the change of the 

size of the support domain. The conductivity of the 

medium is 𝜎=0.1 S/m. 

Figure 7 shows the numerical dispersions. As seen, 

when N=4, the numerical dispersion errors approximately 

equal to those of the FDTD method; when N=12, the 

NLEs and the NPEs of the algorithm are also less than 

the errors of the FDTD approach; however, when N=16, 

although the NPEs of the meshless method are smaller 

than those of the FDTD method, almost all of the NLEs 

are far greater than them. The reason is that the condition 

number of G is significantly increased when N=16 (see 

Fig. 8). Although we can increase the value of c  to 

reduce the condition number of the moment matrix, only 

the NPEs of the algorithm will decrease but not 

necessarily NLE. Clearly, the NLE is more sensitive  

than the NPE to the singularity of the moment matrix.  

In weighting all the above factors, we conclude that  

only when the moment matrix becomes nonsingular, 

numerical dispersion errors of the RPIM method can be 

reduced by increasing the number of the nodes.  
 

 
 (a) 

 
 (b) 

 

Fig. 7. Numerical dispersion of the RPIM method with 

Gaussian basis function: (a) NLE and (b) NPE versus N. 

∆s=λ/20 and 𝜎=0.1 S/m. 
 

 

 

Fig. 8. Condition number of the moment matrix G versus 

different N. 
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C. Effects of media’s conductivity 

In this subsection, we investigate the effect of 

conductivity of the medium. 𝜎 =0.001 S/m, 0.1 S/m,  

and 1 S/m are used as the conductivity of the medium 

under consideration, respectively. For obtaining a stable 

solution, N is set to 4 with 
c =0.001.  

Figure 9 shows the NLEs and NPEs of the RPIM 

method. The NLEs and the NPEs of the method increase 

with the increase of 𝜎 . And the increase of the NPEs  

is much larger than that of the NLEs. Therefore, the 

electromagnetic wave propagation in lossy dielectric 

may lead to greater numerical dispersion error than in 

free space. 
 

 
 (a)  

 
 (b) 
 

Fig. 9. Numerical dispersion of the RPIM method with 

Gaussian basis function: (a) NLE and (b) NPE versus 

conductivity. N=4, ∆s=λ/20, and 𝛼𝑐 = 0.001. 
 

IV. CONCLUSION 
The general relation for numerical dispersion of the 

RPIM method is derived and analyzed for both lossless 

and lossy media in this paper. It was shown that only 

when the moment matrix is nonsingular, the numerical 

dispersion error of the RPIM can be less than that of the 

FDTD method. Solution stability and accuracy of the 

RPIM method are also influenced by the types of the 

basis functions and the number of nodes. The moment 

matrix of the RPIM with multiquadric basis function is 

more prone to be ill-conditioned than Gaussian function. 

Moreover, the NLE of the meshless method is more 

sensitive than the NPE to the singularity of the moment 

matrix; therefore, the balances between the solution 

stability (as a result of the ill-condition) and solution 

accuracy should be considered when choosing the 

modeling parameters. Another finding is that increase of 

medium conductivity leads to increase of numerical 

dispersion error. 

Finally, it is noted that the FDTD method can be 

considered as a special case of the meshless methods 

with low-order roof-top functions as the basis functions 

[14], [18], [19], [20]. As a result, the meshless methods 

are expected to have smaller numerical errors in general 

but not always due to the conditions and complexity of 

the moment matrix. This is shown in this paper.  
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Abstract ─ The relation between the manifold matrix  

of the array and the synthesized beampattern is 

investigated. The synthesized beampattern can be 

obtained by eigenvalue decomposition of the projection 

matrix of the array manifold matrix, while the least 

square error reaches the minimum. For an antenna array 

whose manifold matrix has been determined, the 

projection matrix can be derived easily from the array 

manifold matrix. Then, eigenvalue decomposition of 

the projection matrix is implemented to obtain the 

synthesized beampattern. The antenna element 

excitations can be obtained by an ameliorated least 

square method. The results of the simulations compared 

with the traditional least square method show that the 

matching degree between the targeted beampattern and 

the synthesized beampattern of the new method is 

higher and that the new method is more efficient.  

 

Index Terms ─ Array manifold matrix, beampattern 

synthesis, eigenvalue decomposition, least square 

method, projection matrix. 
 

I. INTRODUCTION 
Beampattern synthesis of the antenna array and 

beamforming technology have been broadly studied and 

used in the domains of multiple-input multiple-output 

(MIMO) radar and smart antenna for several decades. 

In the early phase of development, beamforming was 

accomplished in the radio frequency front end by phase 

shifters and radio amplifiers weighting the antenna 

element excitations. This structure is cumbersome, 

sizable, and inflexible. As microelectronic and digital 

technology develop, beamforming is achieved by digital 

signal processing techniques. The most researched topic 

is the receiving beamforming, in which the received 

antenna element signals are weighted to form the 

expected beampattern. Many approaches for 

beamforming have been developed by researchers. One 

method is the well-known capon beamforming [1,16]. 

Another approach views beamforming as a nonlinear 

optimization problem to obtain the antenna element 

excitations or the weighting vector. This method has 

been used in several recent studies [2-7]. However, it is 

well known that convex optimization approach is an 

iterative method for pattern synthesis in most cases.  
Currently, with the development of signal 

processing technology, many articles have been 

published. In the literature [8], an optimization method 

of an arbitrary side-lobe attenuation level was provided. 

The literature [9] discussed a beamforming approach 

for wideband use in MIMO systems. In the literature 

[10], a compressed sensing method was applied for 

beamforming. An ameliorated difference genetic 

algorithm for beamforming was proposed in the 

literature [11]. In the literature [12], the beamforming 

method under the constraint of l1-norm minimization 

was investigated. Phased array beam steering through 

serial control of the phase shifters was presented in 

another article [13].  

The least square (LS) method is a classic approach 

that has been used broadly in many areas [14]. A 

steerable least square approach was presented in a 

further article [15]. Reference [17] studied the phase 

and pattern characteristics of a sub-wavelength 

broadband reflectarray unit element based on triple 

concentric circular-rings.     

In the methods mentioned above, the expected 

beampatterns are often presumed in advance as a 

determined vector to lower the complexity of 

beamforming and to reduce the computing amount.  

However, none of these methods investigates the 

relation between the manifold matrix of array and      

the targeted beampattern. In this paper, the relation 

between the manifold matrix of array and the targeted 

beampattern is investigated. The synthesized beampattern 

can be obtained by eigenvalue decomposition of the 

projection matrix of the array manifold matrix, while 

the least square error reaches the minimum. Then, the 
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antenna element excitations can be obtained through   

an ameliorated least square method. Compared with  

the traditional least square method, the synthesized 

outcomes of the new approach are more efficient and 

have better agreement with the expected beampattern. 

In addition, the new method is a non-iterative approach 

for pattern synthesis. 

The rest of this paper is organized as follows: 

Section II presents the beampattern synthesis paradigm; 

Section III provides the eigenvalue decomposition 

method for beampattern synthesis; Section IV shows 

the solution of the array excitation by an ameliorated 

least square method; Section V discusses the new 

approach and compares the results with the traditional 

least square method; and Section VI draws a conclusion. 

 

II. BEAMPATTERN SYNTHESIS 

PARADIGM 
Consider an N-element d-spaced uniform linear 

antenna array, where all the elements are isotropic. 

Assume all the antenna elements transmit a narrow-

band beam with a central wave length λ. We investigate 

the far-field scenario. The antenna elements are arranged 

as shown in Fig. 1, numbered from 1 to N.    
 

... ...θ

1     2     3         ...      i     i+1   ...       N  
 
Fig. 1. Arrangement of the uniform linear antenna array. 

 

In Fig. 1, the angle between the signal and the axis 

of the array is denoted as θ, in the far field, the formed 

beampattern can be written as:   

 
1

2π

0

=
N

j id cos /

i

i

s W e . 




  (1) 

In equation (1), Wi is the i+1th antenna element’s current 

excitation. 

Let 2π 2π 1( )=[1, ,..., ]j d cos / j d( N )cos / Te e    
a

 
be the 

steering vector with superscript T denoting the transpose 

operation. Denote the antenna element excitation vector 

as W=[W0,W1,...,Wi,...,WN-1]T. Thus, equation (1) can be 

expressed as:   

 = ( ) .Ts a W  (2) 

Set θ in the interval of [0°,180°]. Denote its 

discrete value as θ1, θ2, ..., θk, ..., θK. If the targeted 

beampattern vector is: 

 
1 2

1 2

=[ ( ), ( ),..., ( ),..., ( )]

  [ , ,..., ,..., ] ,

T

k K

T

k K

P P P P

P P P P

   



P
 (3) 

then, the objective of the beampattern synthesis is to obtain 

the weighting vector by solving the equation:   

 1 2([ ( ), ( ),..., ( ),..., ( )] ,T

k Kabs     a a a a W P)  (4) 

where abs denotes the absolute value operation.  

Let A=
1 2[ ( ), ( ),..., ( ),..., ( )]k K   a a a a , where A is 

the array manifold matrix; therefore, equation (4) can 

be expressed as:  

 ( ) .Tabs A W P  (5) 

It is difficult to solve this equation directly because this 

equation is considered an overdetermined equation in 

most cases.  

To solve this equation, traditional practice is to 

transform equation (5) into either:   

 ,T A W P  (6) 

or 

 
2

     .Tmin A W P-  (7) 

In equation (7), ||•|| denotes the vector length operation.   

Compared with equation (5), equations (6) and (7) 

remove the absolute value operation and simplify the 

solving process. There are many traditional methods    

to solve equations (6) and (7). Obviously, removing   

the absolute operation of equation (5) largely simplifies 

the process, however, it also causes less agreement 

between the synthesized beampattern and the expected 

beampattern. Hence, in the following sections of this 

paper, a novel approach is presented to solve equation 

(5).  
 

III. BEAMPATTERN SYNTHESIS BY 

EIGENVALUE DECOMPOSITION 
To solve equation (5), an intermediate vector F is 

used to satisfy: 

 ,T A W F  (8) 

 ( )abs .F P  (9) 

First, equation (9) can be solved; its solution is: 

 
1 2

1 2

1 2

( , ,..., )

=[ , ,..., ] .

K

K

j j j

j j j T

K

diag e e e

Pe P e P e

  

  

F P
 (10) 

In this equation, diag denotes the diagonal matrix, and 

k (k=1,2,...,K) is an arbitrary angle variable. Therefore, 

we can obtain: 

 1 2

1 2( )= [ , ,..., ] ,Kj j j* T

Kdiag diag Pe P e P e
    

F  (11) 

where * denotes the conjugate operation. 

Then, equation (9) can be transformed into: 

 

1 2

1 2

2 2 2

1 2 1 2

( ) = [ , ,..., ]

=[ , ,..., ] [ , ,..., ]

( )

Kj j j* T

K

T T

K K

diag diag Pe P e P e

P P P diag P P P

diag .

    





F F F

P

P P

 (12) 

Hence, equation (8) can be transformed into: 

 ( *) ( *) ( )Tdiag diag diag . F A W F F P P  (13) 

Denote ( *) TdiagG F A  and ( )diagM P P . Then, 

equation (13) can be rewritten as: 

 .GW M  (14) 

Its least square solution is: 

 1

LS ( .H HW G G G M)  (15) 
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In equation (15), superscript H denotes the conjugate 

transpose operation.  

According to the projection theory, equation (15) 

means that while M is projected into the column vector 

space of the G matrix, the error between the synthesized 

beampattern obtained by WLS and M reaches the 

minimum [14]. It is easy to determine that the 

projection vector from M to matrix G’s column vector 

space is [14]:           

 1

G ( .H HP G G G G M)  (16) 

Its error vector is [14]:   

 1

G ( ( ,H H E E G G G G M) )  (17) 

where E is a unit matrix. 

Obviously, the minimum of the error is 0 vector, 

i.e., EG=0. Hence, in this situation:  

 1

G ( ( .H H  ) ) =E E G G G G M 0  (18) 

Taking a step forward, we can obtain: 

 1( 1 .H H ) = =G G G G M EM M  (19) 

Equation (19) means M is the eigenvector of the matrix 
1( H H

G G G G)  to the eigenvalue of 1. 

Therefore, the synthesized beampattern Q can be 

obtained from the eigenvalue decomposition of the matrix 
1( H H

G G G G) . Q is the eigenvector to the eigenvalue of 

1. From Q, the array element excitation vector can be 

obtained. 
 

IV. THE SOLUTION OF THE ELEMENT 

CURRENT EXCITATIONS 
After eigenvector Q is substituted into equation 

(14), the following equation can be obtained: 

 .GW Q=  (20) 

Substituting ( *) TdiagG F A  into equation (20), 

we can obtain: 

 diag ( *) .T W F A W QG  (21) 

From equation (21), we can obtain: 

 1(diag ( *)) .T A W F Q  (22) 

Let 1(( ( *)) )diag diag D F Q  and TB A ; then, 

the steerable least square solution W of equation (22) 

can be obtained as [15]: 

 
1 1 1( (diag ( *)) ,H l H  W B D B B F Q( ) )

 
(23) 

where l is an integer variable. 
 

V. THE SIMULATIONS AND RESULTS 
In this section, three examples are conducted to 

demonstrate the new approach’s performance.  

Consider an N-element d-spaced uniform linear 

antenna array, where all the elements are isotropic. 

Assume all the antenna elements transmit a narrow-

band beam with a central wave length λ . We investigate 

the far-field scenario. The antenna elements are arranged 

as shown in Fig. 1, numbered from 1 to N. Let d=λ /2 .  

Given that the beampattern is a periodic function of 

θ, we set θ in a cycle interval of [0°,180°]. Let θ’s 

discrete value θ1, θ2, ..., θk, ..., θK be 0°, 1°, …, 179°, 

180°, in sequence. These settings are consistent with  

real practice and facilitate digital processing.  

In the first example, let N=21, and the expected 

beampattern is created by uniform element excitation. 

The targeted beampattern can be obtained by:      

 0

1
2π ( )

0

= ,
N

j id cos cos /

i

s I e
  






  (24) 

where θ is the signal transmitting angle as shown in 

Fig. 1, θ0=π/2 is the scan angle, and I is the amplitude 

of the antenna element current excitation. 

Let F=P; the simulation outcomes are shown in 

Fig. 2. In the legend column of Fig. 2, the target 

denotes the expected beampattern created by equation 

(24); LS refers to the traditional least square solution of 

equation (6); eigen marks the synthesized beampattern 

that is the eigenvector to the eigenvalue of 1 obtained 

from eigenvalue decomposition of the matrix 
1( H H

G G G G) ; the beampattern of eigen is substituted 

into equation (23) to obtain the array element excitation 

and l=0, l=1, l=2, l=3, l=4 indicate the beampatterns 

created by the element excitation of equation (23), 

while l has different values.  

 

 
 

Fig. 2. The outcomes of the first simulation (N=21).  

 

In Fig. 2, the main-lobe of the targeted beampattern 

is in the range [84°,96°], with the highest level at 

θ=90°. Its first side-lobe peak level is -13.6 dB. The 

main-lobe of the least square method is in the range 

[84°,106°], with the highest level at θ=97°. Its side-lobe 

peak level is -12.5 dB at θ=126°. The beampattern of 

the eigenvalue decomposition method and the targeted 

beampattern overlap in range from the left second side-
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lobe to the right second side-lobe. In the other range, 

while θ is moving farther away from θ=90°, the gain of 

the eigenvalue decomposition beampattern gradually 

decreases more than that of the targeted beampattern. 

The beampattern created by equation (23), while l=0, 

has no apparent main-lobe or side-lobe. The beampattern, 

created by equation (23) while l=1, has an apparent 

main-lobe but no side-lobe. Its main-lobe is in the range 

of [85°,95°], with the highest level at θ=90°. Its        

first side-lobe peak level is -5.5 dB. While l=2, the 

beampattern created by equation (23) nearly overlaps 

with the beampattern of the least square method. The 

beampatterns created by equation (23), while l=3 and 

l=4, nearly overlap with the targeted beampattern.  

It can be seen from Fig. 2 that the synthesized 

beampattern from eigenvalue decomposition, and the 

outcomes, while l=3, l=4, all have better agreement 

with the targeted beampattern than the outcome 

produced by the traditional least square method.     

In the second example, let N=15, where all other 

conditions are the same as those in the first example. 

The expected beampattern is created by equation (24), 

with uniform element excitation. The simulation 

outcomes are shown in Fig. 3. In the legend column of 

Fig. 3, the target denotes the expected beampattern 

created by equation (24); LS refers to the traditional 

least square solution of equation (6); eigen marks the 

synthesized beampattern that is the eigenvector to the 

eigenvalue of 1 obtained from eigenvalue decomposition 

of the matrix 1( H H
G G G G) ; the beampattern of eigen 

is substituted into equation (23) to obtain the array 

element excitation and l=0, l=1, l=2, l=3, l=4 indicate 

the beampatterns created by the element excitation of 

equation (23), while l has different values. 

In Fig. 3, the main-lobe of the targeted beampattern 

is in the range [82°,98°], with the highest level at 

θ=90°. Its first side-lobe peak level is -13.2 dB. The 

main-lobe of the least square method is in the range 

[90°,106°], with the highest level at θ=97°. Its side-lobe 

peak level is -1.5 dB at θ=82°. The beampattern of the 

eigenvalue decomposition method and the targeted 

beampattern overlap in the main-lobe range. In the 

other range, while θ is moving farther away from 

θ=90°, the gain of the eigenvalue decomposition 

beampattern gradually decreases more than that of the 

targeted beampattern. The beampattern created by 

equation (23), while l=0, has no apparent main-lobe or 

side-lobe. The beampattern created by equation (23), 

while l=1, has an apparent main-lobe but no side-lobe. 

Its main-lobe is in the range [82°,98°], with the highest 

level at θ=90°. Its first side-lobe peak level is -5.3 dB. 

While l=2, the beampattern created by equation (23) 

nearly overlaps with the beampattern of the least square 

method. While l=3 and l=4, the beampatterns created  

by equation (23) nearly overlap with the targeted 

beampattern. 
 

 
 

Fig. 3. The outcomes of the second simulation (N=15).  

 

It can be seen from Fig. 3 that, once again, the 

synthesized beampattern of eigenvalue decomposition, 

and the outcomes, while l=3, l=4, all have better 

agreement with the targeted beampattern than the 
outcome produced by the traditional least square 

method.  

In the third example, let N=23, and in the targeted 

beampattern, there exists a null beam, where θ is in the 

scope from 116° to 123°, with a lowest attenuation of   

-81 dB at θ=116°. Except for these values, other 

conditions are the same as those in the first example. 

The expected beampattern is still created by equation 

(24), with uniform element excitation. The simulation 

outcomes are shown in Fig. 4. In the legend column of 

Fig. 4, the target denotes the expected beampattern 

created by equation (24); LS refers to the traditional 

least square solution of equation (6); eigen marks the 

synthesized beampattern that is the eigenvector to the 

eigenvalue of 1 obtained from eigenvalue decomposition 

of the matrix 1( H H
)G G G G ; the beampattern of eigen 

is substituted into equation (23) to obtain the array 

element excitation and l=0, l=1, l=2, l=3, l=4 indicate 

the beampatterns created by the element excitation of 

equation (23), while l has different values.  

In Fig. 4, the main-lobe of the targeted beampattern 

is in the range [85°,95°], with the highest level at 

θ=90°. Its first side-lobe peak level is -13.5 dB. The 

main-lobe of the least square method is in the range 

[81°,95°], with the highest level at θ=88°. Its side-lobe 

peak level is -6.1 dB at θ=113°. The beampattern of the 

eigenvalue decomposition method and the targeted 

beampattern overlap in range from the left first side-
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lobe to the right first side-lobe and null beam scope. In 

the other range, while θ is moving farther away from 

θ=90°, the gain of the eigenvalue decomposition 

beampattern gradually decreases more than that of     

the targeted beampattern. The beampattern, created by 

equation (23), while l=0, has no apparent main-lobe or 

side-lobe. The beampattern, created by equation (23), 

while l=1, has an apparent main-lobe but no side-lobe. 

Its main-lobe is in the range [85°,95°], with the highest 

level at θ=90°. Its first side-lobe peak level is -6.7 dB. 

While l=2, the beampattern created by equation (23) 

nearly overlaps with the beampattern of the least square 

method. While l=3 and l=4, the beampatterns created  

by equation (23) nearly overlap with the targeted 

beampattern in the range where the null beam is not 

located. Only the targeted beampattern, the beampattern 

of the eigenvalue decomposition approach, and the 

beampattern created by equation (23), while l=4, have 

null beams in the same range; other beampatterns all 

have no null beam. The beampattern created by equation 

(23), while l=4, has a null beam with the lowest level,   

-79 dB at θ=116°. 
 

 
 

Fig. 4. The outcomes of the third simulation (N=23).  

 

It can be seen from Fig. 4 that, once again, both the 

synthesized beampattern from eigenvalue decomposition 

and the outcome, while l=4, have better agreement with 

the targeted beampattern than the outcome produced by 

the traditional least square method. In particular, at    

the null beam zone, both the beampattern synthesized 

from eigenvalue decomposition and the outcome, while    

l=4, have much better agreement with the targeted 

beampattern, and the outcome produced by the 

traditional least square method has no apparent null 

beam.  

From these examples, we can learn that the new 

method has better performance than the traditional least 

square method, and while l increases from 1 to 4, the 

beampattern created by the element excitation of 

equation (23) gradually matches the targeted pattern 

better and better. We simulate the new approach using 

the MATLAB software platform on an HP notebook  

PC with a core i5-5200U CPU and a 4G memory. All 

simulations in this paper take approximately less than 

one second to obtain the final outcomes.  

 

VI. CONCLUSION   
The synthesized beampattern can be obtained by 

eigenvalue decomposition of the projection matrix of 

the array manifold matrix, while the least square error 

reaches the minimum. For an antenna array whose 

manifold matrix has been determined, the projection 

matrix can be derived easily from the array manifold 

matrix. Then, eigenvalue decomposition of the 

projection matrix is conducted to obtain the synthesized 

beampattern, and the antenna element excitations can 

be solved by an ameliorated least square method. The 

results of the simulations compared with the traditional 

least square method show that the matching degree 

between the targeted beampattern and the synthesized 

beampattern of the new method is higher and that the 

new method is more efficient. 
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Abstract ─In this paper, a Discontinuous Galerkin  

finite element time-domain method (DG-FETD) based 

on non-conforming hybrid meshes is presented for 

analysis of the ferrite device. The DG-FETD method 

with explicit difference scheme is firstly used to 

analyze the electromagnetic characteristics of complex 

medium such as ferrite material to reduce memory 

requirement and computational time. The recursive 

convolution (RC) method is applied into DG-FETD to 

deal with the constitutive relation of ferrite material. 

What’s more, the non-conforming hybrid mesh method 

with tetrahedron-hexahedron is employed to improve 

the flexibility and accuracy in mesh processing and 

reduce the number of unknowns. Numerical results 

show the efficiency of the proposed method. 

 

Index Terms ─Discontinuous Galerkin finite element 

time-domain method, ferrite device, non-conforming 

hybrid meshes. 
 

I. INTRODUCTION 
Nowadays, the analysis of the electromagnetic 

properties for complex medium has received much 

attention. The ferrite material which is regarded as 

complex medium is widely used for the ultra-miniature 

and ultra-wideband device with characteristic of non-

reciprocity such as circulator and isolator. For these 

ferrite device, both the finite element time-domain 

method (FETD) [1] and the finite-difference time-

domain method (FDTD) [2] can be used to analyze 

electromagnetic characteristics. Although the FDTD 

method is simple, it suffers from serious degradation 

when modeling curved and fine geometrical features, 

because staircase approximation introduces large 

discretization errors even when the grid size is very 

small. The conventional FETD method with the 

characteristic of flexible modeling can not form the 

block diagonal which must calculate a large sparse 

matrix inversion via solver. Fortunately, discontinuous 

Galerkin method has been proposed and combined with 

the FETD method called discontinuous Galerkin finite 

element time-domain (DG-FETD) method [3]-[5]. 

Numerical fluxes are introduced to impose the tangential 

continuity of the electrical and magnetic fields at the 

interfaces between adjacent elements. Central flux [6] 

and upwind flux [7] are the common ways and a 

comparative study of these two schemes can be found 

in [8]. The DG-FETD has enhanced flexibility of FETD 

and can support irregular non-conforming meshes 

constituted of various types and shapes. It also supports 

various basis functions in different sub-domains. 

Furthermore, the resulting mass matrix is a block 

diagonal matrix and the method can lead to a fully 

explicit time-marching scheme. To improve the accuracy 

of modeling and reduce the number of unknowns,  

the non-conforming meshes based on hexahedron-

tetrahedron is introduced into DG-FETD [9], [10] and 

the information between neighboring elements is 

exchanged through central flux [11], [12]. To treat the 

ferrite material in the time-domain analysis, we usually 

use the recursive convolution (RC), piecewise linear RC 

(PLRC) and the trapezoidal RC (TRC) techniques [13]-

[15]. In this letter, we introduce RC technique into DG-

FETD to deal with the constitutive relation of ferrite 

material for the first time and further introduce the non-

conforming mesh technique to RC-DGFETD which can 

reduce computational time, memory requirement and 

number of unknowns effectively. It can also improve 

flexibility of modeling. We will also try to implement 

PLRC and TRC as a future venue of research. 
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The theory of the non-conforming RC-DGFETD  

is presented in Section II. The numerical results are 

discussed in Section III, and the conclusion is drawn in 

Section IV. 
 

II. THEORY AND IMPLEMENTATION OF 

THE NON-CONFORMING DG-FETD 

A. Ferrite material 

Permeability of the ferrite is a tensor that varies 

with frequency when an external magnetic field exists. 

We assume that an alternating magnetic field H  

and constant bias magnetic field 
0H  in direction y is 

imposed on the ferrite, the total magnetization 
tM  and 

the total magnetic intensity 
tH
 
are then expressed as:  

 0t H H y H , (1) 

 t sM M y M . (2) 

Where M denotes alternating magnetization due to 

H( 0HH ). In frequency domain, when the external 

magnetic field is parallel to the Y axis, the permeability 

[16] can be expressed as: 
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Where ( )r   and 
 
denote relative magnetic 

permeability and gyromagnetic ratio respectively. 

 
 7

0 0 , 4 , 1.76 10 /m sH M rad s Oe          , 

sM  denotes saturation magnetization. 

The Eq. (3) can be transformed into time domain 

expression with Inverse Fast Fourier Transforms (IFFT) 

method, then 
r  can be expressed as: 
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B. RC-DGFETD for Ferrite material 

Considering the area of the ferrite device, one can 

use the following Maxwell’s curl equations to describe 

the distribution of electromagnetic fields: 

 
0 r

t
 


 



E
H , (5) 

 
0 ( ( ))r t
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H
E . (6) 

Because the relative permittivity 
r  

is independent 

to frequency, we focus on the derivation of (6), and (5) 

will be derived with formula of domain containing 

PML, which is introduced to truncate the boundary. We 

use the basis function 
h

if
 
to test (6), and covert it by  

vector identical equation and divergence theorem. 

The (6) can then be changed into: 
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The Central-flux is employed between elements 

and has the following forms:   
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   n E n E E . (9) 

Where E and H represent the electrical and 

magnetic fields within sub-domain V, 
E and 

H  

represent the electrical and magnetic fields from the 

adjacent elements. Applying (9) into (7) leads to: 
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Insertion of (4) into (10) and further use of recursive 

convolution leads to: 
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The (11) can be converted into a matrix equation: 
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h

h h h

h
T F t F t Tb h

t

P e S e Ss e


    



  
. (12) 

In this paper, the perfect matched layer (PML) is 

constructed to truncate the computation region, DG-

FETD for PML domain is also given:  

  ( )t
t
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E . (14) 
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Here, ( )t  is diagonal tensor: 
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Using the basis function e

if  
and h

if
 
to test (13) and 

(14) respectively and the central-flux conditions is 

applied between neighboring elements. Then the 

convolution theorem and divergence theorem is applied, 

(13) and (14) can be changed into: 
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 (16) 

Because parameter 0  and m  
have no value in 

non-ferrite material region, so we can couple the matrix 

equations of PML region and ferrite region as follows: 
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Where 
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(17) and (18) is discretized using leap-frog in time: 
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C. Non-conforming hybrid interfaces matrix 

calculation 

The implementation of the DG-FETD method on 

hybrid meshes mainly focuses on the computation of 

the matrix involving integrals over a hybrid interface 

between current elements in V and neighboring elements 

in V+ of the different type, it has no relationship with 

other matrix involving integrals over an element or an 

interface between two elements of the same type. So we 

concentrate on the calculation of such integrals of (11) 

as follows: 
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Where h

j


f  and e

j


f  denote basis functions of 

neighboring elements. There are several cases of non-

conforming interfaces, two complex cases will be 

considered as follow. Case (a) as shown in Fig. 1 (a) 

corresponds to the situation where current element in V 

is a hexahedron and the neighboring elements in V+ are 

six tetrahedrons. The curved hexahedron basis function 

is employed in current element and edge basis functions 

of tetrahedral element is employed in neighboring 

elements [17]. One hexahedron and six tetrahedrons 

form the interfaces in which one quadrangular and six 
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triangulars intersect into six non-conforming surfaces, 

when we calculate the integrals of [Sse] and [Ssh] in (17) 

and (18) of hexahedron hybrid interface, for example, 

[Sse] can be calculated as: 
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, (23) 

where 
e

if  is curved hexahedron basis function, h

j


f  is 

Whitney vector basis function of the neighboring 

tetrahedral cells. 1S 2S 3S 4S 5S 6S  denote the hybrid 

interfaces of the hexahedron and the integrals in Eq. 

(23) are stored for each hybrid interface. 

Case (b) as shown in Fig. 1 (b) corresponds to the 

situation where the current element in V is a tetrahedron 

and the neighboring elements in V+ are hexahedrons. 

For this situation, e

if  represents Whitney vector basis 

function and 
h

j


f  represents curved hexahedron basis 

function.  
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Fig. 1. (a), (b) Non-conforming hybrid interfaces formed 

by one hexahedron and six tetrahedrons and one 

tetrahedron and four hexahedrons 

 

III. NUMERICAL RESULTS AND 

DISCUSSION 
The numerical results are presented in this section 

to show the accuracy and efficiency of non-conforming 

RC-DGFETD for analyzing the ferrite material. Figure 

2 shows the model of the Y-junction circulator, the size 

of the wave guide aperture is 22.86mm 10.16mm and 

the ferrite cylinder of the model with a radius of 3.5mm 

and a height of 10.16mm. Twenty layers PML are 

employed with a thickness of 2.5mm for each layer. The 

hybrid hexahedral-tetrahedral meshes and tetrahedral 

meshes are employed respectively as shown in Fig. 3. 

In the first case, the simulation domain is firstly 

discretized with tetrahedral grid of 1.5mm for the domain 

of air and hybrid hexahedral-tetrahedral grid of 0.3mm 

for the ferrite part. In the second case, the model is 

discretized with tetrahedral grid of 1.5mm. Constant 

magnetic field is imposed in the direction of y, which  

is perpendicular to the propagating direction of the 

microwave. The magnetic intensity is 200 Oe, saturation 

magnetization is 1317G/4 , the relative permittivity  

of the ferrite material is 11.7. The excitation source 

used in the simulation is a Gaussian pulse with center 

frequency of 10GHz and bandwidth of 4GHz. The 

comparison of the results between different methods is 

shown in Figs. 4-7 and the comparison of the detailed 

parameters of Y-junction circulator is also listed in 

Table 1. 
 

 
 

Fig. 2. Geometry of the Y-junction circulator. 

 

 
 

Fig. 3. Hybrid and tetrahedral meshes of the Y-junction 

circulator. 
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Fig. 4. Time domain waveforms of electric field in 

different port of Y-junction circulator with hybrid. 
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Fig. 5. Reflection loss of input port with hybrid DG-

FETD and tetrahedral mesh DG-FETD and CST. 
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Fig. 6. Insertion loss of the throughout port with hybrid 

DG-FETD, and DG-FETD with tetrahedral grid and 

CST. 
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Fig. 7. Isolated degree of isolation port with hybrid DG-

FETD and tetrahedral mesh DG-FETD and CST. 

 

Table 1: Parameters of Y-junction circulator with 

different decomposition method 

Method 
Element 

Number 
Un-knowns 

t  
(ns) 

Number of 

Time Steps 

CPU 

Time(s) 

Hybrid 21379 280259 80 18750 4049 

Tetrahedral 39064 397613 50 30000 15516 

 

From Fig. 5 to Fig. 7, a good agreement of the 

results between the DG-FETD and CST can be observed. 

The number of unknowns for the hybrid mesh is reduced 

compared with the tetrahedral mesh for simulations 

with comparable accuracy levels as shown in Table 1. 

What’s more, the iterative time of the hybrid mesh 

method is much less than that of the tetrahedral mesh.  

Finally, The comparison between the SETD [18] 

method and the DG-FETD is also given in Fig. 2 and 

Table 2. Both of the methods are applied to analyze the 

same model in the first example. A good agreement of 

the results between SETD and DG-FETD can be found 

in Fig. 8. The memory requirement and unknowns for 

the DG-FETD are reduced compared with the SETD as 

shown in Table 2. What’s more, the memory requirement 

of the DG-FETD is also much less than that of the 

standard SETD. 
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Fig. 8. The scattering parameters of Y-junction circulator 

with DG-FETD and SETD. 

 

Table 2: Computational cost of the two methods 

Method  Unknowns CPU Time(s) Memory (GB) 

DG-FETD 89992 973 171MB 

SETD 94971 3940 197MB 

 

IV. CONCLUSION 
This paper proposes a DG-FETD based on non-

conformal meshes for the analysis of the ferrite 

circulator. The Discontinuous Galerkin method is 

presented to solve time-domain Maxwell’s equation  

and the central-flux is used. Furthermore, the non-

conformal mesh method is utilized in the DG-FETD to 

reduce the memory requirement and the number of 

unknowns. Numerical results show the efficiency of the 

non-conformal DG-FETD, especially for the memory 

requirement and iterative time. 
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Abstract ─ The time domain parabolic equation method 

(TDPE) is an efficient tool for analyzing electromagnetic 

(EM) scattering by electrically large objects. It reduces 

the cost of computational resources by dividing three-

dimensional solution space into multiple two-

dimensional transverse planes for calculating scattered 

fields one by one. For thin coated perfectly electrically 

conducting (PEC) objects, the efficiency of TDPE method 

will decrease if dielectric is considered to be meshed. 

As an approximate method, Leontovich impedance 

boundary condition (IBC) handles this problem by 

modeling a surface impedance on the outer surface  

of coating dielectric, instead of solving Maxwell's 

equations in the dielectric domain. Thus in this paper, 

TDPE method based on Leontovich IBC is proposed to 

analyze broadband scattering problems of large-scale 

coated PEC objects. Numerical results have validated 

the accuracy and efficiency of the proposed method. 

 

Index Terms ─ Coated objects, impedance boundary 

condition, time domain parabolic equation, wideband 

electromagnetic scattering. 
 

I. INTRODUCTION 
Recently, accurate and efficient prediction of wide-

band electromagnetic (EM) scattering characteristic for 

electrically large objects has been required increasingly 

in many regions, because the broadband detection and 

stealth of targets are applied widely. The radar cross 

sections (RCS) evaluation of objects is a vital tool for 

the target identification and the optimization of objects’ 

shape or coating. However, the coated material for 

stealth and camouflage will increase the complexity and 

reduce the efficiency in the EM scattering analysis. 

Therefore, it is necessary to develop an accurate and 

efficient numerical method to handle this problem. The 

parabolic equation (PE) method has been widely used 

to analyze the propagation of acoustic wave [1,2], light 

wave [3,4] and seismic wave [5], because it modules 

the wave propagating along the paraxial direction. The 

method is firstly proposed by Lenontovich and Fock in 

[6], where the electromagnetic (EM) wave diffraction 

on the earth’s surface is researched. After then, the EM 

wave propagation over obstacle surface [7], irregular 

terrain [8] and even expressway [9] is also modeled, 

calculated and analyzed. The PE method converts a three- 

dimensional (3D) problem to multiple two-dimensional 

(2D) problems by marching the solving plane. In this 

way, the computational resources can be reduced 

dramatically [10-13]. Recently, more attention is focused 

on the solution in time domain since the requirement 

for broadband or transient analysis becomes more 

urgent [14]. The 2D time domain parabolic equation 

(TDPE) developed by Murphy is utilized to analyze 

ocean acoustic propagation [16]. Later, a 3D vector 

TDPE is proposed for solving wide-band EM scattering 

problems of perfectly conducting (PEC) objects with 

high efficiency [17].  

However, less work reports on the wide-band 

analysis of composite objects, especially for coated 

objects [18,19]. In traditional rigorous methods, e.g., 

surface integral equation (SIE) [20-24] and volume-

surface integral equation (VSIE) [25], the number of 

unknowns will increase significantly if coating 

dielectric is meshed because thickness is usually small 

compared to the wavelength. Leontovich impedance 

boundary condition (IBC) which prescribes on the outer 

surface of coating materials can overcome this problem 

[26]. It avoids the dense grids and costly solution inside 

the coating by constituting a local relationship between 

the tangential components of the electric field and 

magnetic field. In [27], IBC is introduced into time-

domain integral equation (TDIE) to analyze transient 

scattering from coated bodies. Both unknown electric 

and magnetic currents are considered and modeled 

independently to guarantee the continuity of normal 

components across mesh edges. The method is free of 

spurious resonant solutions and exact fields can be 

obtained. TDIE presents obvious advantages when 

analyzing open boundary problems of homogeneous 

scatterers because it automatically satisfies the radiation 

condition. Only scatterers need a discretization rather 

than the whole solution space. This results in a sharp 

decrease on the number of unknowns. However, huge 
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computational resources will be cost on solving dense 

matrix equations in TDIE, even if it is accelerated by 

the plane-wave time-domain algorithm and multilevel 

fast multipole algorithm which restricts its application on 

analyzing large-scale scattering and radiation problems. 

In this paper, we propose TDPE with Leontovich 

IBC to solve wide-band EM scattering from coated 

objects. The dielectric region is described by IBC, 

which leads to a great reduction in computing times and 

memory requirements. The implicit finite difference 

(FD) scheme of Crank–Nicolson (CN) type is employed 

to solve the parabolic equation. The transient scattered 

fields can be computed plane by plane along the 

forward wave propagation direction. Additionally, the 

complete scattering field in all directions can be 

obtained by the rotating TDPE method. 
 

II. THREE-DIMENSIONAL TIME DOMAIN 

PARABOLIC EQUATION METHOD 

A. Vector three-dimensional TDPE formulations 

Parabolic equation is an approximate form of the 

wave equation in paraxial direction. The wave equation 

in source-free region can be written as: 

 
2 2 2

2

2 2 2
+ 0k

x y z

  


  
  

  
, (1) 

where   denotes the scattered field component and k 

is the wave number. 

Assuming the x axis is the paraxial direction of the 

parabolic equation, the reduced scattered field can be 

defined as: 
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ikx
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Substitute (2) to (1) and factorize it, the forward 

and backward parabolic equation can be obtained: 
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 denotes the pseudo 

differential operator. u  and u  represent the forward and 

backward components of the reduced scattered field.  

With the first order Taylor series expansion, Q  can 

be approximated as: 
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  . (4) 

Thus, the standard parabolic equation can be 

obtained: 
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. (5) 

The vector PE is composed of three scalar 

parabolic equations in three dimensions. The standard 

vector PE in free space can be written as: 

 

2 2

2 2

2 2

2 2

2 2

2 2

2 0

2 0

2 0

x x x

y y y

z z z

u u u
ik

xy z

u u u
ik

xy z

u u u
ik

xy z

  
  

 
  

  
 

  
   

 

. (6) 

Define a Fourier transform as: 
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2
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   , (7) 

where  
0

i tF k e dt

 
iE  is a spectrum function, iE  

represents the incident plane wave, s ct x   is the 

distance from the paraxial wave-front ct and c is the 

light speed. 

Using the Fourier transform in (7), the three 

dimensional vector PE in time domain is obtained: 
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where ( , , )x y z

    denotes the components of 

transient reduced scattered field for ,x y    and z   

directions, respectively. 

Applying central difference scheme to (8), the 

semi-discretized form of the time-domain PE can be 

derived: 
1

, 1 , 1

1

, ,

1 1

, 1 , 1 , 1 , 12 2

2 21

, 1, , ,, ,

+ +

++

8

1 1

m m

l l

m m

l l

m m m m

l l l l

z ym m

m l m ll l

x s

z y

 

 

   

  



 



 

   







 



 

   

   
 

    



 
 

 
 

   
     

  

, ,x y z 

, 

(9) 

in which 
,

( , , )
m

l
x y z


   is the unknown, x , y , z  

are the spatial range steps in three dimensions and s  

is the time step. 
2

y  and 
2

z
  denote the second-order 

difference operator along the y-and z-axes, respectively: 
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By using the CN FD scheme to solve (9), the 

discrete form of vector TDPE can be derived as (10), 

where 
, ,

,

m p q

l
  represents the reduced transient scattered 

field at the location of ( , , )m x p y q z      at the time step 

of l s . As observed in (10), the unknown on the 

(m+1)th transverse plane at the (l+1)th time step can be 

calculated from the values on the mth  transverse plane 

at the (l+1)th time step and those at the l th time step. 

The computation process of CN FD scheme is shown in 

Fig. 1. The calculation can be taken plane by plane with 

marching along the paraxial direction for each time step. 

As a result, the computational resources reduce because 

it converts a 3D problem into several 2D problems. As 

seen in Fig. 2, every plane consists of 4 parts which 

need to be mesh: 1) the truncation boundary, 2) free 

space, 3) the scatterer boundary, and 4) the interior of 

scatterers. In this paper, the perfect matching layers 

(PML) are employed to truncate transverse plane  

and the IBC is adopted according to the thin coat of 

scatterers. It will be introduced in Section III detailedly. 

In each solution plane, the fields at the boundary grids 

of scatterers are computed by IBC and the fields at 

other grids can be obtained by (10), i.e., the CN FD 

scheme. 
 

z

1th

mth

Mth

Paraxial

direction

Transeverse plane

Scatterer

 
 

Fig. 1. Computation process of CN FD scheme in 

TDPE method. 

1) Truncation boundary

2) Free space

3) Scatterer boundary 

4) Interior of scatterers

 
 

Fig. 2. Computation regions and mesh grids in a 

transverse plane. 

 

B. Rotating TDPE method 

The standard PE gets a good accuracy only in the 

range of smaller than 15   around the paraxial direction, 

as shown in Fig. 3 (a), because the error of first order 

Taylor series expansion for pseudo differential operator 

in (4) is proportional to 
4

sin  , where   is the angle 

between the observed direction and the paraxial 

direction. To obtain full-angle scattering fields, the 

rotating TDPE method is used. In Fig. 3 (b), the 

paraxial direction is fixed at x-axis while the scatterer 

and incident wave are rotated by a specified angle to 

make the observed area around the paraxial direction. 

After rotation, the grids of targets can be regenerated 

directly by the coordinate transformation and 

repartitioned into a new series of transverse planes to be 

solved. Accordingly, for an irregular and asymmetric 

target, the full bistatic RCS can be calculated by 

rotating at least 12 times. 
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Incident 

Wave

Paraxial 

direction
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area

 
 (a) 

y

x

Incident Wave

Paraxial 

direction

Observed
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 (b) 

 

Fig. 3. Scheme of rotating TDPE method. (a) A narrow-

anlge scattering pattern around the paraxial direction 

can be obtained accurately by a single TDPE run. (b) 

Results of other angles can be obtained by rotating the 

objects and incident waves. 

 

III. IMPLEMENTATION OF THE TDIBC IN 

THE TDPE FORMULATION 
Leontovich IBC is an approximate boundary 

condition in the electromagnetic. It constructs a 

relationship between the the tangential components of 

the electric field E and the magnetic field H. The 

relation is defined on the outer surface   of the thin 

homogeneous dielectric and the equivalent impedance 

depends on the coating materials.  

Leontovich IBC can be written as follows: 

   ˆ ˆ ˆ( ) ( )n P Z n n P   E H , (11) 

where n̂  is the outward directed normal of point P on 

the  . Z represents the surface impedance of point P, 

which is given by: 

 
0

0 0

0

( ) tan ( )r

r r

r

Z i d
 

    
 

  , (12) 

where 0 0
,   is the permeability and permittivity in  
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free space, ,
r r

   is the relative permeability and 

permittivity of the dielectric and d denotes the thickness 

of the coating. 

As seen from (12), it is difficult to obtain the time-

domain expression of Z analytically by using a Fourier 

transform. Thus we utilize the vector fitting method 

[28] to solve this problem. ( )Z   in frequency domain 

is approximated by the rational fraction in Laplace 

domain ( )s j : 

 
0 1

0 1

( )

N

N

N

N

a a s a s
Z s

b b s b s

     


     
. (13) 

Using partial-fraction expansion, (13) can be 

rewritten as: 

 0

1

( )
N

i

i i

c
Z s c

s p

 


 , (14) 

where 
i

p  is the pole and 
i

c  is the residue. In this way, 

the expression of Z in time domain can be easily 

obtained: 

 0

1

( ) ( )
N

i

i

i

p t
Z t c t c e



  . (15) 

By substituting iw E H  to (11), the IBC can 

be expressed only by electric field E: 

   
0

ˆ ˆ ˆ
Z

n n n
ikZ

    E E E . (16) 

It can be transformed into a scalar form: 

0

( , , ) ( , , )

( , , ) ( , , ) ( , , )

( , , )

x y z x y z

y x xz z z

x y z x y z

y x xz z z

n n n E E E

E E EE E E
n n n n n n

y z z x x yZ

ikZ E E EE E E

y z z x x y



      
     
       

     
    
        

. 

(17) 

The total electric field E in (16) is the sum of the 

incident field and scattering field, i.e., 
s i

 E E E , 

where 
s ikxe uE  in PE method. So the scalar form of E 

can be written as: 

 ( , , ) ( , , )i ikx i ikx i ikx

x y z x x y y x zE E E E e u E e u E e u    . (18) 

By substituting (20) into (17) and separating the 

incident field and scattering field, three scalar equations 

can be derived as: 

2

0

2

0

( 1)

( 1)

( )

yz x z

x x y z

y z z y

y x

x z y

ii

yz

x
ikx

i i ikx

y z z y ii i

yx z

x y x z

uu u u
n n n iku

y z z xZ
n u n u

ikZ u u
n n iku

x y

EE
n

y zZe
n E n E e

ikZ EE E
n n n n

z x x





  
    

   
 

 
  

 


 

 
   

  
   

  

    
   
   

  
  

  

 
 
 

 
 
 

i

x
E

y

 
 
 
 

   
   

, 

(19) 
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( 1)

( 1)
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y z y

ii i i
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y z

uu u u
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u u
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x y

EE E E
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. 

(21) 

Therefore, the time-domain IBC can be derived 

from (19)~(21) by using Fourier transforms. It should 

be noted that the convolution operation ( ) ( )Z t t  can 

be expanded by [29]: 

 

0

1

( )

0

1

( ) (0) ( ) ( ) ( )

0

1 1

( ) ( ) ( ) ( )

( )

i

i

N
p t

it n t

i t n t

N
p tn

i

i t n t

N n
n n k n k

i i

i k

Z t t c t c e t

c c e t
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, (22) 

where 
2

(0)

0

i

t
p

i i
c e d


 



  , 
( 1/ 2)

( )

( 1/ 2)

i

k t
pk

i i
k t

c e d


 
 

 
  , n 

denotes the number of time steps and t  denotes the 

time increment. 

Let 
( ) ( ) ( )

1

n
n k n k

i i

k

 




   and it can be computed by 

the recursion convolution:  

 
/ 2( ) ( 1) ( 1)

(1 )i i i
p t p t p tn n ni

i i

i

c
e e e

p
 

   
     . (22) 

By substituting (24) to (23), ( ) ( )Z t t  can be 

calculated quickly. This approach avoids numerous 

integral operations in the convolution and saves 

computational time. 
 

IV. NUMERICAL RESULTS 
All the numerical results are tested on Lenovo 

personal computer of Inter Q9500 (2.83GHz) with 

RAM of 8G. The incident source for all the examples in 

this paper is the modulated Gaussian pulse, and it can 

be written as: 

  
2

2

ˆ( )
ˆ, exp

2

p
t k c

t n




  
 

 
  
 

i
E

r
r , (23) 
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where n̂  is the unit vector of electrical field, k̂  is the 

wave vector, 10
p

   is the time delay,  3 / bwf   

is the pulse width and bwf  is the bandwidth.  

 

A. Wide-band scattering from a coated PEC cylinder 

We firstly analyze a coated PEC cylinder with 

radius of 2m and height of 2m by using the proposed 

method and the time domain integral equation (TDIE) 

method with IBC, which is computed by in-house code. 

The relative complex permittivity of the coating material 

is j 2 jr       and the relative permeability is 

1r  . The thickness of coating material is 0.01m. As 

shown in the inset of Fig. 4, a y-polarization plane wave 

illuminates along the center axis of the cylinder. Both 

the incident direction and paraxial direction of TDPE 

method are along the +x axis. The bandwidth of the 

modulated Gaussian pulse in this example is 600MHz. 

The bistatic RCS calculated by TDIE and TDPE at 

200MHz, 300MHz and 400MHz are shown in Figs. 4 

(a)-(c). It can be found that there is a good agreement 

between them. The bistatic RCS for all azimuthal angles 

is obtained by rotating TDPE. In order to evaluate the 

error in the TDPE method, the root mean square errors 

(RMSE) of RCS changing with the azimuthal angle   

are defined as: 

 
2

1

1
RMSE

N
IE

i i

iN
 



  , (24) 

where N is the number of frequency points, 
i  and IE

i  

are the RCS values computed by TDPE and TDIE with 

IBC at the thi  frequency point, respectively. Figure 5 

compares the errors of RCS ranging from 0    to 45  

which are obtained by a single TDPE run and rotating 

TDPE method. It can be observed that the RMSE of a 

single TDPE run stays lower than 1dB within 15  along 

the paraxial direction and increases as angle becomes 

larger. It proves the fact that the standard TDPE only 

gets a good accuracy only within a narrow-angle range 

around the paraxial direction and the full bistatic RCS 

can be obtained by using rotating TDPE method, as 

described in Section II. In this example, 7 rotating 

TDPE runs are used to obtain the final results. Figure 6 

gives the comparison between the two methods on the 

magnitudes of reduced transient scattered fields at the 

point of (2m, 2.6m, 0m). It also verifies the accuracy of 

the proposed method and the late-time behavior is 

stable because of the CN FD scheme. To discuss the 

influence of dielectric loss on the proposed method, 

three different kinds of coated materials with 

2 0.1jr  , 2 0.5jr  and 2 1.0jr   are 

analyzed and compared. Table 1 shows the average  

RMSE with respect to the TDIE results, defined as 

1

RMSE

M

i

M


  (M is the number of calculated angles). 

It can be seen that the errors for all three materials 

achieve a low level lower than 1dB and are almost 

independent of frequencies. The proposed method has a 

high accuracy when the thickness of coated material is 

small. 
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Fig. 4. Bistatic RCS of a coated PEC cylinder at 

different frequencies: (a) f = 200 MHz, (b) f = 300 MHz, 

and (c) f = 400 MHz. The incident direction of the plane 

wave is shown in the inset of (a).  
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Fig. 5. Comparison of RMSE for bistatic RCS calculated 

by a single TDPE run and the rotating TDPE method. 
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Fig. 6. Transient scattered field at the point (2m, 2.6m, 

0m). The unit LM represents light meter and 1LM = 1/c, 

where c is the light speed in free space. 
 

Table 1: Average RMSE calculated for different coated 

materials with different permittivity 

Material Constant Average RMSE(dB) 

2 0.1jr   0.60 

2 0.5jr   0.61 

2 1.0jr   0.58 

 

B. Wide-band scattering from a coated PEC spherical 

cone 

To discuss the accuracy and efficiency of the 

proposed method further, the broadband scattering of  

a coated PEC spherical cone is analyzed. The cone  

is coated with dielectric of 2 jr  , 1r   and the 

thickness is 0.01m. The radius of the hemisphere is 4m 

and the height of the cone is 6m. The simulated 

scenario is shown in the inset of Fig. 7. A y-polarization 

plane wave illuminates from the top of the cone. Both 

the incident direction and paraxial direction of TDPE 

method are also along the +x axis. The bandwidth of the 

modulated Gaussian pulse in this example is 1GHz. The 

full bistatic RCS results computed by rotating TDPE  

at 200MHz, 500MHz and 800MHz achieve a good 

agreement with the results of TDIE in Figs. 7 (a)-(c). 

This demonstrates that the proposed method is still 

accurate when the frequency band is further broadened. 

The transient forward-scattered field values are 

presented in Fig. 8, where a remarkable consistence is 

achieved between the two methods. Additionally, the 

computational resources of the two methods are 

compared in Table 2. It can be found that both the 

memory requirement and the time consumption reduce 

significantly for the proposed method. Therefore, it is 

an efficient tool to analyze the wideband scattering 

from electrically large coated objects. 
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Fig. 7. Bistatic RCS of a coated PEC spherical cone at 

different frequencies: (a) f = 200 MHz, (b) f = 500 MHz, 

and (c) f = 800 MHz. The incident direction of the plane 

wave is shown in the inset of (a).  
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Fig. 8. Transient scattered field at the point (10m, 2m, 

0m). The unit LM represents light meter and 1LM = 1/c, 

where c is the light speed in free space. 

 

Table 2: Comparison of the computational resources for 

the TDIE with IBC method and the proposed method 

Methods 
Peak Memory 

Requirement (MB) 

Total CPU 

Time (h) 

TDIE-IBC 8562 18.9 

TDPE-IBC 352 10.8 

 
VI. CONCLUSION 

In this paper, we propose the time-domain parabolic 

equation method with impedance boundary condition to 

analyze the wideband scattering from electrically large 

coated objects. The TDPE method increases the 

efficiency by converting the three-dimensional problem 

to multiple two-dimensional problems. And additionally, 

most of the computational resources do not need to be 

consumed on the dielectric regions due to the impedance 

boundary condition. The accurate bistatic RCS for all 

directions can be obtained by the rotating TDPE method. 

Numerical results have validated the accuracy and 

efficiency of this method. 
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Abstract ─ A fast wideband electromagnetic scattering 

analysis method based on the interpolation technique and 

fast generating matrix method is proposed. By factoring 

out the dominant phase term, the matrix element is 

transformed into the element which fluctuates slowly 

with frequency. The matrices over the frequency band 

are fast generated via interpolation technique. Instead  

of employing different meshing grids at different 

frequencies, this new method requires only one mesh 

generated at the highest frequency of the given 

bandwidth. This approach not only saves much work in 

geometrical modeling but also leads to less time for 

wideband scattering problem. The proposed algorithm is 

implemented in the platform of FGG-FG-FFT, which is 

not sensitive to both the grid spacing and the expansion 

order. A method for fast generating matrix also is 

introduced to speed up filling the near matrix. 

Consequently, it can not only reduce the impedance 

matrix filling time in the whole frequency band but  

also accelerate the matrix filling process at frequency 

interpolation sampling points. Several numerical 

examples are provided to demonstrate the correctness 

and the efficiency of the proposed method for the 

wideband scattering analysis. 

 

Index Terms ─ Electromagnetic scattering, FGG-FG-FFT, 

frequency sweeps, interpolation technique, near matrix. 
 

I. INTRODUCTION 
Wideband electromagnetic (EM) scattering analysis 

has been widely applied to the area of noncooperative 

radar target identification and radar imaging. Since 

frequency sweep is always needed in these applications, 

one has to calculate the scattering at a number of 

frequency sample points in a given bandwidth. For the 

analysis of electrically large objects, even a single 

calculation is very time-consuming, let alone one has to 

calculate many times. Therefore, it is urgent to accelerate 

the process of wideband electromagnetic analysis. 

Integral equation combined with the method of 

moments (MoM) is one of the most popular method  

in computational electromagnetic [1]. In order to over-

come the shortcomings of the method of moments in 

both computation time and storage memory, many  

fast algorithms have been developed, such as the fast 

multipole method (FMM) [2], the multilevel fast 

multipole algorithm (MLFMA) [3]-[6], and the FFT-

based methods (Adaptive integral method (AIM), 

Precorrected-FFT method (P-FFT), IE-FFT, Fitting the 

Green's function method (FGG-FG-FFT), etc. [7]-[12]). 

When analyzing broad-band electromagnetic character-

ristics of the target, the features of the fast algorithms  

are different. The FMM is based on the addition theorem 

of Green's function. Therefore, there exists the sub-

wavelength breakdown [13]. The FFT-based methods 

can be applied to all over frequency band [8], [9]. 

However, one still has to calculate the scattering at each 

frequency sample point for frequency sweep. Besides the 

computational load, different meshes are required for 

different frequencies. This leads to tremendous work  

in geometrical modeling. In order to save time for 

preliminary treatment, the surface of the PEC object  
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is discretized with triangular patches at the highest 

frequency. The discrete grid is scale-changing in the 

whole frequency band. Therefore, a single fast multipole 

method is difficult to complete computation of frequency 

sweep. 

The promising and interesting approach to the 

broadband electromagnetic response over a frequency 

band without the direct calculation is the data 

reconstruction method. Asymptotic waveform estimation 

(AWE) [14], [15], model-based parameter estimation 

(MBPE) [16]-[18], model order reduction [19], 

interpolation methods [20]-[24], extrapolation methods 

[25], and Stoer-Bulirsch algorithm [26], etc., have  

been developed. However, on the one hand, the above 

methods in the formulation-domain modeling are based 

on the fully filled impedance matrix. On the other hand, 

the methods in the solution-domain modeling suffer 

from the difficulty of keeping accuracy due to the fast 

oscillating of the data. For example, AWE is accurate 

only around the frequency of expansion and is difficult 

to adaptively choose the expansion points. Furthermore, 

its accuracy deteriorates beyond a certain bandwidth [27], 

[28]. Some of these methods in the solution-domain are 

not suitable for the electrically large targets, nor are they 

suitable for general targets with complex structure in the 

real world. 

In this paper, a method based on the interpolation 

technique and fast generating matrix method is 

developed to solve the wideband scattering problem. In 

this method, only one fixed mesh grid of the target at the 

highest frequency is required for all frequency samples 

at which the scattering will be calculated. The proposed 

algorithm is implemented in the platform of FGG-FG-

FFT to enhance its capability for large problems. 

Furthermore, the near matrix of FGG-FG-FFT over the 

frequency band are fast generated via interpolation 

technique, denoted by FGG-FG-FFT-NMI. In order  

to fast generate the modified matrices at the three 

normalized frequency samples and the derivative of the 

modified matrix at the internal sample, a method for fast 

filling the near matrix is adopted. It can not only reduce 

the impedance matrix filling time in the whole frequency 

band but also accelerate the matrix filling process at 

frequency interpolation sampling points. Therefore, the 

speed of the wideband scattering analysis is greatly 

accelerated. 

 

II. FORMULATIONS AND EQUATIONS 

A. Impedance matrix form of the normalized 

frequency 

The radiation and scattering problem of an arbitrary 

shaped perfectly electric conducting (PEC) object can be 

formulated by the SIEs such as the electric field integral 

equation (EFIE) and the magnetic field integral equation 

(MFIE). Assume that the surface current is expanded in 

terms of the Rao-Wilton-Glisson (RWG) functions [29]. 

After applying the Galerkin’s procedure, the SIEs are 

converted into the matrix systems. 

The frequency range is [ , ]l hf f , i.e., the lowest 

frequency 
lf  and the highest frequency 

hf . The object 

surface is supposed to be discretized at 
hf . 

h  is the 

wavelength at 
hf . The element with the normalized 

frequency of the impedance matrix for the EFIE and 

MFIE is, respectively, expressed as: 

  
( ) ( )

( ) ' ( ) ( ')
i h j h

E

ij r i j r
S S

Z f ds ds J r J r k
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where, ( , ')G r r  denotes the Green’s function of free 

space, which can be expressed as: 

 

'

( , ')
4 '

rjk r r
e

G r r
r r

 




, (3)
 

where 2r rk f . The normalized frequency /r hf f f  

varies within  / ,1l hf f . 

Usually, 
iS  consists of two triangle subdomains; 

that is, i i iS S S  
 
and, ( )iJ r  is defined on a pair of 

triangles as: 

 

( ) ( ),
2
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For more details of RWG basis functions, readers 

can refer to the literature [29]. 

The element for the combined field integral equation 

(CFIE) can be expressed as: 

 0(1 )C E M

ij ij ijZ Z Z     , (5)
 

where, 0 1  . 

Here, the following modified matrix element is 

adopted: 

 
0

0

r ijjk RS

ij r i jS

ij S

ij r i j

Z f e S S
Z

Z f S S

  
 

 

, (6)
 

where, the superscript , ,S E M C represents EFIE, 

MFIE and CFIE. 
ij i jR r r   is the distance between  

the centers of the RWG elements iS  and jS . The 

interpolation scheme requires three frequency samples 

within [ , ]l hf f , i.e., the lowest frequency lf , the highest  
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frequency 
hf , and an internal frequency 

inf . 

For the integrity of this paper, the interpolation 

method is introduced briefly [22]. For convenience, let

0x ,
1x ,

2x , and x denote the normalized frequencies

/l hf f , /in hf f , 1, and / hf f , respectively. ( )iy x

denotes the modified matrix elements at 
ix , 0,1,2i  ; 

1'( )y x  is the first order derivative of 
1( )y x  with respect 

to the normalized frequency. The modified matrices  

for any normalized intermediate frequencies x are then 

approximated by a cubic polynomial: 
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1 1
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B. The frame of the FGG-FG-FFT 

Impedance matrix can be split into two parts: 

 ( )S S near S far S far S corr S farZ Z Z Z Z Z        ,

  

(13) 

where S corrZ   is a sparse matrix, which is obtained by 

letting the “far elements” of S near S farZ Z   become zero. 

The detail of the matrix S farZ   can be written as: 

 2

0

1
( )

T
EFIE far T

h r d d

r

Z j k G G
k

        , (14) 

 2
T

MFIE far
ghZ G     , (15)

 
where  , 

d  and g  are all sparse matrices, where 

the head mark “ ” implies matrix elements being 3D 

vectors; G is a triple Toeplitz matrix related to the 

Green’s function and may be simply called the discrete 

Green’s function; the superscript “T” indicates the 

matrix transpose. The detail of choice for (14) and (15) 

in the literatures [11], [12]. 

 
C. Fast filling the near matrix 

As can be seen from the above, in the FFT-based 

methods, near matrix elements are calculated directly. It 

is well known that the calculation of the near matrix 

accounts for most of solution time for large-scale EM 

problems. When the RWG function is adopted, it can be  

found that every integral in (1) and (2) for a matrix 

element 
S

ijZ  includes a lot of calculations shared by other 

matrix elements. As is shown in Fig. 1, since a RWG 

function is defined on a pair of triangles with a common 

edge, the interaction between the two triangles is in close 

relation to 9 matrix elements. In the widely used RWG-

RWG interaction scheme [29], 9 RWG-RWG interactions 

over a pair of triangles are independently calculated  

for generating the corresponding 9 matrix elements. 

Therefore, that leads to repeated calculations, because 

the triangle-triangle interactions already calculated are 

not reusable for the RWG-RWG interactions. Removing 

these redundant calculations can greatly improve the 

efficiency of generating matrix. A triangle-triangle 

scheme was proposed to accelerate filling MoM matrix 

[30]. However, the method adopted by this paper is 

different from the method in the literature [30]. 
 

 
 

Fig. 1. Triangle-triangle interactions of RWG functions. 

 

The matrix elements of (1) and (2) are both in form 

of the RWG-RWG interaction. The triangle-triangle 

interactions of the matrix element of (1) and (2) can be 

calculated as: 

 
, , , ,i j i j i j i j

ij S S S S S S S S
Z Z Z Z Z           . (16) 

For convenience, the calculation formulae of the 

four terms in the right hand of (16) are very analogous, 

so only one needs to be provided. Here, we present a 

detailed expression of the main parts: 
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Note that basic integral terms of (17) and (22) which 

include 
1Q , 2

Q , 3
Q , 

4Q , 
1P , 2P , 3P , 4P  are irrelevant 

with information of common edge. These integral items 

can be easily obtained by Gaussian triangle quadrature, 

and can be shared by multiple matrix elements, which  

is the reason why the redundant calculations can be 

removed. Generally, the interactions between a pair of 

triangles associate with up to 9 matrix elements. 

 

III. NUMERICAL RESULTS 
In this section, several numerical examples are 

given to demonstrate the efficiency and accuracy of 

FGG-FG-FFT-NMI. The grid spacings are selected to be 

equal, i.e., 0.25x y z hh h h     at the highest frequency 

hf . The expansion order is 2M  . When necessary, the 

direct (no interpolation) FGG-FG-FFT, MoM with out-

of-core LU solver and IE-ODDM [31] are also employed 

as the reference. 

 

Example A: A PEC Rectangular Block 

Here, we consider the electromagnetic scattering  

by a PEC rectangular block with dimensions 10 ( )h x   

3 ( ) 0.5 ( )h hy z  , as shown in Fig. 2. The incidence 

angle is o o0 , 0in in   . In such cases, the frequency 

varies from 6 to 30 GHz. The rectangular block surface 

is modeled by with 16,644 triangle patches with the 

average edge size of 0.1 h , yielding 24,966 unknowns. 

The frequency increment of 1f  GHz is considered. 

Plotted in Fig. 3 are the RCS results at the scattering 

direction o o( , ) (60 ,0 )S S    obtained from FGG-FG-

FFT-NMI, direct FGG-FG-FFT, and MoM, respectively. 

It is also worth mentioning that MoM is used. The result 

at each frequency point is calculated rigorously. It shows 

that the RCS results computed by FGG-FG-FFT-NMI 

agree very well with those by direct FGG-FG-FFT and 

MoM. 

 

 
 

Fig. 2. Geometry of a PEC rectangular block with 

10 ( ) 3 ( ) 0.5 ( )h h hx y z    . 

 

 
 

Fig. 3. The RCS of the PEC rectangular block at  

the scattering direction o o( , ) (60 ,0 )S S    at different 

frequencies. 

 

As observed from Table 1, the triangle-triangle 

scheme reduces the CPU time to 12.89% of the time 

required by the RWG-RWG scheme at 30 GHz. The 

statistics on the filling time of near matrix are listed in 

Table 2 at 20 GHz. As shown in Table 2, the CPU time 

to fill this matrix is cut down. In this example, it costs 

about 1.27 hours using FGG-FG-FFT-NMI at the whole 

frequency band, and 3.23 hours using direct FGG-FG-

FFT. 

 

Table 1: CPU time for directly calculating the near 

matrix for the three examples at 30 GHz (in seconds) 

Ex. Method 
Time 

Cost 

Time 

Ratio 

Reduced 

By 



RWG-RWG 
7.76 87.11% Triangle-

Triangle 




RWG-RWG 
8.36 88.03% Triangle-

Triangle 


C

RWG-RWG 
7.94 87.41% Triangle-

Triangle 
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Table 2: CPU time spent of the filling time (in seconds) 

Ex. Method near
Z  

Near part 

In far
Z  



Direct Calculation 300.3 25.5 

Interpolation 

Scheme 

0.24 
24.3 



Direct Calculation 304.7 26.3 

Interpolation 

Scheme 

8.02 
26.6 

C

Direct Calculation 1130.6 70.4 

Interpolation 

Scheme 

10.3 
72.2 

 

Example B: A Metallic 90º Dihedral Corner Reflector 
The example deals with a flat metallic structure. The 

scattering from a metallic o90  dihedral corner reflector 

as shown in Fig. 4 is considered in a bandwidth from  

6 GHz to 30 GHz. The two plates, with the sharing edge 

being 16 h  long in z-direction, are 8 h  long in both x- 

and y-directions. The RCS is computed for a plane wave 

incident from o0in   and o0in   with the electric 

field x-direction polarized as is shown in Fig. 4. The 

surface of the metallic o90  dihedral corner reflector is 

discretized with about 10 elements per wavelength, 

yielding 88,045 unknowns. The frequency increment of 

1f  GHz is considered. 

 

 
 

Fig. 4. Geometry of a metallic o90  dihedral corner 

reflector. 

 

The bistatic RCS at 11 GHz and 25 GHz are 

compared to the results from direct FGG-FG-FFT, FGG-

FG-FFT-NMI and MOM in Fig. 5, respectively. The 

good agreement in these two figures shows the accuracy 

of the proposed method in this paper. The variation  

of RCS with frequency at the scattering direction 
o150S  , o0S  , as shown in Fig. 6. It shows that the 

RCS results computed by FGG-FG-FFT-NMI agree very 

well with those by direct FGG-FG-FFT and MoM.   

Seen from Table 1, the triangle-triangle scheme 

reduces the CPU time to 11.97% of the time required by 

the RWG-RWG scheme at 30 GHz. The statistics on the 

filling time of near matrix are listed in Table 2 at 20 GHz.  

As shown in Table 2, the CPU time to fill this matrix is 

cut down by a factor of 37.99. In this example, it costs 

about 8.17 hours using FGG-FG-FFT-NMI at the whole 

frequency band, and 10.2 hours using direct FGG-FG-

FFT. 
 

 
 (a) The bistatic RCS curves at 11 GHz    

 
  (b) The bistation RCS curves at 25 GHz 

 

Fig. 5. The bistatic RCS curves of a metallic o90  dihedral 

corner reflector. 

 

 
 

Fig. 6. The RCS of the metallic o90  dihedral corner 

reflector at the scattering direction o o( , ) (150 ,0 )S S    

at different frequencies. 
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Example C: A Missile Model 

At last, as an example, we consider a missile model. 

The missile model, 41 h  long and 12 h  width in the 

largest dimension as shown in Fig. 7, is simulated using 

102,282 unknowns. The frequency is swept from 6 GHz 

to 30 GHz under the stepping of 1f  GHz. 
 

 
 

Fig. 7. The PEC missile model. 
 

 
 (a) The bistatic RCS curves at 9 GHz   

 
 (b) The bistatic RCS curves at 27 GHz 

 

Fig. 8. The bistatic RCS curves of the missile model. 

 

The bistatic RCS at 9 GHz and 27 GHz are compared 

to the results from direct FGG-FG-FFT, FGG-FG- 

FFT-NMI and IE-ODDM in Fig. 8, respectively. The 

good agreement in these two figures shows the accuracy 

of the proposed method. Figure 9 presents the RCS 

results at the direction of o o( , ) (80 ,0 )S S    at different 

frequencies. It shows that the RCS results computed by 

FGG-FG-FFT-NMI agree very well with those by direct 

FGG-FG-FFT. Table 1 lists the CPU time for calculating 

the near matrix required by the triangle-triangle scheme 

and RWG-RWG scheme, respectively. At 30GHz, the 

triangle-triangle scheme reduces the CPU time to 

12.59% of that required by the RWG-RWG scheme. The 

statistics on the filling time of near matrix are listed in 

Table 2 at 20 GHz. As shown in Table 2, the CPU time 

to fill this matrix is cut down by a factor of 109.77. In 

this example, it costs about 7.87 hours using FGG-FG-

FFT-NMI at the whole frequency band, and 15.5 hours 

using direct FGG-FG-FFT. If the frequency increments 

are smaller, the difference between efficiency of the two 

methods will be greater. This can also be verified from 

Table 2. 
 

 
 

Fig. 9. The RCS of the missile model at the scattering 

direction o o( , ) (80 ,0 )S S    at different frequencies. 

 

VI. CONCLUSION 
A new fast frequency sweeps method using both the 

interpolation technique and the fast generating matrix 

method is proposed. It fuses both the benefits of FGG-

FG-FFT and the fast frequency sweeping method based 

on the interpolation technique and the triangle-triangle 

scheme. It can not only reduce time in geometrical 

modeling, but also accelerate the impedance matrix 

filling process. Thus, it can efficiently accelerate the 

process of frequency sweeps. The proposed algorithm is 

not sensitive to both the grid spacing and the expansion 

order. Numerical experiments validate the accuracy and 

efficiency. 
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Abstract ─ TEM Cells is a commonly used 

electromagnetic field test device. The upper limit 

frequency of the TEM Cells is limited to the first 

resonant frequency. Through the electromagnetic 

numerical simulation, this paper analyzes the resonant 

frequency law of high-order modes and studies the 

resonant frequency characteristics and the upper limit  

of the frequency of symmetrically extended TEM Cells. 

Studies have shown that there is an error in the estimated 

value of the 𝑋𝑚𝑛  parameter used in the conventional 

standard TEM Cells resonant frequency calculation 

method, which may lead to errors in the order of the 

resonant modes. Symmetrically extended TEM Cells do 

not change the original resonant frequency, but because 

of the coupling modes of even mode and odd mode 

between two cell units, each of the original resonant 

frequencies will split two close resonant frequency. 

 

Index Terms ─ Resonant frequency, resonant modes, 

TEM Cells, upper limit frequency. 

 

I. INTRODUCTION 
TEM Cells was originally proposed by Crawford in 

1974 [1], which is a transverse electromagnetic (TEM) 

wave transmission structure like coaxial lines, mainly 

composed of an intermediate transmission section and a 

transition section. 

The working frequency of the TEM Cells is limited 

to the first resonant frequency. Above this frequency, 

electromagnetic waves in the TE mode or TM mode will 

be generated in the TEM Cells, affecting the distribution 

of the electromagnetic field in the TEM mode, thereby 

affecting the test accuracy. Hill pointed out that the TE01 

mode is the first higher-order mode to propagate in  

the intermediate transmission section of TEM Cells, 

followed by TE10 mode [2]. The calculation method for 

the cutoff frequency of TE01 mode and TE10 mode 

respectively proposed by Wilson and Ma [3] and 

Crawford and Workman [4] were recommended in IEEE 

STD 1309-2005 [5]. Chen found that Wilson's method 

leads to erroneous conclusions in the calculation of 

higher-order modes. Then he gives a computer code to 

compute higher-order modes and a fitting curve for the 

first higher-order mode cutoff frequency of 50 Ω TEM 

Cells [6]. Chen's method was recommended by IEEE 

STD 1309-2013 [7] to replace the original method.  

To expand the bandwidth of TEM Cells, Deng et al. 

proposed some methods, such as slitting the outer wall, 

placing magnetic rings or ferrite components, and 

attaching absorbing materials [8,9].  

In order to extend the test space, Wilson and Ma 

proposed asymmetric TEM Cells [3]. Malathi studied the 

extended characteristic impedance of asymmetric TEM 

Cells [10]. Virginie proposed a three-dimensional TEM 

cell [11]. Dai and Song et al. proposed TEM Cells with 

dual and quadruple symmetric extensions [12,13]. When 

expanding the space, the higher-order mode cutoff 

frequencies of TEM Cells are not expected to be reduced. 

This paper will further study the upper limit of the use 

frequency of symmetric extended TEM Cells. 
 

II. THE LAW OF HIGH-ORDER MODE 

RESONANCE FREQUENCY OF TEM 

CELLS 
In Fig. 1, the bottom walls/plates of two identical 

TEM Cells are bonded together first and removed then. 

By applying an ideal differential excitation to the input 

ports, a virtual electric wall can be formed at the 

overlapping walls. Therefore, it will not change the 

electromagnetic field distribution when removing the 

overlapping plates, thereby multiplying the test area. 

Hill proposed two models with the same structure 

but different dimensions [2]. The basic TEM Cells used 

these two models to analyze the high-order mode 

resonant frequency. Figure 2 shows the Radial diagram 

of the TEM Cell model. The size of model I is a=b=3m, 

g=0.26m, 𝑳𝒄 =  𝑳𝑬 =3.0m; the size of the model II is 

a=6.1m, b=7.32m, g=1.02m, 𝑳𝒄=6.1m, 𝑳𝑬=6.86m. Hill, 

Wilson, and Chen calculated that the cut-off frequencies 

and resonant frequencies of the first few higher-order 
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modes of the two models are basically the same [2,3,6], 

as shown in Table 1 and Table 2. Hill gives the 

relationship between resonant frequency and cut-off 

frequency [2]: 

 𝑓𝑅(𝑚𝑛𝑝) = √𝑓2
𝑐(𝑚𝑛)

+ (
𝑝𝑐

2𝐿𝑚𝑛
)2, (1) 

 𝐿𝑚𝑛 = 𝐿𝑐 + 𝑋𝑚𝑛𝐿𝐸. (2) 

Where 

𝑐 is the speed of light (≈ 3 × 108m/s), 

𝑚, 𝑛, 𝑝 are mode numbers, 

𝐿𝑚𝑛 is the equivalent electrical length of the TEM 

Cells, 

𝐿𝑐 is the length of the central section, 

𝐿𝐸 is the sum of the lengths of the two tapered 

sections, 

𝑋𝑚𝑛 is a mode-depended fraction. 

Approximate values of 𝑋01= 0.77 and 𝑋10= 0.47 can 

be used [7]. 
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Fig. 1. Symmetrically extended TEM Cells. 
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Fig. 2. Radial diagram of a basic TEM Cell. 
 

Table 1: Cutoff frequencies and resonant frequencies of 

Model I (a=b=3m, g=0.26m, 𝐿𝑐=𝐿𝐸=3.0m) 

Mode 𝑓
𝐶(𝑚,𝑛)

 (MHz) Mode 𝑓
𝑅(𝑚,𝑛,𝑝)

 (MHz) 

TE01 29.0 TE011 40 

TE10 50 TE101 60 

TE01 29.0 TE012 63 

TE11 63.5 TE111 73 

TE10 50 TE102 84 

TE01 29.0 TE013 89 

Table 2: Cutoff frequencies and resonant frequencies of 

Model II (a=6.1m, b=7.32m, g=1.02m, 𝐿𝑐=6.1m, 𝐿𝐸=6.86m) 

Mode 𝑓
𝐶(𝑚,𝑛)

 (MHz) Mode 𝑓
𝑅(𝑚,𝑛,𝑝)

 (MHz) 

TE01 15.2 TE011 20.7 

TE10 24.6 TE101 30.01 

TE01 15.2 TE012 31.51 

TE11 31.3 TE111 36.08 

TE10 24.6 TE102 40.98 

TE01 15.2 TE013 42.06 

 

Hill gives a description of the field distribution of 

higher-order modes in TEM Cells [2], as shown in Fig. 

3. 
 

 
 TEM mode TE01 mode 

 
 TE10 mode TE11 mode 
 

Fig. 3. The TEM mode and the first three high-order 

modes on cross section of a TEM Cell. 
 

The quality factor is a quality indicator that 

represents the ratio of stored energy to lost energy. When 

the material is an ideal metal, its loss energy is zero, so 

the quality factor is infinite. To compare the difference 

between the real metal boundary and the ideal boundary, 

the simulations of the two cases were simulated 

respectively. Model I and Model II were analyzed in the 

eigenmode of HFSS where simulations were performed 

for both models. In the first case, walls and septum are 

set to PEC. In the other case, walls are set to aluminum 

and septum is set to copper. The simulation results are 

shown in Table 3. 

Table 3 shows that the resonant frequency is not 

affected by the material, and the quality factor is 

dependent only on the structural geometry. Comparing 

Table 1, Table 2, and Table 3, the resonant frequencies 

in the grey part of Table 3 are the higher-order mode 

frequencies appearing in Tables 1 and 2. However, Table 

3 has more higher-order modes than Tables 1 and 2. 

They are given in the 1st line, 3rd line, 6th line, and 10th 

line of Table 3 shown in white background. Figure 4 

shows that the distributions of the E-field vectors on 

these four modes on cross section of Model I conform to 

the TEM mode shown in Fig. 3. 
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Table 3: Resonant frequencies and quality factors 

calculated by HFSS 

No. 

Model I Model II Mode 

PEC Cu & AL PEC Cu & AL 

 𝑓𝑅 

(MHz) 

𝑓𝑅 

(MHz) 
Q 

𝑓𝑅 

(MHz) 

𝑓𝑅 

(MHz) 
Q 

1 24.63 23.15 2253 11.59 11.10 5498 TEM 

2 39.21 39.56 14993 20.53 20.71 43591 TE01 

3 46.72 44.36 3210 22.06 21.28 7846 TEM 

4 58.80 59.10 12285 30.01 30.01 164607 TE01 

5 61.58 61.57 108379 30.37 30.68 34829 TE10 

6 68.66 66.10 4497 32.58 31.61 10974 TEM 

7 73.47 73.91 63825 36.01 36.10 121977 TE11 

8 79.61 80.13 13688 40.12 40.48 37769 TE01 

9 85.24 85.24 135189 40.86 40.85 205474 TE10 

10 92.36 89.43 5506 43.98 42.81 13516 TEM 

 

 
 

Fig. 4. TEM mode field distribution in Model I. 

 

In the eigenmode of HFSS, to enhance the internal 

resonance effect of TEM Cells, the input and output ports 

of the TEM Cells are set as total reflection ports instead 

of the actual matching impedance. Therefore, the 

simulation results show that the resonant mode is the 

TEM mode, like a dedicated coaxial resonant cavity, 

which will not occur in actual use. The quality factor of 

this virtual resonant mode is also significantly lower than 

other real resonant modes. Therefore, these situations are 

excluded when analyzing high-order modes. The 2nd, 4th, 

5th, 7th, 8th, and 9th resonant modes in Table 3 respectively 

correspond to the TE011, TE012, TE101, TE111, 

TE013, and TE102 modes. According to the cross 

section, the m, n of the resonance mode can be known, 

and the k of the resonance mode can be known from the 

longitudinal section. For example, Fig. 5 shows the 

electric field distribution of the 8th mode. It is known by 

the cross section that it is the TE01 mode. According to 

the longitudinal section, it has three standing waves, so 

it is the TE013 mode. 

 
 Cross section 

 
 Longitudinal section 

 

Fig. 5. The 8th resonant mode field distribution in Model 

I. 

 

The order of the first six higher-order modes 

obtained by HFSS simulation are inconsistent with  

Hill and Chen's calculations. The order given by them  

is TE011, TE101, TE012, TE111, TE102 and TE013 

modes. Possibly, 𝑋𝑚𝑛 estimated value given in Equation 

2 may lead to the problem. Hill believes that the same 

cutoff mode has the same 𝑋𝑚𝑛 . However, a more 

reasonable speculation is that there is an inverse 

relationship between the wavelength and 𝑋𝑚𝑛, and the 

opening angle of the tapered section is proportional to 

𝑋𝑚𝑛 . Table 4 is the 𝑋𝑚𝑛  values calculated from the 

HFSS simulation results. 

 

Table 4: 𝑋𝑚𝑛 calculated by HFSS 

p 
Model I Model II 

𝑋01 𝑋10 𝑋01 𝑋10 

1 0.86 0.39 0.66 0.38 

2 0.94 0.45 0.8 0.45 

3 1 0.88 0.86 0.63 

 

The estimated value of 𝑋𝑚𝑛  is calculated by Hill 

based on the frequency of the first high-order mode, so 
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this error has no effect on the first high-order mode, but 

only affects the order in which the higher-order modes 

appear. Because the operating frequency of the TEM 

Cells is limited to the first resonant frequency, the error 

caused by it does not affect the upper limit frequency of 

the TEM Cells. 
 

III. UPPER LIMIT FREQUENCY OF THE 

SYMMETRICALLY EXTENDED TEM 

CELLS 
When the basic TEM Cells are symmetrically 

expanded into dual cells and quadruple cells, the test 

space will be multiplied, and the resonant frequency may 

be reduced. The Model I and Model II were extended to 

dual TEM Cells in HFSS, and the resonant frequency is 

shown in Table 5. 
 

Table 5: Resonant frequencies and quality factors of dual 

TEM Cells calculated by HFSS 

No. 

Model I Model II 

Mode 
Cu & AL Cu & AL 

𝑓𝑅 

(MHz) 
Q 

𝑓𝑅 

(MHz) 
Q 

1 23.14 2241.38 11.02 4182.52 
TEM/ 

Even mode 

2 23.36 2245.40 11.09 4179.41 
TEM/ 

Odd mode 

3 36.10 13948.24 18.72 40885.57 
TE01/ 

Odd mode 

4 39.55 15078.79 20.75 43753.47 
TE01/ 

Even mode 

5 43.48 3180.38 20.79 5953.72 
TEM/ 

Odd mode 

6 44.36 3202.32 21.14 5910.43 
TEM/ 

Even mode 

7 58.60 12257.61 30.01 185562.56 
TE01/ 

Odd mode 

8 59.10 12265.43 30.48 34103.58 
TE01/ 

Even mode 

9 61.57 126363.77 30.49 12448.22 
TE10/ 

Even mode 

10 63.37 7052.79 30.73 34104.86 
TE10/ 

Odd mode 

 

Comparing Table 3, Table 5 shows that two resonant 

frequencies occur near each resonant frequency of the 

basic TEM Cells. Taking the 3rd and 4th modes of Table 

5 as an example, observe the E field vectors on cross 

section (Fig. 6). The distribution of electric field vectors 

on cross section of the 3rd mode can be regarded as two 

TE01 mode fields of the same amplitude and directions, 

which is equivalent to an even mode (or common mode); 

The distribution of electric field vectors on cross section 

of the 4th mode can be regarded as two TE01 mode fields 

of the same amplitude and opposite directions. The 

merging of the distribution is equivalent to an odd mode 

(or differential mode).  

 
 The 3rd mode (TE01/Odd mode) 

 
 The 4th mode (TE01/Even mode) 

 

Fig. 6. The distributions of E field vectors on cross 

section. 

 

Comparing Fig. 7 and Fig. 5, the distributions of E 

field vectors on longitudinal section of these two modes 

shows that there is only one standing wave, indicating 

that they are both TE011 modes. 

Compared with the basic TEM Cells and dual TEM 

Cells, the boundary conditions of the first higher-order 

modes do not change, so the resonant frequency do not 

change too. However, the original resonant mode is split 

into an even mode (or differential mode) and an odd 

mode (or common mode). 

The cutoff frequency of the first higher-order mode 

𝑓𝐶(𝑚,𝑛) is determined from the cross section of the TEM 

ell [7]. The dominant mode for a rectangular TEM cell is 

either the TE01 mode or the TE10 mode; therefore, the 

first resonant frequency is either 𝑓𝑅(011)  or 𝑓𝑅(101) . In 

dual TEM Cells, the common mode excitation enhances 

the E-field of the TE01 mode, and the differential mode 

excitation enhances the E-field of the TE10 mode. Then 

the interference of the E-field is increased. To avoid the 
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influence of this interference on the field distribution, the 

use frequency of dual TEM Cells still should be strictly 

limited to the resonant frequency of the TE011 or TE101 

mode. The calculation method can continue to use the 

method for the standard TEM Cells high frequency 

resonant frequency recommended in IEEE STD 1309-

2013. 

 

 
 The 3rd mode (TE01/Odd mode) 

 
 The 4th mode (TE01/Even mode) 

 

Fig. 7. The distributions of E field vectors on longitudinal 

section. 

 

IV. CONCLUSION 
By comparing and analyzing the resonant frequency 

data of the high-order mode, it is found that the resonant 

frequency is not affected by the material, and the quality 

factor is related to the characteristics of the metal 

material. However, the order of the resonant modes 

calculated by TEM Cells will have some errors with the 

actual results. This paper believes that there is an error in 

the estimated value of the 𝑋𝑚𝑛  parameter used in the 

traditional standard TEM Cells resonant frequency 

calculation method, which is the cause of this error. The 

relationship between the 𝑋𝑚𝑛  parameter and the TEM 

cell opening angle will be further studied in the future, 

and the previous estimation value can be replaced with a 

more accurate 𝑋𝑚𝑛 parameter, so that the calculation of 

the resonance frequency will be more accurate. 

Based on the high-order mode resonant frequency 

law of standard TEM Cells, the resonant frequency 

characteristics and upper frequency limit of symmetric 

extended TEM Cells are studied. Compared with the 

basic TEM Cells and dual TEM Cells, the boundary 

conditions of the first higher order modes do not change, 

so the resonant frequency remains unchanged. However, 

due to the two coupling modes of even mode and odd 

mode between the two cell units, each of the original 

resonant frequencies will split two close resonant 

frequencies, which is to further study the two modes of 

even mode and odd mode. The law of variation of the 

coupling mode provides the basis. 

For symmetrically extended TEM Cells, the two 

resonant frequencies split by each resonant frequency are 

very close to each other. Therefore, the frequency of  

use of dual TEM Cells should be strictly limited to the 

resonant frequency of the first higher-order mode. The 

calculation method can continue to adopt the standard 

TEM Cells high frequency resonant frequency calculation 

method recommended in IEEE STD 1309-2013. 
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Abstract ─ An effective procedure allowing one to 

correct the positioning errors in a bi-polar near to far-

field transformation (NTFFT) technique, that requires a 

minimum number of near-field (NF) data, has been here 

assessed from the experimental viewpoint. This NTFFT 

utilizes an optimal sampling interpolation formula, got 

by considering the antenna under test as contained in an 

oblate spheroid and applying the non-redundant sampling 

representation to the probe measured voltage, to precisely 

determine the NF data needed by the standard NTFFT 

with plane-rectangular scan from the voltages at the 

points prescribed by the sampling representation. These 

voltages are not known and are accurately recovered 

from the positioning errors affected measured ones by 

applying an efficient singular value decomposition based 

technique. 
 

Index Terms ─ Antenna measurements, bi-polar near  

to far-field transformation, non-redundant sampling 

representations, positioning errors correction. 

 

I. INTRODUCTION 
As well-known, the far-field (FF) distance 

requirements cannot be satisfied in an anechoic chamber 

when the dimensions of the antenna under test (AUT)  

are large with respect to the wavelength. In this case, 

only near-field (NF) measurements can be performed 

and, accordingly, the AUT radiated far field must be 

reconstructed by applying near to far-field transformation 

(NTFFT) techniques [1-4]. These techniques generally 

exploit an expansion of the AUT near field in plane, 

cylindrical, or spherical waves, whose expansion 

coefficients are determined from the complex voltages 

acquired by the probe and rotated probe on a proper 

lattice of the scanning surface, that will be a plane, a 

cylinder, or a sphere, respectively. Then, the AUT far 

field is reconstructed by substituting the so determined 

coefficients in the corresponding wave expansion valid 

in the FF region. When the AUT radiates a pencil beam 

pattern, a NTFFT technique using a planar scan, such as 

the plane-rectangular (PR) [5, 6], the plane-polar (PP) [7-

10], or the bi-polar (BP) scan [11-15], is usually adopted. 

The PR NTFFT is surely the most simple of them from 

the analytical and computational points of view. The PP 

NTFFT has several advantages compared to the PR one, 

such as a larger scanning zone for a fixed size of the 

anechoic chamber, a mechanically simpler scanning 

system, and etc. [7]. Even more convenient is that 

adopting the BP scanning. In fact, this scanning retains 

the benefits of the PP one, but makes use only of 

rotational motions and, as well-known, turntables provide 

a greater accuracy with respect to linear positioners. 

Moreover in the horizontal mounting, it makes easier  

to preserve the planarity, since the probe is attached to 

one of the extremities of the arm, whose other end is 

anchored to the rotator, so that the bending of the arm 

does not change throughout the acquisition. It is worth 

noting that the NF data necessary to reconstruct the 

antenna far field using the standard PR NTFFT were 

accurately recovered from the collected BP ones in  

[11, 12] by employing optimal sampling interpolation 

(OSI) expansions. However, such an approach did  

not exploit the non-redundant sampling representations 

of electromagnetic (EM) fields [16, 17] so that an 

unnecessarily large number of NF data was required. 

Conversely, by assuming the antenna as contained in an 

oblate spheroid or in a double bowl (a surface made by 

two bowls having the same aperture), these representations 

have been applied in [13-15] to the voltage detected by 

the scanning probe, thus making available 2-D OSI 

formulas, which allow one to accurately recover the 

needed PR NF data from a minimum number of the BP 

ones. 

Unfortunately, as a consequence of a not precise 

control of the positioniers as well as of their finite 

resolution power, it could not be possible to collect the 

NF data at the points established by the non-redundant 

sampling representation. Anyhow, the actual locations  

of the collected NF data can be accurately determined  

by means of laser interferometric techniques. For this 

reason, the availability of an effective and robust 

technique, enabling the accurate retrieval of the NF data 

necessary to execute the traditional PR NTFFT from the 

inaccurately positioned (non-uniform) BP ones, results 
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to be of primary importance. A procedure based on the 

conjugate gradient iteration technique and exploiting the 

fast Fourier transform for non-equispaced data [18] has 

been adopted for correcting known errors of probe 

positioning in the classical NTFFTs with planar [19] and 

spherical [20] scans. Such a procedure is, in any case, not 

tailored to the non-redundant BP NTFFTs [13-15]. As 

stressed in [21], wherein a more comprehensive analysis 

on the non-uniform sampling is reported, the direct 

recovery of the NF data required to carry out the NTFFT 

from the not evenly distributed ones is not opportune. A 

suitable and viable strategy [21] is to first retrieve the 

evenly distributed (uniform) samples from the non-

uniform ones and afterward evaluate the necessary NF 

data via a precise and robust OSI expansion. Two diverse 

approaches have been developed for achieving such a 

purpose. The former makes use of an iterative technique, 

which turns out to be convergent only if a biunique 

relation linking each uniform sampling point to the 

nearest non-uniform one exists, and has been exploited 

to retrieve the uniform samples in a PR grid [21]. The 

latter, that does not suffer from the above shortcoming, 

employs the singular value decomposition (SVD) 

method and has been adopted to retrieve the uniform 

samples from the inaccurately positioned ones in the 

non-redundant NTFFTs with PP [22], cylindrical [23], 

and BP [24] scannings. Anyhow, to usefully apply this 

last procedure, it is necessary that the uniform samples 

recovery can be split into two separate 1-D problems, 

otherwise a remarkable computational effort is required 

owing to the large dimensions of the involved matrix. 

These procedures have been compared via simulations 

and experimentally validated with reference to a spherical 

NTFFT using a minimum number of NF data [25], while 

their experimental assessment in the NTFFTs with the 

cylindrical and the PP scannings has been provided in 

[26] and [27, 28], respectively. 

Goal of the paper is to give the experimental 

validation of the SVD based approach [24], which allows 

one to correct known probe-positioning errors in the  

non-redundant BP NTFFT adopting an oblate spheroidal 

surface to model a quasi-planar AUT (see Fig. 1). 

 

II. NON-REDUNDANT VOLTAGE 

REPRESENTATION ON A PLANE FROM 

NON-UNIFORM BP SAMPLES 

A. Uniform samples representation 

An efficient representation of the voltage, measured 

on a plane d away from the AUT by a probe with a non-

directive pattern, using a non-redundant number of its 

BP samples is summarized in this subsection. In the 

following, a generic observation point is specified by the 

spherical coordinates (r, , ), while a point P belonging 

to the plane can be also identified by the BP ones (, ), 

where  is the rotation angle of the BP arm and  that of 

the AUT (Fig. 1). As it can be easily shown, the 

following relations link the polar coordinates (, ) to 

the BP ones: 

 
  
 2Lsin  2 ; 

 
     2 ,  (1) 

where L is the arm length. As shown in [29], the voltage 

acquired by a non-directive probe is characterized  

by practically the same spatial bandwidth of the AUT 

EM field and, hence, the non-redundant sampling 

representations of EM fields [16] can be conveniently 

applied to it. Accordingly, the AUT must be modeled by 

a rotational surface , which bounds a convex domain 

containing it and fits well its shape, the scanning plane 

must be represented by means of rings and diameters (as 

in the PP case), an optimal parameterization  has to  

be employed to describe each of these curves, and  

an appropriate phase factor   e
j ()

 
must be extracted  

from the acquired voltage. The so introduced “reduced 

voltage”: 

 j ( )( ) ( ) e ,  V V     (2) 

wherein V denotes the voltage 
 
V

 
or 

 
V  

collected by  

the probe or by the rotated probe, is spatially almost 

bandlimited to 
 
W  [16]. The error made when 

approximating it by a function bandlimited to 
  
 'W  results to be negligible when an appropriate excess 

bandwidth factor  
 '  1 is chosen [16]. Since the 

antennas characterized in a BP NF facility typically have 

a quasi-planar geometry, an oblate spheroid (with semi-

minor and semi-major axes equal to b and a) can be 

suitably adopted as modeling surface . In this case,  

the bandwidth 
 
W, the parameter , and the function  

relevant to a diameter are [13, 14]: 

  22
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wherein  is the free-space wavenumber, E(• | •) the 

second kind elliptic integral, 
  
  f /a  the eccentricity of 

the spheroid, 2f its focal distance, and 
  
u  (r1 r2)/2 f ,

  
v  (r1 r2)/2a  the elliptic coordinates, 

  
r1,2 being the 

distances between the observation point P and the foci. 

When the considered curve is a ring, the angle  can 

be properly adopted as optimal parameter, the phase 

function  is constant, and the bandwidth 
 
W  is [13, 14]: 

 
  
W ()   

  
 a sin() , (5) 

  
 sin1u  being the angle between the asymptote to 

the hyperbola through the point P and the z-axis. 

The following OSI expansion, 

     

0

0

j ( )

1

( ), e , , , , , "

n q

n n

n n q

V V S N N        





  

  , (6) 

allows the fast and accurate evaluation of the voltage V 
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at any point P(, ) on the plane. In (6), 
  
n0  n0    

   , 2q is the number of the retained nearest 

intermediate samples  ,nV   , namely, the reduced 

voltages at the intersections of the sampling rings with 

the diameter through P: 

 
  
n  n  2n (2N"1) , (7) 

 
  
N" N '  1 ;   

  
N ' 'W  1, (8) 

 
x   stays for the greatest integer less than or equal to x, 

and  is an oversampling factor necessary for the control 
of the truncation error [16]. Moreover, 

      ", , , , " , NNn n nS N N D          , (9) 

is the interpolation function of the OSI expansion, with  

  
   

  

2 2

2

2cos / 2 cos / 2 1
,

2 cos / 2 1

N
N

N

T

T

 
 



  
 


, (10) 

and 
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being the Tschebyscheff and Dirichlet sampling functions 

[16]. In (10), 
  
TN ()

 
is the Tschebyscheff polynomial of 

degree   N  N" N '  and 
 
  q . 

 

Fig. 1. BP scanning for a quasi-planar AUT. 
 

A quite similar OSI expansion along the rings allows 

the effective evaluation of the intermediate samples. As 

shown in [13, 14], it results: 

     
0

0

,,

1

", , , , , ,

m p

m n n nnn n m n

m m p

V V S M M      



  

  ,(12) 

where 
  
m0 m0     0(n)  n  , 2p is the 

retained samples number, and, 

   
m,n 0(n)  mn n /2 2m/(2Mn"1) ,

 
(13) 

  
Mn" Mn'  1; 

  
Mn'  *W (n)  1; 

 
n  pn ,

 
(14)

 

  * 2/31 ' 1 sin ( )( ) n    
   ; 

  
Mn  Mn"Mn' . (15) 

It must be noticed that the shift 
  
0(n)  is a 

consequence of the different way of the NF data 

acquisition with respect to that adopted in the PP scanning 

(Fig. 1). 

By properly matching the 1-D OSI expansions (6) 

and (12), the 2-D OSI one is easily attained. This last 

allows the accurate reconstruction of the voltages 
 
V

 and 
 
V  

at the points needed for the classical PR NTFFT 

[5, 6] falling in the measurement circle. It is worthy  

to stress that the probe-compensation formulas in [6] 

(which in the employed reference system take the form 

reported in [9, 30]) require that the probe axes are kept 

parallel to the AUT ones during the scanning, so that the 

probe must properly co-rotate with it. In any case, such 

a co-rotation can be avoided by performing a “software 

co-rotation” when a probe whose far field exhibits a first-

order  - dependence is utilized. If this is the case, it  

is possible to determine the voltages 
 
Vy  

and 
 
Vx,

, which 

would be collected when co-rotating the probe and rotated 

probe, from the knowledge of 
 
V

 
and 

 
V  via the 

relations: 

 
  
Vy  V cos(   /2) V sin(   /2) , (16) 

 
  
Vx  V sin(   / 2) V cos(   / 2) . (17) 

To this end, an open-ended rectangular waveguide 

can be conveniently employed as scanning probe. In  

fact, when the fundamental mode 
 
TE10  is propagating, 

the corresponding far field radiated in the forward 

hemisphere has practically such a  - dependence [31]. 
 

B. Uniform samples retrieval 

Let us assume that all samples, different from the one 

at the pole 

 
 0, are not evenly distributed on rings, which 

in turn are irregularly spaced on the plane. This is a 

reasonable assumption when the BP NF data are 

collected along the rings by exploiting the AUT rotation 

and the acquisition ring is changed by rotating the arm. This 

way of operation is mandatory to profit from the reduction 

in the number of the required samples on the central rings, 

when applying the described non-redundant representation. 

In this hypothesis, the 2-D uniform samples retrieval 

problem is reduced to the solution of two independent 1-D 

ones, so that the SVD based technique can be conveniently 

adopted. The former problem concerns the retrieval of the 

uniform 
  
2Mk

" 1 reduced voltages samples ,( , )m kkV  
 on any non-uniform ring at 

  
 (

k
)
 
from the knowledge 

of the
  
Jk  2Mk

" 1  non-uniform ones ( , )jkV   . By 

applying (12), the non-uniform samples ( , )jkV    are 

expressed as a function of the unknown uniform ones 

,( , )m kkV   , thus attaining the linear system: 

 
 
B X  C , (18) 

wherein  C  is the vector of the known non-uniform 

samples, X is that of the unknown uniform ones, and 
 
B  

is a matrix of dimensions 
  
Jk  (2Mk

"1) , whose elements 

are: 

  , ", , , ,jjm m k k k kb S M M  ,

 

(19) 
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with 
  
m,k  mk  2m(2Mk

"1)  and 
 
k  pk . 

Since only the samples nearest to the output point are 

retained in the OSI expansion, the elements 
 
bjm

 
of the 

matrix 
 
B  are zero, when the index m is outside the  

range 
  
[m0(j )  p1, m0( j )  p]. The best least square 

approximated solution of (18) is then obtained by 

applying the SVD method. The latter problem deals  

with the recovery of the uniform intermediate samples 

 ,nV   , required by the OSI expansion (6) to evaluate 

the voltage at P(, ), from the non-uniform ones 
( , )kV   , obtained using the OSI expansion (12) in 

correspondence of the intersections between the non-

uniform rings and the diameter through P. The non-

uniform samples are then expressed using (6) in terms of 

the unknown uniform ones, thus getting a linear system, 

which is again solved via the SVD method. To avoid the 

ill-conditioning of the above linear systems, it has been 

supposed that both the distances from the non-uniform 

rings to the corresponding uniform ones and those 

between the non-uniform sampling points and the 

associated uniform ones on them are less than one half 

of the related uniform spacings. Moreover, to reduce the 

computational effort, the same number 
 
N  of uniform 

PP samples, coincident with that needed for the outer 

uniform ring, have been retrieved on any non-uniform 

ring. In this way, the number of systems to be solved  

is minimized being the samples aligned along the 

diameters. 

The so retrieved PP uniform samples are then 

interpolated via the OSI expansions (6) and (12) (this last 

suitably adapted to take into account the lack of the shift 

 
0 and the redundancy of the samples on the rings) to 

efficiently recover the voltages 
 
V

 
and 

 
V  at the points 

necessary for the PR NTFFT [5, 6]. 
 

III. EXPERIMENTAL TESTING 
The experimental validation of the described 

approach for correcting known positioning errors, which 

affect the BP NF data, has been carried out through the 

PP NF measurement facility existing in the anechoic 

chamber of the Antenna Characterization Laboratory of 

the University of Salerno. In this facility, the probe is 

mounted on a vertical linear positioner and the AUT on 

a turntable having its axis of rotation perpendicular to the 

vertical positioner. The measurement of the BP NF data 

is made possible due to the presence of another turntable, 

located between the probe and the positioner. A vector 

network analyzer is utilized to measure the complex 

voltage acquired by the employed probe, an open-ended 

WR-90 rectangular waveguide. The AUT considered in 

the following experimental results is a X-band flat-plate 

slotted array (AUT1), manufactured by Rantec Microwave 

Systems Inc., having a roughly circular shape with a 

radius of about 23 cm and working at 9.3 GHz. It is 

placed on the plane z = 0 and is modeled by an oblate 

spheroid with b = 8.1 cm and a = 23.2 cm. The uniform 

and the non-uniform NF BP samples considered in these 

results have been acquired on a circle with radius 110 cm 

on a plane, whose distance from the AUT is 16 cm. In 

particular, the positions of the uniform sampling points 

are those required by the previously described non-

redundant sampling representation when the BP arm 

length L is 120 cm and 
 
 ' =  = 1.25. These chosen 

values of  ' and  ensure low aliasing and reconstruction 

errors. As regards the acquired non-uniform samples, 

they have been deliberately not regularly spaced along 

non-uniform rings in such a way that the shifts from  

the positions of the non-uniform to related uniform rings 

and those from the non-uniform to associated uniform 

sampling points are random variables uniformly 

distributed in 
 
(/2, /2) and 

  
(k /2, k /2), 

respectively, thus avoiding the ill-conditioning of the 

linear systems involved in the uniform samples retrieval. 

The amplitude and phase of the voltage 
 
V  along the 

diameter at  = 0°, recovered through the SVD procedure 

from the positioning error affected BP samples, are 

compared in Figs. 2 and 3 with those directly measured 

(references), whereas the comparison of the retrieved 

amplitude and phase of 
 
V  along the diameter at  = 90° 

with the directly measured ones are shown in Figs. 4 and 

5. A further NF reconstruction example relevant to the 

comparison of retrieved and measured amplitudes of 
 
V  

and
  
V

 
 along the diameter at  = 30° is reported in Fig. 

6. In other words, the solid line patterns refer to the 

voltage acquired at close spacing on the considered 

diametral lines, whereas those shown with crosses are 

relevant to the patterns obtained by interpolating, via  

the 2-D OSI expansion, the uniform NF samples 
reconstructed from the positioning errors affected ones 

through the SVD based approach. As can be noticed, 

notwithstanding the considerable values of the positioning 

errors, all the recoveries are very precise save for the 

zones where the voltage levels are very low. It is worthy 

to note the smoother behavior of the recovered voltages 
amplitudes, due to the OSI functions features to filter out 

the noise sources harmonics greater than the AUT spatial 

bandwidth. The effectiveness of proposed procedure to 

correct the positioning errors is further validated by 
com-paring the FF patterns in the principal planes E and 
H (Figs. 7 and 8) recovered from the non-uniform BP NF 

data with those obtained from the non-redundant 

uniform BP NF samples (references). The reconstructed 

FF patterns attained from the non-uniform BP NF data 

without applying the positioning errors correction 

technique are shown, for sake of comparison, in Figs. 9 

and 10. As can be clearly seen, they appear severely 

deteriorated thus confirming the efficacy of the 

approach. Such an efficacy is even more evident from 

the comparison between the very low errors in the 

reconstructed amplitudes reported in Figs. 7 and 8 and 

the significantly greater ones in Figs. 9 and 10. These 

errors have been evaluated as differences between the 
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reconstructed and reference amplitudes, normalized to 

the maximum of the reference patterns and expressed  

in dB. Other laboratory results, which validate the 

effectiveness of the developed technique and relevant to 

a different antenna, are reported in [32].

 

 

 
 

Fig. 2. 
 
V  

amplitude along the diameter at  = 0°. Line: 

reference. Crosses: retrieved from the non-uniform BP 

NF samples. 

 

Fig. 3. 
 
V

 
phase along the diameter at  = 0°. Line: 

reference. Crosses: retrieved from the non-uniform BP 

NF samples. 

 

Fig. 4. 
 
V  

amplitude along the diameter at  = 90°. Line: 

reference. Crosses: retrieved from the non-uniform BP 

NF samples. 

 

 

Fig. 5. 
 
V  

phase along the diameter at  = 90°. Line: 

reference. Crosses: retrieved from the non-uniform BP 

NF samples. 

 

Fig. 6. 
 
V  and

  
V  

amplitudes along the diameter at  = 

30°. Lines: reference. Crosses: retrieved from the non-

uniform BP NF samples. 

 

Fig. 7. E-plane pattern. Line: reference. Crosses: obtained 

from the non-uniform BP NF samples via the SVD 

procedure. Dashes: reconstruction error. 
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Fig. 8. H-plane pattern. Line: reference. Crosses: obtained 

from the non-uniform BP NF samples via the SVD 

procedure. Dashes: reconstruction error. 

 

 

Fig. 9. E-plane pattern. Line: reference. Crosses: obtained 

from the non-uniform BP NF samples without using the 

SVD procedure. Dashes: reconstruction error. 

 

Fig. 10. H-plane pattern. Line: reference. Crosses: 

obtained from the non-uniform BP NF samples without 

using the SVD procedure. Dashes: reconstruction error. 

 

A further assessment of the capability of the proposed 

procedure to compensate also remarkable positioning  

errors is provided by the experimental results shown in 

Figs. 11-14, relevant to the recovery of the far field 

radiated by a dual pyramidal horn antenna (AUT2), 

polarized in the vertical plane, operating at 10 GHz, and 

situated on the plane z = 0 of the reference system. The 

distance between the centers of the horn apertures  

(
 
8.9cm  6.8cm sized) is 26.5 cm. This AUT has been 

modeled by an oblate spheroid with b = 6.3 cm and  

a = 18.6 cm. Unlike the previous case, 
 
 '  and  are 1.35 

and 1.25, respectively and the scanning plane distance is 

16.5 cm. As can be seen, the reconstructions attained by 

using the SVD procedure result to be much more accurate 

than those directly obtained from the non-uniform BP NF 

samples and exhibit a remarkably smaller reconstruction 

error. 

It is interesting a comparison between the number 

(2098 for the AUT1 and 1836 for the AUT2) of the 

acquired BP samples and that (23346 for the AUT1 and 

19441 for the AUT2) of the NF data needed by the BP 

NTFFT [11, 12] for covering the same scanning zone. 

 

 

Fig. 11. E-plane pattern (AUT2). Line: reference. Crosses: 

got from the non-uniform BP NF samples via the SVD 

procedure. Dashes: reconstruction error. 

 

 

Fig. 12. H-plane pattern (AUT2). Line: reference. Crosses: 

got from the non-uniform BP NF samples via the SVD 

procedure. Dashes: reconstruction error. 
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Fig. 13. E-plane pattern (AUT2). Line: reference. Crosses: 

got from the non-uniform BP NF samples without using 

the SVD procedure. Dashes: reconstruction error. 
 

 

Fig. 14. H-plane pattern (AUT2). Line: reference. Crosses: 

got from the non-uniform BP NF samples without using 

the SVD procedure. Dashes: reconstruction error. 

 

IV. CONCLUSION 
In this paper, an efficient SVD based procedure, 

allowing the correction of known positioning errors in 

the non-redundant NTFFT with bi-polar scanning 

adopting an oblate spheroidal AUT modeling, has been 

further assessed from the experimental viewpoint. Its 

effectiveness has been confirmed by the accurate NF  

and FF reconstructions obtained when it is applied even 

to correct large and pessimistic positioning errors and  

by the comparison with the severely worsened FF 

reconstructions directly achieved from the positioning 

errors affected NF data without exploiting it. 
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Abstract ─ Far field reconstruction in a large-scale space 

is time consuming and imprecise. However, if these data 

are sampled randomly and can be sparse on a specific 

transform domain, it will become quick and accurate  

to complete the field reconstruction by using the 

compressive sensing (CS). By taking the feature of the 

far field distribution for the half-wave dipole antenna in 

half space as an important prior knowledge, the sparse 

transform can be chosen appropriately. Moreover, a piece-

wise approximation method is presented to reconstruct 

the far field. The simulated results show that this 

proposed method has better performance for far field 

reconstruction than the traditional method. 

 

Index Terms ─ Field reconstruction, prior knowledge, 

sparse, compressive sensing. 
 

I. INTRODUCTION 
The spatial distribution of electromagnetic (EM) 

field [1] can provide an intuitive demonstration of radio 

wave propagation. Accordingly, estimating the totality 

of electromagnetic field existing at a given location 

precisely and rapidly offers guidance for wireless 

network optimization. Simulation softwares such as 

Wireless Insite [2] and Winprop [3] have been developed 

for the electromagnetic simulation. In fact, the results  

of these softwares are not accurate enough due to the 

complexity of the environment [4]. Therefore, field 

reconstruction based on measurement by monitoring a 

station or using a personal dosimeter is still needed.  

To describe the spatial distribution pattern of the 

electromagnetic radiation field in the entire region, an 

efficient method for field reconstruction is necessary [5]. 

Several interpolation methods can be used to perform 

EM field reconstruction. The model based parameter 

estimation (MBPE) [6-8] is used in computational 

electromagnetics based on polynomial fitting. In [9], a 

method of weighted minimization of two norms is 

proposed to interpolate the EM near field when no 

information on the radiating source is available. In [10], 

five spatial interpolation methods for electric field in 

urban environments are used and compared. However, 

these methods mentioned above do not perform very 

well in the large-scale geographic space due to the 

reflection, transmission and diffraction of EM waves. 

And in field reconstruction, no prior knowledge about 

EM field is used. Hence, it is necessary to develop new 

solutions to reconstruct the EM field. 

In [11] the Bayesian compressive sensing algorithm 

is utilized to fast analyze the EM scattering problem.  

It is similar to the field reconstruction problem. 

Compressive sensing enables a signal to be reconstructed 

completely from a small set of nonadaptive, linear 

measurements by obtaining a sparse representation in 

some basis [12-14]. It has been applied to many EM 

problems [15-18]. Recently, it is used to reconstruct  

the complex time-harmonic electric field in [19]. The 

electric field is modeled as a summation of 20 incident 

homogeneous plane waves with random phase, 

magnitude, and angle-of-arrival. Actually, incidence, 

reflection, transmission, and diffraction are not 

independent of each other. The electric field in a real 

environment does not have such a sparse representation 

in the spatial-frequency domain. As an important prior 

knowledge, feature of EM wave propagation in real 

environment should be also considered for the field 

reconstruction. 

Therefore, taking the electric field distribution 

created by a half-wavelength dipole antenna above the 

ground as an example, far field reconstruction in a large-

scale space using compressive sensing is researched. 

Firstly, the prior knowledge about the electric field 

distribution feature is introduced. According to the  

prior knowledge, the selection of transforms for field 

reconstruction is discussed. Specifically, the method of 

piece-wise approximation reconstruction according to 

the prior knowledge is proposed. In the end, the electric 

field in a real environment is reconstructed by the  
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proposed method.  

 

II. PRIOR KNOWLEDGE FOR FAR FIELD 

RECONSTRUCION 
Various antennas exist in our lives. One of the most 

commonly used antenna is the half-wavelength dipole 

antenna. In this section, the feature of the electric field 

distribution for the half-wavelength dipole antenna in 

half space is analyzed. The feature will provide an 

important prior knowledge for the following field 

reconstruction.  

 

A. Half-wavelength dipole antenna above the ground 

Suppose the geographical space is divided into two 

half parts, the interface is a smooth plane. The upper half 

space is air and the lower half is ground. As a result, the 

total electric and magnetic field in the upper space with 

a certain height above the ground are the superposition 

of the incident and reflected components, as shown in 

Fig. 1.  

 

 
 

Fig. 1. A half-wavelength dipole antenna above the 

ground with the observation plane at height of ho. 

 

In Fig. 1, the observation plane is at a height of ho 

above the ground and is divided into uniform grids with 

grid width of s. Due to the symmetry of the electric and 

magnetic field distribution on the observation plane, 

only the field distribution along the path d is studied. 

Other symbols in Fig. 1 are not described here for 

briefness.  

Significantly, at the Brewster angle [20] of incidence, 

no TM wave is reflected for this vertical dipole antenna 

of Fig. 1. The Brewster angle can be calculated by: 

0

0

arccot c
r





 ,                          (1) 

where εc is the complex effective permittivity of ground. 

Thus, we have: 

0

0tan

a o
r

r

h h
d





.                               (2) 

That means, there is no reflection at d=dr0, an important 

parameter for studying the feature of the electric field  

distribution. 

 

B. The feature of the far field distribution as 

prior knowledge 
In order to describe the feature of the far field 

distribution of the dipole antenna intuitively, one 

illustrative example of the calculation parameters shown 

in the Table 1 is given.  

 

Table 1: Calculation parameters 

Parameter Value 

s 1m 

ha 20m 

ho 2m 

f 3GHz 

IM 1A 

εr 25 

 2×10-2S/m 

 

From Eqs. (1) and (2), one can obtain that dr0= 110m. 

And the electric field distribution along the path d of  

Fig. 1 can be calculated and is shown in Fig. 2. All the 

measured points along this path d is in the far field region. 

The results show that the magnitude of the electric field 

increases with intense oscillation firstly and then 

decreases with slow oscillation when the observation 

point P moves away from the antenna. 

 

 

 

Fig. 2. Electric field distribution of the half-wavelength 

dipole antenna along the path d. 

 

The feature of the electric field distribution is mainly 

caused by the phase differences of the incident and 

reflected waves. This can be explained as follows. When 

the measured point P is above the ground, there is a 

propagation path difference (r1<r2) between the incident 

wave and the reflected wave, as shown in Fig. 1. It leads 

to that the phase changes of the incident wave and the 

reflected wave are not synchronizable when P moves 
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away from the antenna. And if d is larger than dr0 and 

continues to increase, the propagation path difference 

between the incident and reflected waves becomes 

smaller and smaller, resulting that the phase difference 

between them oscillates more and more slowly.  

Although only the electric field of the vertical dipole 

antenna above the ground is calculated, other types of 

antennas also have the above features. That is, when the 

observation plane is above the ground, the closer the 

measured point is to the antenna, the more intensely the 

electric field oscillates, and on the other hand the farther 

from the antenna, the more slowly the electric field 

oscillates. Therefore, the distance dr0 of Eq. (2) can be 

taken as an important prior knowledge for the field 

reconstruction. 
 

III. ELECTRIC FIELD RECONSTRUCTION 

USING COMPRESSIVE SENSING 
Electric field distribution of the antenna in space is 

not sparse in the measured domain. However it can be 

sparse on a specific transform domain. In this section the 

theory of field reconstruction based on compressive 

sensing with prior knowledge is studied. 
 

A. Compressive sensing 

Suppose that x is the original electric field to be 

reconstructed, it can be considered as a discrete signal 

with length of N. The signal x is compressible if there 

exists a basis matrix Ψ in that x becomes nearly sparse: 
-1= x Ψθ θ Ψ x ,                          (3) 

where vector θ is the representation of x in the domain 

of Ψ-1. If the number of non-zero coefficients in θ is K 

(K<< N), it is called K-sparse signal. 

The basis matrix Ψ is the inverse transform matrix, 

where the transform may be taken as one of the most 

popular orthogonal transforms: discrete Fourier transform 

(DFT), discrete cosine transform (DCT) and discrete 

wavelet transform (DWT). That is, Ψ transforms the 

sparse vector θ into the original electric field x of 

interest. 

On the other hand, the sampled vector y with M×1 

can be expressed as: 
CS  y Φx ΦΨθ A θ ,                      (4) 

where Φ is the measurement matrix with M×N (M<N) 

that is incoherent with Ψ and ACS is the observation 

matrix. M is the number of measurements.  

Here, one should note that the sampled vector y is 

actually sampled from the original electric field x. Then 

ACS can be converted to a partial random matrix by 

randomly selecting the rows of the matrix Ψ. 

x can be exactly reconstructed with overwhelming 

probability by (3). Under the conditions of 2K<M<N the 

reconstruction is equal to solve the l0-norm optimization 

problem of Eq. (4), namely: 
CS

0
min s.t. =θ A θ y .                        (5) 

However, solving Eq. (5) is an non-deterministic 

polynomial-time hard problem. In order to reduce 

complexity, l1-norm optimization problem is used as 

alternative, i.e.,  
CS

1
min s.t. =θ A θ y .                        (6) 

The reconstruction algorithm used in this paper is 

orthogonal matching pursuit (OMP) [21], which solves 

(6) by greedy iteration to approach the sampled vector y. 

 

B. Sparse representation 

As described above, three most popular orthogonal 

transforms can be used. In this subsection, we will study 

how to select the transform from DFT, DCT and DWT 

appropriately according to the prior knowledge.  

The reconstructed electric field in this paper is  

taken along the path d within the range of 1m≤d≤256m,  

with N=256 sampled points. According to the prior 
knowledge of last section, this range can be divided into 

two parts at d=128m, that is, the region of 1m≤d≤128m 

with intense oscillation and the region of 129m≤d≤256m 

with slow oscillation. 

In order to evaluate the sparsity of DFT, DCT, and 

DWT, we introduce another vector θ_normal as below:  

      

2

_ normal 
θ

θ
θ

.                          (7) 

By calculating the percentage of element in θ_normal 

less than a threshold (taken as 0.005 in this paper), the 

sparsity comparison for the three transforms are shown 

in Table 2. 

 

Table 2: The sparsity comparison of DFT, DCT, and 

DWT with =0.005 

Region DCT DWT DFT 

1m≤d≤256m 33.98% 71.48% 23.43% 

1m≤d≤128m 23.19% 50.00% 7.81% 

129m≤d≤256m 89.06% 82.81% 58.59% 

 
Form Table 2, one can see that the sparsity 

percentage in region of 129m≤d≤256m can be up to 

89.06% in DCT domain. In the region of 1m≤d≤128m 

and 1m≤d≤256m, the sparsity percentage in DWT domain 

is the largest. 

Furthermore, one can also find that DFT is not the 

optimal sparse basis transform in any region above. This 

is because the incident and reflected waves are not 

independent due to the ground reflection. Moreover, the 

plane wave angular spectrum varies with the change of 

propagation path. Therefore, the electric field is not very 

sparse in DFT domain. 

From point view of signal and system, most of the 

signal energy is concentrated at the lower frequency after 

DCT, while DWT has more excellent multi-resolution 

properties than DCT. That means, for the reconstruction 

of the electric field, DCT is suitable in the region of 
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electric field with slower oscillation (the region of 

129m≤d≤256m in Table 2), while DWT is suitable in the 

region of the electric field with intense oscillation (the 

region of 1m≤d≤128m in Table 2). 

 

IV. NUMBERICAL RESULTS 

If the electric field |E| is inherently 2-D, it can be 

expressed as the 1-D vector by stacking the matrix 

columns and is represented by x with a length of N. The 

sample y of the electric field x is performed by using a 

random measurement matrix Φ with dimension M×N. 

Finally, field can be reconstructed by OMP. For each 

choice of Φ, the quality of the reconstruction is evaluated 

by computing the relative error between the original and 

reconstructed field as follows: 

2

2

ˆ
e




x x

x
,                               (8) 

where x̂  is the reconstructed field. By choosing, for 

example 1000, different measurement matrices Φ, the 

reconstruction error can be obtained by taking the 

average of the relative errors of Eq. (8). 

 

A. Field reconstruction by traditional approach 

The traditional approach to reconstruct the electric 

field is to sample in the entire interested region and 

reconstruct it using only one transform matrix. This 

subsection investigates and compares the reconstruction 

error versus the number of measurements M for the three 

different transforms. The reconstructed electric field is 

in the region of 1m≤d≤256m of Fig. 2. 

Figure 3 illustrates the reconstruction error versus 

the number of measurements 10≤M≤250. It is observed 

that the quality of the reconstructed electric field is 

directly related to the sparsity of the three different 

transforms just as indicated in Table 2. When M >115, 

the quality of the reconstruction is the best by DWT.  
 

 
 

Fig. 3. Reconstruction error comparison in the region of 

1m≤d≤256m for the three different transforms. 

Next, we divide the region into two parts, including 

1m≤d≤128m and 129m≤d≤256m, and reconstruct the 

electric field respectively. The results are shown in  

Fig. 4 and Fig. 5. As can be seen, in the region of 

1m≤d≤128m, the reconstruction error by DWT is lower 

than DCT and DFT if M >55, while in the region of 

129m≤d≤256m, the performance of DCT far exceeds 

that of the other two transforms.  

 

It is also interesting to observe that the number of 

measurements M required for a good reconstruction 

depends on the complexity of the original electric field. 

As the distance from the source decreases, the oscillation 

of the field in the space becomes more and more intense, 

as a result, the more number of measurements are 

required to improve reconstruction. 

 

 
 

Fig. 4. Reconstruction error comparison in the region of 

1m≤d≤128m for the three different transforms. 

 

B. Field reconstruction by piece-wise approximation 

with prior knowledge 

By dividing the whole region of 1m≤d≤256m into 

two parts according to dr0 by Eq. (2), a piece-wise 

approximation with prior knowledge is proposed. That 

is, DWT is used as the sparse transform with larger M  

in the region of 1m≤d≤128m, and instead, smaller M  

is required and DCT is adopted in the region of 

129m≤d≤256m. 

Figure 6 and Fig. 7 demonstrate the reconstructed 

electric fields in the region of 1m≤d≤256m (N=256)  

by traditional approach and the proposed approach, 

respectively. For the traditional approach, the 

reconstruction error is 0.201 with M=100 and using 

DWT. For the proposed approach, M is taken as 70 and 

30 in the region of 1m≤d≤128m and 129m≤d≤256m, 

respectively. And the reconstruction error is 0.067.  

Compared with the traditional approach, one can 

conclude that the piece-wise approximation with prior 

knowledge proposed in this paper needs less number of  
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measurements and has smaller reconstruction error.  

 

 
 

Fig. 5. Reconstruction error comparison in the region of 

129m≤d≤256m for the three different transforms. 

 

 
 

Fig. 6. Reconstructed electric field by the traditional 

approach and the original electric field. 

 
C. Field reconstruction in real environment 

In this subsection, the electric field in a real 

environment is reconstructed by compressive sensing. 

The original electric field is simulated in Wireless Insite 

[2]. There are 168×168 receivers (isotropic antenna) 

with spacing of 5m in a region of 840m×840m in  

this environment, as shown in Fig. 8. The transmitter 

(vertical half-wave dipole antenna) is located at the 

center of this region and the simulation parameters are 

listed in the Table 3. 

Figure 9 shows the original electric field simulated 

by Wireless Insite. For field reconstruction, the total 

region is partitioned into 441 equal-sized cells with the 

area of 40m×40m. 

 

 
 

Fig. 7. Reconstructed electric field by the proposed 

approach and the original electric field. 

 

 
 

Fig. 8. A real environment modeled in Wireless Insite. 
 

Table 3: Simulation parameters 

Parameter Value 

s 5m 

ha 50m 

ho 2m 

f 3GHz 

IM 1A 

εr 25 

 2×10-2S/m 

 

For the traditional approach with DWT, 20% of the 

number of measurements in each cell are used. The 

reconstructed electric field is shown in Fig. 10, with the 

reconstruction error of 0.7308. 

For the proposed piece-wise approximation 

approach, dr0 is 260m by Eq. (2). Hence, a squire 

boundary with the side length of 520m divides the whole 

region of 840m×840m into two parts, as depicted in  

Fig. 9. Inside the boundary, DWT is used with 40% 

measurements, while outside the boundary, DCT is 

adopted with 20% measurements. The reconstructed  
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electric field is shown in Fig. 11 with the reconstruction 

error of 0.1972. Compared with the traditional approach, 

the proposed piece-wise approximation approach has 

better performance with not too more measurements 

increased. 
 

 
 

Fig. 9. Original electric field and the number of 

measurements. 
 

  
 

Fig. 10. Reconstructed electric field by the traditional 

approach. 
 

 
 

Fig. 11. Reconstructed electric field by the proposed 

approach. 

V. CONCLUSION 
The far field feature of half-wave dipole antenna in 

large-scale half-space is studied and taken as a prior 

knowledge for the electric field reconstruction by 

compressive sensing. With this prior knowledge, a  

new method based on the piece-wise approximation 

reconstruction is presented. Compared with the traditional 

approach, the proposed piece-wise approximation 

method can obtain a higher quality reconstruction field 

with an appropriate number of measurement points.  

In the end, the reconstruction in a real environment 

illustrates the validity and feasibility of the proposed 

method.  
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Abstract ─ We determine the radiation from an infinitely 

flanged rectangular waveguide using the modal 

decomposition matrix (MDM) method. The MDM 

method computes the electromagnetic field components 

at the aperture in the Fourier domain by representing the 

radiated field in terms of a sampling of the free-space 

transverse wave number. The results of the MDM 

approach show good agreement with numerical 

approaches using commercial electromagnetic modeling 

software.  

Index Terms ─ EM propagation, flanged rectangular 

waveguide, modal decomposition matrix, spherical value 

decomposition, stationary phase. 

I. INTRODUCTION
In practice, designers use flush mounted aperture 

antennas widely and approximate their models by an 

aperture in an infinite conducting surface (infinite 

flange). The analysis of radiation from an infinitely 

flanged open rectangular waveguide has been widely 

studied and presenting using different analytical methods 

for calculating the electromagnetic (EM) fields at the 

aperture [1-3]. Furthermore, the solutions determined 

by these methods reasonably approximate those of a 

radiating waveguide with a finite flange [4]. After 

calculating the EM fields at the aperture, the stationary 

phase equation determines the radiated far field [5]. 

Although accurate, known methods require the additional 

calculation of the Fourier transform of the EM fields at 

the aperture before they can apply them to the stationary 

phase equation. In high fidelity computer simulations 

with many millions of mesh cells, algorithms numerically 

compute the EM fields at the boundaries of every 

mesh cell across the waveguide aperture. For far field 

calculations using stationary phase, these methods also 

require a Fourier transform of every EM field at the 

boundary of every mesh cell across the aperture leading 

to unnecessary additional computational expense. 

This paper reviews a less computationally costly 

approach that analytically computes the components of 

the EM fields at the aperture of an infinitely flanged 

open rectangular waveguide in the Fourier domain. Our 

approach directly solves for these fields without the need 

of a computationally expensive Fourier transform. The 

approach uses the modal decomposition matrix (MDM) 

based on a modal sampling of the transverse free space 

wave number. This approach results in a matrix equation 

solving directly for the Fourier field components needed 

for stationary phase calculations of the radiated far 

fields. The authors originally published the MDM 

method as an internal report [6], and mean for this review 

paper to distribute the results to a wider audience of peer 

reviewed journals. 

We compare the results determined by the MDM 

method to the far field radiation patterns and return loss 

calculations achieved by CST Studio Suite 2017 for a 

3D model and simulation of the same problem. The 

comparison shows excellent agreement between the 

simulations and the numerical techniques using the 

MDM method. 

II. MODAL DECOMPOSITION OF A

RECTANGULAR WAVEGUIDE
This section describes the theory of matching the 

transverse electric (TE) and magnetic (TM) fields that 

exist inside a uniform rectangular waveguide to those of 

the radiated far fields in free space. We base the below 

description of the modal decomposition on known theory 

[7, 8]. We assume the dominant propagating mode 

generates the transverse EM fields inside the waveguide. 

The cutoff frequency (fc) of the waveguide determines 

when the dominant mode changes from an attenuating to 

a propagating mode. For a rectangular waveguide, the 

dominant mode is TE10 [9]. 

By matching to the spectral component of the 
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radiated field at the aperture, we derive a system of 

equations that yield the transverse aperture EM fields in 

the Fourier domain. Based on this we use the stationary 

phase equation to calculate the far field radiation 

patterns. We now construct the form of the electric and 

magnetic fields that exist inside the waveguide due to a 

propagating TE10 mode. 

 

A. Propagating TE10 mode case 

We assume the incident TE10 wave in Fig. 1 exists 

in the waveguide with the following form: 

      ' 'NTincE r e V z , (1) 

      ' 'NTincH r h I z , (2) 

where r = x∙xo + y∙yo + z∙zo, ρ = x∙xo + y∙yo, and V(z)  

and I(z) are the voltage and current at point z inside  

the waveguide. N denotes that the incident mode is 

propagating in the waveguide and ’’ denotes a TE mode 

while ’ denotes a transverse magnetic (TM) mode. 

 

 
 

Fig. 1. Illustration of the boundary between the waveguide 

and free space at z=0 and its transverse cross section. 

  

Figure 1 shows two orientations of the same 

rectangular waveguide. A half space boundary exists at 

z=0, and the waveguide extends to -∞ in the zo-direction. 

The literature describes this as the semi-infinite 

waveguide approximation [7].    

We define the mode functions eυ(ρ) and hυ(ρ): 
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where υ represents the (m, n) pair known as the mode 

number where (m, n)≥0. In the remainder of this paper, 

we use υ=M or N to denote non-incident and incident 

modes in the waveguide, but these also represent (m, n) 

pairs. For instance, the TE10 mode has mode indices of 

m=1 and n=0. We determine A’υ and A’’υ by normalizing 

(3-6) across the transverse plane of the waveguide: 
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   , (8) 

where δmk is defined as δmk=0 for m≠k, δmm=1 and 

similarly for δnl. Solving (8, 9) for the normalization 

constants yield: 
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, (10) 

where Pmn is the propagating mode’s amplitude. 

Taking (3-6) and (9, 10) into account we construct 

the total transverse fields inside the waveguide for z0: 
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where Γυ is the reflection coefficient at the aperture. We 

define Z’υ, Z”υ, and κυ as: 
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Here ko is the free space wave number, (mπ/a)2=
2
xk , and 

(nπ/b)2= 2
yk . We define the equations for the transverse 

radiated electric and magnetic fields when z≥0: 
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where kTυ represents the mode dependent (kx,ky) pair and 

~ denotes these components are in the Fourier domain. 

 
III. MODAL DECOMPOSITION 

MATRIX METHOD 
We now equate the vector equations of ET(r) and 

HT(r) of (11, 12) to (16, 17). Doing so equates the TE 

and TM fields at the waveguide free space boundary of 

z=0 in Fig. 1. The expressions obtained populate the 

MDM allowing us to solve for the Fourier components 

of the transverse fields at the aperture of the open 

waveguide.  

  
A. Derivation of MDM equation 

To express the fields at the waveguide free space 

boundary we equate (11) to (16) and (12) to (17). Setting 

z=0 yields: 
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The following orthogonality equations [6]: 
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allow us to simplify (18, 19) in terms of Γυ, 
~

( , )x yk kE , 

and 
~

( , )x yk kH , where S is the surface dimensions of  

the rectangular waveguide. By limiting the bounds of 

integration in (20, 21), we enforce the boundary 

condition that ET(r) = 0 on the conducting surface of the 

waveguide and flange. Using the following substitutions: 
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we can rewrite (18, 19) as the following system of 

equations: 
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, (31) 
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We use equations (24-31) to populate the MDM and 

solve for the Fourier components of the fields at the 

aperture. By adding like Γυ terms together from (24-31) 

we rewrite the system of equations as: 
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By representing the integrals in k space as a 

Riemann Sum over kx and ky, we will formulate the 

MDM equation. Simplifying (32, 33), we write 
~

( )TTH k   in terms of 
~

( )TTE k   leaving a single 

unknown. Starting with the expression: 
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we form the matrix equation: 

 

~

~ ~

~

~

~

( )
( ) ( )

( )

( )

( )

Tx

T TT T

Ty

xx xy Tx

yx yy
Ty

H k
H k A E k

H k

A A E k

A A
E k


  







 
 

   
  

  
     
    

. (35) 

We solve for A by expanding (33) as: 
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where kx and ky are mode number dependent. 

Equations (36, 37) are a shorthand notation 

representing the system of equations that construct our 

MDM equation. However, longhand notation will better 

demonstrate how (36) maps to a system of equations. We 

express (36) by a set of two the Riemann sums over kx 

and ky: 
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We can now write the MDM from (38, 39) to solve 

directly for
~

TE  with no need to invoke a Fourier 

transform. In doing so, each value of υ represents a 

different waveguide mode corresponding to the MDM 

row index. Each value of υ also represents a discrete 

index of kx and ky corresponding to the MDM column 

index. This creates a square matrix with a total of L 

samples of kx and ky as well as L modes. 

Note from (22) that ( )  still includes an xo and 

yo vector dependence. If we let, 
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then we populate the MDM equation using (40-43) and 

a matrix of four LxL quadrants: 
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Quadrant M’’υX corresponds to elements that 

represent TE modes in the xo direction, quadrant M’’υY 

corresponds to elements that represent TE modes in  

the yo direction, quadrant M’υX corresponds to elements 

representing TM modes in the xo direction, and quadrant 

M’υY corresponds to elements representing TM modes in 

the yo direction. We separate the xo components and yo 

components to obtain individual solutions to 
~

( )TxE k   

and 
~

( )TyE k   at z=0. Each MDM quadrant is LxL in 

dimension yielding a 2Lx2L matrix. The solutions to 
~

( )Tx kE   and 
~

( )Ty kE   are size L column vectors. The 

right hand side column vector of equation (44) is zero 

except for the first element that corresponds to the 

propagating TE10 mode.   

As with any numerical approximation to a 

continuous function, L must be large enough to ensure 

an accurate representation of the original function. 

However, a large L necessitates using many weak 

attenuating modes in the MDM equation. This leads to a 

singular matrix, which is not invertible. Therefore, in 

solving (44) we must use singular value decomposition 

(SVD) to determine the inverse of the MDM [10]. 

When using the SVD method the number of singular 

values used to generate the inverse of the MDM in (44) 

plays a crucial role. A matrix with dimensions 2Lx2L 

will have 2L singular values. Many of the singular values 

will have magnitudes approaching zero. The calculation 

should not use these values or they will skew the 

accuracy of the numerical results. On the other hand, if 

you have multiple singular values with large magnitudes 

then eliminating any of them will also skew the results. 

Figure 2 shows the singular values in descending order 

for a 24-mode MDM calculation. The number of singular 

values used for this particular calculation is 5. 

 
 

Fig. 2. Plot of singular values of a 24 mode MDM in 

descending order. 
 

B. Representation of kx and ky outside the waveguide 

This section describes how to represent the values 

of kx and ky in the MDM equation. Since it is desirable to 

represent the radiated far field in spherical coordinates 

(r, θ, ϕ), we must map kx and ky to spherical coordinates 

to use in the stationary phase calculation. 

The far field stationary phase approximation is well 

known and widely used throughout the literature [6, 11]. 

We repeat the equation here for convenience: 
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Mapping kx and ky to spherical coordinates yields: 

  sin cos( )k k
x o

  , (54) 

    sin sink k
y o

  . (55) 

In order to get a hemisphere mapping of the radiated 

electric field in the positive propagation direction, we are 

interested in -π/2≤θ≤π/2 and 0≤ϕ≤π/2. After substituting 

these values of θ and ϕ into (54, 55), we get a trajectory 

of kx and ky inside a circle of radius ko as shown in Fig. 3 

and Fig. 4. 

Figure 3 shows all the kx and ky values obtained for 

ϕ=0 and Δθ=1/L where L corresponds to the size of each 

quadrant in (44). The angle of ϕ is represented in Fig. 3 

as the angle between the kx and ky axes. Since ϕ=0, all the 

kx and ky values fall on the ky=0 axis. If we use ϕ=π/4 to 

calculate kx and ky as in Fig. 4, then we see that the values 

of kx and ky fall on a trajectory that makes an angle of π/4 

with the ky=0 axis. 

Note that in both Figs. 3 and 4 an equal spacing 

between values of θ does not result in an equal spacing 

in kx and ky. In addition, any value of kx and ky that falls  
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on the ko radius yields a value of |kT| = ko which 

corresponds to κ=0. Any value of kx and ky that falls 

beyond the ko radius corresponds to an imaginary value 

of κ. These values represent attenuating modes. 

 

 
 

Fig. 3. Plot of kx and ky obtained for ϕ=0. 
 

 
 

Fig. 4. Plot of kx and ky obtained for ϕ= π/4. 

 

IV. ANALYSIS AND COMPARISON TO 

SIMULATION 
We compare the far field patterns and return loss at 

the air-interface boundary of the waveguide calculated 

from the MDM method to those generated using 3D EM 

modeling software. We performed the MDM calculations 

using Matlab 2017a and simulations with CST Studio 

Suite 2017 for comparison. 

 

A. Computer model 

The transverse dimensions of the waveguide are λo/2 

in the xo direction at 200 megahertz (MHz) and λo/4 in 

the yo direction.  As long as a ≥ 2b in Fig. 1, the dominant 

mode will be the TE10 mode [9]. The propagation of  

the dominant mode begins at fc=200 MHz and the 

propagation of the second mode begins at 2fc=400 MHz. 

For frequencies below 200 MHz no modes will propagate 

in the waveguide, and for frequencies above 400 MHz 

more than one mode will propagate.    

The distribution of the propagating TE10 mode 

generated by a matched waveguide port is a cosine 

distribution across the waveguide with units of volts per 

meter (V/m). This is the expected mode distribution for 

the TE10 mode [9]. The mode distribution peaks and is 

symmetric about the center of the transverse plane of the 

waveguide. The mode distribution does not vary in the 

zo direction because it is a propagating mode. 

 

B. MDM results and comparison 

The calculations and simulations of the far field 

radiation patterns are determined for a frequency of 300 

MHz. We chose this frequency because it stands far 

away from both fc and 2fc. Figure 5 shows the far field 

patterns of Eθ and Eϕ plotted in polar coordinates, and 

Fig. 6 shows the same patterns plotted in Cartesian 

coordinates. Figure 7 shows a calculation of the return 

loss based on the reflection of the TE10 mode at the air 

interface of the flanged rectangular waveguide. 

 

 
 

Fig. 5. Polar plot of the normalized Eθ and Eϕ patterns. 
 

 
 

Fig. 6. Cartesian plot of the normalized Eθ and Eϕ 

patterns. 
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Fig. 7. Plot of return loss versus frequency for the TE10 

mode at the waveguide air-interface boundary. 
 

These calculations all assume an air-filled 

waveguide. The results show excellent agreement 

between the results of the MDM method and those 

generated by CST. In particular, the return loss at the 

boundary shown in Fig. 7 demonstrates the accuracy of 

the mode coefficients calculated using the MDM method 

to generate these results. 
 

V. CONCLUSION 
Traditional methods for analysis of the EM fields at 

the aperture of an infinitely flanged radiating rectangular 

waveguide require the computation of the Fourier transform 

of the EM fields prior to use of stationary phase. These 

approaches introduce additional computational costs to 

performing calculations of radiated far fields for this type 

of problem. We derive a new approach called the MDM 

method that allows for the direct computation EM fields 

at the aperture in the Fourier domain, which eliminates 

the need to make additional computations to obtain the 

Fourier transform. The result is a matrix equation that 

directly solves for the Fourier components needed for  

the far field stationary phase calculations. The results of 

the MDM method are in agreement with the far field 

radiation patterns and return loss versus frequency of  

an infinitely flanged radiating rectangular waveguide 

generated by CST. The high fidelity of agreement 

validates the accuracy of the less computationally 

expensive MDM formulation. 
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Abstract ─ This paper proposes a new CPW rat race 

coupler whose shape has been meandered using the 

superformula for size reduction. The coupler operates at 

a center frequency of 1.8 GHz. The size reduction in  

the proposed design is about 74% as compared to 

conventional ring rat race coupler. The bandwidth of the 

proposed coupler defined by |S11| < -15 dB is about 31.6%. 

 

Index Terms ─ Coplanar waveguide, rat-race coupler, 

superformula. 

 

I. INTRODUCTION 
Rat race couplers have been attracting much 

attention lately for use in several applications such as in 

mixers, multipliers, amplifiers, beamformers, etc [1-5]. 

One of the disadvantages with these couplers is that their 

circumference is large (3/2), where  is the wavelength 

at the operating frequency. This makes circuit 

miniaturization very important. 

Several techniques have been used to miniaturize 

the size of the rat race coupler. This includes the use of 

phase inverters to reduce the length of the 3/2 arm [6]. 

It also includes the use of Microstrip-to-CPW Broadside-

Coupled Structure with Stepped-Impedance Sections 

[2]. Miniaturization has also been achieved using six 

synthesized coplanar waveguide (CPW) cells, formed by 

meander line inductors, parallel-plate capacitors, and 

interdigital capacitors [7]. 

This paper attempts to miniaturize the rat race 

coupler using the superformula that was proposed by 

John Gielis in the year 2003 [8]. This formula is a 

generalization of the super ellipse formula. It is used to 

meander the circumference of the coupler so as to reduce 

its size. This works as follows; the circumference of the 

conventional circular coupler (3/2) remains almost the 

same when the ring CPW is meandered and bent. This 

has the effect of reducing the radius and hence the 

surface area of the meandered coupler as compared with 

the conventional coupler.   

The superformula has six different parameters 

which when properly selected can produce many 

complex shapes and curves that are found in nature. It 

has been used by Simeone et al. [9] to produce dielectric 

resonator antennas of different shapes. It has also been 

used by Bia et al. to produce supershaped lens antennas 

for high frequency applications [10]. Paraforou [11] 

applied the superformula to get different patch antenna 

shapes. The same formula has also been used by Naser 

and Dib [12] to design a compact UWB microstrip-fed 

patch antenna. More recently, the superformula was used 

by Omar et al [13, 14] to design UWB CPW fed patch 

antenna that operates in the FCC band (3.1-10.6 GHz) 

where the proposed patch shape was circular with 

sawtooth-like circumference. 

In this paper, the transmission line element used is 

coplanar waveguide which enjoys several advantages 

over microstrip in terms of easier integration with active 

and passive elements and with shunt and series elements 

in addition to the more versatility of controlling the 

characteristic impedance of CPW by controlling the slot- 

to-strip width ratio. 

The basic rat race coupler has 4 ports each of which 

has 50  impedance, while the CPW forming the ring 

has a 70  impedance. 
 

II. COUPLER DESIGN 
The superfromula proposed by Gielis [8] is a polar 

formula which has the general form: 

 𝑟 = [|
cos(

𝑚𝜃

4
)

𝑎
|

𝑛2

+ |
sin(

𝑚𝜃

4
)

𝑏
|

𝑛3

]

−1

𝑛1

. (1) 

The superformula consists of six parameters n1, n2, n3, m, 

a, and b. Each of the parameters a and b must be chosen 

to be 1 to insure symmetry of the coupler geometry. The 

parameters n1, n2, and n3 are positive real numbers. The 

number m determines the number of points, corners, 

sectors, or hollows fixed on the shape and their spacing, 

while n2 and n3 determine if the shape is inscribed  
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or circumscribed in the unit circle. For n2=n3 <2, the 

shape is inscribed, while for n2=n3 >2, the shape will 

sumscribe the circle [8]. In this design, the chosen 

superformula parameters are n1=n2=n3=1, a=b=1, m=24 

(corresponding to 24 bends on the meandered ring). The 

general shape of the coupler is shown in Fig. 1.  

The proposed coupler was designed for operation at 

1.8 GHz using CPW on a 1.5 mm thick FR4 substrate 

(r=4.4, loss tangent=0.02). The feeding CPW center 

conductor is 2.74 mm, and the slot is 0.3 mm resulting in 

50  feed line. Bond wires are used to connect the two 

grounds on either sides of the center conductor, as shown 

in Fig. 1, for elimination of the undesired coupled slotline 

mode. The performance of the coupler with and without 

bond wires is given in Section IV. 
 

 
 

Fig. 1. 3-D view of the simulated rat race coupler. 
 

A. Design procedure 

The superformula (Eq. (1)) is programmed in 

MATLAB to get the data (points) of one of the 

meandered ring slots shown in Fig. 1, with n1=n2=n3=1, 

a=b=1, m=24 in Eq. (1). Note that m=24 corresponds to 

the number of bends on the meandered slotted ring. These 

points are then entered in Excel to generate (x,y) pairs. 

These pairs are entered in Autocad to draw a polyline 

shape of the slot ring shown in Fig. 1. The shape 

generated in Autocad is imported in the simulator HFSS. 

The initial dimension of the slot ring is scaled to 

3/2 at 1.8 GHz (including the meander lengths, with 

bends). The ring slot is then duplicated and reduced in 

size to form the other slotted ring and then the 4 ports are 

added as numbered in Fig. 1, with feeding CPW port 

center conductor = 2.74 mm, and slot = 0.3 mm resulting 

in 50  feed lines. Note that the CPW circular ring has 

an impedance of about 70  (with slot=0.3 mm and center 

conductor=0.68 mm). The overall dimension of the 

proposed coupler is 38.4 x 38.4 x 1.5 mm. 

The conventional rat race coupler has circular slotted 

rings (no meander). The circumference of the outermost 

slotted circle is 3/2 at 1.8 GHz (corresponding to a radius 

of a=24.5 mm) and a total surface area of a2=1885 mm2. 
The area of the meandered coupler is obtained using the  

“measure surface area” option in HFSS. 
 

III. MEASUREMENTS 
The designed coupler was fabricated and built in our 

lab to measure the S-parameters. A photograph of the 

measured coupler is shown in Fig. 2 (without bond 

wires). A second photograph showing the coupler with 

bond wires and connectors is shown in Fig. 3. Figure 1 

shows that ports 1 and 2 are close from each other. This 

prevented us from measuring the 4 port S-parameters and 

allowed only measuring 3 port S-parameters with port 2 

matched to a 50  load, as shown in Fig. 3. 

The design is simulated using high-frequency 

structure simulation (HFSS). Moreover, the validity of 

the design is demonstrated by measuring the divider 

using an E5071C ENA Vector Network Analyzer using 

standard SMA connectors. 

 

 
 

Fig. 2. A photograph of the measured coupler (no bond 

wires). 

 

 
 

Fig. 3. A photograph of the measured coupler with bond 

wires and connectors (port 2 is match terminated). 
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IV. NUMERICAL AND MEASURED 

RESULTS 
Figures 4 (a), (b) show comparison between the 

numerical results obtained using HFSS and the measured 

results with port 2 excluded from the measured data. This 

figure shows good agreement between the two over the 

operating frequency range. It also shows very good input 

port matching and very good isolation between ports 1 

and 4 at the design frequency. Moreover, S21 and S31 are 

close to -3 dB at 1.8 GHz. 

           (a) 

          (b) 
 

Fig. 4. (a) Comparison between measured and simulated 

S11 and S41 (with bond wires). (b) Comparison between 

measured and simulated S21 and S31 (with bond wires). 

S21 was not measured. 
 

Figure 5 below shows the simulated angles of 

selected S-parameters. The angles of S21 and S31 are 

almost the same while the difference between the angles  

of S34 and S24 is about 180. 

The bond wires are important to suppress the 

undesired coupled slot line (even) mode and allow for 

the dominant CPW (odd) mode to propagate, hence 

reducing loss and improving performance. This is shown 

in Figs. 6 (a), (b) which provide a comparison between 

the performance of the coupler with and without bond 

wires. Clearly without bond wires, the return loss reduces 

to around 10 dB instead of 20 dB with bond wires. Also 

S21 and S31 are no longer equal at 1.8 GHz. The bond 

wire locations are shown in Fig. 1 and Fig. 3. 

Fig. 5. Simulated angles of S-parameters versus frequency 

(with bond wires). 

                   (a) 
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               (b) 
 

Fig. 6. (a) Comparison between simulated S11and S41 

with and without bond wires. (b) Comparison between 

simulated S21 and S31 with and without bond wires. 
 

V. SIZE REDUCTION 
Table 1 shows a comparison between the size of the 

proposed rat-race coupler and other sizes presented in the 

literature. 
 

Table 1: Comparison between the sizes of different 

couplers 

Paper r 
Operating 

Frequency 

Proposed Coupler Area/ 

Conventional Coupler Area 

This 

paper 
4.4 1.8 GHz 26% 

[1] 2.2 2.5 GHz 41.8% 

[16] 2.94 3 GHz 77% 

[17] 2.65 5 GHz 45% 

[18] 2.5 5 GHz 55.2% 

   

This table shows that the coupler proposed in this 

paper has more size reduction as compared to the  

other couplers investigated in Table 1. Note that the 

conventional coupler area is about 1885 mm2. 
 

VI. BANDWIDTH OF COUPLER 
Table 2 shows the simulated bandwidth of the 

proposed coupler using 4 different definitions of 

bandwidth [1]. 
 

VII. CONCLUSION 
This paper proposed a new design of coplanar 

waveguide rat race coupler operating at 1.8 GHz.  

The size of the coupler has been reduced using the 

superformula yielding about 74% size reduction as 

compared with conventional ring rat race coupler. The 

proposed coupler has a bandwidth of about 32%. 

 
Table 2: Simulated bandwidth of the proposed coupler 
Definition |S11|<-15 dB 

(Input 

Matching) 

|S41|<-20 dB 

(Isolation) 

<S21-

<S31= 

5 

<S24-

<S34= 

1805 

Freq. Range 

(GHz) 
1.52-2.09 1.37-1.98 1.17-1.7 1.48-1.72 

% 

Bandwidth 
31.6% 33.8% 29.4% 13.3% 
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Abstract ─ This paper presents an ultra-wideband (UWB) 

micro-strip patch antenna design for microwave breast 

phantom imaging system. By optimizing the shape 

of radiating elements, the antenna achieves UWB 

characteristics with excellent frequency ratio. The antenna 

was fabricated and tested in both time and frequency 

domain analysis. Sufficient agreement between the 

simulated and measured data was observed. The antenna 

achieves a wider bandwidth of 8.2 GHz (2.5 GHz to 11.2 

GHz) with good gain and radiation pattern. The antenna 

has optimum design comparing to the theoretical Q-

factor and the near field directivity (NFD) is also 

observed. Effective near-field microwave breast phantom 

measurement systems with an array of 9 UWB antennas 

is proposed and the performance is tested with and 

without tumor cells inside the breast phantom. The 

backward scattered signals analysis shows that the 

presence of tumor with higher dielectric constant than 

normal cells. Thus, the proposed antenna can be a good 

candidate for microwave breast tumor detection.  

Index Terms ─ Antenna array, backscattering, microwave 

breast imaging, NFD, UWB antenna. 

I. INTRODUCTION 
In recent years, breast cancer is considered an 

emerging cause of disease of millions of women across 

the globe with high mortality rate. Only the early 

detection of this disease is critical to lessen the mortality 

rate. Currently, X-ray mammography, magnetic resonance 

imaging (MRI) and ultrasound imaging are used for 

breast cancer detection. X-ray is the most widespread 

techniques for screening but it has some major 

drawbacks including false negative rate higher than 

34%, costly and harmful high frequency radiation. [1]. 

Furthermore, for getting higher resolution image, 

mammography causes unpleasant breast compression. 

As a result, research is being conducted to find an 

alternate method for early efficient detection of breast 

tumor cell which will be low cost, easy to implement, 

high positive rate and comfortable for the patient. Human 

breast is constructed in the comparatively modest model 

rather than other body parts such as thorax, limbs and 

abdomen. Remarkably, there is an identical difference 

between the dielectric properties of normal and 

malignant breast tissue. This difference of electrical 

properties related to conductivity and permittivity is the 

fact that normal breast tissue propagates the microwave 

signal fluently in a lossy and fatty medium rather than 

lesions which hold more liquid in the response of blood 

and water. So, any unwanted cell cluster, or cyst, can be 

identified in this from the scattered signals. Microwave 

imaging can be the suitable alternative to the conventional 

breast tumor detection system with respect to harmless, 

low cost and high-resolution imaging. 

The main aim of the microwave imaging technique 

is to develop a reliable low-cost imaging system which 

will be adaptable to clinical applications. After the 

declaration of the unsilenced band of 3.1–10.6 GHz as 

ultra-wideband (UWB) frequency by FCC, researchers 

from academia and industry focus on the various 

application of this band including several wireless 

communications, microwave imaging, positioning and 

tracking etc. UWB antennas can be a good candidate 

for microwave imaging for its wider bandwidth, good 

gain and large data transmission rate. So, to get high-

resolution images the use of UWB antennas are 

desirable. Several antennas have been reported in 

detection for breast tumor cells such as monopole 

antenna, slot antenna, array antenna, bow-tie antenna, 

line-fed printed wide-slot antenna, disk shape antenna 

and planner patch antenna [2-12]. Every antenna has 

their own characteristics and benefits. The antenna 

proposed in [2] has narrow bandwidth of 4-8GHz 

where lower frequency can penetrate the human tissue 

compared to higher frequencies. The antenna operates in 

6 and 12.5 GHz [4] and has a larger dimension compared 

with the proposed antenna. Similarly the proposed 

prototype has larger bandwidth comparing to [7, 13]. The 

proposed design is compact in size compared to [4, 7] 

and has omnidirectional radiation pattern and higher 

gain. Most of the reported antennas put emphasis on 

frequency domain characteristics except [7], where time 

domain characteristics of the proposed antenna is also 
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analyzed which is essential for microwave imaging. 

Again, several array structures of breast imaging systems 

were also proposed [2, 4, 13]. However, it is still a 

challenge to develop compact low profile low-frequency 

antennas which cover a wider bandwidth.  

In this paper, a compact UWB antenna is proposed 

which has excellent frequency ratio and wider 

bandwidth. The antenna covers the entire UWB band 

with the operating bandwidth of 3-11.5 GHz. The 

antenna performance is experimentally verified after 

fabrication and the main aim was to make this antenna 

suitable for microwave imaging application. The novel 

structure of the antenna then used to construct an array 

setup of 9 antennas surrounding a breast phantom. A 

near-field imaging system is implemented, and the 

scattered signals are analyzed to observe the difference 

between the behavior of the received signals with and 

without the tumor cells inside the phantom. 

 

II. IMAGING SYSTEM SETUP 

A. Miniaturized UWB antenna design and parametric 

study 

For efficient radar imaging system, a compact UWB 

antenna is desirable that will be efficient in transmitting 

and receiving signal with minimal frequency dispersion. 

For this purpose, a compact, low profile, wider bandwidth 

and high efficient antenna is suitable. The prototype 

presented in this work has modified shaped radiating 

element with a dimension of 44 × 42 × 1.5 mm3. For this 

dimension, the resonance frequency, in general, can be 

calculated using the below equation: 

 

 2 1
r

r

c
f

x 

 
 

. (1) 

Where fr is the center frequency, the speed of light is c, 

εr denotes relative permittivity and overall length of the 

main resonator is x. The dimension is optimized such a 

way that it can radiate efficiently with large bandwidth 

spectrum. A modified slotted antenna is generated from 

a rectangular microstrip patch antenna. The simplest 

model is the transmission line model that delivers a good 

physical perception. So this method is mostly accepted 

for designing the proposed antenna. The antenna coves 

two radiating element connected with the transmission 

line W1. The nonhomogenous line is consists of two 

dielectric, one is substrate and another one is sorrounding 

air. The patch radiator dimension is calculated by the 

simplified formulation of the transmission line model. 

The width is calculated by:  
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Here, c is the speed of light in free space and fr is the 

resonant frequency. To find the effective permittivity of 

the substrate the equation can be derived as: 
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Here, h is the substrate thickness. The path length (L) can 

be calculated as: 
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The design structure of the proposed antenna prototype 

is shown in Fig. 1. For ensuring a good penetration  

inside the breast phantom the antenna is optimized for 

achieving a wider bandwidth including low and high 

frequency. A modified slotted patch and the partial 

ground are acting as a main radiating element and the 

prototype is fed with a transmission line of 50Ω using 

SMA connector. Several parametric studies during the 

design of the proposed antenna were done using HFSS 

simulation solver. Figure 2 illustrates the different tested 

patch shape. Figure 3 shows the effect of patch shape of 

the proposed prototype on reflection coefficient (S11). A 

narrow vertical slot with inside the left arm perturbs the 

distinctive current flow and density. This modification 

helps to move the resonant frequency to the lower 

frequency than the elliptical patch shape. The repetition 

of the same type of arm structure on the right side helps 

the upper resonant frequency to shift towards a higher 

frequency that enhances the bandwidth. Different tested 

ground shape is shown in Figs. 4 (a-c). The effect of 

ground shape over the reflection coefficient (S11) is 

shown in Fig. 4 (d). For investigation, different types and 

lengths of ground has been preferred to find the best-

suited ground shape of the proposed antenna. There is 

the noticeable effect of bandwidth along with reflection 

coefficient with respect to the change of ground plane. It 

seems that the partial ground case has better impedance 

matching in parametric study but from Fig. 4 (e) it is 

clear that due to modified proposed ground shape the 

gain performance is better than the partial ground. 

According to the electromagnetic wave propagation 

basic theory of patch antenna, the surface current in the 

radiating component creates an equal and opposite phase 

surface current on the ground plane [14]. The compact 

ground plane creates low cross-coupling effect and  

aids substantially larger bandwidth. After the numerical 

analysis, it is observed the proposed partially slotted 

ground plane covering the non-radiating portion of the 

feed line offers the widest bandwidth comparing to the 

other tested shapes.  

The simulated current distribution of the proposed 

antenna on two different frequencies is presented in Fig. 

5. At a lower frequency of 4.5 GHz, it is observed that 

majority of the current concentration is along with feed 

line and slot of the left portion of the patch and ground 

slot on the other arm upper portion of the patch conduct 

a poor amount of current. This indicates that the slot  

in patch and ground has a significant effect on lower 
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frequency. So, for lower frequency, the impedance 

matching is much dependent on modified left slot of  

the patch and partial slot on ground. For the higher 

frequency, most of the current concentrate on feedline, 

knitting of the feedline and upper radiator and upper 

right slot of the radiator, hence the ground has weak 

current flow near feed line. Consequently, the ground is 

weaker than the lower frequency. Also, feed gap has a 

great impact on impedance matching. Different modified 

parameters of the proposed antenna are presented in 

Table 1. 

 

 
 

Fig. 1. Antenna geometry. 

 

 
 
Fig. 2. Different tested patch shapes: (a) without arm, (b) 

with one arm, and (c) the proposed one. 

 

 
 

Fig. 3. Reflection coefficient (S11) characteristics of the 

designed antenna for different patch shape. 

 

The simulated current distribution of the proposed 

antenna on two different frequencies is presented in Fig. 

5. At a lower frequency of 4.5 GHz, it is observed that 

majority of the current concentration is along with feed 

line and slot of the left portion of the patch and ground 

slot on the other arm upper portion of the patch conduct 

a poor amount of current. This indicates that the slot  

 

in patch and ground has a significant effect on lower 

frequency. So, for lower frequency, the impedance 

matching is much dependent on modified left slot of  

the patch and partial slot on ground. For the higher 

frequency, most of the current concentrate on feedline, 

knitting of the feedline and upper radiator and upper 

right slot of the radiator, hence the ground has weak 

current flow near feed line. Consequently, the ground is 

weaker than the lower frequency. Also, feed gap has a 

great impact on impedance matching. Different modified 

parameters of the proposed antenna are presented in 

Table 1. 
 

 

 
 (d)   (e) 

 

Fig. 4. Different tested ground shapes: (a) proposed, (b) 

half ground, (c) the partial ground, (d) effect of ground 

shape on reflection coefficient (S11), and (e) effect of 

ground shape on peak realized gain.  

 

 
 (a)  (b) 

 

Fig. 5. Surface current distribution at a lower frequency: 

(a) 4.5 GHz and higher frequency of (b) 8.5 GHz. 

 

Table 1: Modified parameters 

Parameters mm Parameters mm 

W 42 P3 8.1 

L 42 P4 4.94 

D1 16 h1 8 

D2 10.63 h2 10 

D3 9.21 W1 11 

P1 11 h 1.6 

P2 10 
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B. Synthetic and experimental results 

The performance of the proposed design is analyzed 

by EM simulator ANSYS HFSS. HFSS is based on a 

Finite Element Method (FEM). After the optimization, a 

prototype is fabricated for experimental verification, as 

depicted in Figs. 6 (a), (b). A vector network analyzer 

from Keysight Technologies is used to measure the 

VSWR responses. The VSWR curves of the optimized 

design are displayed in Fig. 7. It is evident from the 

figure that the fabricated design achieved a band  

from 2.50 GHz to 11 GHz for VSW ≤ 2 which makes  

it suitable for WiMAX, WLAN, UWB, C-band and X-

band communication applications. The slight deviation 

of the measured VSWR observed at around 6 - 7 GHz 

band may be due to the mismatch at that band resulted 

from imperfect prototyping, the effect of feeding cable 

during measurement and high losses of FR4 dielectric 

material. StarLab near-field antenna measurement system 

as shown in Fig. 6 (d) is used to measure the radiation 

pattern, efficiency and gain of the prototype. Figure 7 (a) 

represents the measured and simulated voltage standing 

wave ratio (VSWR) of the proposed prototype from 

2GHz - 11GHz. It is observed that a wide bandwidth 

from 2.5 GHz to 11.2 GHz is below which covers the 

overall band of UWB (3.1-10.6 GHz).  The measured 

and simulated gain of the antenna along the Z-axis (φ=0° 

and θ=0°) are exhibited in Fig. 7 (b). With an average 

gain of 4.5dBi, the antenna has a maximum gain of 5.5 

dBi over the UWB band. The slight deviation from the 

simulated curve is because of extended coaxial cable for 

feeding the antenna while measurement. Figure 8 shows 

the measured and simulated 2D and 3D normalized 

radiation pattern at 3.5, 6.5 and 9.5 GHz. Broadside 

radiation patterns are investigated for both the xz and yz 

plane. Here xz plane is acting as an Electric plane (E-

plane) and yz plane is acting as a Magnetic plane (H-

plane). In the E-plane, the patterns show the eight-shape-

figure with some asymmetry for higher frequency. For 

H-plane cross-polarization radiation is higher than that 

of E-plane but still maintain the donut-shape with little 

distortion. It verifies that the antenna shows stable 

omnidirectional radiation pattern over the operating 

frequency. Due to fabrication and measurement 

tolerances, a little variation is observed in both E- and H-

plane form simulated to the measured pattern.  

Figure 9 (a) shows the antenna group delay. The 

group delay of face-to-face direction is more steady and 

lower than other two setup. It is because of the face to 

face direction most of the radiated power is received  

with minimum distortion. So, the prototype antenna will 

radiate efficiently towards the Region of Interest (ROI) 

while not coupling significantly with adjacent array 

elements. Furthermore, the group delay is linearly 

distributed over the frequency band.  

 

  
   (a)  (b) 

 
   (c) (d) 

 

Fig. 6. Fabricated photograph of the prototype: (a) top 

view, (b) bottom view and measurement setup, (c) PNA 

network analyzer, and (d) Satimo Star Lab UKM.  
 

 
 (a)  (b) 

 

Fig. 7. Measured and simulated: (a) VSWR and (b) gain. 

 

 XZ-plane 3D  

  
 (a) 

 
 (b) 
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 (c) 

 
Fig. 8. 2D and 3D radiation pattern at: (a) 3.5 GHz, (b) 

6.5 GHz, and (c) 9 GHz. 

 

 
    (a)   (b) 

 
Fig. 9. (a) Group delay for antenna positioned in face to 

face, side by side x and side by side y direction, and (b) 

theoretical limits and calculated Qa and (Bηr)ub. 

 
Quality Factor:  

With respect to the physical dimension of the 

antenna, minimum quality factor can be achieved by 

using the following equation [15]: 

 
lbQ =ηQ . (5) 

Where 
3 3

1 1
Q= +

k a ka
, 

2π
k=

λ
 and a denotes minimum 

sphere radius enclosed to the antenna. The higher bound 

of the radiation efficiency is: 

  
-1

3 3ub

1 1 1
Bηr = +

ka k a2

 
 
 

. (6) 

The 
mQ  and  

ub
Bηr  for different theoretical values 

of ka is shown in Fig. 9 (b). The antenna calculated value 

of ka=1.59 for the 1st resonant frequency. From the ideal 

curve it is noticed that the minimum limit of Qm is 0.59 

and  
ub

Bηr =0.81. The quality factor of the prototype is 

estimated through: 

 
a

2 β
Q =

B
, (7) 

where, 
s-1

β= 1
2 s

 .  

Here s=2 is considered as the maximum accepted VSWR. 

The achieved Qa of the anticipated antenna is 0.56 and 

 
ub

Bηr =0.80 which indicates that the theoretical and 

calculated value is very close. This verifies that the 

antenna design is optimal.  
 

C. Near field performance analysis 

Since the dielectric properties can vary significantly 

between different patients, it is not reasonable to 

optimize the antenna in presence of a specific dielectric 

breast phantom. After optimization in free space, the 

authors checked the fidelity factor and near field 

directivity (NFD) to ensure that the near field radiation 

properties, like phase linearity, are maintained. The 

fidelity factors were investigated with the antennas in 

close proximity similar to the final imaging setup. The 

pattern of the output signal at receiving antenna depends 

on the input signal and transfer function. By performing 

the inverse Fourier transform, the transfer function can 

be turned to the time domain. Figures 10 (a-c) shows the 

time domain performance of the prototype for three 

different scenarios of face-to-face, side-by-side X and 

side-by-side Y at 300 mm distance. It is observed that the 

wave pattern is almost similar to the input and received 

signal for three cases which ensures that the antenna is 

able to transmit short pulses in minimum time and 

different directions with minimal distortion. Fidelity 

factor (FF) is critical [16, 17] to validate the 

correspondence between the transmitter (Tx) and received 

(Rx) signals. The highest value of cross-correlation 

between transmitting and receiving pulse is known as 

fidelity factor. Naturally, the pulse becomes almost 

distorted if an adjustment is higher than 50% (FF < 0.5) 

[16]: 
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. (8) 

Where, x(t) and y(t) represents the TX and RX signals, 

respectively. For different scenario, the fidelity factor is 

84%, 78% and 72% for face to face, side by side X and 

side by side Y respectively which indicates that the 

antennas transmitting and receiving capability are quite 

decent. The higher fidelity factor indicates the lower 

distortion and also suggests that this can be used for 

target detection. The phase distortion of the signal of an 

antenna is represented by group delay.  

The NFD can be computed by using the formula 

presented in [18]. The NFD factor is the proportion of 

the power radiated inside the front side (Pf) and through 

the surface of the phantom (PT): 

 
Pf

NFD=
PT

. (9) 

Figure 10 (d) illustrates the NFD of the proposed antenna 

with breast phantom. It is observed that about 67% of the 

total power is emitted through the ROI. 
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  (a)   (b) 

 
   (c) (d) 
 

Fig. 10. The normalized magnitude of the proposed 

prototype for three different scenarios: (a) face to face, 

(b) side by side X, (c) side by side Y, and (d) NFD of the 

proposed antenna. 
 

D. Imaging setup and results 

The dielectric properties of the human breast are 

introduced in this section. A breast phantom is used to 

test the antenna array performance in detection of breast 

tumor. The phantom is constructed with four layers of 

skin, breast tissue, fat and regular air layer. The skin 

layer width is 2.5mm and dielectric constant is 38 with a 

conductivity of 1.49 S/m. The width of the breast tissue 

is 8.75 cm with a dielectric constant of 5.14 and 0.141 

S/m of conductivity. The dielectric property of breast 

phantom is summarized in Table 2 [19]. An l imaging 

setup is proposed in this paper and shown in Fig. 11 (a). A 

heterogeneous breast phantom is used for characterization. 

The setup consists of 9 antenna unit placed vertically 

surrounding the breast phantom in every 40-degree 

interval from each other. The distance between the 

phantom and antenna array is 15mm. Frequency domain 

setup is applied to analyze the backscattering signal 

placing the antenna 1 as transmitter and rest of the 

antennas are acting as transmitter. By feeding the 1st 

antenna the effect of breast tissues is observed. Figure 11 

(b) shows the Skin, Fat and Tumor dielectric constant vs 

frequency. 

 

Table 2: The dielectric property of breast phantom 

Tissue ɛʹ 

Normal Tissue 38 

Fat 5.14 

Tumor (Malignant) 67 

 

 
    (a) (b) 

 
Fig. 11. Proposed model of breast phantom screening 

using: (a) 9-antenna unit; No. 1 is transmitting and 

another 8 are receiving the signal, and (b) skin, fat and 

tumor dielectric constant vs frequency. 

 

Figure 12 represents the s-parameters of the proposed 

antenna array setup for two different scenarios. Figure 12 

(a) represents the s parameters without the presence of 

tumor inside the phantom while antenna 1 is transmitting 

and another 8 antennas are receiving the scattered signals. 

Figure 12 (b) represents the backscattered signal of the 

system setup with the presence of tumor inside the breast 

phantom. There is a significant distortion of the 

backscattering signal of the two graphs. For the absence 

of tumor, the maximum of the reflection coefficient at the 

peak resonance frequency is recorded as -65dB while 

with tumor the peak is around -80dB. The scattered 

waveform is different because of the higher dielectric 

properties of the tumor comparing to the normal breast 

tissue. This indicates that our system can be a good 

candidate for microwave imaging to detect the unwanted 

cell like tumor through analyzing backscattering signal 

efficiently. A comparative study of reported antennas 

with proposed one is listed in Table 3. The considered 

parameters are bandwidth (BW), dimension, antenna 

gain, no of array elements and application. It is observed 

that the proposed antenna has compact dimension, good 

gain and wider bandwidth than the reports antennas. 

 

 
  (a) (b) 

 

Fig. 12. S-parameter of the antenna array setup: (a) 

without the presence of tumor inside the phantom, and 

(b) with the presence of tumor inside the phantom. 
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Table 3: Comparison between the reported antenna and proposed antenna 

Antennas BW GHz (–10 dB) 
Dimension Area 

(Single Element) (mm2) 
Gain (dBi) Array Element Applications 

[4] 3.5–15 44 × 52.4 Not reported 4×4 Microwave Imaging 

[7] 2.7–7 45 × 53 7.7 Single antenna Microwave Imaging 

[9] 3.5-18 38 × 40 4.5 Single antenna Microwave Imaging 

[13] 1.2–7 30 × 15 Not reported 16 Microwave Sensing 

Proposed 2.5 – 11.2 44 × 42 5.5 9 Microwave Imaging 

III. CONCLUSION 
The design of a novel compact UWB antenna with 

excellent frequency ratio for microwave breast imaging 

for tumor detection with the electrical dimension of 

0.367λ × 0.350λ × 0.013λ has been measured and 

categorized. The results show that the antenna has the 

fractional bandwidth of 127% (2.5 GHz to 11.2 GHz) 

with VSWR<2. The antenna has optimum design  

with good Q-factor value. The antenna has stable 

omnidirectional radiation pattern with peak gain of 5.5 

dBi. The antenna also shows excellent time domain 

performance to be selected as suitable for microwave 

imaging. The NFD performance is also satisfactory. This 

compact and low-cost antenna is further used to design 

an array setup with a breast phantom to observe the 

behavior of the normal breast tissue and tumor cell  

by analyzing the received backscattering signals. The 

analysis of the signal shows that the tumor behaves 

different than normal breast tissue and this is the key 

point to identify the presence of tumor cell inside breast 

tissue. The antenna is a good candidate for early breast 

tumor detection through microwave imaging as it covers 

the UWB bandwidth with good performance in both time 

and frequency domain characteristics. 
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Abstract ─ A compact seven band coplanar waveguide 

fed planar inverted F antenna (PIFA) is presented. The 

proposed antenna is designed to harvest the ambient 

radio frequency energy at GSM 900, GSM 1800, LTE 

band 11 and 7, UMTS 2100, Wi-Fi 2.4, LTE and WIMAX 

5.2. The antenna is simulated using 3D electromagnetic 

simulators CST and HFSS. Moreover, the antenna is 

fabricated and it is used to measure the indoor RF 

spectrum in Egypt. A simple AC to DC converter unit is 

designed by using HSMS 2850 Schottky diode to convert 

the collected RF energy to DC energy. The antenna and 

the AC to DC converter are integrated to form the RF 

energy harvesting system. The maximum measured 

efficiency obtained at 2.4 GHz is about 63.7%. 

 

Index Terms─ Ambient RF waves, Energy Harvesting 

(EH), Internet of things (IoT), Printed F Antenna (PIFA), 

rectifier, rectenna, Radio Frequency (RF). 
 

I. INTRODUCTION 
Internet of things (IoT) is a system that connects 

anything at any time through the internet to enable 

exchanging and collecting data [1]. The IoT system 

consists of six main items which are identification, 

sensing, communication, computation, services, and 

semantics. The identification stage is to mark each object 

by a unique identifier. Then sensors are used to collect 

data from the objects after that the collected data is sent 

to the database or cloud to be analyzed for performing 

the required user actions. Gas, light, and motion are 

examples of IoT system sensors. The computation 

services for IoT are processed using microcontrollers. 

Microcontrollers are devices that use limited power to 

perform a simple and specific function. The semantics is 

the final process and it refers to the ability of extracting 

the knowledge in a smart manner. Semantics also include 

properly analyzing data collected in order to make sense 

of the right decision to provide the required service. So, 

semantic is considered the brain of the IoT by sending 

the correct request to the right resource [2]. The IoT 

sensors nodes and controllers need to be powered by an 

electrical source. Usually the IoT sensors can be replaced 

anywhere also they may be buried or fixed in a specific 

location according to the required IoT application. So 

that batteries are used to power sensors because it will be 

extremely complex to power the IoT sensors by wire 

cables. However, the batteries are not the ideal solution 

for powering these sensors because after a certain time 

the batteries need to be replaced. As a result of that using 

energy harvesting for powering IoT sensors is the 

solution [3]. 
 

 
 

Fig. 1. The structure geometry of optimized antenna. 

 

There are different energy harvesting sources. These  
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different sources can be classified into three main 

categories which are thermal, radiant, and mechanical 

energy harvesting. The thermal energy can be collected 

from a body heat or from an external source of heat [4, 

5, 6]. The mechanical energy has a lot of shapes like the 

body motion, vibrations, air flow, and blood flow [7]. 

The radiant energy can be found in the form of visible 

light, infrared waves, or radio waves [8]. 

Nowadays the electromagnetic energy exists in all 

places (faculties, companies, trading centers, streets). 

That is because of the spectacular growing of wireless 

devices and as a result of that the sources of the radiated 

RF energy have been enlarged. The RF energy is located 

at the air all the day even at the night but it has distinct 

levels of power according to the distance from the 

electromagnetic source. RF energy harvesting system 

consists of receiving antenna, rectifier, matching circuit 

in between the antenna and rectifier. So, the overall 

system is called (rectenna) which means the rectifier 

integrated to the antenna. There are a lot of antennas 

which were designed for the ambient RF energy 

harvesting. In [9] microstrip antenna was used to harvest 

the ambient power from the downlink GSM-900 system. 

A novel of dual linear polarization antenna was 

introduced in [10]. Where the antenna has two ports, the 

horizontal port was used for the data communication  

and the vertical port was used for the energy harvesting 

with a good isolation between the two ports. A CPW 

broadband fractal antenna was designed for RF energy 

harvesting in [11] where a simple rectifier circuit was 

designed at frequency of 2.4 GHz.  

The rapid progress of wireless communication 

makes multiband antennas important. A tri-band 

microstrip-fed slot antenna was designed for WLAN/ 

WiMAX applications in [12]. Multi-band (UWB) 

Multiple Input Multiple Output (MIMO) antenna was 

designed in [13] to meet the requirement of multi-

band/UWB communication applications. In [14] a small-

size CPW-feed multi-band planar monopole antenna  

was introduced. A novel of compact triband coplanar 

waveguide fed metamaterial antenna was proposed in 

[15].  

In this paper a CPW fed PIFA antenna operates at 

seven different frequency bands is introduced, Fig. 1. 

The proposed antenna is designed to harvest RF energy 

at mobile application frequency bands of GSM 900, LTE 

band 11 (1.4 GHz), GSM 1800, UMTS 2100, LTE band 

7 (2.6 GHz), Wi-Fi 2.4 and WIMAX 5.2 applications. 

The fundamental operating frequency of proposed 

antenna is at 0.9 GHz. Its size is reduced by about 36.4% 

compared to traditional PIFA antenna operating at this 

frequency. Moreover, the designed antenna has more 

compact size than the CPW fed PIFA antennas which 

were designed before at the same frequency 0.9 GHz and 

at higher frequency 2.4 GHz. The antenna in [16] was 

designed to operate at 2.5 GHz however it has a large 

area. While the antennas in [17-19] have compact areas 

but they have large thickness of 8 mm and they are not 

compatible with RF energy harvesting.  

The paper is organized as the following: Section  

II presents the proposed antenna design procedure in 

details. Section III presents the measured results of 

fabricated antenna and ambient RF spectrum in Egypt. 

The rectifier design, simulation results, and the 

measurement results are presented in Section IV. Section 

V introduces the overall RF system integrated and 

measured. The conclusion is given in Section VI. 
 

II. ANTENNA DESIGN PROCDEDURE 
The antenna is designed on the low-cost FR-4 

substrate with a dielectric constant εr=4.5, tan δ = 0.02 

and substrate thickness equal to 1.6 mm. The antenna has 

area of W×L. A 50 Ω feeding line with width of Wf  and 

length of Lf is used to feed the antenna. Particle Swarm 

Optimization (PSO) in the CST program package [20] is 

used to optimize the antenna reflection coefficient. The 

separation gap between the feeding line and the ground 

plane is g. The ground plane length is Lg. By comparing 

the area between the compact PIFA with dimensions 

70×60×1.6 mm3 and the traditional CPW PIFA with 

dimensions 110×60×1.6 mm3 which resonates at the 

same resonant frequency 900 MHz in Fig. 2 (a), we found 

that the reduction between the two antennas size is 36.4%. 

This is indicated in Figs. 2 (a) and 2 (b). In addition to 

that, the proposed antenna has seven resonant bands. The 

start point is optimization for (Wf, g) and design of a 

traditional PIFA fed by CPW in order to operate at 0.9 

GHz. The open-ended arm (arm1) length is shown in  

Fig. 2 (a) of traditional PIFA antenna is calculated using 

equation 1 [18]. Where f is the resonant frequency, εeff is 

the effective dielectric constant of the substrate: 

 𝑎𝑟𝑚1 =
𝑐

4𝑓√𝜀𝑒𝑓𝑓
 . (1) 

 

A. Antenna design steps 

The proposed antenna design steps are as the 

following: first the short-ended arm of the traditional 

CPW fed PIFA antenna is sloped by 40o in order to reduce 

the antenna size as shown in Fig. 2 (a). Second step  

is performed by meandering the open-ended arm. 

Meandering of arm1 reduces the total length from La  

to Lb, as La= 91 mm and Lb=63 mm. Then another arm 

(arm2) is added as shown in Fig. 2 (b). By adding arm2 

two frequency bands are achieved. After that other three 

arms of (arm3, arm4, arm5) are added to the antenna, each 

arm improves the antenna matching and increasing extra 

band according to the arm length and position. This can 

be seen in Fig. 3 which indicates the reflection coefficient 

variation versus frequency for each step in the antenna 

design. We can notice that by adding extra arm a new 

resonant frequency appears. Table 1 lists each arm length 

and the corresponding resonant frequency.  
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Fig. 2. (a) to (e) Design steps of the proposed antenna. 
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Fig. 3. Reflection coefficient variation versus frequency 

for design steps of proposed antenna. 

 

Table 1: Antenna arm with corresponding length and 

frequency 

Arm Length (mm) Frequency (GHz) 

arm1 47.6 0.9  

arm2 18.3 1.4 and 2.4  

arm3 15  2.6  

arm 4 54.2 1.7 and 2.1  

arm5 6.5  5.2  

 

B. Antenna parametric study and optimization 

Figures 4 (a), (b) and (c) present reflection coefficient 

results for the performed study on arm1, arm2, and arm3 

lengths, respectively. After each design step, the PSO 

optimization technique in CST is applied for adjusting 

PIFA arm’s length, width, and position in order to get 

optimum result at all operating frequency bands. The 

final optimized antenna is shown in Fig. 1 and the 

dimensions of the antenna are listed in Table 2. The HFSS 

is used to verify the final optimized results of CST 

[20,21]. Figure 6 shows very good agreement between 

the CST and HFSS results.  
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Fig. 4. Reflection coefficient variation versus frequency 

for different values of: (a) L1, (b) L2, and (c) L3. 

 

The current density distribution on the antenna at 

different frequencies of 0.9, 1.4, 1.71, 2.1, 2.4, 2.6, and 

5.2 GHz is indicated in Fig. 5. The current distribution 

illustrates that each arm generates a resonant frequency 

and each arm has a slight effect on the other resonant 
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frequencies. The simulation values of the antenna gain 

and radiation efficiency are listed in Table 3. 

 

Table 2: Optimized antenna dimensions (units: mm) 
L W h 

70 60 1.6 

Lg Lf Wf 

18 18 3.5 

g L1 L2 

0.35 100 18.5 

L3 L4 L5 

15 54.2 6.656 

L6 L7 

26.4 19 

 

 
                                   (a)                           (b)   

                   
                                     (c)                          (d)                     

                            
                                   (e)                           (f)            

                    
                                                  (g) 

 

Fig. 5. (a) to (g) Current density distribution of antenna 

at all antenna frequency resonances at 0.9, 1.4, 1.7, 2.1, 

2.4, 2.6, and 5.2GHz, respectively. 

 

Table 3: The simulated radiation characteristics for the 

proposed antenna 

Freq. (GHz) Gain (dBi) Rad. Efficiency % 

0.9 1.5 90.9 

1.4 3 90 

1.7 3.4 90.1 

2.1 1.1 84.6 

2.4 2.12 76.1 

2.6 1.1 73 

5.2 2.2 60 

 

III. ANTENNA FABRICATION AND RF 

SPECTRUM MEASUREMENT 
The proposed antenna is fabricated. Figure 6 shows 

the photo of the fabricated antenna and a comparison 

between the measured and simulated reflection coefficient. 

There is a good agreement between the simulated and the 

experimental measured results. The antenna radiation 

pattern is measured in anechoic chamber with near field 

system Inc. (NSI) 7005-30 spherical near field system. 

Comparison between the simulation and the measured 

radiation patterns of the antenna in E-plane (XZ), and  

H-plane (XY) at different frequencies are shown in Table 

4. Generally, the radiation pattern of the antenna at 0.9, 

1.4, 2.6 GHz is omnidirectional in the XZ and XY planes, 

where at 1.7, 2.4, 5.2 GHz the radiation pattern is directive 

only in XY plane.  

The most difficult thing in the ambient RF energy 

harvesting system is that ambient power is very low. 

Unfortunately, the low value of the received power effects 

on the overall system efficiency. The Friis transmission 

equation gives the relation between the received power 

Pr and the transmitted power Pt through a distance R as 

[9]: 

 𝑝𝑟 = 𝑝𝑡𝐺𝑡𝐺𝑟(
λ

4𝜋𝑅
)2, (2) 

where Gt is the transmitting antenna gain, Gr is the 

receiving antenna gain, and λ is the wavelength of the 

transmitted signal. The ambient power is measured using 

the proposed antenna to see the levels of the power at 

different frequencies. The spectrum measurement was 

performed using the Agilent Technology N9918A which 

works as a spectrum analyzer. It can be seen in Fig. 7  

the received ambient power variation versus frequency 

which indicates that there are seven peaks of power. That 

is because the proposed antenna is a multiband antenna. 

The maximum values of these peaks and each peak 

frequency are listed in Table 5. 

 

 
 

Fig. 6. Photo of the fabricated antenna and comparison 

between simulated and measured reflection coefficient. 
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Table 4: The simulated and measured radiation pattern 

of the CPIFA antenna in the XZ, XY planes at the 

different operating frequencies. 0.9 GHz, 1.4 GHz, 1.7 

GHz, 2.1 GHz, 2.4 GHz, 2.6 GHz, and 5.2 GHz. 

              Simulation                     Measurement 
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Fig. 7. The received ambient power variation versus 

frequency using the CPIFA antenna, indoor measurement 

at 12 pm with photo taken during the spectrum 

measurement. 

 

Table 5: Values of peaks for recived ambient power 

using CPIFA antenna 

Peak Frequency Power (dBm) Power (µw) 

P1 0.89 GHz -27.6 dBm 1.7378 

P2 0.92 GHz -36.8 dBm 0.2089 

P3 1.71 GHz -40.6 dBm 0.0870 

P4 1.83 GHz -43.2 dBm 0.0478 

P5 1.94 GHz -40.3 dBm 0.0933 

P6 2.1 GHz -45.5 dBm 0.0281 

P7 2.4 GHz -18.38 dBm 14.5211 

 

IV. RECTIFIER AND MATCHING CIRCUIT 
The voltage doubler circuit is designed for converting 

the received RF power into DC volt and doubling the 

received voltage. The circuit is designed using HSMS 

2850 Schottky diode which has high sensitivity reaches 

to 150 mV [22] and the output DC volt is taken through 

output resistance RL. The equivalent circuit of the diodes 

is given in Fig. 8 (a). The turn-on voltage of the diode is 

150 mV, the breakdown voltage is 3.8V. The resistance 

Rj is variable with the operating conditions. Using the 

ADS (Advanced Design System) program, the input 

impedance of the voltage doubler circuit is found to be 

7.9-j105.4, the reflection coefficient is -0.5 dB at 0 dBm 

input power and 700 Ohm load resistance at 2.4 GHz 

operating frequency. The impedance of the input source 

is 50 Ohm. These parameters are used to design the 

matching circuit with short ended stub between the 

antenna. Figure 8 (b) shows the rectifier schematic 

circuit integrated with matching circuit. Different 

matching circuits are designed at different frequencies. 

The reflection coefficient variation versus frequency for 

the three different AC to DC converter unit, where each  
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one is designed to operate at a specific frequency which 

are F1=1.71 GHz, F2=1.94 GHz, and F3=2.4 GHz is 

shown in Fig. 9 (a), Fig. 9 (b) shows comparison between 

the ADS simulated and measured results of the reflection 

coefficient when the rectifier attached to the short-ended 

matching stub of 2.4 GHz.  
 

 
  (a) 

 
     (b) 
 

Fig. 8. (a) HSMS2850 equivalent circuit, and (b) single 

stage voltage doubler.  
 

V. SYSTEM INTEGRATION AND RESULTS 
The antenna is integrated with the matching circuit 

and the voltage doubler circuit. Figure10 (a) shows photo 

of proposed antenna connected to rectifier circuit. The 

measurement setup shown in Fig. 10 (b) is used for 

testing the rectenna system. The Anritsu MG3697C RF 

is used as a signal generator to feed a wide band horn 

antenna. Two antennas are used because one of them is 

connected to spectrum analyzer for recording received 

value of RF power and the other antenna is integrated 

with matching circuit and voltage doubler in order to  

get harvested DC voltage through a parallel connected 

Tektronix MD04104C oscilloscope for checking DC 

output wave form versus time variation. Different levels 

of power are used to feed the horn antenna. Each time 

the received RF power by proposed antenna is recorded 

and each corresponding output DC volt is recorded in 

order to calculate the measurement overall rectenna 

efficiency. 

The rectenna efficiency 𝜂 is calculated using 

equations (3) and (4) [10]. The DC output power is 

𝑝𝑜𝑢𝑡(𝐷𝐶), the RF input power is 𝑝𝑖𝑛(𝑅𝐹), 𝑉𝑜(𝐷𝐶) is the DC 

output volt, and the 𝑅𝐿 is the load resistance: 

 𝜂 =
𝑝𝑜𝑢𝑡(𝐷𝐶)

𝑝𝑖𝑛(𝑅𝐹)
 , (3) 

 𝜂 = 
𝑉𝑜(𝐷𝐶)
2

𝑝𝑖𝑛(𝑅𝐹)×𝑅𝐿
. (4) 

Comparison between simulated, measured output volt 

and conversion efficiency variation versus RF input power 

for rectifier at different frequencies of F1=1.71 GHz, 

F2=1.94 GHz, F3=2.4 GHz and RL=700 Ω is shown in 

Fig. 11 (a) and Fig. 11 (b), respectively.  
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Fig. 9. (a) Reflection coefficient variation versus 

frequency for three different AC to DC converter unit, 

and (b) ADS simulated and measured results for rectifier. 

 

 
 (a) 

 
 (b) 

 

Fig. 10. (a) Photo of rectenna system, and (b) experimental 

setup for measuring rectenna. 
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Fig. 11. Comparison between simulation, measured at 

RL=700Ω: (a) DC output volt, and (b) rectenna conversion 

efficiency versus pin.  

 

Photos for the measured output volt of proposed 

rectenna using digital multimeter are shown in Figs.  

12 (a) and (b), where the output DC volt is 61.4 mV, 

129.6 mV at RF received power of -15 dBm, -10 dBm, 

respectively at 1.94 GHz, and RL=700Ω. Table 6 lists the 

values of measured Vo (mV) and η% at different RF input 

power. The comparison between other rectennas reported 

previously and our proposed rectenna is listed in Table 7. 

It can be seen that our design has advantage of high 

conversion efficiency in low input power level. 

 

 
  (a) Pin =-15 dBm    (b) Pin =-10 dBm 

 
Fig. 12. The measured output volt of the proposed 

rectenna using digital multimeter at F2=1.94 GHz and 

RL=700 Ω. 

 

Table 6: Values of measured Vo (mV) and η% 

 pin=-15dBm Pin=-10dBm Pin=-5dBm 

Freq Vo η% Vo η% Vo η% 

F1 53 12.6 116 19.2 235 24.9 

F2 61 16.8 130 24.1 284 36.4 

F3 80 28.9 190 51.5 353.5 56.3 

 

Table 7: Comparison between rectennas reported previsouly and the proposed rectenna 

Ref. Frequency 

(GHz) 

Antenna Size 

(mm3) 

Maximum Gain 

(dBi) 

Input Power 

Level (dBm) 

Conversion 

Efficiency % 

[11] 0.88-8.45 100×100×1.6 8.7 0 51.8 

[23] 0.9 62×62×0.254 9 3 48 

[24] 0.915 and 2.45 60×60×60 1.87 and 4.18 -9 37 and 30 

Proposed rectenna 2.4 79×60×1.6 3.4 -5 56.3 

 

VI. CONCLUSION 
Compact CPW fed PIFA antenna with seven 

different resonant bands namely GSM 900, LTE 11  

(1.4 GHz), GSM 1800, UMTS 2100, WIFI 2.4, LTE 7 

(2.6 GHz), and WIMAX 5.2 with 36.4% size reduction 

was designed and measured. The proposed antenna was 

used to harvest RF energy for IoT system. The antenna 

dimensions were optimized. The antenna was fabricated 

and measured with a good agreement between the 

simulation results and measurement results. A simple 

AC to DC converter was designed to convert the RF 

received power into DC power.  
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Abstract ─ This paper develops a method to derive 

intuitive understanding of the root causes of reflective 

interference created by the many impedance 

discontinuities between the packages, PCBs and 

connectors. Scattering parameters are cascaded to 

describe the system response and linearized to analyze 

the multiple reflections. An upper error bound of the 

linearization is derived and is validated with Monte 

Carlo studies.  

 

Index Terms ─ Inter-symbol interference (ISI), 

networks and circuits, scattering parameters, signal 

integrity, signal processing, transmission line matrix. 
 

I. INTRODUCTION 
Computer interconnect design has become a critical 

aspect of integrated circuit (IC) signal integrity, which 

has become more complex due to the exponential 

increase in on-chip computing bandwidth [1]. The 

simplest model of a computer interconnect includes only 

the wires that connect two ICs. More realistically, an 

interconnect includes packages that hold each IC, printed 

circuit board (PCB) transmission lines and vias (which 

transition between PCB layers) and connectors, as seen 

in Fig. 1. When the signal stream of 0’s and 1’s traverses 

the interconnect at very low data rate frequencies (kHz 

to low MHz), the interconnect features are much smaller 

than the wavelength, and the wires are typically modeled 

as simple delays. As the data rate increases, the 

interconnect model requires more fidelity that includes 

impedance mismatch, dielectric loss, skin effect and 

copper surface roughness. At today’s data rates which 

can exceed 28 Giga-bits-per-second, it is typical to 

model transmission lines with 2D solvers [2]. Also, fine 

geometric features that were neglected at lower speeds, 

such as the PCB vias, must be accurately modeled, 

typically with 3D full wave FEM or FDTD solvers [3].  

The transfer function for detailed high frequency 

interconnect models is found by cascading (combining 

in series) the individual transmission line and 3D model 

segments. This cascading process [5, 6] is excellent for 

quantifying the total behavior of the system but obscures 

the source of multiple reflections, in part because the 

cascading process is non-linear, as will be shown in this 

paper. Linearization will enable the separation of the 

transfer function into physically meaningful pieces that 

allow us to determine which system features contribute 

most to the multiple reflections. This then enables 

redesign to reduce those reflections and improve signal 

integrity. 

 

 
 

Fig. 1. Diagram of the 28G VSR computer interface [4] 

and an example of how the link can be modeled with 

three S-parameter segments: package (A), PCB (B), line 

card PCB (C). This interface is used in back-end servers 

for switching of internet traffic. 

 

While others have addressed the need to identify  

and resolve reflective interference [7-9] the method 

described in this paper is, to our knowledge, the first 

rigorous process to do so. In lieu of a direct comparison 

of the proposed method with a traditional method, we 

will validate our method against Monte Carlo studies. 

Section II discusses system level analysis and 

existing procedures for identifying sources of multiple 

reflections in a wired communication link such as the 

CEI 28G-VSR (very short reach) interface [4] shown  

in Fig. 1. Section III will describe an alternative to  

the standard ABCD matrix cascading approach, using  
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the analytic Mason’s rule. Section IV derives the 

linearization of the cascading process. In Section V we 

derive an upper bound on the error introduced by the 

linearization and validate the bound with analytic and 

empirical Monte Carlo (MC) studies. Finally, we 

conclude with a discussion of the limitations of the 

proposed linearization, next steps and applications. 
 

II. SYSTEM LEVEL ANALYSIS 
Segments of an interconnect model such as those 

shown in Fig. 1 are usually represented by frequency 

domain scattering parameters (S-parameters): 

𝑺(𝑓) = [
𝑆11(𝑓) 𝑆12(𝑓)

𝑆21(𝑓) 𝑆22(𝑓)
], 

where 𝑆𝑖𝑗(𝑓) is the complex voltage transfer function 

versus frequency between port 𝑗 and port 𝑖 [5]. 𝑆11(𝑓) 

represents the reflective behavior looking into the input 

port 1, while 𝑆21(𝑓) represents the through transfer 

function between the input port 1 and the output port  

2. As it is understood that 𝑺 is a frequency domain 

response, our notation will drop the explicit frequency 

reference. Also note that for passive and lossy 

interconnects considered here that |𝑆21| = |𝑆12| ≤ 1, 

|𝑆11| ≪ 1 and |𝑆22| ≪ 1. This means that products of 𝑺 

matrix components will have magnitudes much less than 

1.  

The design of today’s high speed interconnects for 

computer communication interfaces (e.g., PCIe4, 100G 

Ethernet) requires a careful budgeting of losses for long 

channels, as these can severely disperse and attenuate  

the signal [10]. Additionally, short channels can suffer 

from reflective interference caused by impedance 

discontinuities. These require an altogether different 

approach to resolve. While channel loss budgets are 

helpful for long channels, there is no similar reflection 

budget for short channels and their complicated multipath 

behavior. This paper proposes an approach to linearize 

the 𝑺 matrix cascading process (the combining of 𝑺 

matrices together) which opens the door to innovative 

approaches for analyzing key features of reflective wired 

channels.  

Consider the CEI 28G-VSR interface [4] shown in 

Fig. 1. This short channel can display highly reflective 

behavior from the impedance discontinuities at the 

package, PCB and connector junctions. To ensure that 

the transmitter and receiver circuit equalization schemes 

can overcome these channel and noise impairments, the 

design process uses a simulation of this environment. 

(Measuring multiple designs of the system would be too 

expensive and time consuming.) Figure 1 also shows an 

example of dividing the system into three segments 

which model the package (A), PCB (B) and connector 

with line card PCB (C). Each of these 2-port differential 

𝑺 matrices describes the frequency domain behavior of 

the segment and is obtained from either measurement, 

simulation (for example FEM or FDTD methods) [11], 

or empirical equations [12]. The segmentation of the 

system requires that the signal conductors at the 

boundary support TEM propagation and that any higher 

order modes have sufficiently attenuated [13].  
 

 
 

Fig. 2. Reflective noise can cause trouble for 

communication systems as can be seen by the pulse 

response of the system shown in Fig. 1. The energy from 

a single positive bit bounces around inside the system, 

and these multiple reflections show up much later than 

the desired signal. These stray voltages can interfere with 

later signals and could potentially corrupt the recovery 

of sent information. 

 

System level analysis involves a simulator 

cascading the segments together into a total end-to-end 

𝑺 matrix for the system [6, 14], before converting to the 

time domain pulse response as shown in Fig. 2. This 

channel pulse response can then be used to combine with 

the transmitter and receiver equalization to determine the 

link’s performance [15]. This analysis assumes that the 

𝑺 matrices are of good quality in that they are passive, 

causal and accurate [3, 16]. If they are not, numerical 

noise can propagate though the cascading process and 

corrupt the total end-to-end response.  

This process of cascading segment models is 

excellent for quantifying the system performance but 

obscures the source of the multiple reflections, which 

makes redesigning to minimize them very difficult. To 

find the source of the multiple reflections in a system,  

the literature suggests a guess-and-check approach. The 

most common procedure is to consult the simulated  

time domain reflectometry (TDR) waveform to estimate 

where the largest impedance discontinuity is located [8]. 

Alternatively, the frequency domain insertion loss can be 

examined for problematic resonances whose frequencies 

are inversely proportional to the electrical length of the 

segment creating the reflective interference [17]. This 

section of the interconnect is then modified by removal 

or redesign to see if the system performance improves 

[7, 17]. When applied iteratively, this approach usually 

identifies the primary source of reflective interference. 

However, the process is not systematic or wholly 

repeatable due to the many subjective choices involved. 

Additionally, removing or modifying a segment of the 

system fundamentally changes the system. This makes  
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the true impact of a single discontinuity difficult to 

quantify. It is challenging to determine what to modify 

and how to modify it [7].  

We would like to find a way to quantify how each 𝑺 

matrix segment contributes to the reflections in the total 

system response. Others have hinted at this goal [9],  

but we will demonstrate how to actually achieve this. 

Because the process of cascading 𝑺 matrices is non-

linear, a linearization or decomposition will be required 

to separate the transfer function into physically 

meaningful pieces. In this paper, we will apply the 

analytic Mason’s rule to the 𝑺 matrix cascading process 

and linearize this result. This will allow us to resolve the 

effects of reflections from individual segments of the 

system, thus enabling redesign to remove these effects.  

 

III. MASON’S RULE 
The usual approach to cascading a series of 𝑺 

matrices involves converting each 𝑺 matrix to an ABCD 

matrix [5] or transmission matrix [6], multiplying the 

matrices together, and then converting back to 𝑺 matrix 

form. The cascading process can determine the total 

system behavior, but it obscures how each segment 

contributes to the overall response. We propose an 

alternative approach, expressing the series of 𝑺 matrices 

(for example three 𝑺 matrices named A, B and C) as a 

signal flow graph, as shown in Fig. 3 (a), and then 

combining them with Mason’s rule [18]. The signal flow 

graph is created by placing each 𝑺 matrix’s through 

responses (e.g., 𝐴21 and 𝐴12) and reflection responses 

(e.g., 𝐴11 and 𝐴22) as shown in Fig. 3 (a). Mason’s rule 

provides an analytic solution (though non-linear) of the 

total system response. It also provides intuition into how 

reflective multipath behavior occurs in the system. A 

major insight is that pairs of impedance discontinuities 

form resonant loops (Fig. 3 (b)) which trap energy before 

returning it to the system. This delayed energy can 

eventually arrive at the receiver and may create an error 

in the bit decision.  

The Mason’s rule procedure to solve for the total 𝑆21 

of the signal flow graph in Fig. 3 (a) is to first identify 

all forward paths. For our application, a forward path is 

one that starts on the left, ends on the right and does not 

circle back on itself; the only forward path in Fig. 3 (b) 

is 𝐺1 = 𝐴21𝐵21𝐶21. Second, identify the loops (paths 

that start and end at the same location) as shown in  

Fig. 3 (b) which are 𝐿1 = 𝐴22𝐵11, 𝐿2 = 𝐵22𝐶11, and 

𝐿3 = 𝐴22𝐵21𝐶11𝐵12.  

The next step is to identify the determinant (Δ) of 

the graph and the co-factor (Δ𝑖) of each path. The 

determinant, Eqn. 1, is found by collecting products of 

loop terms which do not touch. These products are taken 

one-at-a-time, two-at-a-time, three-at-a-time, etc. until 

all possible non-touching loop combinations are 

included. This calculation accounts for the interactions 

that occur between loops which do touch, and as will be 

seen below, a modification of this calculation opens the 

opportunity for linearization: 

Δ = 1 − ∑ 𝐿𝑖 + ∑ 𝐿𝑖𝐿𝑗

𝑛𝑜𝑛−𝑡𝑜𝑢𝑐ℎ𝑖𝑛𝑔

− ∑ 𝐿𝑖

𝑛𝑜𝑛−𝑡𝑜𝑢𝑐ℎ𝑖𝑛𝑔

𝐿𝑗𝐿𝑘 + ⋯. 
(1) 

 

 
 

Fig. 3. (a) There are an infinite number of ways that 

energy can travel through a series of 𝐒 matrix segments 

A, B, C in this signal flow graph. (b) Energy can resonate 

(get trapped) in the loops, L1, L2, and L3. (c) Energy 

Transfer Diagram. A 1st order linearization of S21  

is found by summing the possible paths through the 

signal flow graph. This includes the forward path  
G1 = A21B21C21 and all the paths going once through 

each of the loops in the system (or two bounces). 

 

For our three-segment example, there are three one-

at-a-time loops terms (𝐿1, 𝐿2, 𝐿3), one non-touching two-

at-a-time loop term (𝐿1𝐿2) and no non-touching three-at-

a-time loop terms. This results in the determinant of: 

Δ = 1 − 𝐿1 − 𝐿2 − 𝐿3 + 𝐿1𝐿2. (2) 

The cofactor of a forward path is defined as the 

determinant calculation over the set of loops which do 

not touch the forward path. Since the forward path 𝐺1 

touches all the loops, Δ1 = 1. 

Once the paths, loops, determinant and cofactors are 

identified, Mason’s rule provides a way to directly write 

down the transfer function equation: 

𝐺 =  
∑ 𝐺𝑘Δ𝑘𝑘

Δ
. (3) 

The Mason’s rule process is summarized in Table 1. 

Finally, the total 𝑆21of the signal flow graph in Fig. 3 (a) 

is: 
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𝑆21 =
𝐴21𝐵21𝐶21

1 − 𝐿1 − 𝐿2 − 𝐿3 + 𝐿1𝐿2

 . (4) 

Observe that the denominator collects the resonant 

behavior of the network and can significantly change 

with the inclusion of additional 𝑺 matrix segments. This 

shows that the cascading of 𝑺 matrices is a non-linear 

process, and the addition of more segments can 

significantly change the response. 

While 𝑆21 could also be obtained through the ABCD 

or transmission matrix approach, the intuitive Mason’s 

rule result provides insight into the physical behavior  

of the system. The linearization of this equation will 

decompose the response into a sum of physically 

meaningful terms which can then be analyzed 

individually to provide more insight into the causes of 

the reflective behavior of the system. This insight can  

be very useful in redesigning the system. The downside 

to the signal flow graph approach is that graphs which 

have many paths and many interacting loops can be very 

challenging to apply Mason’s rule to by hand, and either 

simplifications to the structure or application of a matrix 

approach are required.   

 

Table 1: Mason’s rule analysis process summary 

Step Action 

0 From a signal flow graph, 

1 
Identify desired input port and output port of 

network. 

2 
Identify all possible forward paths 𝐺𝑖 

between the input and output ports. 

3 Identify all loops 𝐿𝑖 in network. 

4 

Calculate the graph determinant: From the set 

of all loops, identify the combinations of loops 

which do not touch for groupings of two-at-a-

time terms, three-at-a-time terms, etc. until all 

possible combinations are considered. 

5 

For each forward path 𝐺𝑖, calculate the 

cofactor Δ𝑖  by identifying those loops which 

do not touch path 𝐺𝑖 and then performing the 

determinant calculation over this set of loops. 

6 

Combine the forward paths 𝐺𝑖, cofactors Δ𝑖 , 

and determinant Δ according to Eqn. 3 to 

obtain the transfer function between the input 

and output ports. 

 

IV. LINEARIZATION DERIVATION 
Our goal is to separate the expression for the total 

through response (𝑆21) of the system into a series of 

terms (visualized in Figs. 3 and 4) that can be analyzed 

individually so that we can identify which features are 

the most significant cause of multiple reflections. This 

decomposition or linearization is accomplished by  

simplifying Mason’s rule to assume that all the loops are 

independent and do not touch each other. This leads to a 

denominator (i.e., the determinant, Δ, from Eqn. 1) that 

can be factored as shown in Eqn. 5 below:  

𝑆21 ≈
𝐴21𝐵21𝐶21

1 − 𝐿1 − 𝐿2 − 𝐿3 + 𝐿1𝐿2 + 𝐿1𝐿3 + 𝐿2𝐿3 − 𝐿1𝐿2𝐿3
 

𝑆21 ≈
𝐴21𝐵21𝐶21

(1 − 𝐿1)(1 − 𝐿2)(1 − 𝐿3)
 . 

 

 

(5) 

Next, by applying the geometric series, 
1

1−𝑥
=

∑ 𝑥𝑛∞
𝑛=0  if |𝑥| < 1, we can move the loop terms from the 

denominator to the numerator: 

𝑆21 ≈ 𝐴21𝐵21𝐶21 (∑ 𝐿1
𝑛

∞

𝑛=0

) (∑ 𝐿2
𝑛

∞

𝑛=0

) (∑ 𝐿3
𝑛

∞

𝑛=0

). (6) 

This expression can be further simplified by 

truncating the infinite series at 𝑛 = 1 and discarding 

cross-terms which come from expanding the parentheses: 

𝑆21 ≈ 𝐴21𝐵21𝐶21(1 + 𝐿1)(1 + 𝐿2)(1 + 𝐿3 ) 
   𝑆21

∗ = 𝐴21𝐵21𝐶21(1 + 𝐿1 + 𝐿2 + 𝐿3). 
(7) 

We call 𝑆21
∗  the 1st order linearization of the through 

response 𝑆21, and it shows how each resonant loop 

contributes to the total response. In the three-segment 

scenario, expanding the parentheses gives one forward 

path term and three loop terms which can be analyzed to 

determine which one is dominant. It is also the same 

expression that could be found by analyzing an energy 

transfer diagram and collecting all terms that have one 

loop (or two bounces), as shown in Fig. 3 (c). The utility 

of such a decomposition is that for signal integrity 

systems which suffer from high reflective interference, 

the impact of each loop response on the total system 

performance can be quantified [19]. 

The first order linearization for systems with more 

than three 𝑺 matrix segments is generalized as: 

𝑆21
∗ ≈ (𝐴21𝐵21𝐶21 … ) (1 + ∑ 𝐿𝑖). (8) 

If the system has many large impedance 

discontinuities, significant energy can travel through 

more than one loop, and the 1st order linearization of 𝑆21 

can be poor. To account for these additional multiple 

reflections, we return to the exact result of Eqn. 4 and 

bring the whole denominator to the numerator using the 

geometric power series relation: 

𝑆21 =
𝐴21𝐵21𝐶21

1 − 𝐿1 − 𝐿2 − 𝐿3 + 𝐿1𝐿2

 

= 𝐴21𝐵21𝐶21 (∑(𝐿1 + 𝐿2 + 𝐿3 − 𝐿1𝐿2)𝑛

∞

𝑛=0

). 

(9) 

Expanding the infinite series to 𝑛 = 2 yields Eqn. 10 and 

discarding the terms with more than two loops (e.g., 𝐿1𝐿2
2  

and 𝐿1𝐿2𝐿3) yields 𝑆21
‡

, the 2nd order linearization shown 

in Eqn. 11. This is generalized for systems with more 

than three 𝑺 matrix segments in Eqn. 12.  
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Fig. 4. Energy transfer diagram. The 1st order linearization 

of S21 can be improved (which we call the 2nd order 

linearization) by including all paths which travel through 

two loops (four bounces). Shown above are all such two 

loop paths which include the loop L1. Additional two 

loop paths not shown are G1L2
2 , G1L3

2 , G1L2L3 and 

G1L3L2. 
 

The energy transfer diagram in Fig. 4 provides an 

intuitive understanding of Eqn. 12 and shows that the 2nd 

order linearization can be found by augmenting the 1st 

order linearization with the energy transfer terms that 

contain two loops (or four bounces). It is interesting to 

note that the energy transfer terms 𝐺1𝐿3𝐿1 and 𝐺1𝐿1𝐿3 

represent two separate ways to traverse the signal flow 

graph and therefore both must be included, thus the ‘2’ 

coefficient in Eqn. 12 for touching loop terms.  

For signal integrity systems of cascaded 2-port 𝑺 

matrices, the truncation of the infinite series at 𝑛 = 2 is 

quite accurate as will be shown in the next section. For 

highly resonant systems, more terms may be needed. The 

linearization can be applied to differential, common, 

mode-conversion and single ended 2-port 𝑺 matrices, 

depending on the desired application. The linearization 

is straightforward to calculate, as it only requires the 

determination of the primary loops and loops taken two-

at-a-time. The Mason’s rule response of these systems  

may be difficult to directly apply due to the many 𝑛-at-

a-time loop combinations that must be considered. The 

numerical solution procedure of the linearization is 

summarized in Table 2 below. 

 

Table 2: Linearization process summary 

Step Action 

0 
Diagram the signal flow graph for the network 

of 2-port S-parameters. 

1 Calculate the forward path 𝑮𝟏 = 𝑨𝟐𝟏𝑩𝟐𝟏𝑪𝟐𝟏 … 

2 

Identify and determine the expression for 

each loop in the system, 𝐿1 = 𝐴22𝐵11, 𝐿2 =
𝐵22𝐶11, 𝐿3 = 𝐴22𝐵21𝐶11𝐵12, etc. For N 

segments, there will be 
𝑁(𝑁−1)

2
 loops. 

3 

For 1st order linearization, calculate the loop 

responses by multiplying the forward path 𝐺1 

with each of the loops. 

4a 
For 2nd order linearization, determine the list 

of all two-at-a-time combinations of loops. 

4b 
For each combination determine if the two 

loops are touching in the signal flow graph. 

5 

Calculate the loop responses by multiplying 

the forward path response 𝐺1 by each loop 

term. 

 Single loop terms: 𝐺1 ∑ 𝐿𝑖. 

 Single loop squared terms: 𝐺1 ∑ 𝐿𝑖
2. 

 Non-touching terms: 𝐺1 ∑ 𝐿𝑖𝐿𝑗.𝑛𝑜𝑛−𝑡𝑜𝑢𝑐ℎ𝑖𝑛𝑔  

 Touching loop terms  2 ∙ 𝐺1 ∑ 𝐿𝑖𝐿𝑗𝑡𝑜𝑢𝑐ℎ𝑖𝑛𝑔 . 

6 Calculate the linearization error. 

6a 
Find the true 𝑆21 by numerically cascading the 

S parameter segments [6]. 

6b 
Calculate 𝑆21

∗  or 𝑆21
‡

 by summing the forward 

path with the loop responses. 

6c 
Calculate the error as the difference between 

𝑆21 and 𝑆21
∗  or 𝑆21

‡
. 

 

The linearization is useful as an insight into the 

reflective behavior of the system, but it can be 

computationally intense depending on the size of the 

system. For a system with 𝑁 segments, the number of 

multiplication operations per frequency to cascade 𝑺 

matrices with the ABCD matrix approach is 𝑂(26𝑁), 

while to calculate the loop responses for the 1st order 

linearization is 𝑂(𝑁3/3) and for the 2nd order 

linearization is 𝑂(𝑁4/4) due to the exponential number 

of loops and combinations of loops to consider. 
 

   𝑆21 = 𝐴21𝐵21𝐶21 (

1 +
𝐿1 + 𝐿2 + 𝐿3 − 𝐿1𝐿2 +

𝐿1
2 + 2𝐿1𝐿2 + 𝐿2

2 + 2𝐿1𝐿3 + 2𝐿2𝐿3 + 𝐿3
2 − 𝐿1

2𝐿2 − 𝐿1𝐿2
2 − 𝐿1𝐿2𝐿3 + 𝐿1

2𝐿2
2

+ ⋯

), (10) 

 𝑆21 ≈ 𝑆21
‡ = 𝐴21𝐵21𝐶21(1 + 𝐿1 + 𝐿2 + 𝐿3  +  𝐿1

2 + 𝐿2
2 + 𝐿3

2  +  𝐿1𝐿2 + 2𝐿1𝐿3 + 2𝐿2𝐿3), (11) 
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    𝑆21
‡ = (𝐴21𝐵21𝐶21 … ) (1 + ∑(𝐿𝑖 + 𝐿𝑖

2) + ∑ 𝐿𝑖𝐿𝑗

𝑛𝑜𝑛−𝑡𝑜𝑢𝑐ℎ𝑖𝑛𝑔

 +  2 ∙ ∑ 𝐿𝑖𝐿𝑗

𝑡𝑜𝑢𝑐ℎ𝑖𝑛𝑔

). (12) 

 

V. ERROR ANALYSIS 
As will be shown, the linearization error is 

proportional to the magnitude of the largest impedance 

discontinuity and the number of 𝑺 matrix segments in the 

system. The relative error ratio, found by normalizing the 

error by the actual value, is evaluated, as it allows for 

extensive simplification. When applied to a three-segment 

system with 1st order linearization, the relative error ratio 

is: 

|
(𝑆21 − 𝑆21

‡ )
𝑆21

⁄ | 

= |

𝐴21𝐵21𝐶21

1 − 𝐿1 − 𝐿2 − 𝐿3 + 𝐿1𝐿2
− 𝐴21𝐵21𝐶21(1 + 𝐿1 + 𝐿2 + 𝐿3)

𝐴21𝐵21𝐶21

1 − 𝐿1 − 𝐿2 − 𝐿3 + 𝐿1𝐿2

| 

 

= |1 − (1 − 𝐿1 − 𝐿2 − 𝐿3 + 𝐿1𝐿2)(1 + 𝐿1 + 𝐿2 + 𝐿3)| 
= |𝐿1

2 + 𝐿2
2 + 𝐿3

2 + 2𝐿1𝐿2 + 2𝐿1𝐿3 + 𝐿2𝐿3 − 𝐿1𝐿2𝐿3

− 𝐿1
2 𝐿2 − 𝐿1𝐿22|. 

(13) 

Observe that all the single loop terms (i.e., 

𝐿1, 𝐿2, 𝐿3) of the simplified relative error ratio for the 1st 

order linearization cancel out, leaving only terms with 

products of two or more loops. Similarly, the simplified 

relative error ratio for the 2nd order linearization (not 

shown due to space considerations) includes only error 

terms composed of the products of three or more loops. 

To derive an upper bound on the error, we define 𝜈 =
max (|𝐿𝑖|) and substitute 𝜈 for each loop in the relative 

error ratio. For N=3 segment and N=6 segment systems 

the 1st and 2nd order maximum error bounds are given in 

Table 3.  

 

Table 3: Maximum error bound for linearization of order 

O for systems with N segments 

N O Maximum Error Bound 

3 1 8𝜈2 − 3𝜈3 

3 2 𝟐𝟏𝝂𝟑 − 𝟖𝝂𝟒 

6 1 190𝜈2 − 497𝜈3 + 411𝜈4 − 134𝜈5 + 15𝜈6 

6 2
2353𝜈3 − 6239𝜈4 + 5186𝜈5 − 1695𝜈6

+ 190𝜈7 

 

Figure 5 shows the 1st and 2nd order upper error 

bounds for a three-segment system as well as the 2nd 

order error bounds for the four-, five- and six-segment 

systems. This illustrates that the larger the loop terms 

(i.e., 𝜈), the larger the error. Further, the more segments 

in the system, the more variability and thus the higher the  

upper error bound. 

We will use an analytic MC study to validate this 

upper error bound. The exact 𝑆21 (Eqn. 4) and the 2nd 

order linearization (Eqn. 11), are calculated with 𝐴21 =
𝐵21 = 𝐶21 = 1 (representing a lossless system) and with 

random values of 𝐴22, 𝐵11, 𝐵22 and 𝐶11 which are 

calculated as follows. By noting that the diagonal 𝑆𝑖𝑖  

terms of 𝑺 are reflection coefficients, and by utilizing the 

reflection coefficient equation Γ =
𝑍𝐿−𝑍1

𝑍𝐿+𝑍1
 between a load 

impedance of 𝑍𝐿 and a line impedance 𝑍1, we relate the 

line impedance to the load impedance with the ratio  

𝑟, 𝑍1 = 𝑟𝑍𝐿. This leads to Γ =
1−𝑟

1+𝑟
, which gives the 

reflection coefficient in terms of the ratio of impedance 

discontinuity, 𝑟. For the application of high speed 

interconnects, the manufactured characteristic impedance 

variation of mid-priced PCB transmission lines is 

typically +/- 15%. A conservative range for 𝑟 is 0.5 to 

1.5 which relates to an impedance variation of 50% to 

150%. Therefore, each of the 𝑆𝑖𝑖  terms are calculated 

with the random variable 𝑟, drawn from the normal 

distribution 𝒩(1,0.152) which has approximately the 

range of 0.5 to 1.5. The results of the MC study are 

shown in Fig. 6. The upper error bound (given in Table 

3) is not exceeded by 108 MC evaluations of the relative 

error ratio. Although not an absolute proof, this lends 

credibility to the upper bound calculation. The analytic 

MC study procedure is summarized in Table 4. 

 

Table 4: Analytic MC validation of Error Bound for N=3 

segments 

Step Action 

0 Let 𝑨𝟐𝟏 = 𝑩𝟐𝟏 = 𝑪𝟐𝟏 = 𝟏. 

1 Calculate 𝐴22, 𝐵11, 𝐵22 and 𝐶11. 

1a 
Select the ratio of impedance discontinuity, 𝑟, 

from 𝒩(1,0.152). 

1b 
Transform 𝑟 to a reflection coefficient with 

Γ =
1−𝑟

1+𝑟
 and assign to return loss term. 

2 Calculate the exact 𝑆21 from Eqn. 4. 

3 
Calculate the 2nd order linearization 𝑆21

‡
 from 

Eqn. 11. 

4 Calculate the relative error ratio. 

5 Determine the max loop value, 𝜈 = max (|𝐿𝑖|). 

6 Plot 𝜈 vs relative error ratio. 
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Fig. 5. The larger the impedance discontinuities in the 

system the larger the linearization error. The upper error 

bound is reduced by using the 2nd order linearization. 

The upper error bound is also dependent on the number 

of 𝐒 matrix segments in the system, since each additional 

segment increases the number of loops or pairs of 

impedance discontinuities in the system. 

 

 
 

Fig. 6. 100 million MC runs validate the upper error 

bound for three 𝐒 matrix segments with the 2nd order 

linearization of S21. The solid line is the bound from 

Table 3 and the dots are Monte Carlo (MC) experiments. 

 

An empirical MC study of the linearization error 

bound is accomplished by cascading transmission line  

𝑺 matrix models. These models were created using the 

IEEE 802.3bj 2-port differential transmission line model 

(TLM) equations [20] with parameter values from Table 

5. These models are attractive to use, because they are 

readily available and are guaranteed to be causal by 

construction. The DC loss term is 𝛾0, 𝑎1 is the attenuation 

and phase constant proportional to the square root of 

frequency, 𝑎2 is the attenuation and phase constant 

proportional to frequency, and 𝜏 is the primary delay 

constant. 𝑍𝑐 is the differential characteristic impedance, 

and 𝑑 is the transmission line length. The values of the 

behavioral attenuation and phase constants were obtained 

by the standards task force by fitting the equations to 

measured transmission line PCB data [21]. 

 

Table 5: IEEE 802.3bj 2-port differential Transmission 

Line Model (TLM) parameters 

Parameter Value Units 

𝛾0 0 1/mm 

𝑎1 1.734 x 10-3 ns1/2/mm 

𝑎2 1.455 x 10-4 ns/mm 

𝜏 6.141 x 10-3 ns/mm 

𝑍𝑐 𝑈(60, 140) Ω 

𝑑 𝑈(6, 177) mm 

 

The MC study entailed cascading N=3 and N=6 𝑺 

matrix segments to evaluate the linearization error. In 

each case, each 𝑺 matrix segment was obtained by using 

the parameter values in Table 5 and randomly selecting 

the characteristic impedance 𝑍𝑐 from a uniform 

distribution between 60 and 140 Ω and randomly 

selecting the length 𝑑 from a uniform distribution between 

6 and 177 mm. Care must be taken when selecting the 

frequency vector over which the TLM is created. Too 

coarse frequency sampling may lead to an incorrect 

phase delay of the TLM, while too fine frequency 

sampling will add unnecessary computation time with 

minimal improvement in accuracy. 

For each experiment, the maximum error (over 

frequency) was determined, and 𝜈 was found as the 

maximum loop response, max(|𝐿1|, |𝐿2|, … ), at the 

frequency of the maximum error. The empirical MC 

study is summarized in Table 6.  

 

Table 6: Empirical MC validation of error bound with 

transmission line for N=3 and N=6 segments 

Step Action 

0 For each MC experiment, 

1 
Create transmission line 𝑺 matrices from 1 to 

N. 

1a 

Randomly select 𝑍𝑐 ∈ 𝑈(60, 140) and 𝑑 ∈
𝑈(6,177) and use parameter values from 

Table 5. 

1b 
Calculate 𝑺 matrix through and reflection 

terms. 

2 Calculate total 𝑆21 by cascading [6]. 

3 
Calculate 2nd order linearization 𝑆21

‡
 by 

following the procedure in Table 2. 

4 

Calculate the relative error ratio. Find the max 

error and the frequency it occurs at. Find 𝜈 =
max (|𝐿𝑖|) at the max error frequency. 

5 Plot max error vs. 𝜈. 

 

The results for the N=3 and N=6 𝑺 matrix segments 

MC study are shown in Fig. 7. We observe that for 1000 

experiments the error bound is not exceeded. These 

studies further validate the upper error bound and show  
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some of the limitations of the linearization. Systems 

which have many large impedance discontinuities 

(greater than +/- 20% impedance mismatch) have large 

linearization error. Yet even in these situations, the 

linearization may still provide insight into the system and 

could still be the basis of useful analysis techniques. 
 

 
 

Fig. 7. The upper error bound holds for a realistic MC 

experiment from systems with three and six transmission 

line 𝐒 matrix segments. 

 

VI. CONCLUSION 
To better analyze reflective multi-path behavior, this 

paper advocates the use of Mason’s rule, as compared  

to the ABCD matrix approach, for the cascading of 𝑺 

matrix segments. This analytic formulation shows how 

resonant loops in the system give rise to reflective noise. 

A linearization or decomposition of this analytic formula 

allows for the independent analysis of physically 

meaningful terms to quantify how each resonant loop 

contributes to the overall multi-path behavior. An error 

bound is derived and shown to be dependent on the 

number of segments and the magnitude of the largest 

impedance discontinuities in the system. The error bound 

is validated with analytic and empirical MC studies. 

Overall, this linearization can yield more insight into the 

reflective behavior of complex systems and provide 

avenues to unique analysis techniques that will improve 

the design process of signal integrity interfaces or 

provide the capability to enable a reflective interference  

budgeting methodology. 

The 𝑺 matrix linearization method has been applied 

to optimizing a CEI 28G-VSR signal integrity interface 

[19, 22]. Here the first order linearization could 

successfully quantify the impact on receiver performance 

of each pair of impedance discontinuities. 

Future work will explore applications of reflective 

interference budgeting for high-speed communication 

computer interfaces, sensitivity analysis of systems to 

catastrophic resonant behavior and interconnect 

optimization. 
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Abstract ─ A biomimetic radar target recognition 

method is proposed in this paper. From a geometrical 

perspective, the high resolution range profiles of radar 

targets are considered as points in high-dimensional 

feature space. Hypersausage chains are used to cognize 

the low-dimensional manifold embedding in the  

high-dimensional space. The topological framework 

construction algorithm for a hypersausage chain is 

improved and described in detail. A procedure for  

a reasonable selection of the hypersphere radius is  

also involved, which guarantees both acceptable 

generalization capability and excellent rejection capability 

of the classifier. The performance of proposed method is 

compared with the commonly used support vector 

machine (SVM) method with a radial basis function 

kernel or a polynomial kernel. Simulation results show 

that our proposed method outperforms the SVM methods 

in anti-noise capability, generalization capability and 

especially rejection capability. 

 

Index Terms ─ Biomimetic radar target recognition, 

high resolution range profiles, hypersausage chains, 

manifold. 
 

I. INTRODUCTION 
With the widespread application of high resolution 

radars, high resolution range profile (HRRP) of radar 

targets becomes more and more accessible. HRRP 

carries information of target scattering centers distribution 

along the radar pointing direction, which reflects details 

of target structure such as scatterer centers strength, 

scatterer centers position, target size and so on. Therefore, 

HRRP plays an increasingly important role in the field 

of radar automatic target recognition (RATR) [1]–[5]. 

There is a common process flow in a typical radar 

HRRP target recognition system. Provided that the wide 

band electromagnetic scattering field and the raw HRRP 

of the target is obtained, a preprocessing procedure, 

which contains alignment, localization, averaging and 

normalization, will be carried out firstly to improve  

the quality of raw HRRP. Then a feature extraction 

procedure is used to select proper feature vectors for the 

classifier. Four kinds of feature vectors are frequently 

used in existing literature: 1) HRRP after preprocessing 

procedure, this means classification procedure is 

conducted directly after preprocessing. 2) Transformation 

of HRRP, such as differential power spectrum [6], 

bispectrum [7], [8], higher order spectra [9] and so on. 

All of these features can eliminate the sensitivity of the 

HRRP to the translation of target in the range window. 

3) Target structure information extracted from HRRP, 

such as the amplitude of scatterer centers, scatterer centers 

position, target length and so on. 4) Dimensionality 

reduction of HRRP using principal component analysis 

(PCA), linear discriminant analysis (LDA), neighborhood 

preserving projections (NPP) [10] and so on. These 

dimensionality reduction methods can also be used after 

2) or 3). The application of these methods can avoid  

the curse of dimensionality and facilitate the classifiers. 

It can be conclude that the sensitivity of HRRP to 

translation can be eliminated or the dimensionality of 

HRRP vectors can be reduced based on the feature 

vectors in 2) to 4). But some transformation methods and 

dimensionality reduction methods will cause loss of 

information and influence the recognition accuracy.  

So provided that the preprocessing procedure is done 

well enough to eliminate the sensitivity of HRRP to 

translation and the classifier is efficient to handle high 

dimensional data (It can be seen that the proposed 

method is very convenient to deal with high dimensional 

data), we directly use the HRRP after preprocessing 

procedure as feature vectors in this paper. Finally the 

classifier will give the recognition result by using the 

feature vectors. 

Many traditional statistical learning methods have 

been used as classifier in radar target recognition, such 

as neural networks (NN) [11]–[13], genetic programming 

[14], support vector machine (SVM) [15]–[18] and so 

on. These methods always aim at best distinguishing the 

samples of different classes based on their differences in 

feature space. Taking the SVM method as an example, it 

maps the training samples to a higher dimensional space 

and finds a linear separating hyperplane with the 

maximal margin for them. However, people cognize 

things in a very different manner. When you see a new 

thing, your first response is that you are not familiar with 
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it rather than to compare it with things you know. The 

latter is the manner in which traditional statistical 

learning methods do. This reflects that people focus on 

cognizing things whereas traditional statistical learning 

methods are concerned with distinction of things. It is 

not difficult to foresee that the latter will suffer from  

two drawbacks in radar target recognition. First, if 

encountering a new target without learning, it cannot 

realize that the target is not trained. It can only assign it 

to one of the trained target constrainedly, which makes 

the rejection capability of traditional statistical learning 

methods very poor. Second, if a new target needs to be 

learned, we must add its samples to the database and 

retrain samples of all classes. This makes the efficiency 

of traditional statistical learning methods very low when 

training new samples. Imitating the cognitive nature of 

human, a biomimetic pattern recognition method based 

on hypersausage chain was proposed [19]–[21]. In this 

paper, we improve this method and apply it to radar 

target recognition. The experiment results show that  

the proposed method has better anti-noise capability, 

generalization capability and especially rejection 

capability compared with the SVM method. It is worth 

mentioning that the proposed method works in optical 

scattering region. For the radar target recognition method 

in resonance region, there also exist some works which 

focus on discriminating unknown targets from known 

targets [22], [23].  

The remainder of this paper is organized as follows. 

Section II describes the raw HRRP database prepared for 

radar target recognition. In Section III, we introduce the 

biomimetic radar target recognition algorithm based on 

hypersausage chains. Section IV shows the experiments 

and results. Finally, section V gives some conclusions. 

 

II. DATA PREPARATION 
A raw HRRP database is built for five scaled models 

(F15, F117, VFY218, plane model and missile model). 

Physical optical (PO) method [24]–[26] is employed to 

simulate the VV polarization backscattering field of 

them at an elevation angle of 10°. For the computation 

of F15, F117 and VFY218 models, the azimuth angle is 

changed continuously from 0° (nose-on direction) to 90° 

with an interval of 0.4°. For the simulation of the plane 

and missile models, 75 azimuth angles are selected 

randomly from 0° to 90°. In each angle, 201 frequencies 

from 8GHz to 12GHz with a frequency step of 20 MHz 

are calculated, yielding 4GHz bandwidth. Then the  

raw range profiles are obtained by inverse fast Fourier 

transform (FFT). At last, each raw range profile is 

normalized by their maximum and minimum so that 

values of each range profile are scaled to between 0 and 1. 

It can be found through above description the 

database has 226 range profiles for F15, F117, VFY218 

models separately and 75 range profiles for plane, 

missile models separately. In the experiment stage, we 

will only use some range profiles of F15, F117, VFY218 

models to train the classifier and the other range profiles 

will be used to test the performance of the classifier. 

 

    
   (a) VFY218  (b) F15 (c) F117 

                  
 (d) Missile (e) Plane 

 

Fig. 1. Five meshed models. 
 

 
   (a) Range profiles of VFY218 model 

 
   (b) Range profiles of F15 model 

 
   (c) Range profiles of F117 model 

 
Fig. 2. Range profiles of three models. 

 

The five scaled models are shown in Fig. 1. The 

sizes of them are shown in Table 1. By considering the 
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frequency range and the dimensions of the targets, we can 

find that they fall into optical scattering region. The 

normalized range profiles of F15, F117, VFY218 models 

are illustrated in Fig. 2. As evidenced by Fig. 2, the  

range profiles of targets are very sensitive to the azimuth 

angle, which implies that radar HRRP target recognition 

requires plenty of range profiles from various azimuth 

angles to guarantee reliable recognition accuracy. As 

mentioned in the introduction, the above normalized 

range profiles will be used directly as feature vectors for 

the classification experiment in Section IV. 

 

Table 1: The dimensions of five targets 

Targets 
Length 

(m) 

Width 

(m) 

Height 

(m) 

Scaling 

Ratio 

VFY218 3.09 1.78 0.82 4.85 

F15 3.00 2.10 0.66 6.48 

F117 3.00 2.03 0.37 6.69 

Missile 2.99 1.17 1.17 1.00 

Plane 3.00 2.97 0.87 9.53 

 

III. BIOMIMETIC RADAR TARGET 

RECOGNITION BASED ON 

HYPERSAUSAGE CHAINS 

A. Theory and principle 

The theoretical basis of biomimetic pattern 

recognition is the principle of homology-continuity (PHC), 

which points out that samples from the same class 

change gradually and continuous variation sequences 

exist between any two samples of same class. This 

principle implies that biomimetic pattern recognition 

takes advantage of some prior knowledge of samples. It 

is obvious that the radar HRRP feature also obeys this 

principle. So the biomimetic pattern recognition method 

can be applied to radar target recognition problems. In 

the following of this paper, we will use biomimetic radar 

target recognition (BRTR) to call the proposed method. 

For the realization of BRTR, a range profile from 

some class is considered to be a point in high-dimensional 

space. All the range profiles of the same class can be 

represented as a point set. Base on the PHC, neighboring 

points of the point set have strong correlations. This can 

produce observation which lies on low-dimensional 

manifold. So we can use some geometry to cover the 

low-dimensional manifold of a target if we want to 

cognize the target. In the context of radar target 

recognition, we believe that one-dimensional (1D) 

connectivity takes a major role among possible types of 

connectivity. So we consider a manifold resulted from a 

product of a hyper-sphere and a 1D continuous curve, 

where the 1D continuous curve represents the trend  

of the manifold and the hyper-sphere indicates the 

perturbance in other directions. For the sake of efficient 

implementation, a hypersausage chain (shortly HSN 

chain) formed by moving the center of a hypersphere 

along a chain of line segments is used as an 

approximation model to this kind of manifold. It can be 

observed that such a hypersausage chain is composed of 

many sausage-like units, each of which stems from the 

product of a hypersphere with a line segment. This kind 

of sausage-like unit is termed as hyper sausage neuron 

(HSN). The 2D models of HSN chain and HSN are 

illustrated in Fig. 3, where ax  and bx  are the two nodes 

of the line segment, r is the radius of the hypersphere. 

According to the above theory, the main task in the 

training stage of biomimetic radar target recognition is 

to find proper hypersausage chains to cover the low-

dimensional manifold of different classes. This can be 

done in two steps. First, the chain of line segments, 

which is the topological framework of the HSN chain, 

must be constructed. Second, the radius of the hypersphere 

must be determined. III-B and III-C will introduce these 

two steps, respectively. 
 

ax bx

r r

 
 (a) HSN chain (b) HSN 

 

Fig. 3. 2D model of HSN chain and HSN. 

 

B. Topological framework construction algorithm 

First of all, we choose the HRRP vector of the first 

angle as the starting node of the first hyper sausage 

neuron. Then HRRPs of other angles can be sorted based 

on this reference point according to the sorting criterion 

that the mid HRRP vector is more close to the former 

HRRP vector than the latter one among three adjacent 

HRRP vectors. This guarantees that HRRP vectors in the 

high dimensional space change continuously. Using X to 

represent the set of ordered range profiles from some 

target, the aforementioned criterion can be described as: 

    i i-1 i i-1 i+1= , , ,

1, 2, , ,

X d

i Na

  



x x x x x
            (1)  

where ix  represents the ith range profiles.  , x y  

refers to the Euclidean distance between vectors x and y. 

Na denotes the number of range profiles used as training 

data set. The topological framework of the HSN is 

formed by a subset of X whose elements are elaborately 

selected as the nodes of the hypersausage neurons and 

can reflect the trend of all the HRRP vectors in high-

dimensional space. We use S to represent this subset, 

where  iS  s , 11,2, ,i n  ,  1n Na . Because the two 
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nodes of each hypersausage neuron is determined in the 

same manner and the start node of the latter neuron is the 

end node of the former neuron (the start node of the first 

neuron is the first HRRP vector in X, namely 
1x ), we 

will only take one hypersausage neuron as an example  

to introduce the method for its end node selection in  

the following of this section. The whole topological 

framework of the HSN will be constructed after the 

nodes of all hypersausage neurons are determined. The 

entire algorithm will be described at the end of this 

section. 

Assuming that 
j Xx  refers to the start node of  

a neuron, 
1  represents the filter interval, 

2  denotes 

the disturbance tolerance, d is the Euclidean distance 

between current filtered HRRP vector and the start node, 

j+1 j+2 Na
, ,x ,x x  will be filtered sequentially to determine 

its end node. There are three typical cases in the process 

of filtering: 

1) As illustrated in Fig. 4 (a), if the distance d increases 

continually and exceeds 
1 , the current filtered 

HRRP vector will be selected as the end node of the 

neuron. 

2) Figure 4 (b) shows that the distance d decreases in 

the process of increasing and the decreased value is 

smaller than 
2 . This kind of decrease is a slight 

disturbance and does not influence the trends of 

topological framework of the HSN. So it can be 

tolerated and continue to filter the following HRRP 

vectors until d exceeds 1 . 

3) In Figs. 4 (c) and (d), the distance d increases to a 

value smaller than 
1  then decreases continually. If 

the decreasing value is greater than 
2 , the turning 

point will be considered as the end node of the 

neuron, and it is also the start node of next neuron. 

As in [19], the end node of the next neuron will be 

filtered from current HRRP vector for the purpose 

of accelerating computation. But this ignores the 

distribution of HRRP vectors between the turning 

point and current point. If the distribution of  

these points is very complicated, the topological 

framework obtained by original method may not 

describe the trends very well. Taking the case in Fig. 

4 (d) as an example, the first point is the start node 

of current neuron and the second to tenth points will 

be filtered to find the end node of current neuron. 

From the second to fifth point, the distance d is 

increasing all the time but does not exceed 1 . Then 

it decreases but the decreased value does not exceed 

2  from the sixth to ninth point until the tenth point. 

According to [19], the fifth point will be selected as 

the end node of current neuron. Then the filtering 

process will continue from the tenth point to find the 

end node of next neuron and the sixth to ninth points 

are ignored. But it is obvious that the distance 

between the fifth and ninth point exceeds 
1  and the 

ninth point should be selected as the end node of the 

next neuron. So in order to acquire a more accurate 

topological framework, in this paper we choose the 

turning point as the end node of current neuron and 

the start point of the next neuron, meanwhile the end 

node of the next neuron will also be filtered from the 

turning point. 

Based on the above analysis, the entire algorithm  

for the topological framework construction can be 

summarized in Table 2. It is necessary to point out that 

the selection of the filter interval 
1  and disturbance 

tolerance 
2  will affect the recognition effect of proposed 

method. If the nearest distance of all the samples is d1 

and the farthest distance of them is d2, we recommend 

choosing 
1   in the range of  1 2,d d  by using cross-

validation. 
2  is selected between a third and half of 

1 . 
 

1

2

1

2

 
 (a)   (b) 

4

7

9

10

1

2

1

3

2

5

6

8
1

2

 
   (c)  (d) 

 

Fig. 4. Three typical cases in the construction of 

topological framework. The red points represent the 

nodes of current neuron. The black points denote the 

feature vectors not selected as nodes of current neuron. 

 

C. The radius of hypersphere 

The topological framework describes the main trend 

of the HSN chain while the radius of the hypersphere 

decides its coverage area. A larger coverage area means 

better generalization capability of the classifier while a 

smaller one implies better rejection capability. So one 

can strengthen generalization or rejection capability  

by adjust the radius of the hypersphere. An instructive 

procedure for the selection of a proper radius will be 

given in the following of this section. 
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Table 2: The topological framework construction 

algorithm of HSN chain 

Input: The set of ordered HRRP vectors corresponding 

to the HRRP of all angles: 

 i= , 1,2, , .X i Nax  

Output: The set of ordered HRRP vectors forming the 

topological framework of HSN: 

 1 1, 1,2, , , .iS i n n Na  s  

Initialization: 

1. Initialize the first feature vector 
1x  as reference point

bs , set 
b 1=s x . 

2. Save the first HRRP vector to the aforementioned set 

S, set  1S  x . 

3. Initialize 
max s 0 , where 

maxs  represents the farthest 

HRRP vector from the reference point.  

4. Initialize 
max 0d  , where 

maxd  denotes the distance 

between 
maxs  and the reference point. 

5. Initialize i=2, where i refers to the number of next 

HRRP vector to be filtered in set X. 

Find the end node of a neuron and reinitialize:  

1. Filter the ith to Nath HRRP vectors. The ith HRRP 

vector is recorded as s, the Euclidean distance between 

s and the reference point 
bs  is bd  s s . 

2.1 If
max 1d d   , set

max s s ,
maxd d , num=i, 

i=i+1, go to step 1; 

2.2 If maxd d  and
1d  , save s to set S, namely

 S S s , reinitialize 
b =s s , 

max 0s , 
max 0d  , 

i=i+1, go to step 1; 

2.3 If maxd d  and
max 2d d   , i=i+1, go to step 1; 

2.4 If maxd d  and max 2d d   , save maxs  to set S, 

 maxS S s , reinitialize 
b max=s s , 

max 0d  ,

max 0s , i=num, go to step 1. 

 

First of all, the distance between a HRRP vector   

and a HSN is defined as follows: 

  
 

 

 
2 2

, , 0

, , ,

, ,

a a b

a b b a b b a

a a b

p

d p

p otherwise


 




   

  

x x x x x

x x x x x x x x x x

x x x x x

. 

              (2) 

As illustrated in Fig. 3 (b), ax
 
and bx  are the start node 

and end node of the HSN, respectively,  , ,a bp x x x  

represents the projection of ax x  on the unit vector in the 

direction of a bx x and  , , , b a

a b a

b a

p


 


x x
x x x x x

x x
. 

Then the distance between a HRRP vector and the 

HSN chain is defined as the nearest distance between the 

HRRP vector and all the neurons of the HSN chain. 

Finally, Radius can be computed by using different 

methods according to the number of training HRRP 

vectors: 

1) A small number of training HRRP vectors 

Find the farthest three samples from the topological 

framework of HSN chain. Average the distance between 

the framework and them and record it as 
1r . The purpose 

of averaging operation is to relieve the influence of 

outlier. The radius is given as 
1 1r r , where 

1r  is a 

small positive number. 

2) A large number of training HRRP vectors 

According to Section III-B, S refers to the subset 

whose elements construct the topological framework of 

HSN chain. We can use a set = -T X S  to represent the 

remainder of X. The distances between every HRRP 

vector of T and the HSN chain can be computed and they 

constitute a set  
21 2= , , ,T nD d d d . 

2n  is the number of 

HRRP vectors in set 
TD . When 

2n  is large, the elements 

in 
TD  are considered to obey Gaussian distribution, 

namely: 

    
2 221

=
2

d
P d e

 



 
. (3) 

The maximum likelihood estimation of   and   are: 

 
2
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ˆ
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  . (5) 

The radius 2r  can be calculated by: 

  
2r

2
0

= rx 1P dx  , (6) 

where 
2r  is a very small positive number. 

 

D. Testing method 

By constructing the topological framework and 

selecting proper radius, we can train a HSN chain for 

each target. Then the testing procedure is to judge 

whether a testing HRRP is in the coverage of some 

trained HSN chain. Firstly, we introduce a decision 

function  HSNCf x  to indicate how close a testing HRRP 

x is to a HSN chain: 

    2 2,
2 0.5.

d HSNC r

HSNCf


 
x

x  (7) 

Where  ,d HSNCx  denotes the distance between the 

testing HRRP and a HSN chain. If a testing HRRP x  
is covered by a HSN chain of a target, the distance   

 ,d HSNCx   is smaller than r, this will result that 
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  0HSNCf x . Moreover, the smaller  ,d HSNCx  is, 

the closer  HSNCf x  is to 0.5. On the contrary, if x is 

outside the HSN chain,  HSNCf x  will be less than zero. 

Now the testing method can be concluded as below: 

Assuming that there are N kinds of targets, the HSN 

chain of them are noted as 
1 2 NHSNC HSNC HSNC, , , . 

The decision function  
iHSNCf x   associated with a 

testing HRRP and the ith HSN chain is computed, where 

1,2, ,i N . If all these decision functions are less than 

zero, this means that the testing HRRP belongs to none 

of the above HSN chain. Its corresponding target will be 

considered as unknown and rejected. If there is only one 

decision function greater than zero, the testing HRRP is 

exclusively covered by the corresponding HSN chain. 

The classifier will judge that the testing HRRP comes 

from the corresponding target. There is a troublesome 

case that the testing HRRP is covered by more than one 

HSN chain simultaneously. In this case, there will be 

more than one decision functions greater than zero. 

Based on the idea that the testing HRRP is generally 

more closed to the HSN chain of its corresponding target, 

the classifier will judge that the testing HRRP belongs to 

the target corresponding to the largest decision function 

value. 

 

IV. EXPERIMENTS AND RESULTS 
Several experiments are conducted to examine the 

performance of the proposed BRTR method. The results 

are compared with that of support vector machine 

method [27]. The SVM program is provided by LibSVM 

[28]. The training sets and testing sets of SVM are 

always the same as that of the proposed method. Both the 

polynomial kernel and the radial basis function (RBF) 

kernel are used as the kernel functions of SVM in  

each of the following experiments. The parameters of 

RBF kernel are selected according to the procedure 

recommended in [29] and reasonable results can always 

be obtained. Because the polynomial kernel has more 

parameters than the RBF kernel, it is difficult to select 

optimal parameters for it, which results that the RBF 

kernel usually has a better performance than polynomial 

kernel in our experiments. So we will only show the 

results of SVM with RBF kernel. 

In the following experiment, we use cP  to represent 

correct recognition rate, rP  to denote correct rejection 

rate. The correct recognition rate is the probability of 

correctly classifying a known target. The correct 

rejection rate refers to the percentage of an unknown 

target rejected correctly. Here we use the terms “known” 

and “unknown” to indicate targets in the training database 

and those that are not.  
 

 
  (a) 30dB 

 
  (b) 20dB 

 
  (c) 10dB 

 
  (d) 0dB 

 

Fig. 5. Range profiles of VFY218 model with different 

noise level. 
 

A. Anti-noise capability 

The first experiment is designed to examine the anti-

noise capability of the classifier. The scattered fields of 

VFY218, F15 and F117 models in frequency domain are 

contaminated by independent additive White Gaussian 

noise (AWGN) to achieve the signal to noise ratios 

(SNR) from 0 to 30dB with a 5dB increment. Then the  
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contaminated range profiles are obtained by inverse  

fast Fourier transform and normalized between 0 and  

1. Figure 5 shows the contaminated range profiles of 

VFY218 at the noise levels of 0dB, 10dB, 20dB and 

30dB. It is clear that the small values of range profiles 

are buried in noise when the SNR is low. In this 

experiment, the odd contaminated range profiles of each 

target are chosen as training set while the even ones are 

chosen as testing set, providing 113 different training 

vectors for each target and totally 339 different testing 

vectors at each SNR level. 

The correct recognition rates against various SNR 

are demonstrated in Fig. 6. To obtain a correct recognition 

rate at some SNR, the training and testing processes  

are repeated 100 times with 100 independent AWGN 

realizations. Then the resultant 100 correct recognition 

rates are averaged as the final correct recognition rate 
cP . 

As it can be seen in Fig. 6, the correct recognition 

rate of BRTR method is very similar to that of SVM 

method when the SNR is above 15db. However, for the 

cases of SNR below 15db, the BRTR method slightly 

outperforms the SVM method. So we can conclude that 

the BRTR method is robust to noise and has a better 

performance than SVM method at a low SNR level. 

 

B. Generalization capability 

Generally speaking, the more samples used in 

training stage, the better performance can be achieved in 

testing stage. However, it is impractical to build a huge 

training database for radar target recognition because of 

cost concerns. So a desired classifier should provide 

robust and acceptable accuracy when only limited 

training samples can be obtained.  

In the second experiment, different amounts of 

range profiles from original data set of each model  

are used as training set to examine the generalization 

capability of the classifier. The training set of each target 

is selected from original data set of VFY218, F15 and 

F117 models with the interval varying from 2 to 6.  

And the increment is 1. The rest of range profiles from 

original data set are used as the test set. In other words, 

there are 113, 76, 57, 46, 38 range profiles for the 

training of each target and correspondingly 113×3, 

150×3, 169×3, 180×3, 188×3 range profiles for testing. 

Here the decreasing of the training range profiles means 

increasing the azimuth interval of two neighboring 

training range profiles, which will reduce the correlations 

between training sets and testing sets. 

The experiment results in Fig. 7 show that the 

correct recognition rates of BPTR and SVM method are 

above 96% when the number of training range profiles is 

more than half of the testing range profiles. But when the 

number of training range profiles decreases less than half 

of the testing range profiles, the correct recognition rate 

of SVM method decreases sharply while that of BPTR 

drops relatively slow. So the BPTR method is superior 

to SVM method for small size of training set. In other 

words, the BPTR method has better generalization 

capability than SVM method. 
 

 
 

Fig. 6. Peformance of biomimetic radar target recognition 

method and support vector machine method at different 

levels of SNR. 
 

 
 

Fig. 7. Peformance of biomimetic radar target recognition 

method and support vector machine method when the 

number of training and testing range profiles varies.  
 

 
 

Fig. 8. Rejection capability of biomimetic radar target 

recognition method at different levels of SNR using the 

same training range profiles in the anti-noise capability 

experiment. 
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C. Rejection capability 

Most of the classifiers used for radar target 

recognition are trained and tested with known targets, 

but there exist targets which are not included in the 

training database in reality. Rejection of unknown targets 

is a very challenging problem not only in the field of 

radar HRRP recognition but also in the entire automatic 

target recognition community. Though rejection capability 

of radar automatic target recognition is of great 

importance, it does not attract enough attention. One of 

the most fascinating abilities of our proposed method is 

its rejection capability. 

The third experiment is designed to examine this 

capability of the classifier. The training range profiles in 

the anti-noise experiment at different SNR levels are  

also chosen as the training set in this experiment. The 

150 range profiles of two additional unknown targets 

(plane and missile model) constitute the testing set. It is 

necessary to point out that the parameters 
1  and 

2  are 

also the same as that in anti-noise experiment, which 

guarantees that the proposed method can have good 

rejection capability without sacrificing the anti-noise 

capability. The experiment results in Fig. 8 show that our 

proposed method can achieve over ninety percent correct 

rejection rate, which overcomes the weakness of the 

traditional statistical learning methods. Moreover, it can 

be observed that the rejection performance becomes 

slightly better with lower SNR levels. The reason is that 

when the SNR is high, a HRRP of the two unknown 

targets at some azimuth angle may be similar to some 

HRRP of the known targets since the size of all the 

targets are similar and they share some common features. 

However, when the SNR is very low, the HRRPs will  

be contaminated by noise severely. The similarity of 

HRRPs between the known targets and unknown targets 

will also be weaken. 

All the above experiments are carried out on a PC 

with 2.83 GHz CPU and 8 GHz RAM. The parameters 

1=0.6  and 2 =0.25  for VFY218, F15 and F117 models. 

A large number of training HRRP vectors is assumed and 

2 =0r .001 , resulting in that 2r  equals to 0.66, 0.64 and 

0.54 for VFY218, F15 and F117 models, respectively. 

The average training time of the proposed method and 

the SVM method are 658 ms and 260 ms respectively for 

different SNR levels. The average testing time of them 

are 46 ms and 42 ms, respectively. 
 

V. CONCLUSION 
A biomimetic radar target recognition method  

based on hypersausage chains has been proposed and  

its performance was investigated. Distinct from the 

distinguishing scheme of traditional statistical learning 

methods, the proposed method aims at cognizing targets, 

which is inspired by the cognition nature of human.  

From a geometrical point of view, the HRRP vectors are 

considered to be points in high dimensional space. A 

hypersaugsage chain is utilized to optimally cover the 

points of each target. Three experiments have been 

conducted and the results show that the proposed method 

is more robust to noise and the size of training sets 

compared with the SVM method. Moreover, it is worth 

mentioning that the proposed method has an excellent 

rejection capability which is a basic capability of human. 

This capability is extremely important for a real radar 

target recognition system. An additional advantage of the 

proposed method is that it does not need to retrain all the 

samples in the database when the samples of a new target 

are added to the database, while the traditional statistical 

learning methods must retrain all the samples when any 

new target is included into the database. 
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Abstract ─ In Synthetic Aperture Radar (SAR) image 

Objects or region detection is a difficult task because of 

improper variation of boundary due to speckle noise. So, 

it creates the problems of human being for the analysis. 

In fact, this process leads to inaccurate in the detection 

and measurement of object parameters. In this paper 

proposes a new automatic detection of objects from SAR 

images. For detection of objects an effective method  

is introduced using the variance of Particle Swarm 

Optimization (PSO) called Adaptive PSO (APSO). In 

this paper develops the dynamically varying the inertia 

weight for PSO and tuning the social components, 

cognitive components. This APSO find the optimal 

threshold value for making the better segmentation by 

preprocessing SAR image with effective Filter. The 

proposed APSO method has also compared with existing 

methods in terms of detection of object regions and 

parameter calculations. 

 

Index Terms ─ Preprocessing, SAR Image, segmentation, 

sensing system, swarm optimization, threshold. 
 

I. INTRODUCTION 
Synthetic Aperture Radar (SAR) image analysis 

makes the difficult for analysis for region extraction or 

identification because of in cleared visualization due to 

speckle noise. In general, the lakes at anywhere on the 

ground surface varies their dimensional nature from 

season to season. In order to analyze the boundary 

information and the size of the lakes in SAR image.  

It requires the proper segmentation methodology for 

extraction of the lake regions by preprocessing with an 

isotropic diffusion filter SRAD [1] instead of normal 

filters [2] which smooth’s the image by reducing the 

speckle noise. The automatic detection and processing 

system are required to detect the objects and regions. 

This results basic pointer for diagnosis the object. From 

the literature study it is observed that only few authors 

are working on regions or objects in SAR image. Deng 

et al. invented watershed algorithm and region growing 

methods for segmentation [3]. Further, the contrast of  

the de-speckling image can be improved by histogram 

equalization and to enhance the segmentation process to 

work on high intensity objects. Objects can be extracted 

from active contour without edge method. In most cases 

it is verified that Otsu method is the best technique for 

image segmentation [4]. Another hybrid technique based 

on k-means particle swarm optimization introduce by 

Sepas-Moghaddam [5]. PSO has been used in many 

other applications which include image de-noising [6], 

[7], [8], Image analysis and wireless sensor networks. 

Ali Mohammad Nick Farjam et al. segmented the conical 

image using Otsu method by which the threshold was 

optimized by using PSO method. In multilevel 

thresholding the PSO technique reduces the complexity 

[9]. To grasp the color objects PSO has been applied  

to the color image. To remove the speckle various de-

speckling filtering techniques are introduced [10], [11]. 

A novel FO-DPSO is introduced for the remote sensing 

image segmentation. Image registration, denoising and 

measuring features is done by various PSO techniques 

[12]. ShuoLiu, Ali Qusay Al-Faris et al. introduces the 

MRI image segmentation with Otsu combination with 

PSO. Effective automatic segmentation methods are 

suggested in SAR images. 

This paper puts the order as follows. Section II 

describes the proposed modified Otsu method. Section 

III gives the overview of particle swarm optimization. 

Section IV gives the detail about the proposed APSO to 

obtain optimum threshold. The performance evaluation 

described in Section V and Section VI gives the 

conclusion of this paper. 
 

II. BACK GROUND OF OTSU METHOD 
The challenging task is to find the optimum 

threshold value for automatic detection of objects in an 

image sensing and recording system. Otsu method is one 

of the basic techniques to find the optimum threshold for 

an image [13]-[15]. In modified Otsu technique iterative 

method is the basis for finding the initial threshold value. 

The average threshold value for image histogram is taken 

at τ. 𝛿1 and 𝛿2 represents the mean of the intensity values 

which is greater than and less than the current threshold 

respectively. 
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The calculated threshold is, 

 τ[i] =
δ1

(i)+δ2
(i)

2
. (1) 

This threshold value is forwarded to the next iteration. 

This iteration continuous up to the value where the 

threshold value converges to 𝜏[𝑖] − 𝜏[𝑖 − 1]. At the end 

of the iteration the new threshold value is calculated as: 

 τopt =
δ1

(i)
+δ2

(i)

2
. (2) 

This calculated threshold value 𝜏𝑜𝑝𝑡 is used as an initial 

threshold value for the conventional Otsu method. Based 

on this 𝜏𝑜𝑝𝑡 value image divided in to two groups. The 

mean of the two groups is represented as: 

 𝑚𝑡1(𝑖) = ∑
𝑑𝑃(𝑘)

𝜌1(𝑖)

𝜏𝑜𝑝𝑡

𝑘=1 ,𝑚𝑡2(𝑖) = ∑
𝑑𝑃(𝑘)

𝜌2(𝑖)

𝑠
𝑘=𝜏𝑜𝑝𝑡+1 . (3) 

For whole image the mean is calculated as: 

 𝑚𝑡 = ∑ 𝑑𝑃(𝑘)𝑠
𝑘=1 . (4) 

Here, s represents the number of gray levels. The 

optimum threshold value is calculated as: 

 𝑡∗ = 𝑎𝑟𝑔𝑚𝑎𝑥[𝜌1(𝑚𝑡1 − 𝑚𝑡)2 + 𝜌2(𝑚𝑡2 − 𝑚𝑡)2], (5) 

where 𝜌1 and 𝜌2 are the estimated group probabilities. 

These values are calculated using: 

 𝜌1 = ∑ 𝑝(𝑘)𝜏𝑜𝑝𝑡

𝑘=1 , 𝜌2 = ∑
𝑑𝑃(𝑘)

𝜌2(𝑖)

𝑠
𝑘=𝜏𝑜𝑝𝑡+1 , (6) 

The results of Otsu method and proposed Modified Otsu 

method are shown in Fig. 1 (c) and Fig. 3 (d). This 

segmentation is done on the image of preprocessing SAR 

input image by the SRAD filter shown in Fig. 1 (b). The 

segmented results of Conventional Otsu and Modified 

Otsu overlaid on the input SAR image are shown in Fig. 

1 (e) and Fig. 1 (f). 

The proposed Modified Otsu method is tested under 

52 SAR images. From the experimental results it is 

observed that the proposed Modified Otsu method 

detects the better lake positions compared to Otsu 

method and it matches almost matches the segmented 

regions of human experts. In this paper introduced an 

idea to optimize the objective function that described by 

a modified Otsu method using PSO and the proposed 

APSO. The main problem is to find the optimum 

threshold for making the proper segmentation. The 

proposed approach is able to find the optimum set of 

thresholds with larger between class variance than the 

other techniques. 

 

III. PARTICLE SWAM OPTIMIZATION 

FOR SAR IMAGE PROCESSING 
It is based on the population based evolutionary 

technique proposed by Kennedy and Eberhart based on 

swarm intelligence [18] and other contributions [16], 

[17], [19] and [20]. For discrete solutions PSO is one of 

the solutions at the initial stage after it replicates the 

social behavior of fish and birds in a group for search 

food. The population of particles flies through the search 

space looking for an optimal value. Every particle in the 

search space having its own fitness value accessed by the 

object function. The population of random particles is 

initiated by PSO that is looking for a global optimum 

solution. All through the generations every particle is 

updated by particle best and global best values [23]-[25]. 

After getting these two values based on the distance from 

the best particle of the population and the distance from 

the own best position, the position and velocity of the 

particle are updated. By iteratively, it estimates the 

fitness value, the particle velocities and positions are 

deliberated by the following standard equations: 

 𝑀𝑘,𝑛
𝑖+1 =𝑊0𝑀𝑘,𝑛

𝑖 + 𝛳1𝑟𝑎𝑛𝑑1(𝑃𝐵𝑒𝑠𝑡𝑘,𝑛 − 𝑃𝑘,𝑛
𝑖 ) +

               𝛳2𝑟𝑎𝑛𝑑2(𝐺𝑙𝐵𝑒𝑠𝑡𝑘,𝑛 − 𝑃𝑘,𝑛
𝑖 ),                            (7) 

 𝑃𝑘,𝑛
𝑖+1 =𝑃𝑘,𝑛

𝑖 + 𝑀𝑘,𝑛
𝑖+1 . (8) 

Here in the Eq. (7) 𝑀𝑘,𝑛
𝑖 is the momentum component, 

n represents the search space, i represents the iteration, 

𝑃𝑘,𝑛
𝑖  represents the position of a particle, 𝛳1 and 𝛳2 are 

cognitive and social components taken as constant in 

standard PSO and 𝑊0 is the initial weight. The 𝑟𝑎𝑛𝑑1 

and 𝑟𝑎𝑛𝑑2 are the random values, not the same for all 

the iterations, but in the range of 0 and 1 only. 𝐺𝑙𝐵𝑒𝑠𝑡 

and 𝑃𝐵𝑒𝑠𝑡 are the globally best and particle best values. 

The effects of social, Inertia weight and cognitive 

components are obtained by PSO algorithm. The insertion 

of this inertia weight impacts the history of the velocities 

on the current history. This inertia weight can be a 

constant or time varying, where the large and small 

values have a capability to assist the global and local 

explorations. In this paper, the inertia weight with 

constant and dynamically varying values are applied to 

the SAR image. Initially the constant inertia weight 

(CIW) is taken as 0.8. In order to get the optimal solution 

better tuning is significant. For this Eberhart have 

proposed a new improved PSO concept by means of 

Dynamically Varying Inertia Weight (DVIW) which is 

given by: 

 𝑊0 = 𝑊𝑚𝑎𝑥 − (𝑊𝑚𝑎𝑥 − 𝑊min.). 𝐼𝑡𝑒𝑟/𝐼𝑡𝑒𝑟𝑚𝑎𝑥, (9) 

where 𝑊𝑚𝑖𝑛 and 𝑊𝑚𝑎𝑥  values are set at 0.2 and 0.1 

respectively. 𝐼𝑡𝑒𝑟𝑚𝑎𝑥 and 𝐼𝑡𝑒𝑟𝑚𝑎𝑥 represents the 

maximum number of iterations and current iteration.  

The DVIW provides better weight in order to get the 

optimum solution. 

 

IV. THE PROPOSED ADAPTIVE PARTICAL 

SWARM OPTIMIZATION 
The main problem with this in this PSO process is 

the most suitable tuning of the social and cognitive 

components. In order to meet the global optimal solution 

here proposed a dynamically varying acceleration 

coefficient in PSO method [21], [22].  
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(a) (b) (c) 

   
(d) (e) (f) 

 

Fig. 1. Segmentation results of Lake Objects in SAR image. (a) Original SAR image, (b) SARD filtered image, (c) 

Segmented results by Otsu, (d) Segmented results by Modified Otsu, (e) Otsu results overlaid on the original image, 

and (f) Modified results overlaid on the original image. 

 

To flock the optimum global solution social 

practical with large value and cognitive with small 

values is allowed. Tuning of these parameters is done as 

describing the following equation, 

𝑀𝑘,𝑛
𝑖+1  =𝑊0𝑀𝑘,𝑛

𝑖 + 𝛳1𝑟𝑎𝑛𝑑1(𝑃𝐵𝑒𝑠𝑡𝑘,𝑛 − 𝑃𝑘,𝑛
𝑖 ) +

𝛳2𝑟𝑎𝑛𝑑2(𝐺𝑙𝐵𝑒𝑠𝑡𝑘,𝑛 − 𝑃𝑘,𝑛
𝑖 ) 

Where 𝛳1=(𝛳1𝑆 − 𝛳1𝑖) ∗
1

𝐼𝑡𝑒𝑟𝑚𝑎𝑥
+ 𝛳1𝑖 

𝛳2=(𝛳2𝑆 − 𝛳2𝑖) ∗
1

𝐼𝑡𝑒𝑟𝑚𝑎𝑥
+ 𝛳2𝑖 . (10) 

Here the 𝛳1𝑆, 𝛳1𝑖 , 𝛳2𝑆  𝑎𝑛𝑑 𝛳2𝑖  are constants, 𝐼𝑡𝑒𝑟𝑚𝑎𝑥  

is the maximum number of iterations. In this paper 

𝛳1𝑆  𝑎𝑛𝑑 𝛳2𝑆 are taken as 0.5, 𝛳1𝑖 and 𝛳2𝑖  are taken as 

2.65. 

 

A. Methodology of proposed APSO for SAR image 

analysis 

The automatic object detection system in this paper 

proposed APSO method to maximize the between class 

variance. The frame work is developed based on several 

contributions presented in [26]-[32]. From the Fig. 2 

initial velocity and position are allocated to each particle 

randomly. The fitness of all the particles is computed 

using Eq. (5) and particle positions and velocities are 

updated according to Eqs. (7) and (8). In each iteration 

particle identifies the better position and those locations 

are stored. 

 
 

Fig. 2. Proposed APSO method operating flow chart. 
 

The optimal threshold value can be calculated using 

proposed APSO algorithm described as below: 

Step 1. Initialization: At initial the population size 

is arranged between the ranges of 0 to 255. The correct 

threshold value is identified by modifying Otsu method  
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to detect the objects views of the lakes in the SAR 

images. 

Step 2. Evaluation of Objective Function: The 

object function is specified in Eq. (5). Every particle  

in the SAR image gives the optimal value based on  

this function. The obtained optimal threshold value 

maximizes the between class variance of the foreground 

and background pixels. 

Step 3. Updating the swarm: In this step the updated  

object values and positions are calculated using object 

function. The determined new value is assigned to 

Pbest. Like wise best of Pbest is assigned to GlBest. 

Based on this Pbest and GlBest the position of the new 

particle is updated for every iteration. 

Step 4. Stopping Criteria: This Iteration process 

continues up to the maximum number of iterations. 

GlBest is the position of particle optimum threshold 

value. 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

 

Fig. 3. Comparative results of proposed APSO + Modified Otsu with existing methods. (a) Original image, (b) SRAD 

filtered image, (c) Histogram of SAR image, (d) Segmented results by the Otsu method, (e) Segmented results by 

Modified Otsu, (f) Segmented results of PSO with Modified Otsu, (g) Segmented results of PSO with Modified Otsu 

overlaid on the original image, (h) Segmented results of proposed APSO with Modified Otsu, and (i) Segmented 

results of proposed APSO with Modified Otsu overlaid on the original image. 

 

V. EXPERIMENTAL RESULTS  
This work describes the automatic detection of the 

lakes in SAR image using proposed APSO method.  

The SAR image strips obtained from NASA/JPL during 

Titan-flyby. The experiments have been executed on the  

HP with Intel Core 2 Duo CPU@2GHz with 4 GB RAM 

running on a windows 7 operating system. The proposed 

APSO method implemented in MATLAB 2012a 

software. The performance measures of PSO and proposed 

APSO methods are shown in Tables 1, 2, 3 and 4. 
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Table 1: Optimized parameter values for constant inertia 

weight 

Parameter Description Parameter Value 

Population 50 

Iteration 150 

𝑊0 1.2 

𝛳1 0.8 

𝛳2 0.8 

 

Table 2: Optimized parameter values for particle swarm 

optimization 

Parameter Description Parameter Value 

Population 50 

Iteration 150 

𝑊𝑀𝐼𝑁 0.1 

𝑊𝑀𝐴𝑋 1.5 

𝛳1 0.8 

𝛳2 0.8 

 

Table 3: Optimized parameter values for proposed 

adaptive particle swarm optimization 

Parameter Description Parameter Value 

Population 50 

Iteration 150 

𝑊0 1.2 

𝛳1𝑆 , 𝛳2𝑆 0.5 

𝛳1𝑖,𝛳1𝑖  2.65 

 

Table 4: Feature information of the identified objects by 

proposed APSO with modified Otsu method 

Method Extent Circularity Tortuosity 

APSO + 

Modified 

Otsu 

0.485609 0.341809 0.250798 

0.494286 0.494776 0.352329 

0.733728 0.955424 0.351079 

0.525333 0.569329 0.389926 

0.692308 0.75906 0.411692 

0.760000 1.280154 0.390931 

No. of Objects:6 

 
Here is the optimal threshold value is getting from 

the proposed APSO method. For analysis, SAR input 

image Fig. 3 (a) is taken. It is preprocessed by the SRAD 

filter for smooth image shown in Fig. 3 (b). Figure 3 (c) 

represents the corresponding histogram for input image. 

Figures 3 (d), (e) show the segmented results for Otsu 

and Modified Otsu. Figures 3 (f)-(i) show the segmented 

results for PSO and proposed APSO with modified Otsu, 

which extracts the lake objects from the SAR input 

image. From this, the size and shape of the objects are 

extracted to identify the proper objects. Extracts the 

boundary of the lake objects and overlaid on the input 

SAR image for analysis. This gives the better identification 

and accurate detection of the unclear objects. 

The Object shape and features like Perimeter, Area, 

Eccentricity, Minor axis, Major axis, Circularity, Extent 

and Tortuosity are extracted from segmented image. 

From the Circularity, Extent and Tortuosity range, it is 

possible accurately identifying the object appearance. 

Figures 4, 5 and 6 compares the Object features 

information about the proposed APSO method with 

existing methods. From these figures the conventional 

Otsu method detects the 10 objects among them, 5 are 

matched with the real objects. The proposed modified 

Otsu detects the 2 objects are detected without any false 

objects, but it does not cover all the lakes in the image. 

PSO is intrigued to optimize the class variance for 

improving the performance of Modified Otsu. Modified 

Otsu with PSO method detects the 4 out of 6 objects that 

reduce the false detection rate compared to Conventional 

Otsu. Further, using proposed APSO with Modified Otsu 

produces the segmented results that detect the all the 

objects combatively verified with the lake areas identified 

by human experts. The feature extraction information 

due to various methods is given in Tables 5, 6 and 7; the 

comparison of various techniques is presented in Table 8. 
 

 
 

Fig. 4. Comparison of Circularity of identified objects. 
 

 
 

Fig. 5. Comparison of Extent of identifying objects. 
 

 
 

Fig. 6. Comparison of Tortuosity of identifying objects. 
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Table 5: Feature information of the identified objects by 

proposed PSO with modified Otsu method 

Method Extent Circularity Tortuosity 

PSO + 

Modified 

Otsu 

0.486607 0.339503 0.250904 

0.504762 0.507405 0.35651 

0.71978 0.942214 0.35533 

0.529032 0.582062 0.389345 

0.730769 0.80123 0.425641 

0.694444 1.155998 0.378359 

No. of Objects: 6 

 

Table 6: Feature information of the identified objects by 

proposed modified Otsu method 

Method Extent Circularity Tortuosity 

Modified 

Otsu 

0.560333 0.425186 0.264153 

0.459276 0.486309 0.355806 

No. of Objects: 2 

 

Table 7: Feature information of the identified objects by 

Otsu method 

Method Extent Circularity Tortuosity 

PSO + 

Modified 

Otsu 

0.573427 0.744097 0.318594 

0.470588 0.364074 0.265996 

0.400000 0.463283 0.431508 

0.425926 0.455406 0.420552 

0.435537 0.2229 0.337682 

0.350538 0.216019 0.202886 

0.624339 0.542438 0.433129 

0.607143 0.678756 0.425554 

0.503497 0.552815 0.441658 

0.727273 0.899488 0.363988 

No. of Objects: 10 

 

Table 8: Comparison of proposed method with various 

methods based on experimental results 

Methods 

Number of Objects Identified 

from SAR Image 

I-Identified, O-Objects, 

NO-Not Objects 

Image 1 Image 2 Image 3 

APSO + 

Modified 

Otsu 

I 1 6 3 

O 1 6 3 

NO - - - 

PSO + 

Modified 

Otsu 

I 4 6 6 

O 1 4 3 

NO 3 2 3 

Modified 

Otsu 

I 4 2 3 

O 1 2 2 

NO 3 - 1 

Otsu 

I 4 10 6 

O 1 5 2 

NO 3 5 4 

Manual Expert 1 6 3 

 

This method has been tested on 78 images, it 

necessitates the modification of the PSO for good 

performance. The proposed APSO with Modified Otsu 

offers maximize fitness function. This method detects  

all the objects. A visual assessment is made with the 

segment's results of the Conventional Otsu, Modified 

Otsu, PSO + Modified Otsu and APSO + Modified Otsu 

are presented on the Fig. 3. All the algorithms give the 

best results by preprocessing the image with SRAD 

filter. In this paper evaluate the threshold value of the 

proposed APSO method and the performance of the 

successive rate should be analyzed using Table 8. 

Among all these algorithms the only proposed APSO 

with Modified Otsu segmented object matches with the 

objects identified by human experts. Moreover, it is  

the more proficient automatic detection and precise 

algorithm for identifying the objects from the SAR 

image. 
 

VI. CONCLUSION 
In this paper automatic object detection system is 

proposed to detect the regions of SAR image. The 

proposed method applies the PSO technique to avoid the 

problem in the manual detection in SAR images. Due to 

the simplicity and effectiveness of PSO technique, it is 

used in many applications to optimize the complex 

problems. The proposed APSO method detects the 

optimized threshold. This method is implemented by the 

combination of Modified Otsu method which gives the 

effective segmentation results. Here are the results which 

show the better comparative results of the proposed 

method with all existed methods by making the 

calculation of effective fitness value. But these 

segmentation methods gave the better segmentation by 

preprocesses the original SAR image with SRAD filter 

instead of all other de-speckled filter techniques Lee, 

Frost, Adaptive Frost etc. This APSO out performs the 

measurement parameters in terms of accuracy. 
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Abstract ─ TEM Cells can generate computable 

standard fields, which are often used in electromagnetic 

measurement systems. Their electromagnetic field 

uncertainty has a great influence on the evaluation of 

system measurement results. In this paper, a method 

and index for rigorous evaluation of the uniformity  

of electromagnetic field distribution in the test area  

are presented. The relationship between different 

measurement accuracies and the size limits of the  

test object is analyzed by HFSS. According to this 

relationship, the limit condition of the sample size is 

established when the E field measurement accuracy  

is 1dB. Among them, the height requirements are 

consistent with the traditional experience requirements, 

and the width requirements are more stringent. On  

this basis, the electric field distribution law of the 

symmetric extended TEM chamber is studied and 

analyzed. It shows that the field uniformity of the 

symmetric extended TEM room is basically unchanged 

when the test space is multiplied. 

 

Index Terms ─ Electric field, field uniformity, TEM 

Cells, uncertainty. 

 

I. INTRODUCTION 
TEM Cells consist of a rectangular outer conductor 

and a core between the top and bottom layers. As the 

name suggests, the standard TEM Cell is essentially a 

two-conductor transmission line that operates in TEM 

mode. In the case of additional excitation and matching 

loads, a computable standard field [1] can be constructed. 

In IEEE 1309-2013 [2], it is recommended to use TEM 

cells below 200 MHz as a common generation device 

for probe calibration systems. 

To ensure the validity of the measurement results, 

the TEM Cells are used in the electromagnetic 

measurement system. The main problems are the 

accurate calculation of the standard field and the  

uncertainty evaluation of the system measurement 

results. For the standard field calculation, it is mainly 

related to the measurement of the net power , the 

characteristic impedance real part  and the TEM cell 

half height d of the TEM Cells [3]. The uncertainty 

assessment of the system measurement results is mainly 

determined by the uncertainty of the standard field 

generated by the TEM Cells. When Crawford [1] 

proposed the design of TEM Cells in 1974, it made a 

preliminary assessment of its calibration uncertainty 

and proposed a method to correct the field disturbance 

of the electric field [4]. Lu’s [5] research suggests that 

field distortion is not easy to predict, so it is necessary 

to limit the size of the test object. However, the effect 

of position on the field in the original TEM Cells is not 

given.  

Most of the current research focuses on the 

uncertainty of the standard field generated by standard 

TEM cells, but there are few studies on the uncertainty 

of TEM cells after expanding the test space. Wilson and 

Ma proposed asymmetric TEM cells [6]. K. Malathi 

studied the extended characteristic impedance of 

asymmetric TEM cells [7]. Virginie proposed a three-

dimensional TEM cell [11]. Dai and Song et al. 

proposed TEM cells with dual and quadruple symmetric 

extensions [9,10]. Based on the standard TEM Cell 

field uniformity analysis, the field distribution and 

uniformity of symmetrically extended TEM cells are 

further studied in this paper. 
 

II. FIELD UNIFORMITY ANALYSIS OF 

STANDARD TEM CELLS 
According to IEEE STD 1309-2013 [2], the 

characteristic impedance of TEM Cells is calculated by 

the following formula: 

 , (1) 

where the b, g, w is given in the Fig. 1. 
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Fig. 1. Cross section of a basic TEM Cell. 

 

In general, the characteristic impedance is designed 

to be 50 ohms to match the impedance of the 

measurement system. The field strength in the TEM 

Cells is calculated according to the formula (2) where 

 is the input net power of the TEM cells: 

 . (2) 

For Model I proposed by Hill [11],  can 

be obtained from formula (1); substituting , 

d=1.5m into formula (2) can get E=4.8V/m. In fact, the 

electric field distribution in the TEM Cells is not 

completely uniform, and there will be obvious distortion 

on both sides of the core board. To this end, it is 

generally required that the width of EUT does not 

exceed a/2, and the height does not exceed d/3 (or b/6); 

for more accurate tests, the height does not even exceed 

d/5 [2]. This empirical requirement does not fully explain 

the degree of field uniformity. Therefore, in this paper, 

the mean ( ), standard deviation ( ), coefficient 

of variation ( ), dynamic range ( ), etc. of the E 

field in the test area are used to indicate the field 

uniformity. 

The mean of the E field can be used to describe the 

level of the built-in E field of the TEM Cells for a given 

input net power. To compare the performance difference 

between different TEM cells, this paper uses the mean 

of the field strength, when the input field power is 1W, 

 as a parameter. 

Both the standard deviation and the coefficient of 

variation can describe the dispersion of the electric field 

values in the test area. The smaller they are, the more 

concentrated the electric field value distribution is in 

the mean: 

 . (3) 

Formula (3) shows that  is the result of 

normalization of  relative to , which is more 

general. 

 and  illustrate the statistical properties  

of the built-in E field of TEM Cells, and the dynamic 

range shows the maximum differences in the distribution 

of E field values: 

 . (4) 

Model I was simulated by HFSS in Driven Modal 

to study the field uniformity of the test area. Based on 

the requirements of traditional experience, the original 

test area is divided into three areas according to the 

height. The height of these areas is about d/3, and the 

test area at each height is further divided into three 

according to the width. There are 9 test areas for a/6, 

d/3, and a/2, as shown in Fig. 2 and Table 1. These  

test areas are on the cross section of the middle section 

of the TEM Cells along the direction of the signal 

propagation, and the cross section is parallel to the XZ 

plane. On each test area, the height (Z axis) is divided 

into 15-line segments, and 16 test points are evenly 

arranged for each line segment, for a total of 240 test 

points. From the E field simulation results of 240 points, 

the mean ( ), coefficient of variation ( ) and 

dynamic range ( ) of each test area are calculated, 

as shown in the Figs. 3-5. 
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Fig. 2. Test areas divided in Model I. 
 

Table 1: 9 test areas in the Model I 

Test 

Area 

Width 

(m) 

Lower 

Limit (m) 

Upper 

Limit (m) 

Height 

(m) 

No. 1  0.03  0.42 

No. 2    0.42 

No. 3    0.42 

No. 4  0.03  0.42 

No. 5    0.42 

No. 6    0.42 

No. 7  0.03  0.42 

No. 8    0.42 

No. 9    0.42 

 

 
 

Fig. 3. Mean value of E field. 
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Fig. 4. Coefficient of variation of E field. 
 

 
 

Fig. 5. Dynamic range of E field. 
 

Figures 3-5 show three extreme points with 

frequencies of 39.01MHz, 58.36MHz, and 61.62MHz, 

which are consistent with the resonant frequencies 

calculated in the Eigen Mode of Table 1, corresponding 

to the TE011, TE012, and TE101 modes, respectively. 

In the TEM Cells of the Model I, since the propagation 

mode is the TEM mode, the frequency band lower than 

39.01 MHz can be used. In the TEM mode, the average 

E field strength in the bottom region of the TEM cells  

is about 5 V/m, which is equivalent to the calculation 

result of the formula (2). What’s more, analysis of Figs. 

3-5 can lead to the following conclusions: 

1) The magnitude of the field strength is related to 

the position of the test area. The closer the E field 

is to the bottom, the smaller the E field is. The 

closer it is to the septum which is no more than 2 

times the bottom field strength, the bigger the E 

field is.  

2) The change in the coefficient of variation indicates 

that the smaller the width of the test area, the 

more uniform the electric field distribution. 

Although the electric field distribution in the 

bottom test area is relatively more uniform, the 

effect of the position is not significant. The 

coefficient of variation for all regions is less than 

0.1, indicating that the electric field distribution in 

TEM Cells is generally uniform.  

3) The dynamic range presents a similar law to the 

coefficient of variation. When the test area height 

is d/3, the maximum difference of the electric 

field value is less than 2dB when the width is only 

a/6, which indicates that for the precision test such 

as E field probe calibration, the conventional upper 

limit of a/2 is too loose. 
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Fig. 6. Test areas divided in Model I. 
 

Table 2: 9 test areas in the Model I 

Test 

Area 

Width 

(m) 

Lower 

Limit (m) 

Upper 

Limit (m) 

Height 

(m) 

No. 11  0.03  0.14 

No. 12    0.14 

No. 13  0.03  0.28 

No. 14    0.28 

No. 15  0.03  0.42 

No. 16    0.42 

 

Further, the influence of the height and position  

of the test area on the uniformity of the field was 

analyzed. According to the above conclusion (1), two 

regions with a height of d/3 and a width of a/6 close to 

the core plate and the bottom are selected, and the two 

regions are divided into three test regions by the height 

of the region. The height of each test area is d/9, 2d/9, 

d/3, as shown in Fig. 6 and Table 2. On each test area, 

the height (Z axis) is divided into 15-line segments,  

and 16 test points are evenly arranged for each line 

segment, for a total of 240 test points. From the E field 

simulation results of 240 points, the mean ( ), 

coefficient of variation ( ) and dynamic range ( ) 

of each test area are calculated, as shown in Figs. 7-9. 
 

 
 

Fig. 7. Mean value of E field. 
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Fig. 8. Coefficient of variation of E field. 
 

 
 

Fig. 9. Dynamic range of E field. 

 

Figure 7 and Fig. 3 show the same law: the 

magnitude of the field strength is related to the position 

of the test area. The closer to the bottom, the E field is 

smaller. The closer to the septum which is no more than 

the bottom field strength, the E field is bigger. Figure 8 

shows that the smaller the height of the test area, the 

smaller the coefficient of variation, and the coefficient 

of variation is not significantly affected by the position. 

Although the height of the test area has an influence on 

the coefficient of variation, the coefficient of variation 

in the six cases of Fig. 8 are all less than 0.05. Further, 

in combination with Fig. 4, it can be found that the 

coefficient of variation is approximated by the law of 

the width and height of the test area. The dynamic 

range of Fig. 9 shows a similarity to the coefficient of 

variation. When the height of the test area does not 

exceed d/3, the maximum difference of the E field 

value is 1.5 dB. When the height of the test area does 

not exceed 2d/9, the maximum difference of the E field 

value is 1 dB.  

From this we can conclude that when the amplitude 

measurement accuracy within the TEM Cells is required 

to be better than 1 dB, the width of the test area cannot 

exceed a/6 and the height cannot exceed d/5. This result 

is stricter than the provisions of the existing standards. 

III. ELECTRIC FIELD DISTRIBUTION 

LAW IN DUAL CELLS 
In Fig. 10, the bottom walls/plates of two identical 

TEM Cells are bonded together first and removed then. 

When the cells of the symmetric TEM cells are 

differentially excited and the same power  is input, 

the voltage difference between the internal spacers 

becomes twice that of the ordinary TEM cells, but the 

distance between the spacers becomes 2d, so the 

internal field strength can still be calculated by formula 

(2). 

 
Bottom walls

Side wall TEM Cell with expanded space

 
 
Fig. 10. A symmetric Extended TEM Cells. 

 

Taking symmetric binary TEM cells as an example, 

let the input signal of one of the ports be: 

 . (5) 

Then the ideal signal for the other port (differential 

port) input should be: 

 . (6) 

If the phase of  is not ideal, it can be expressed 

as: 

 . (7) 

If the magnitude of  is not ideal, it can be 

expressed as: 

 . (8) 

The paper using HFSS analyzes the effect of the 

phase  within  and the amplitude error does not 

exceed  on the electric field in the TEM Cells. 

The simulation model is shown in Fig. 11, where 

,  and test areas  and  

are  and  doubled in height, respectively. 
 

TA21 TA22w1

h21

X

Z
 

 

Fig. 11. Symmetric extended TEM Cells. 
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The simulation frequency is set at 25MHz, and the 

internal electric field of the TEM Cells is the TEM 

mode. The reference port in the differential input port 

has an input power of  and a phase of . According 

to the range of amplitude and phase accuracy of the 

general signal source, the input power range of the other 

input port is , and the phase is . 

The simulation results are shown in Figs. 12-17. 

Figures 12-17 show that after the TEM cells are 

symmetrically expanded into dual chambers, the bottom 

can be multiplied by the test area, and the ability to 

generate electric fields and field uniformity is consistent 

with a single TEM Cell. When the phase error of the 

input differential signal does not exceed  and the 

amplitude error does not exceed , the disturbance 

to the electric field can be neglected. 
 

 
 

Fig. 12. E field strength vs. Asymmetric input power. 
 

 
 

Fig. 13. Coefficient of variation vs. Asymmetric input 

power. 
 

 
 

Fig. 14. Dynamic range vs. Asymmetric input power. 

 
 

Fig. 15. E field strength vs. Asymmetric input phase. 

 

 
 

Fig. 16. Coefficient of variation vs. Asymmetric input 

phase. 

 

 
 

Fig. 17. Dynamic range vs. Asymmetric input phase. 

 

IV. CONCLUSION 
Based on the field-average value, this paper further 

proposes the method of describing the field uniformity 

in standard TEM cells by parameters such as standard 

deviation ( ), coefficient of variation ( ), dynamic 

range ( ) etc. Based on these indicators, the 

relationship between different measurement accuracy 

requirements and the size of the test object was 

determined, and a method for rigorously assessing the 

uniformity of electromagnetic field distribution in the 

test area was given. In the traditional experience 

requirements, when the electric field measurement 

accuracy requirement is 1dB, the width of the test 
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object cannot exceed a/6, and the height cannot exceed 

d/5. 

In this paper, the electric field distribution of 

symmetrically extended TEM cells is further studied. 

Studies have shown that after the TEM cells are 

multiplied into double chambers with test areas, their 

ability to generate electric fields and field uniformity 

are consistent with standard TEM cells. Based on the 

accuracy range of the existing signal source, it is found 

that when the input differential signal phase error does 

not exceed  and the amplitude error does not exceed 

, the influence of the input signal error on the 

electric field generated in the TEM cells can be ignored. 

Based on the research content of this paper, the law 

of electric field distribution and uniformity after 

loading the test object in symmetric extended TEM 

cells will be studied, and the factors affecting the 

uncertainty of symmetric extended TEM cells will be 

further analyzed. 
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Abstract ─ This article addresses the importance of 

accurate characterization of plasma parameters for 

electromagnetic compatibility (EMC) purposes. Most  

of EMC issues involving plasma materials are obviously 

multi-physics problems (linking chemical, mechanical, 

thermal and electromagnetic wondering) with deep 

interactions. One of the main objectives of this paper  

is to establish the theoretical effect of thermal non-

equilibrium of the plasma on electromagnetic wave 

propagation. This will be characterized throughout 

plasma key parameters (including complex permittivity). 

Numerical simulations based upon Finite Integral 

Technique (FIT) will demonstrate the EMC interest of 

this methodology for shielding purposes and general air 

plasma. 

 

Index Terms ─ Dielectric parameters, electromagnetic 

compatibility, electromagnetic propagation, plasmas, 

plasma modelling, thermal equilibrium. 
 

I. INTRODUCTION 
The interaction of an electromagnetic wave with  

an air plasma can be found in many applications as  

the Inductively Coupled Plasmas (ICPs) used for 

spectrochemical analyses [1], in plasmas analyses (the 

electromagnetic wave can be used to measure the 

electronic concentration) [2], in the dielectric barrier 

discharge that have promised applications as the 

regeneration of Diesel particle or the Gas Insulated 

System (GIS) [3, 4], in telecommunication applications 

[5] for instance. 

Intentional or non-intentional plasma generations 

imply highly multi-physics studies involving chemistry, 

thermic, physics and of course electromagnetics to 

properly characterize electromagnetic (EM) fields. 

Previous studies [6-7] have demonstrated that a better 

understanding is needed to avoid microwave breakdowns 

and so improve shielding effectiveness (SE) of enclosures 

embedded with slots and equipment under test. Some 

current electromagnetic compatibility (EMC) issues 

require an accurate assessment of materials EM 

properties in various configurations: for instance 

damaging of aeronautical systems (wires, antennas) due 

to lightning, spacecraft re-entry (radio frequency, RF, 

plasma generation).  

The electromagnetic wave can produce useful 

plasma as in ICPs, can go through existing plasma as in 

plasma analyses or in telecommunication applications, 

or can produce an electrical breakdown.  

Due to their higher mobility the electrons can reach 

a temperature (Te) higher than the one of the other 

chemical species (Th). The temperatures have been 

measured in several applications as discharges with 

liquid non-metallic electrodes [8], have been evaluated 

from the applied electrical field [9], or have been taken 

into account in modelling [10], circuit breakers, arc 

tracking, RADAR applications. 

Modelling of electromagnetic waves in interaction 

with a material requires available physical properties of 

the material as dielectric permittivity [11]. The dielectric 

permittivity depends greatly on thermodynamic state and 

in the case of plasma on temperatures (Te , 𝑇ℎ). It is also 

to be noticed that the dual interaction electromagnetic 

(EM) field/dielectric permittivity and dielectric 

permittivity/EM field has been recently explored in [5] 

regarding electrostatic fields and low permittivity barriers. 

The latter parametric study highlighted the importance of 

dielectric slab properties (e.g., permittivity, width, EM 

field’s magnitude). It provided optimized characteristics 

(e.g., barrier width) with regards to the value needed for 

breakdown voltage. 

In a previous work [12], we have shown that thermal 

non-equilibrium plays a major influence on argon plasma 

properties as London and Kelvin lengths. Consequently 

magnetic field is absorbed by the material in a direct way 

depending on the thermal state of the plasma. 
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The effect of thermal disequilibrium on the plasma 

properties (London and Kelvin lengths, dielectric 

permittivity) depends on chemical composition. To 

determine the concentrations of the chemical species 

concentration versus heavy species temperatures, we use 

the Gibbs free energy method [13]. We need to know for 

each chemical species the chemical potential as describe 

in [14]. We assume a dry air initial composition that is to 

say 80% of nitrogen N2 and 20% of oxygen O2 in molar 

percentage. We take 9 monatomic chemical species (N, 

N+, N++, N+++, O, O-, O+, O++, O+++), 9 diatomic chemical 

species (N2, N2
-, N2

+, NO, NO-, NO+, O2, O2
-, O2

+) and 

11 polyatomic species (N2O, N2O3, N2O4, N2O5, N2O+, 

N3, NO2, NO2
-, NO3, O3, NO3

-) and electrons into account. 

 

 
 

Fig. 1. Air composition at atmospheric pressure at 

thermal equilibrium. 

 

In Figs. 1 and 2, we show the concentration evolution 

of the considered chemical species versus heavy species 

temperature (Th) at thermal equilibrium and out of thermal 

equilibrium (𝜃 =
𝑇𝑒

𝑇ℎ
⁄ ) for air plasma at atmospheric 

pressure. These figures clearly depict the high differences 

existing between concentrations of heavy species and 

electrons at and out of thermal equilibrium for air plasma 

at atmospheric pressure. In the latter figures, we can 

observe that ionisation appears at lower heavy species 

temperature when the thermal non equilibrium ratio  

θ increases for a given heavy species temperature  

Th. So the electrons appear at lower temperature and  

have certainly an influence on physical parameters. 

Consequently, one of the main purposes of the paper is 

to study the influence of the thermal disequilibrium on 

the key physical parameters needed to EM simulation.  

This article is organized as follows: in Section  

II we describe the theoretical methodology and the  

key parameters (plasma frequency, electron collision 

frequency, permittivity) for EM simulations are evaluated 

in an air plasma at atmospheric pressure at thermal 

equilibrium and out of thermal equilibrium. In Section 

III we study the EM field propagation through the 

plasma, and an EMC illustrative example is proposed. 

The contribution ends with Section IV constituting a 

conclusion with some prospects. 
 

 
 

Fig. 2. Air composition at atmospheric pressure out of 

thermal equilibrium 𝜃 = 𝑇𝑒 𝑇ℎ = 3⁄ . 

 

II. PLASMA KEY PARAMETERS AT AND 

OUT OF THERMAL EQUILIBRIUM 

A. Theoretical model 

By considering one electron inside a given 

electromagnetic environment (depicted by electric field 

E), one can obtain from the Newton’s second law: 

 𝑚𝑒
𝑑𝑣

𝑑𝑡
= −𝑒𝐸 − 𝑘 𝑚𝑒𝑣, (1) 

where −𝑘 𝑚𝑒𝑣 is a restoring force, 𝑣 is the velocity of 

electron, and 𝑚𝑒 and e are respectively mass and 

elementary charge of electron. Assuming the electric 

field as 𝐸 = 𝐸0𝑒
𝑖𝜔𝑡  and neglecting dipole creation inside 

plasma resolving (1), the celerity of electrons is obtained: 

 𝑣 =
𝑒𝐸0

𝑘+𝑖𝜔

1

𝑚𝑒
𝑒𝑖𝜔𝑡 . (2) 

Introducing the drift velocity one can obtain when 

𝜔 = 0 the parameter equal to the collision frequency 

𝜐𝑒𝑝  of electrons with the other particles inside the 

plasma. So the real current density can be written as: 

 𝑗𝑒⃗⃗  = −
𝑛𝑒𝑒

𝑚𝑒
(

−𝑒�⃗� 0

𝜈𝑒𝑝+𝑖𝜔
) 𝑒𝑖𝜔𝑡. (3) 

Introducing effective current inside Ampere's law 

we obtain: 

 ∇⃗⃗ × H⃗⃗ = 𝜀0
𝜕�⃗� 

𝜕𝑡
+ 𝐽𝑒⃗⃗⃗  = 𝜀

𝜕�⃗� 

𝜕𝑡
. (4) 

Then the real permittivity is written as: 

 𝜀 = 𝜀0 (1 − 
𝜔𝑝

2

𝜔(𝜔−𝑖 𝜐𝑒𝑝)
). (5) 

This permittivity is available for isotropic and non-

magnetized plasma. We can feature key parameters: 

plasma pulsation 𝜔𝑝 = 2𝜋𝑓𝑝 and collision frequency 

𝜐𝑒𝑝  of electrons, and the thermal velocity of electrons. 

This last parameter will be given in the following, jointly 
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with plasma characteristic parameters (i.e., 𝑓𝑝 and 𝜐𝑒𝑝
) 

taking into account in an original way the physical 

properties of plasma material. 

 

B. Plasma characteristics and equivalent complex 

permittivity 
Figure 3 shows frequency collisions of electrons and 

plasma frequency extracted from air composition and 

thermal assumptions (see Figs. 1-2). From equation (5), 

we can deduce that the formulation depends greatly on 

plasma state and wave frequency. 

 

 
 

Fig. 3. Plasma frequency and electrons collisions 

frequency in air plasma at atmospheric pressure. 

 

As a matter of fact, as we can see in Fig. 3, the 

electron plasma frequency is restricted for weaker 

temperatures. As a first approximation, plasma can be 

considered as a dielectric material. In Figs. 4-5, we  

have plotted the real and imaginary part of the relative 

permittivity for the air plasma at and out of thermal 

equilibrium. It is to be noted (data not shown here) that, 

for the lower temperature the real relative permittivity is 

close to 1 and the imaginary part is close to zero. Figures 

4 and 5 show real components of dielectric constant are 

lower than unit (Th = 10,000 K). 
 

 
 

Fig. 4. Complex permittivity of the air plasma at thermal 

equilibrium ( = 1): real (blue) and imaginary (red) parts 

at Th = 10,000 K from 64 MHz to 5 GHz. 

 

 
 

Fig. 5. Complex permittivity of the air plasma out of 

thermal equilibrium ( = 3): real (blue) and imaginary 

(red) parts at Th = 10,000 K from 64 MHz to 5 GHz. 

 

III. NUMERICAL RESULTS: PLASMA 

CHARACTERIZATION FOR SHIELDING 

EFFECTIVENESS (SE) APPLICATIONS 
Some EM simulations were achieved using CST© 

MWS to assess EM field penetration inside air plasma  

at and out of thermal equilibrium. Time solver and 

dispersive model based upon data from Fig. 3 were  

used to quantify plasma shielding strength (i.e., E-field 

magnitude decreasing while penetrating plasma material) 

up to 5 GHz. For the sake of exhaustiveness, the next 

sections will detail numerical simulations. 

 

A. Test case #1: Assessment of canonical shielding 

effectiveness (SE) 

The first test case is inspired from Zheng et al. works 

[5]. Indeed, we would like to characterize the influence 

of plasma physical key parameters (plasma frequency, 

electron collision frequency, permittivity) on 

electromagnetic wave (EMW) propagation in to a slab. 

The physical key parameters depends grandly on the 

chemical concentrations has can be seen by comparing 

the Fig. 3 with Figs. 1 and 2. The crucial part of the work 

relies on the characterization of material throughout 

models and plasma key parameters (i.e., plasma frequency 

 𝑓𝑝, and collision frequency 𝜐𝑒𝑝
) as depicted in Fig. 3. 

Those characteristics are highly dependent to the thermal 

equilibrium through the chemical composition. 

The aims of this section are to demonstrate the 

difference that may be expected from taking into account 

(or not) potential thermal non-equilibrium jointly with 

the relevance of using computational electromagnetics 

tool (e.g., CST© with time domain solver). First of all, 

we put the focus on a canonical case, and in order to 

prepare numerical experiments in Section III.2 (test case 

#2), we propose to model two kinds of plasmas (data 

given in Fig. 3) for Th = 10,000 K and Th = 15,000 K with 

CST© MWS at thermal and non-thermal equilibrium. 

Figure 6 depicts the numerical setup proposed for  

0

2x10
12

4x10
12

6x10
12

5000 10000 15000
0

0.5x10
14

1.0x10
14

1.5x10
14

Plasma frequency (s
-1

)
Electron plasma frequency (s

-1
)

=1

=3

Heavy species temperature (K)

P
la

s
m

a
 f

re
q

u
e

n
c
y
 (

s
-1

)

E
le

c
tr

o
n

 c
o

lli
s
io

n
 f

re
q

u
e

n
c
y
 (

s
-1

)

ACES JOURNAL, Vol. 33, No. 12, December 20181455



straightforward characterization of the EM attenuation 

of waves throughout plasma illuminated by a normal-

incidence plane wave. The plasma slab is a 2x2x1 cm3 

volume (Fig. 6). The time simulation (CST© MWS, time 

solver) is maintained up to ensure at least that more than 

40 dB of the maximum energy has vanished from the 

computational domain. The plasma dielectric dispersion 

relies on purely dispersive modelling according to data 

in Figs. 4-5. 
 

 
. 

Fig. 6. Numerical setup for plane wave impinging on 

plasma slab (2 x 2 x 1cm3, infinitely extended in x- and 

y-directions) using CST© MWS time solver and plasma 

material modelling (dispersive one). 

 

A huge number of potential EM applications of 

plasma layers exist in literature as expressed in the 

introduction. Canonical characterization of plasma 

attenuation at atmospheric pressure is carried out, for 

example, in [15] whereas spacecraft flight re-entry is 

studied in [5]. In each of the two previous cases, 

attenuation is defined in a different manner. We will next 

consider the shielding effectiveness (SE) of the plasma 

(Fig. 9) as follows: 

   𝑆𝐸 =
𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝐸𝑀𝑊

𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝐸𝑀𝑊
 , (6) 

   𝑆𝐸𝑑𝐵 = −20𝑙𝑜𝑔
𝐸𝑖𝑛

𝐸𝑜𝑢𝑡
 , (7) 

where 𝐸𝑖𝑛 is the electric field located behind the infinite 

plasma slab (transmitted electromagnetic wave, EMW), 

and 𝐸𝑜𝑢𝑡  is the incident EMW. 

In the following and based upon relations (6-7), the 

transmitted electric field (Ein) is computed from CST© 

time domain solver and dispersive medium given by 

original theoretical models from Section II. The numerical 

results are compared to the analytical approach from [5] 

where the transmission coefficient t (t=Ein/Eout in relation 

(7)) is obtained as follows: 

 𝑡 =
2√𝜀𝑟𝑒

𝑖𝑘0𝑑

2√𝜀𝑟𝑐𝑜𝑠ℎ(𝑖𝑘𝑝𝑑)+(𝜀𝑟+1)𝑠𝑖𝑛ℎ(𝑖𝑘𝑝𝑑)
 , (8) 

where 𝜀𝑟 is the complex permittivity of plasma, 𝑘0 is  

the wave number in bulk medium (air), 𝑘𝑝 is the wave 

number in plasma (here with different characteristics in 

terms of temperature, thermal equilibrium…), and d is 

the width of considered plasma slab. 

 

 
 

Fig. 7. Shielding effectiveness (attenuation in dB from 

64 MHz to 5 GHz) at thermal equilibrium =1 (blue,  

Th = 10,000 K; red, Th = 15,000 K) and out of thermal 

equilibrium =3 (black, Th = 10,000 K; green Th = 15,000 

K) relying on analytical formulation (dotted lines: 

reference [5]; dielectric permittivity from Figs. 4 and 5) 

and CST© (plain lines). 

 

Figure 7 illustrates the impact of non-thermal 

equilibrium of air plasma at atmospheric pressure and at 

Th = 10,000 K / Th = 15,000 K on material SE in function 

of frequency; similarly to Figs. 4-5, the dielectric 

properties of plasma are obtained at Th = 15,000 K (data 

not shown here) with original works based upon 

assessment of plasma characteristics from air plasma 

composition (Figs. 1-2). The obtained results are in 

accordance with the results of other authors [5, 15]. 

Indeed, assuming similar characteristics of plasma (e.g., 

pressure, heavy species distribution, width of plasma 

slab), tens dB of attenuation are expected in [5, 15]. We 

remark that electron collision frequency play major 

roles, their increase leading to a proportional decrease of 

transmitted electric fields. Consequently, the physical 

parameters need for EM modelling depend on plasma 

composition (Figs. 1 and 2.) The maximum gap existing 

between SE at and out of thermal equilibrium is higher 

for Th = 10,000 K than for Th = 15,000 K. Indeed, the gap 

is comprised between 3 dB and 45 dB considering heavy 

species temperature Th = 15,000 K, whereas SE is 

between 5 dB and 100 dB higher out of thermal 

equilibrium than at thermal equilibrium at temperature 

Th = 10,000 K. Finally, it is noted that the SE differences 

between =3 and =1 increases with frequency for each 

plasma temperature. By comparing our results with 

analytical formulation (8), Fig. 7 validates the use of 

fully dispersive plasma model obtained from the 

theoretical model proposed in this work (Section II). The 

next section will illustrate the importance of a careful 

definition of plasma characteristics (via complex 

permittivity and plasma characteristic frequencies) in  
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EMC framework. 

 

B. Test case #2: Cabinet shielding at and out of 

thermal equilibrium 

Relying on previous results for canonical case (test 

case #1), we illustrate the influence of thermal or non-

thermal equilibrium assumption throughout an EMC 

shielding example. The numerical configuration is 

illustrated in Fig. 8: a perfectly conducting (PEC) 

enclosure (6 x 6 x 3.96 cm3) is considered jointly with a 

square aperture (length=4 cm) and 4 mm-walls (and 

4mm-width of plasma). Figure 8 shows the direction  

of the impinging plane wave (incident electric field 

Ey = 260 kV/m). Plasma characteristics are based upon 

results given in Figs. 4-5 (Th = 10,000 K). Unlike the 

work of [16], we have to precise that the plasma is 

produced independently of the impinging plane. 

Furthermore, here we do not want to study the breaking 

electrical field produced by an impinging plane wave 

since the presence pf plasma is assumed. We will discuss 

the non-linear nature of plasma characteristics latter in 

this section. 

 

 
 

Fig. 8. Characterization of the influence of thermal (=1) 

or non-thermal (=3) equilibrium (numerical setup) on 

the SE of PEC cabinet (sectional view) subject to plane 

wave illumination. 

 

Figure 9 represents the evolution of the SE of the 

cabinet in relation with frequency [0.064 MHz; 5 GHz]. 

The averaged gap existing between plasma at thermal 

(red) and non-thermal (green) equilibrium is between 

9 dB and 45 dB. It is to be noticed that, due to the 

proposed configuration (worst case regarding size of  

the aperture and plane wave source), the shielding 

effectiveness without plasma material quickly decrease 

within negative levels (i.e., field enhancement instead of 

shielding) from 2.8 GHz. Contrary to previous case, the 

plasma slab improves SE of the system (enclosure +  

plasma) up to 45 dB (=1) and 85 dB (=3). It should 

also be noticed that the system is subject to cavity 

resonances, decreasing SE for instance at f=4.859 GHz 

(resonance frequency in accordance with inner sizes of 

the enclosure). Finally, due to dispersive effect, plasma 

slab closes the cabinet and involve enhancement of 

4.859 GHz-resonance frequency as depicted in Fig. 9. 
 

 
 

Fig. 9. SE of the cabinet (electric field measured at the 

center of the enclosure, Fig. 8) with plasma at (red)/out 

of (green) thermal equilibrium, and without plasma 

(blue, Ew) including only the enclosure. Results are given 

by normalizing data following relation (7) with Eout. 

 

In order to illustrate the importance of taking  

into account inner thermal characteristics of plasma 

(differences between electrons and heavy species 

temperatures), it is proposed to focus on the influence of 

plasma by normalizing SE (Fig. 9) obtained in the two 

cases (=1) and (=3) by results computed without 

plasma material. Figure 10 shows the plasma attenuation 

(based upon electric field Ey-component computing) 

following the respective dB-differences 20𝑙𝑜𝑔10(𝐸𝜃=1/
𝐸𝑜𝑢𝑡) and 20𝑙𝑜𝑔10(𝐸𝜃=3/𝐸𝑜𝑢𝑡) (see Fig. 9). As expected 

the cabinet is involved for a noticeable part in shielding 

characteristics. Figure 10 gives an overview of the 

dedicated effect of plasma material in the proposed EMC 

configuration (Fig. 8) by normalizing with test case 

involving only the enclosure. This lays emphasis on the 

importance of considering thermal equilibrium or not 

from theoretical model to EMC application since high 

gaps exist (from 10 dB to 40 dB) over the whole 

frequency bandwidth. As aforementioned in Fig. 9 and 

due to the characteristics of starting resonance frequency 

(i.e., the presence of the air aperture, see Fig. 8, involving 

both the resonance mode vanishing and a huge reflection 

of impinging plane wave), the shielding effectiveness is 

considerably spoiled in ‘empty’ case (without plasma, 

see blue line in Fig. 9). Contrary to previous case, plasma 

plays dual role since it affects the levels of fields 

penetrating in the cabinet but also closes it, enhancing 

first resonance mode influence around 4.859 GHz as 

illustrated in Fig. 9. 
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Fig. 10. Plasma attenuation including the effect of the 

enclosure (normalization with E-field given without 

plasma, Ew) at (red) and out of (green) thermal 

equilibrium; results are proposed including dispersive 

plasma medium (plain lines, see relation (5) and Figs. 4 

and 5) and Drude’s model (dotted lines and markers) 

based upon plasma characteristics (Fig. 3). 

 

A sufficient radiation level of impinging wave in  

air at low temperature can enhanced an electrical 

breakdown. The value of breakdown electrical field 

depends on the air pressure, hygrometry, the cavity 

shape. Furthermore the nature of plasma, that vary with 

time, strongly depends on the shape and the power of 

impinging wave. Similarly to Fig. 9, Fig. 10 illustrates 

previous point and enriches the discussion by providing 

data obtained with time simulations taking into account 

the non-linear nature of plasma characteristics via 

Drude’s modelling [11]. Indeed, in that case, the 

definition of plasma dielectric properties relies on 

intrinsic plasma characteristics (Fig. 3) jointly with a 

non-linear E-field threshold breakdown modelling as 

explained in the following. By varying the plasma 

density within a given field level, plasma attenuation is 

decreased relatively to purely dispersive medium (see 

Figs. 7 and 9). It is to be noted in Fig. 10 that weak gaps 

exist regarding thermal equilibrium (=1, red curves); 

huger differences are obtained out of thermal equilibrium 

(=3, green curves). The same trends between dispersive 

and Drude’s material are observed in Fig. 10 for =1 

(red) whereas up to 35 dB-gaps are computed for =3 

(green). These variations mostly depend on Drude’s 

model including: plasma characteristics (e.g., plasma 

frequency 𝑓𝑝 and collision frequency 𝜐𝑒𝑝
 from 

developments in Section II, here see Fig. 3 and 

temperature Th = 10,000 K), and electric field breakdown 

level (we approximate breakdown electrical field by a 

constant value Ebreak = 100 kV/m). As aforementioned in 

[6], plasma induced by microwave may efficiently offer 

EMC advantages by providing interesting EM shielding 

properties. Indeed, when overcoming Ebreak-threshold, 

the plasma barrier appears as a highly conductive 

dielectric material. In this case, we demonstrate the 

capability of time domain simulations (including Drude’s 

modelling and breakdown level) to enrich purely 

dispersive approach. This also lays emphasis on the huge 

importance of properly defining plasma characteristics 

(plasma frequencies and/or complex permittivity) in EMC 

context, especially when thermal equilibrium assumption 

is not satisfied. It should be noticed that, for air plasma 

at atmospheric pressure, purely dispersive plasma 

modelling is sufficient to accurately assess the EM 

shielding properties of the material. In this framework, 

plasma characterization may be useful to improve the 

assessment of EMC shielding. 

 

IV. CONCLUSION AND PROSPECTS 
This contribution aims at demonstrating the 

importance of modelling plasma behaviour in EMC 

framework. In this context, a particular care needs to  

be taken in order to properly define the impact of the 

physical conditions assumed for the definition of  

plasma. Of course, it is well-known that the composition, 

temperature, pressure of the material (plasma) is of  

great importance. The thermal equilibrium respectively 

between the temperatures of electrons and heavy species 

plays also a key role as illustrated by the different 

characteristics of plasma (i.e., plasma and collision 

frequencies) given at and out of thermal equilibrium. 

Obviously, this involves major changes regarding the 

dielectric properties of the material (complex permittivity; 

non-thermal equilibrium may lead to increase dielectric 

losses up to a scaling factor of 6 in comparison with 

thermal equilibrium assumption). 

In this paper, we have shown the influence of the 

plasma thermodynamic state on the shielding properties 

in EMC context. At thermal equilibrium, we have 

observed comparable levels of electromagnetic 

attenuation than results found in literature. On the 

contrary, non-thermal equilibrium may involve noticeable 

increase in attenuation (here 40 dB at maximum). Using 

“Full-Wave” simulation tool such as CST© jointly with 

the proposed theoretical plasma models upgrade the 

physical understanding of wave propagation in complex 

media. Moreover, the assessment of EMC criteria (e.g., 

shielding effectiveness) is improved. 

Further works are nowadays under consideration to 

enhance this study. Parametric and multi-physics works 

based upon these models may be useful for EMC 

applications and/or various electromagnetic issues 

(e.g., material characterization, plasma, lightning, 

transport, space re-entry, and communications). It should 

also be useful to assess the effect of non-linear field 

behaviour due to plasma inclusion. Based upon proposed 

work, it should be noticed that plasma material may be 

modelled throughout use of proposed plasma frequency 

and collision frequency (parallel to complex permittivity). 

This may lead to enrich time domain model and 

illustrates threshold effects in EMC context (involving 

shielding or field enhancement) and offers an extension 
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to multi-physics issues (e.g., electromagnetic and thermal 

ones). 
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Abstract ─ The paper presents a mathematical model  

of an ideal filamentary coil with a finite number of 

turns, derived by means of the method called truncated 

region eigenfunction expansion (TREE). The proposed 

solution allows quick computation of the filamentary 

coil impedance as well as of the impedance changes 

caused by the presence of a two-layered conductive 

material. The final formulas were presented in the 

closed form and implemented in Matlab. The results 

were verified using the finite element method in the 

COMSOL Multiphysics package as well as by means of 

other mathematical models. In all cases they show a 

very good agreement. The obtained values of coil 

impedance changes were compared in terms of the time 

of reaching the final results. In the case of the most 

significant calculations, which consisted of many 

iterations, the proposed solution turned out to be by far 

the fastest one. 

 

Index Terms ─ Eddy current testing, impedance 

calculation, single turn coil, truncated region 

eigenfunction expansion.  
 

I. INTRODUCTION 
Mathematical models of probes are applied in eddy 

current testing, both in the process of interpreting the 

results and in calculating the values of the measuring 

system parameters. The derivation of expressions 

describing a change in coil impedance makes it possible 

to obtain information about electrical and geometrical 

properties of the workpiece. Such an opportunity can be 

used to detect flaws in materials being examined, derive 

the thickness of coating or for electrical conductivity 

measurements. 

What is highly useful for the optimum choice of 

the probe’s geometrical dimensions or creating a scale 

of the measuring device are mathematical models of the 

ideal filamentary coil. Such a coil, shown in Fig. 1, is 

made of N infinitely thin turns concentrated in a circle 

of radius r0 and situated at a distance h0 from the 

surface of the investigated material. According to the 

method described in [1], any cylindrically symmetric 

coil used for eddy current tests can be experimentally 

associated with a filamentary coil with the same 

number of turns and with the corresponding parameters 

r0 and h0. The authors successfully apply this method  

to device calibration and in eliminating the influence  

of undesired factors on the test result. Probes of very 

different structures are compared using an ideal coil 

that has only three parameters: equivalent radius r0, 

equivalent distance h0 and the number of turns N. On 

the basis of the proposed mathematical model of such a 

coil, it is possible, for any real coil, to apply the same 

mechanism of calculating the measured values and 

eliminating the influence of factors that disturb the 

measurement. Complex and time-consuming calculations 

are replaced with much faster ones performed for the 

ideal filamentary coil. 

 

 
 

Fig. 1. Filamentary coil located above a two-layered 

conductive half-space. 

 

A single turn coil situated above a conductive half-

space was analyzed by Cheng [2] and then by Dodd and 

Deeds [3] using a computer program. In subsequent 

papers, the Legendre functions Q, elliptic integrals E 

and K [4] and the perturbation method [5] were applied. 

The problem of the ideal filamentary coil with N turns 

was presented in [6]. The final formulas describing the 

change in coil impedance due to the presence of a 

conductive half-space were derived using the Hankel 

transform. These expressions were verified many times, 
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they were thoroughly examined and used, inter alia, in 

[7]. 

In the present paper a mathematical model, created 

by the aid of the Truncated Region Eigenfunction 

Expansion (TREE) method, of the filamentary coil with 

N turns situated above a two-layered conductive 

material, was proposed. The domain of the problem was 

truncated to a cylinder of radius b. The final formulas 

for coil impedance were presented using matrix 

notation not containing integrals and were implemented 

in Matlab. The results were verified by the finite 

element method (FEM) in the COMSOL Multiphysics 

package and by means of other mathematical models. 

The obtained values showed a very good agreement in 

all cases and the time of making calculations based on 

the proposed method turned out to be the shortest. 

 

II. SOLUTION 
The problem illustrated in Fig. 2 was solved by the 

TREE method described in detail in [8] and applied  

in [9-13]. The filamentary coil composed of N turns 

concentrated in a circle of radius r0 was situated at  

a distance h0 from the surface of a two-layered 

conductive material with relative permeability μ3, μ4 

and electrical conductivity σ3, σ4. The conductive 

material has the shape of a cylinder whose radius has 

been truncated to the b parameter value. The problem 

was split into 4 regions for which the magnetic vector 

potential Aφ was written using a series: 
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Fig. 2. Rectangular cross-sectional filamentary coil 

located above a two-layered conductive half-space. 

 

Discrete eigenvalues qi and coefficients s3i, s4i were 

computed from equations (5)-(7): 

 1( ) 0,iJ q b        0,1, 2... .i Ns  (5) 

 
2

3 0 3 ,3i is q j     (6) 

 
2

4 4 0 4 .i is q j     (7) 

At the next stage, the magnetic vector potential Aφ, 

expressed in (1)-(4) by a series, was written for every 

region of the problem using matrix notation: 
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where 1( )J r
T

q  are Bessel functions in the form of row 

vectors, 3 4, , , , ,
z zze e e

 3 4
s sq

q s s  are diagonal matrices, 

Ci, Bi are column vectors of unknown coefficients. 

The continuity of the Br and Hz components on the 

interfaces between neighboring regions of the problem 

was ensured after satisfying the following conditions 

for the magnetic vector potential. 
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where 0 0( )I r r    is current density. 

By solving a system of six interface equations, the 

Ci and Bi coefficients were derived and, subsequently, 

they were used to write an expression for the magnetic 

vector potential of the filamentary coil with N turns.  
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The general formula for coil impedance can be 

shown in the following form: 
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By setting (14) in (19), an expression describing 

the impedance of the filamentary coil placed above the 

two-layered conductive material was obtained: 
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where 

 4 3,  1 3 4k s s  (21) 

 4 3,  2 3 4k s s  (22) 

 3 , 3 3k q s  (23) 

 3 . 4 3k q s  (24) 

The change in the filamentary coil impedance ΔZ 

due to the presence of the two-layered conductive 

material is represented by the second addend in (20) 

which can be written as: 
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In the case shown in Fig. 3 in which the conductive 

material consists of one layer only, we obtain: s3 = s4, 

μ3 = μ4, σ3 = σ4, l1 = 0 and equation (25) is reduced to 

the form: 
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Fig. 3. Rectangular cross-sectional filamentary coil 

located above a conductive half-space. 

 

III. COMPARISON WITH OTHER MODELS 
The verification of obtained results was conducted 

by the aid of 3 mathematical models. The first one was 

created in the COMSOL Multiphysics package in 

which the finite element method is used in calculations. 

In region 2, between the coil and the surface of the 

investigated material, a mesh that consisted of around 

20000 triangular elements and 400 edge elements was 

adaptively refined. 

Calculations were made also by extending the 

mathematical model of a single turn coil proposed by 

Cheng [2]. Taking into consideration a finite number of 

turns N and a conductive half-space consisting of two 

layers, a change in the impedance of such a coil was 

written in the following form: 
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In the third mathematical model, described in [7], 

the infinite integration range was replaced with a sum 

of integrals whose boundaries were zeros of the Bessel 

function J1(x) normalized in relation to the β parameter. 

As a consequence, the integration in (28) is performed 

many times but only for relatively small intervals. 
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Expressions (25), (27) and (28) were implemented 

in Matlab where the Newton-Raphson method was 

applied to determine the zeros of the Bessel function 

J1(x). The obtained values of coil impedance change 

were compared with the results from the COMSOL 

package. The relative difference of resistance δR and the 

relative difference of reactance δX were used for this 

purpose: 
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IV. RESULTS 
The calculations of the coil impedance changes  

ΔZ = ΔR + j ΔX were carried out using expression (25) 

for 50 frequency values from the range 100 Hz to 100 

kHz. The parameters of the coil and of the two-layered 

conductive material are presented in Table 1. 

Calculations were also made for the second coil of 
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radius r0 = 12 mm. The results, normalized in relation 

to reactance X0 and verified in the COMSOL package, 

are shown in Fig. 4 and 5. The difference between the 

ΔZ values obtained using the TREE and the FEM 

methods did not exceed in any case 0.2 %. 
 

Table 1: Parameters of the coil and plate used in 

calculations 

Number of turns N 100 

Coil radius r0 8 mm 

Parameter h0 1 mm 

Parameter l1 1.5 mm 

Conductivity  3 57 MS/m 

Conductivity  4 15.9 MS/m 

Relative permeability  3 1 

Relative permeability  4 1 

Summation terms Ns 150 

Radius of the domain b 10 r0 

 

The calculations for the filamentary coil of radius 

r0 = 8 mm were performed also with expressions (27) 

and (28). In addition, for the TREE method, the second 

set of parameter values was applied, assuming Ns = 25 

and b = 5r0. The obtained ΔZ results for the frequency  

f = 1 kHz and f =100 kHz are shown in Table 2 and  

the times of calculations for each of the mathematical 

models are included in Table 3. The changes in the 

filamentary coil impedance were derived for 1 and 

10000 different frequency values, respectively, using  

a computer with an Intel Pentium E2220 2.4 GHz 

processor equipped with the 4 GB RAM. 

It results from the data shown in Tables 2 and 3 

that all the mathematical models that have been used 

make it possible to derive changes of the filamentary 

coil impedance with a very high degree of accuracy. In 

such a situation it is the fulfillment of the requirements 

regarding the time of obtaining the final results that  

is becoming the key aspect which determines the 

usefulness of a given mathematical model. The 

calculations led to the conclusion that the model created 

using the TREE method turned out to be by far the 

fastest one. Its advantage over the other solutions is  

most visible with a large number of iterations. It is 

possible to obtain results in such a short time thanks to 

precomputations. In the first iteration all calculations 

are performed and in the subsequent ones only those 

that depend on the variable input parameter. 

 

 
 
Fig. 4. Real part of the normalized impedance change 

as a function of frequency for filamentary coil. 

 

 
 
Fig. 5. Imaginary part of the normalized impedance 

change as a function of frequency for filamentary coil. 
 

Table 2: Values of changes in the filamentary coil impedance 

 
Z () 

f  = 1 kHz δR [%] δX [%] f  = 100 kHz δR [%] δX [%] 

FEM 0.267 – j 0.467 --- --- 5.561 – j 88.596 --- --- 

Eq. (27) 0.267 – j 0.468 -0.01 -0.18 5.561 – j 88.680 0.00 -0.10 

Eq. (28) 0.267 – j 0.468 0.01 -0.18 5.557 – j 88.676 0.07 -0.09 

TREE Eq. (25)  

Ns = 150  b = 10r0 
0.267 – j 0.467 -0.01 -0.01 5.561 – j 88.601 0.00 -0.01 

TREE Eq. (25)  

Ns = 25  b = 5r0 
0.267 – j 0.462 0.03 1.21 5.503 - j 87.936 1.05 0.75 
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Table 3: Comparison of calculation times for different 

mathematical models 

 
Computation Time (s) 

1 Iteration 10 000 Iterations 

FEM  7 58148 

Eq. (27) 0.06 233.8 

Eq. (28) 0.07 70.1 

TREE Eq. (25) 

Ns = 150  b = 10r0 
0.04 10.2 

TREE Eq. (25) 

Ns = 25  b = 5r0 
0.03 3.2 

 

In all the mathematical models being compared it  

is possible to shorten the time of making calculations  

at the expense of the result accuracy. In the COMSOL 

package the computations may be accelerated by 

reducing the number of mesh elements and in 

expressions (27) and (28) by diminishing the accuracy 

of the numerical integration procedure. In both cases 

errors in the derivation of impedance will be 

significantly greater. In case when the FEM software is 

used the computation time can be reduced as well by 

execution of preliminary calculations, e.g., by means of 

the perturbation method. In the TREE method the time 

of obtaining results depends primarily on the matrix 

size specified by the parameter Ns. The number of 

matrix elements, indeed, determines the number of 

arithmetic operations carried out in the computer 

program. Increasing the Ns value makes the calculations 

longer but at the same time it reduces the error and 

requires a larger solution domain defined by the 

parameter b. Both when the Ns value is too large and 

when it is too small with regard to the parameter b,  

the results are affected by significant error. The way 

how these parameters are selected, being usually a 

compromise between the computation time necessary to 

achieve the desired results and the acceptable error, is 

described in [8] more in details. 

 

V.CONCLUSION 
The paper presents a mathematical model of the 

ideal filamentary coil with N turns situated above a 

two-layered conductive material. An expression that 

describes the change in the impedance of such a coil 

due to the presence of the investigated material was 

derived by means of the TREE method. The ΔZ values 

calculated by applying the proposed solution were 

verified by means of the finite element method and the 

difference did not exceed in any case 0.2%. The time of 

obtaining the final results was compared with another 3 

mathematical models. The application of precomputation 

and the replacement of integration with matrix operations 

made it possible to derive impedance changes in a 

significantly shorter time than using the other solutions. 

Such a difference was particularly visible in the case  

of the most relevant calculations composed of many 

iterations. The mathematical model shown in the 

present paper can be implemented directly in an eddy 

current device. It can be used to create a scale of the 

measuring device as an equivalent for real coils of any 

structure, too. 
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Abstract ─ This paper aims at accurately predicting the 

severe magnetic saturation of a switched reluctance 

motor (SRM). Firstly, Method I based on the solution of 

the Laplacian or Poissonian field equation is used to 

predict the magnetic field in the air gap, but this method 

is only applicable to the mildly saturated magnetic field. 

Secondly, Method II based on the winding function 

theory (WFT) considering the saturation is utilized to 

predict the magnetic field, which can precisely compute 

the severely saturated magnetic field. Nevertheless, the 

tangential magnetic flux density is not considered by 

Method II. Finally, the synthetic method based on the 

advantages of Method I and Method II is proposed, 

which can predict the air-gap magnetic field in SRM 

having any number of stator slots and rotor poles for any 

rotor positions. The results indicate that the error of the 

air-gap magnetic field obtained by the synthetic method 

is within 5%. Moreover, the radial electromagnetic force 

and torque obtained by the Maxwell Stress equation  

are compared with the results computed by the FEM, 

verifying the effectiveness of the synthetic method. It 

lays the groundwork for the optimization of torque 

ripple, vibration and noise of SRM. 

 

Index Terms ─ Analytical modeling, magnetic field, 

saturation and switched reluctance motor. 
 

I. INTRODUCTION 
In recent years, SRMs are widely used in the 

aerospace, high-speed centrifugal compressor, electric 

vehicle, mine and so on due to its strong robustness, 

simple structure, high temperature resistance and low 

cost [1-3]. Nevertheless, SRM compared with other 

motors has a much larger torque ripple, vibration  

and noise, which limits its broader application [4-6]. 

Therefore, it is necessary to establish an analytical model 

that can accurately reflect the parameters of motor, 

which lays the foundation for the optimization of torque 

ripple, vibration and noise. 

At present, there is much literature on the analytical 

modeling of the motor magnetic field, which mainly 

includes the analytical method based on the solution of 

the Laplacian or Poissonian field equation and the other 

analytical method based on WFT. In [7-9], the method 

based on the solution of the Laplacian or Poissonian field 

equation has been applied to predict the air-gap magnetic 

field of surface mounted permanent magnetic brushless 

DC motors. In [10-12], the magnetic field distribution of 

flux-switching machine, surface mounted permanent-

magnet synchronous motor and disc-type permanent 

generator was also predicted respectively through the 

above analytical method. In [13], the analytical modeling 

based on the solution of the Laplacian or Poissonian field 

equation considering the magnetic saturation has also 

been implemented, which was a semi-analytical method 

depending on the results of FEM. In [14], the method 

based on the solution of Laplacian or Poissonian field 

equation has been also applied and an iterative algorithm 

of saturation according to the working principle of 

induction motor has been proposed, however, the 

iterative algorithm about saturation was not applicable 

for SRM on account of the particular working principle. 

In [15], the above analytical method has been utilized to 

predict the magnetic field distribution in SRM and the 

magnetic saturation was also considered. However, it 

was not appropriate for the severe magnetic saturation 

but the mild magnetic saturation. 

There are also lots of references on analytical 

modeling based on WFT. In [16-18], the air-gap magnetic 

field of interior permanent magnetic (IPM) motor has 

been predicted by the analytical method based on WFT, 

but the magnetic saturation was not taken into account. 

In [19], the magnetic field distribution of flux-switching 

machine has been computed with the above analytical 

method. However, the saturation problem has also  

been neglected. In [20], the magnetic field distribution 

considering the saturation of rotor in fractional-slot 

concentrated-wound IPM motor has been computed with 

the analytical method based on WFT. Nevertheless, the 

method based on WFT in the above literature only 

predicts the radial magnetic flux density, neglecting the 

tangential magnetic flux density. However, the slot 

width of SRM is larger than that of other motors, which 

results in severe magnetic flux leakage at the tooth 
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backlash, so that the magnetic flux density has a larger 

tangential component. Therefore, the tangential magnetic 

flux density cannot be ignored. 

From the above, there is little literature about  

the analytical modeling of air-gap magnetic field 

considering the saturation in SRM. Moreover, the 

analytical modeling of magnetic saturation results from 

the doubly salient structure has been difficult. This paper 

aims at accurately predicting the severe magnetic 

saturation of SRM with the analytical method.  

The originality in this paper includes two main 

points. Firstly, based on the idea of the distributed 

equivalent circuit with the series reluctance, a new 

algorithm of magnetic saturation is proposed, which 

combines the specific relationship between the 

permeability and the magnetic flux density of the iron 

core material. Secondly, the synthetic analytical method 

of the air-gap magnetic field of SRM based on the 

solution of the Laplacian or Poissonian field equation 

and WFT is presented, which can be applied to predict 

the air-gap magnetic field in SRM having any number of 

stator slots and rotor poles for any rotor positions. 

 

II. THE MAIN PARAMETERS OF SRM 
The proposed motor is a three-phase 6/4 SRM. 

Moreover, the main parameters are shown in Table 1. 

 
Table 1: Main parameters of three-phase 6/4 SRM 

Parameter Symbol Value 

Number of stator poles Ns 6 

Number of rotor poles Nr 4 

Number of slot coil Nc 66 

Width of stator slot θss 0.524 rad 

Width of one slot coil d 0.154 rad 

Air gap length g 4 mm 

Internal radius of stator Rs 41.4 mm 

External radius of rotor Rr 41.0 mm 

Internal radius of rotor slot R1 30.0 mm 

External radius of stator slot R4 62.5 mm 

Length of stator pole hs 21.1 mm 

Length of rotor pole hr 11 mm 

Length of rotor core h 91.5 mm 

 

III. METHOD I 
Method I is used to predict the air-gap magnetic 

field of SRM by solving the Laplacian or Poissonian 

field equation. In [15], although the magnetic field of 

SRM was computed with Method I, the solution of the 

inverse matrix was unstable and difficult due to the large 

matrix dimension. Based on the analytical model in [15], 

Method I makes the following modifications to the 

column vector consisting of the coefficients of current 

density, the convolution matrixes of radial and tangential 

magnetic permeability. 

According to [15], the complex Fourier series  

expansion of current density in the three-phase 6/4 SRM 

in Fig. 1 is shown in Eq. (1): 
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In Eq. (2), θss is the slot width, d is the width of  

a single slot coil, the values J1,I,J2,I,αi are defined as 

follows: 

  1, ,
T

i c a b c a b cJ N S i i i i i i       (3) 

  2, ,
T

i c b c a b c aJ N S i i i i i i       (4) 

 2 .i s sN i N       (5) 

In Eqs. (3) and (4), S is the area of the stator slot coil. 

Jz is the column vector composed of the coefficients Jn, 

which is presented in Eq. (6). To acquire the inverse 

matrix more efficiently, the modified column vector of 

the coefficients of current density does not include J0 

because the DC component J0 is equal to zero: 

  1 1, .
T

N NJ J J J 
z

J   (6) 

In the same way, the complex Fourier series 

expansion of magnetic permeability can be obtained and 

the coefficients of radial magnetic permeability can 

compose one matrix μr. To make the dimension of μr are 

consistent with that of Jz, the matrix μr needs to be 

revised, as shown in Eq. (7): 
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Based on the matrix μr, the modified matrix μt 

consisting of the coefficients of tangential magnetic 

permeability can be calculated, as shown in Eq. (8), 

where μrec can be obtained by replacing μ in the complex 

Fourier series expansion of radial magnetic permeability 

with 1/μ: 
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According to the above analysis, the modified 

column vector Jz, the convolution matrixes μr and μt can 

be captured. In the following, the air-gap magnetic field 

distribution will be computed based on the above 
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analysis. The air-gap magnetic field is determined by the 

magnetic field in the stator and rotor slots/teeth region 

due to the particular doubly salient structure of SRM, so 

the magnetic field in the stator and rotor slots/teeth 

region should be taken into account. According to [15], 

the magnetic vector potential in the air gap region and 

the stator slots/teeth region and the rotor slots/teeth 

region can be solved by corresponding Laplacian or 

Poissonian field equation. 

The magnetic field calculated by the above method 

is linear. However, regional saturation is severe on 

account of the doubly salient structure and the particular 

working principle of SRM, especially the stator/rotor 

poles under excitation state. Therefore, the magnetic 

saturation of SRM must be taken into account. 

According to the iterative algorithm of magnetic 

saturation in [15], the air-gap magnetic flux density can 

be obtained, which is based on the accurate magnetic 

flux density in the stator and rotor slots/teeth region. 

Moreover, the magnetic flux densities in the air gap 

considering the saturation of three-phase 6/4 SRM at the 

unaligned and aligned position are shown in Fig. 1 and 

Fig. 2, respectively, which are calculated by Method I. 
 

 
    (a) 

 
    (b) 

 

Fig. 1. The magnetic flux density at the unaligned 

position: (a) radial and (b) tangential. 
 

 
  (a) 

 
  (b) 

 

Fig. 2. The magnetic flux density at the aligned position: 

(a) radial and (b) tangential. 

 

It can be observed in Fig. 1 and Fig. 2 that the 

magnetic flux density obtained by Method I is in good 

agreement with the result of FEM in the mildly saturated 

region. However, in the severely saturated region, 

especially in the stator/rotor poles under the excitation 

state, the error of Method I and FEM is significant and 

the maximum error is more than 20%. Besides, the 

tangential magnetic flux density obtained by Method I 

has a nice agreement with the FEM, but the radial 

magnetic flux density is not accurate. Because the 

tangential magnetic flux density is mildly saturated and 

the radial magnetic flux density is severely saturated. In 

addition, the iterative algorithm of air-gap magnetic 

saturation is based on the accurate magnetic flux density 

in the stator and rotor slots/teeth region. However, it  

is difficult to accurately calculate the magnetic flux 

densities in the stator and rotor slots/teeth region for 

severe magnetic saturation, so that the error of the air-

gap magnetic field in the severely saturated region is 

enormous. Although the analytical magnetic field in [15] 

was in good agreement with the FEM, the selected motor 

worked under the mildly saturated condition, in which 

the maximum magnetic flux density is below 1.5 T. 

However, the magnetic saturation of SRM in this paper 

is severe and the maximum magnetic flux density is over 

2 T, so the iterative algorithm considering the saturation 

is no longer working. In view of the knotty problem  

of magnetic saturation, this paper presents another 

analytical method, namely Method II, which will be 

introduced detailedly in the following.  

 

IV. METHOD II 
Method II is a kind of analytical modeling based on 

WFT and the specific modeling thinking is as follows. 

 

A. The radial magnetic flux density without slot 

opening 

The spatial distribution of magnetomotive force 

(MMF) of the qth-phase winding in SRM is shown in 

Fig. 3. Where α=Nrθ, Nc is the number of coil turns in 

one tooth, iq the qth-phase current, βs is the width of 

stator tooth, Nr is the number of rotor poles, Nt is the 

Severely Saturated 

Mildly Saturated 

Mildly Saturated 

Severely Saturated 
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number of stator pole pairs, Nt=Ns/(2Q), Q is the number 

of phases and 1≤q≤Q. 
 

 
 

Fig. 3. The spatial distribution of MMF. 
 

So, the Fourier series expansion of the qth-phase 

winding is given by Eq. (9) [16-18]: 

    
1,3,5

cos .q v tF F N


  




    (9) 

The value of Fv is calculated though Eq. (10): 

    = 4 sin 2 .v c q t sF N i v N v    (10) 

Then, the Fourier series expansion of the qth-phase 

current is shown as: 
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The value of Ii in Eq. (11) is given as follows, where 

θc is the conduction angle: 
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Equation (11) is substituted to Eq. (10); then, Eq. 

(10) is substituted to Eq. (9). Then, the Fourier series 

expansion of MMF of the qth-phase winding can be 

obtained, as shown in Eq. (13). Where v=1,3,5…, 

i=0,1,2…, Kvi is the coefficient associated with v, i: 

    , cos .q vi t r

i

F t K N i N t


   
 

    (13) 

Assume u=vNt; the Eq. (13) can be written as Eq. 

(14), where Kui is the coefficient associated with u, i: 
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u i
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    (14) 

Based on the working principle of SRM, the MMF 

of different phase winding can be written as Eq. (15), 

where Ns is the number of stator poles: 
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According to the literature [19], the radial magnetic 

flux density of the qth-phase winding without slot  

opening can be given by Eq. (16), which is written as Eq. 

(17), where μ0 is the air permeability, g is the length of 

the air gap: 

    0 0, , ,rq qB t F t     (16) 

    0

0 , cos .rq ui r

u i

B t K u iN t
g


  

 

    (17) 

 

B. The influence of slot opening in stator and rotor 

Suppose the coefficient of stator pole is 1 and the 

influence coefficient of the stator slot is εs.  

Besides, the Fourier series expansion of the influence 

coefficient of the stator slot is given in Eq. (18) [18]: 
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    (18) 

where the values of λs0 and λsm are shown as follows: 

    0 1 2 ,s s s s sN         (19) 

      2 1 sin 2 .sm s s sm N m        (20) 

The analysis of the influence coefficient of the rotor 

slot is the same as stator slot. Suppose the coefficient of 

the rotor pole is 1 and the influence coefficient of the 

rotor slot is εr. The Fourier series expansion of the 

influence coefficient of the rotor slot is given in Eq. (21) 

[18]: 
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, cos ,r r rn r r
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Moreover, the values of λr0 and λrn are shown as 

follows: 

    0 1 2 1 ,r r r r rN          (22) 

      2 1 sin 2 .rn r r rn N n        (23) 

Furthermore, the product of the influence coefficient 

of stator and rotor slot is given in Eq. (24): 
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C. The radial magnetic flux density with slot opening 

Through the above analysis, the radial magnetic flux 

density of the qth-phase winding without slot opening, 

the influence coefficient of stator and rotor slot has been 

gotten, respectively. According to [16-18], the radial 

magnetic flux density of the qth-phase winding with slot 

opening can be obtained, which is given in Eq. (25) and 

Eq. (26): 

      0, , , ,rq rq srB t B t t       (25) 
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 (26) 

Because three-phase 6/4 SRM is selected in this 

paper, so 1≤q≤Q=3. Therefore, the linear magnetic flux 

density in the air gap is superimposed by the three-phase 

windings, as shown in Eq. (27): 
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D. The algorithm of magnetic saturation 

Based on the linear radial magnetic flux density 

obtained by Eq. (27), the magnetic saturation should  

be taken into account. In this paper, the distributed 

equivalent reluctance and dynamic permeability are used 

to solve the magnetic saturation. In the above linear 

model, the air gap reluctance was considered only. While 

the permeability of the stator and rotor core was 

considered infinite. So, the reluctance of the stator and 

rotor core was neglected. But the local magnetic 

saturation of SRM is serious, especially the stator and 

rotor poles under the excitation state. 

The circle of motor is divided into n parts. The 

saturated magnetic field of a single part can be analyzed 

by the equivalent magnetic circuit, as shown in Fig. 4. 

The reluctance of one part is defined as Rm, which can be 

equivalent to the superposition of the air-gap reluctance 

R2 and the stator and rotor core reluctance R3 (defined as 

the series reluctance R3). The local magnetic saturation 

of SRM is mainly in the front half of the stator and rotor 

poles, so the length l of the series reluctance R3 is about 

half of the total length of stator and rotor poles, i.e., 

(hs+hr)/2. In addition, d0 is the width of each equivalent 

reluctance in Fig. 4; g is the length of the air-gap 

reluctance; hs/2 is the length of the stator core reluctance; 

hr/2 is the length of the rotor core reluctance. 
 

 
 

Fig. 4. The equivalent magnetic circuit. 

The air gap reluctance R2 and the series reluctance 

R3 are shown in Eqs. (28) and (29). Where h is the 

effective length of the rotor core and μd is the dynamic 

permeability: 

  2 0 0 ,R g d h  (28) 

  3 0 .dR l d h   (29) 

Then, the equivalent reluctance Rm can be gotten by 

Eq. (30): 

 
2 3.mR R R    (30) 

Besides, the magnetic flux and the magnetic flux 

density are calculated by Eqs. (31) and (32), respectively: 

 ,mF R    (31) 

  0 .rB d h   (32) 

Substituting Eqs. (28)-(31) into Eq. (32), the saturated 

magnetic flux density can be gotten, as shown in Eq. (33), 

where the MMFs can be obtained by Eq. (15): 

   , 1 2 3 0 .        r saturation s r dB F F F g l   (33) 

In Eq. (33), only the value of dynamic permeability 

μd is required. The μd is obtained by μd =B/H from the 

B(H) curve, to draw the μd (B) curve, which is shown in 

Fig. 5. 
 

 
 

Fig. 5. The μd (B) curve. 

 

Based on Eq. (33), combined with the μd (B) curve 

in Fig. 5 and the algorithm of magnetic saturation in Fig. 

6, the dynamic permeability μd in the spatial circle at 

different rotor position can be captured. Therefore, the 

saturated magnetic density can be obtained. The radial 

magnetic flux density obtained by Method II in the three-

phase 6/4 SRM is presented in Fig. 7, from which the 

radial magnetic density in the saturated region with 

Method II has a good agreement with the FEM. 

However, there is an enormous error between the 

analytical result and the FEM in the linear region, mainly 

because Method II can only calculate the radial magnetic 

flux density, neglecting the tangential magnetic flux 

density. 

From the above, the radial magnetic density in the 

saturated region is accurate with Method II, which can 

be used to solve the magnetic saturation of SRM. 

However, the limitation of Method II is that the 

contribution of tangential magnetic density cannot be 

taken into account, which results in a significant 

deviation between the analytical result and the FEM in 
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the linear region. To obtain the saturated radial and 

tangential flux density, this paper presents a synthetic 

method based on Method I and Method II. 
 

 
 

Fig. 6. The algorithm of magnetic saturation. 
 

 
    (a) 

 
   (b) 
 

Fig. 7. The radial magnetic flux density: (a) unaligned 

position, and (b) aligned position. 

 

V. THE SYNTHETIC METHOD 
The main thinking of the synthetic method is shown 

as follows. The advantages of Method I and Method II 

are applied comprehensively. Because the tangential 

magnetic flux density which is mildly saturated is much 

less than the radial magnetic flux density, so Method I 

can be applied to predict the tangential magnetic flux 

density. Also, it can be seen from Fig. 5 that the magnetic 

over 1.5 T is severely saturated. So, for the radial magnetic 

flux density, it is calculated by Method I in the mildly 

saturated and linear region below 1.5 T; it is computed 

by Method II in the severely saturated region over 1.5 T. 

Therefore, the magnetic flux density considering the 

saturation in the air gap can be gotten by the synthetic  

method. 

 

A. The magnetic flux density verification 

The air-gap magnetic flux densities obtained by the 

synthetic method at the unaligned and aligned position 

in the three-phase 6/4 SRM are shown in Fig. 8 and Fig. 

9, respectively. It can be seen from Fig. 8 and Fig. 9 that 

the analytical result is in good agreement with the FEM 

and the error is within 5%, indicating that the synthetic 

method is working. 
 

 
    (a) 

 
    (b) 

 

Fig. 8. The magnetic flux density at the unaligned 

position: (a) radial and (b) tangential. 
 

 
  (a) 

 
  (b) 

 

Fig. 9. The magnetic flux density at the aligned position: 

(a) radial and (b) tangential. 

Saturated Region 

Linear Region 
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B. The radial electromagnetic force and torque 

verification 

To further verify the above synthetic method, the 

radial electromagnetic force and torque are obtained by 

Maxwell Stress equation, which is compared with the 

FEM. The radial electromagnetic force at different rotor 

position is given in Fig. 10. Besides, the torque is 

presented in Fig. 11. Whether the electromagnetic force 

or the torque, the analytical results agree well with the 

FEM and the error is within 10%, which further indicates 

the accuracy of the synthetic method. 
 

 
 

Fig. 10. The radial electromagnetic force at different 

rotor position. 
 

 
 

Fig. 11. The torque at different rotor position. 

 

The computational time for the magnetic flux density 

calculation in all three-phase 6/4 SRMs in the aligned 

and unaligned position is given in Table 2. It can show 

in Table 2 that the speed of analytical computation is 

about twice that of finite element calculation. Therefore, 

the synthetic analytical method is much more time-

efficient. 

 

Table 2: Computational time 

Rotor Position Analytical /s FEM /s 

Aligned 3.95 8.09 

Unaligned 3.67 7.56 

 

VI. CONCLUSION 
Although the finite element method always works 

well, it requires a huge amount of time and computational 

resources. By contrast, the analytical method is much 

more time-efficient and cost-effective. Therefore, it is 

worthwhile to investigate the analytical method for 

calculating the magnetic field of SRM. Moreover, the 

proposed synthetic analytical method can be applied  

to analyze quickly the effect of structural and 

electromagnetic parameters on the magnetic field of 

motor. Besides, the proposed method can be used 

together with the torque and vibroacoustic calculation 

method to optimize motors' torque ripple and 

electromagnetic noise, which can improve the design  

of motor. Besides, Method I is only applicable to the 

mildly saturated magnetic field, in which the maximum 

magnetic flux density is below 1.5 T. Also, Method II 

can precisely predict the severely saturated magnetic 

field, but the tangential magnetic flux density is not taken 

into account. Finally, the synthetic method based on the 

advantages of Method I and Method II can predict the 

air-gap magnetic field in SRM with accuracy. Besides, 

the maximum relative error between the magnetic flux 

density obtained by the synthetic method and that by 

FEM is not more than 5%. In addition, the radial 

electromagnetic force and torque are compared with the 

FEM, verifying the effectiveness of the synthetic 

method. It lays the foundation for the optimization of 

torque ripple, vibration and noise of SRM. 
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Abstract ─ High internal temperature and pressure often 

induces the subsea pipelines to buckle and then crack. 

This paper exposes the magnetic field distribution 

characterizations inside buckling pipelines in order to 

detect the buckling via magnetic measurements. J-A 

force-magnetic coupling model is used to obtain the 

permeability μr as a function of the stress σ. Finite 

element method with multiphysics coupling is deployed 

to calculate the magnetic fields inside the buckling pipe 

with different magnetizations, temperatures, and pressures 

by importing the μr-σ curve. The results demonstrate that 

complicated stress fields cause the magnetic fields inside 

the buckling pipe to have many noticeable characteristics 

that can be deployed to reliably and precisely identify the 

buckling. The signs and magnitudes of the buckling 

stress vary significantly in different cross-sections, and 

even reverse at the buckling starts, where the axial and 

radial components have two peaks and two peak-valley-

peaks symmetrically distributed about the middle plane, 

respectively. The magnetic fields can reveal tiny buckling 

with stress but without visible deformation. 

 

Index Terms ─ Buckling, detection, magnetic field, 

magnetomechanical effect, subsea pipeline. 

 

I. INTRODUCTION 
Subsea pipelines are the most efficient method for 

continuously transporting offshore crude oil over a long 

distance. In order to prevent the internal crude oil from 

condensation, subsea pipelines are usually operated 

under high temperature and high pressure, having the 

subsea pipelines suffer great axial and hoop stresses [1]. 

When the axial stress exceeds the critical value, pipeline 

buckling occurs, as shown in Fig. 1. 

Pipeline buckling deformation is very harmful and 

dangerous. It can directly lead to pipeline ruptures and 

leakages via causing the tensile stress over the ultimate 

yield strength at the outer side of the buckling section. It 

can also speed up the pipeline aging, as the buckled 

section suffers serious stress corrosion resulting from the 

existence of micro-cracks at the stress concentration area. 

Therefore, it is very significant to periodically, frequently, 

and timely detect the subsea pipeline buckling. 

 
 

Fig. 1. Examples of vertical and lateral bucklings of 

subsea pipelines [1]. 
 

Underwater robot with sonar or underwater 

cameras, such as ROV (Remotely Operated Vehicle) and 

AUV (Autonomous Underwater Vehicle) [2-4], can be 

used for pipe buckling detections. Only very large 

bucklings can be detected, and the cost is very high.  

The difficulty and cost of deploying ROV and AUV  

will sharply increase with the increase of depth. Inner 

PIGs (Pipeline Inspection Gauges) [5-6] with inertial 

navigation can be used to measure the pipeline trajectory 

and is capable to identify the buckling sections based on 

the local abrupt change of the trajectory. However, 

sophisticated navigation systems and GPS [7-8] are 

required for PIGs to accurately measure the trajectory 

alone over a long distance so as to sensitively detect the 

buckling.  

The magnetic fields inside pipelines with various 

directions have been measured and successfully employed 

to calculate pipeline orientations and geographical 

coordinates [9-11]. Since buckling pipelines have 

distinct geometric shape with non-constant directions, 

the inside magnetic fields should have some distinctive 

features. In addition, the stress distributions of the 

buckling sections are totally different from that of the 

straight sections. Due to the magnetomechanical effect 

that magnetization of ferromagnetic materials immersed 

in ambient magnetic fields can be changed by the stress 

[12], the magnetization or the equivalent permeability of 

the pipe wall can be changed by the pipeline buckling 

deformation. The magnetic fields inside the buckling 

sections may present special distribution characteristics, 

and are potential to be utilized for buckling detections. 

The objective of this paper is to expose the magnetic 

field distribution characterizations inside buckling 

pipelines in order to detect the buckling via magnetic 
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measurements. First, the J-A force-magnetic coupling 

model [13], [14] is used to describe the magnetomechanical 

effect of the pipe steel, and calculate the permeability  

of the pipe steel under different stress. Second, finite 

element method is used to model temperature-force-

magnetic multiphysics couplings existing in the buckling 

sections with different orientations, temperatures, and 

pressures, and calculate the inside magnetic field 

distributions by importing the calculated permeability. 

Third, magnetic characterizations of the buckling sections 

are extracted, discussed, and summarized for pipeline 

buckling detections, especially for the tiny bucklings, 

based on the magnetomechanical effect. 

 

II. MAGNETIC PERMEABILITY 

CALCULATION PRINCIPLE 
When an external magnetic field is applied to the 

ferromagnetic material, the free energy A of the material 

can be expressed as [13], [14]: 

 
20

0

3

2 2
A HM M TS


      , (1) 

where, μ0 = 4π×10-7 H/m is the permeability of the air, H 

is the external magnetic field, M is the magnetization of 

the material, α = 0.001 [15] is the coupling parameter, σ 

is the stress, λ is the magnetostrictive coefficient, T is the 

temperature, and S is the entropy. The effective magnetic 

field is expressed as the derivative of the energy to the 

external magnetic field [15]: 
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As the magnetostrictive coefficient is experimentally 

demonstrated to be the even function of the magnetization 

M in the J-A force-magnetic coupling model [16], 
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where γ1 = 7×10−18 A-2m2, γ1
´ = -1×10−25 A-2m2Pa-1, γ2 = 

-3.3×10−30 A-4m4, and γ2
´ = -2.1×10−38 A-4m4Pa-1 [15] are 

the magnetostrictive parameters. 

The non-hysteresis magnetizations are equivalent 

under the two conditions of the external magnetic field 

with non-zero stress and the equivalent magnetic field 

with zero stress [15]: 
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where the Langevin function is used for expressing the 

non-hysteresis magnetization curve; Ms = 1.7×106 A/m 

and a =1000 A/m are the planning constant and the 

saturation magnetization of the material, respectively. 

The following relationships exist among the 

magnetization M, the non-hysteresis magnetization Man, 

and, the irreversible magnetization Mirr [15]: 
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where E = 200 GPa and ξ = 24.5 kPa are the Young's 

modulus and the energy correlation coefficient of the 

ferromagnetic material, respectively; c = 0.1 is the ratio 

of the initial magnetic susceptibility and the initial non-

hysteresis susceptibility. 

Then the expression of J-A force-magnetic coupling 

model can be deduced from (5): 

   an

an

dMdM
M M c

d E d



  
   . (6) 

The relationship between the magnetization M and 

the stress σ can be obtained from the force-magnetic 

coupling model by substituting (2) into (4) and then 

substituting (4) into (6). According to the definition as 

shown in (7) [17], the relative permeability μr as a 

function of the stress σ can be numerically calculated, 

and the result is shown in Fig. 2. This curve will be then 

imported into the finite element simulation model in the 

form of look-up table with a stress step of 0.1 MPa: 

 1.r

M

H
    (7) 

 

 
 

Fig. 2. Relative permeability vs. stress. 

 

III. FINITE ELEMENT MODELING 
This paper uses COMSOL software for simulation 

analyses as follows: 

1) Establish the geometrical model, which consists 

of an air domain and a scaled down buckling pipe, the 

steel domain, as shown in Fig. 3. The length, width and 

height of the air domain are all 3m. The buckling pipe 

consists of two 700mm straight sections and a 1400mm 

long cosine buckling section. The buckling deflection is 

200mm. 

2) Set material properties. The relative permeability 

of the air domain is 1. For the steel domain, the thermal 
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conductivity is 44.5 Wm-1K-1; the thermal expansion 

coefficient is 1.23×10-5 K-1; the density is 7850kg/m3; the 

Young's modulus is 200GPa; the Poisson's ratio is 0.3; 

and the relative permeability at each point is obtained 

from Fig. 2. 

3) Add physics field, including pressure load, 

thermal load, external magnetic field, and constraints, as 

shown in Fig. 3. Two ends of the pipeline are set as fixed 

constraints to accumulate thermal stress. Pressures are 

added onto the inner and outer surfaces to act as oil 

pressure and water pressure, respectively. When the heat 

transfer, from the crude oil to the pipe and then to the 

water, stabilizes, both the temperatures of the internal 

and external surfaces tend to be stable. Therefore, the 

temperatures of the pipe surfaces are configured as the 

stationary values in the simulation. The heat transfer 

model and the stationary temperatures of heated oil 

pipelines can be obtained from ref. [18]. The thermal 

stress is determined by the thermal expansion coefficient. 

The background magnetic field Hb= (Hxb, Hyb, Hzb) can 

be described as follows: 

cos sin , cos cos , sinxb b yb b zb bH H I D H H I D H H I    , (8) 

where I is the inclination angle between Hb and the x-y 

plane, and D is the angle between the component of Hb 

on the x-y plane and the y axis, as shown in the top  

right of Fig. 3. Hb is 40 A/m. The outer surfaces of the 

air domain are set as External Magnetic Flux Density 

boundary condition to force the total field to be equal to 

the background field on the external boundaries. 
4) Carry on meshing, all the domains are meshed 

into tetrahedral and triangular elements with an “Extra 

fine” mesh size configuration. Add steady state study to 

simulation before solving, then calculating, and post-

processing the results. 
 

 
 

Fig. 3. Simulation model. 

 

IV. RESULTS AND DISCUSSIONS 

A. Magnetic field distributions inside the buckling 

pipe 

One scenario with I = 45° and D = 90° is calculated 

for straight, deformed, and buckling pipes. Parametric 

sweeping will be carried out later. For the buckling  

pipe, a typical set of simulation parameters are chosen: 

the internal pressure is 10MPa, the external pressure   

is 0.3MPa, and the working temperature is 80°C. 

Calculation results are shown in Fig. 4. The magnetic 

fields inside the middle section are closer to that inside 

an actual infinitely long pipeline without magnetic 

sudden changes near the two ends. Therefore, the 

simulation results are trimmed off by 250 mm from the 

two ends with only the middle part preserved and 

presented in the following discussions. 

 

 
 

Fig. 4. Simulation results for a typical scenario with I = 45°, D = 90°, internal pressure of 10 MPa, and temperature of 

80°C. Magnetic field distributions inside: (a) buckling, (c) straight, and (d) deformed pipes in the Cartesian coordinate 

system, and inside the (b) buckling pipe in the cylindrical coordinate system. (e) Intensity and normalized vector plot 

of the magnetic fields inside the buckling section. (f) Stress fields in different cross-sections. 
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The magnetic fields inside the three pipes are 

different. First, they have different distribution shapes. 

For the buckling pipe, as shown in Fig. 4 (a), Bx has two 

noticeable peaks at the position x=±460 mm and By has 

four peaks and two valleys near the position x=±460 mm 

symmetrically distributed about the x=0 plane, and each 

valley locates between two peaks. In the cylindrical 

coordinate system, as shown in Fig. 4 (b), the axial and 

radial magnetic components also have narrow and 

noticeable peaks. The magnetic fields inside the straight 

pipe are flat and smooth without any noticeable 

characteristics in terms of spatial distributions, as shown 

in Fig. 4 (c). For the deformed but not stressed pipe, as 

shown in Fig. 4 (d), Bx has two small valleys with one 

small peak between them, and By has two blunt peaks 

symmetrically distributed about the x=0 plane without 

valleys.  

Second, the magnetic fields inside the three pipes 

have different intensities. The flat part of B curve is 

smaller than that inside the deformed but not stressed 

pipe and the straight pipe. In terms of the components, 

the amplitude of Bz reduces to 1μT from the original 4μT 

compared with the straight and deformed pipes. This 

indicates that when the pipe is buckling and stressed,  

the magnetic shielding of the pipe is enhanced as the 

equivalent permeability overall becomes larger due to 

the magnetomechanical effect.  

It is pretty interesting that the B and Bx peaks and By 

valleys occur at x= ±460 mm, where the bend starts. The 

magnetic intensity and normalized vector plot, as shown 

in Fig. 4 (e), demonstrates that the magnetic intensity is 

larger near the buckling start than that at other areas 

inside the buckling pipe. The magnetic fields near the 

buckling start are parallel to the background magnetic 

fields or x axis, while the magnetic fields at other 

sections are parallel to the pipe axis. This is due to    

the complicated and special stress field distributions  

on different cross-sections, as shown in Fig. 4 (f). The 

polarity of the stress field is reversed at the bend start 

(x=460 mm), where the stress is almost zero. When 

x>460 mm, the stress is compressional and tensile in the 

upper and lower sides of the pipe, respectively; while 

when x<460 mm, the stress converts into being tensile 

and compressional in the upper and lower sides. 

Therefore, under the action of the magnetomechanical 

effect, the extreme existence of the stress makes B and 

Bx reach their maximum values. 

Figure 5 shows the magnetic field distributions on 

different measurement lines with different distances 

from the pipe axis when the buckling pipe is loaded with 

high pressure and temperature. These measurement lines 

are parallel to the pipe axis. Figure 5 (a) shows the 

magnetic field distributions on different lines of z>0 in 

the x-z plane inside the pipeline, and Fig. 5 (b) shows the 

magnetic field distributions on different lines in the    

x-y plane inside the pipeline. Lift-off values have little 

effects on the magnetic field distributions, in terms of 

both the distribution shape and amplitude. Therefore,  

in the following parts of this paper, we will use the 

magnetic fields on the central axis to analyze and discuss 

the magnetic field distribution characteristics inside 

buckling pipes under different parametric conditions. 

 

 
 
Fig. 5. Magnetic field distributions on different measuring 

lines parallel to the axis in the x-z (a) and x-y (b) planes. 

 
B. Effects of ambient field direction 

Parametric sweepings are performed for I and D 

with a range of 0~90° and a step of 10° in order to expose 

how ambient field direction affects the magnetic fields 

inside a buckling pipe. When I = 0° and D = 0°, the 

ambient field is perpendicular to the pipe; when I = 0° 

and D = 90°, the ambient field is parallel to the pipe. Due 

to there are too many combinations of I and D, here we 

only present the results of the scenarios with I = 0° and 

D = 0~90°, as shown in Fig. 6. The internal pressure is 

10 MPa. The pipe temperature is 80°C.  

Bx is much larger than By and Bz, so Bx and the norm 

B have similar distribution shapes, as shown in Figs. 6 (a) 

and (c), and both of them have two peaks at the two start 

points of the buckling section. By has four peaks and two 

valleys symmetrically distributed about the x=0 plane, as 

shown in Fig. 6 (b), and each valley locates between two 
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peaks. Bx and By are even and odd symmetrical around 

the x=0 plane, respectively. Bx and By for different Ds 
have very similar distribution shapes, respectively. Their 

means have almost the same trend as their amplitudes, as 

shown in Fig. 6 (d). The amplitudes and means of Bx and 

By go up with the increase of D, demonstrating that smaller 

angle between the pipeline and the ambient field can 

cause more noticeable magnetic buckling characteristics. 
 

C. Effects of temperature 
Parametric sweeping is performed for the 

temperature 20 ~ 130°C. The background magnetic field 

is with I = 0° and D = 45°. The internal pressure is 10 

MPa. The results are summarized and shown in Fig. 7. 

Bx and the norm B have similar distribution shapes, and 

both of them have two peaks at the two start points of the 

buckling section. When the temperature is lower than 

50°C, By has two peaks symmetrically distributed about 

the x=0 plane; When the temperature is higher than 50°C, 

By has four peaks and two valleys symmetrically 

distributed about the x=0 plane, and each valley locates 

between two peaks. As the temperature exceeds 50°C 

and goes higher, characterizations of the pipe buckling 

by Bx and By become less and more noticeable, respectively. 
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Fig. 6. Magnetic fields inside the buckling pipe under different directions of background magnetic fields: (a) Bx, (b) 

By, (c) B and Bz, and (d) amplitudes and means of the distributions of each component. 

 

As shown in Fig. 7 (d), all the amplitudes and means 

of the magnetic components vary very slightly as the 

temperature increases except for Bx’s amplitude. This 
exception can be explained as follows. The internal 

pressure can cause hoop stress in the pipe wall and hence 

relieves the axial compressional stress resulting from the 

thermal expansion. At the two starts of the buckling 

section, the axial thermal stress is not easy to accumulate, 

so the axial and hoop expansions are comparable with 

each other. However, as the temperature is going higher 

and higher, the enhancing effects of the thermal 

expansion on the axial stress at first are smaller than  

and then exceed the weakening effects of the internal 

pressure. Therefore, the axial stress and the magnetic 

shielding at the buckling starts go down first and up then, 

as the equivalent permeability goes down first and up 

then. The Bx component of the magnetic fields here 

therefore non-monotonically varies with the increase of D. 

 

D. Effects of pressure  

Parametric sweeping is performed for the internal 

pressure 0~20MPa with I = 0° and D = 45°. The pipe 

temperature is 80°C. The results are summarized and 

shown in Fig. 8. Bx has two peaks at the two start points 

of the buckling section. By has four peaks and two valleys 

symmetrically distributed about the x=0 plane, and each 

valley locates between two peaks. Bx and By are even and 

odd symmetrical around the x=0 plane, respectively. The 

pressure only changes the overall magnetic intensity 

inside the buckling pipe, but does not change the magnetic 
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distribution modes along the axial line. That is because 

the stress in the pipe wall induced by the internal 

pressure is uniform and the permeability resulting from 

the magnetomechanical effect is smoothly and evenly 

distributed. 
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Fig. 7. Magnetic fields inside the buckling pipe with different temperatures: (a) Bx, (b) By, (c) B and Bz, and (d) 

amplitudes and means of the distributions of each component. 
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Fig. 8. Magnetic fields inside the buckling pipe with different internal pressures: (a) Bx, (b) By, (c) B and Bz, and (d) 

amplitudes and means of the distributions of each component. 
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Within this parameter configuration range, the 

weakening effect on the axial stress of the hoop 

expansion due to the internal pressure is always smaller 

than the enhancing effect of the thermal expansion. 

According to the stress calculation theory for thin-walled 

cylinder [19], the hoop strain monotonically increases 

with the increase of the internal pressure. Due to the 

Poisson effect, the axial stress is monotonically released. 

Therefore, the amplitude and mean of Bx and By 

components basically monotonously go up and down, 

respectively, with the increase of the internal pressure, as 

shown in Fig. 8 (d). In other words, if internal pressure 

is higher, the buckling characterization by Bx is better but 

worse by By.  

 

E. Tiny buckling detection 

In practice, a large pipeline buckling always starts 

from a tiny one that are very difficult to distinguish from 

their shape and appearance. It is preferable and very 

important to timely detect and predict the tiny buckling 

for early maintenance. Figure 9 shows the magnetic field 

distributions inside pipes under the same ambient field 

and pressure load, without and with considering the force 

magnetic effect, for the buckling deflections of 0 mm,  

10 mm, 20 mm, and 30 mm. 

 

 
 

Fig. 9. Magnetic field distributions inside the tiny 

buckling pipes without and with stress considered. 

 

When the magnetomechanical effect is not taken 

into account, all of the magnetic field distributions inside 

the pipes with deflections of 10mm, 20 mm, and 30 mm 

are the same to that of the straight pipe whose deflection 

is 0 mm. The tiny deformation without stress cannot   

be identified from the magnetic fields. When the 

permeability changes caused by the buckling stress   

are considered, the magnetic field distributions have 

noticeably local fluctuations in the middle of the buckling 

section, although the magnetic field values are a little 

smaller because the magnetic shielding becomes larger. 

Therefore, the results in Fig. 9 demonstrate that it is 

feasible to use the magnetic fields inside the pipelines to 

detect the tiny buckling thanks to the magnetomechanical 

effect. This is very helpful for early diagnosis and 

prevention of pipeline bucklings. 
 

V. CONCLUSIONS 
(I) Magnetic fields inside the buckling pipe have 

many significant distribution characteristics that can  

be deployed to reliably and precisely identify the    

pipe buckling. Bx and B have similar even symmetric 

distribution shapes, and both have two peaks at the two 

start points of the buckling section. By has four peaks and 

two valleys odd symmetrically distributed about the 

middle vertical plane, and each valley locates between 

two peaks. 

(II) These magnetic characteristics can be attributed 

to the complicated stress of the buckling section due to 

magnetomechanical effect. Internal pressure can cause 

hoop stress and hence relieve the axial compressional 

stress because of thermal expansion. The stress signs and 

magnitudes vary significantly in different cross-sections 

of the buckling pipeline, and reverse at the bend start. 

Higher internal pressures and temperatures seldom 

change the magnetic distribution shapes inside the 

buckling pipe, but indeed enhances the peak magnitudes. 

In addition, the results of each effect on magnetic 

behaviors/properties in the buckling pipe can be used 

as prior knowledges more reliably and precisely the 

pipe buckling by using these magnetic characteristics. 

(III) It is feasible to use the magnetic fields inside 

the buckling sections to detect the tiny buckling with 

stress variances but without visible deformations thanks 

to the magnetomechanical effect. This is very helpful for 

early diagnosis and prevention of the pipeline bucklings. 
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Abstract ─ Some aspects of the intruder detection 

system (IDS) based on the leaky coaxial cable (LCX) 

sensor are still unknown due to its complex propagation 

characteristics. In order to study the field disturbance 

mechanism of human intruder and to reduce the phase 

error caused by the initial state of the detection signal, a 

novel method of improving the localization accuracy is 

proposed. At the frequencies of 40MHz, 100MHz and 

200MHz, the IDS based on the LCX sensor is proposed 

by analyzing the scattering characteristics of human 

intruder and using IQ demodulation method. According 

to the characteristics of the IDS, the electric field 

distribution is obtained by irradiating the human intruder 

from three typical radiation directions, which are front, 

side and low-side direction in the mentioned frequency 

range. Combined with the method of pulse accumulation 

and synchronous subtraction, the intruder localization 

can be easily realized by using pulse delay positioning 

method. The results demonstrate the improvement in 

localization accuracy and the decrement in false positive 

rate, and the positioning accuracy is less than 3 meter. 

 

Index Terms ─ Intruder detection, LCX sensor, 

localization, phase error, synchronous subtraction. 
 

I. INTRODUCTION 
Leaky coaxial cable (LCX) has been intensively 

applied to various application scenarios for its receiving 

and emitting functions, such as the tunnel, the railway, 

the indoor communication and the positioning localization 

system [1~5]. The perimeter intrusion detection system 

(IDS) based on the LCX sensor has been widely studied 

because of its better concealment, flexible installation and 

all-weather conditions work [6~7]. Therefore, compared 

with other location systems, the characteristics and 

advantages of the IDS lie in its application scenario. The 

ordinary localization systems usually detect the target in 

the area of directional beam of the systems’ antennas. 

However, the IDS based on LCX sensor has some 

completely different characteristics. As the Fig. 1 shown, 

the apertures on the LCX’s outer conductor are similar 

to the array antennas [8~9], which builds a wide-belt 

flexible detection area instead of the area of directional 

beam. The closer the aperture is to the targets, the more 

obvious reflection effect the aperture provides. The IDS 

can avoid the influence of the environment and the 

terrain. Because most of the power is transmitted in the 

LCX sensor, the IDS can reach a far distance to achieve 

the security guarding with the small attenuation in a 

specific area.  
 

 
 

Fig. 1. Configuration of the leaky coaxial cable. 

 

Although some IDS based on LCX sensor have  

been applied, there has few researches about the 

electromagnetic disturbance mechanism of the human 

intruders. Therefore, the disturbance of human body in 

electric field is studied, and the experiments in time-

domain and frequency-domain echo signals are carried 

out in the radiation mode and coupling mode. Moreover, 

the experiment of the signal receive unit of IDS is 

conducted by means of the IQ-demodulation method and 

synchronous subtraction. On the basis of the amplitude 

stability of the VIQ, the effects of the intruder positioning 

are evaluated at 40 MHz, 100 MHz and 200 MHz by 

referring to the time delay separately, which significantly 

reduces the phase error. In addition, the method of 

improving the positioning accuracy is further studied. 

Finally, the relation between echo signal quality and 

frequency is discussed. 
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II. INTRUDER DETECTION SYSTEM AND 

LOCALIZATION METHOD 
The configuration of the IDS based on LCX sensor 

is shown in Fig. 2 (a), which is mainly composed of  

the signal generator unit Tx, the signal receives unit Rx, 

LCX sensor and field programmable gate array (FPGA) 

processor. The LCX sensor consists of the two same 

LCXs [10] in IDS. The LCX sensor_Tx is used to 

transmit and radiate the detection signals, and LCX 

sensor_Rx is used to receive the echo signals. Those  

two LCXs form the target monitoring area of the IDS. 

When there is a human intrusion in monitoring area, the 

original environmental medium become discontinuous, 

and the discontinuity of the medium leads to the 

amplitude attenuation and the path change of the signal 

transmission, which results in the significant fluctuations 

in the field distribution at the position of the intruder. 
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Fig. 2. Intruder detection system based on LCX sensor. 

 

Figure 2 (b) is the test photo of the IDS and intruder, 

where the signal generator Tx and signal receive unit Rx 

are assembled in the IDS box. In the signal transmit unit, 

the method of direct digital synthesizer (DDS) is used  

to generate the signal. Compared with the traditional 

frequency synthesizer, DDS has the advantages of low 

cost, low power consumption, high resolution and fast 

switching time, which is widely used in the field of 

telecommunication and electronic equipment [11]. In 

Fig. 2 (a), the signal for detecting intruder is a pulse 

signal with the carrier frequency f0. The signal is 

produced by the mixing in multiplier of the signal of 

DDS_SIN and the signal of DDS_LO, where DDS_SIN 

is a sine wave generator and DDS_LO is a square-wave 

pulse generator. The detection signal is transmitted in 

LCX sensor_Tx after passing through a filter and a 

power amplifier (PA). When an intruder enters the 

detection area, part of the signal is reflected and received 

by LCX sensor _Rx. The signal receive unit can detect 

the intruder by monitoring the fluctuation of this echo 

signals. The position information of the intrusion can be 

obtained through the propagation delay time 𝜏𝑅 . The 

distance S is calculated by [12]: 

2

Rv
S


 ,                                 (1) 

where v is the velocity of the signal transmitting in  

the LCX. When there is no intruder, this echo signal 

received by LCX sensor_Rx is called the system 

response. In general, the system response is unchanged, 

and it is only related to factors of the laying environment 

and the detection signal. The signal received by LCX 

sensor_Rx is called the intruder response when an 

intruder enters or walks near the warning area. In fact, 

the LCX sensor_Rx receives two kinds of signals, one is 

the system response, and the other is the reflection signal 

produced by the intruder in the detection area. By 

extracting the change of the echo signal, the location of 

the intruder can be determined. 

As shown in Fig. 2 (a), the output of the Multiplier 

is defined as the detection signal: 

0 0

/ 2
( )= ( )cos(2 + )
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T T
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 ,           (2) 

where AT is the amplitude of the detection siganl, tR is 

the length of the pulse, 0f  is the carrier frequency. 0  

presents the initial phase, which is a random value when 

the IDS starts to work. The detection signal transits in the 

LCX sensor_Tx and radiates out through the apertures 

on the outer conductor of the LCX. The detection signal 

transmits back to signal receive unit when this signal 

meets the human intruder. The echo signal is given by: 
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/ 2
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 ,  (3) 

where AR is the amplitude of the echo siganl, kc is the 

number of the waves in the LCX. Then the echo signal is 

divided into I-signal and Q-signal for IQ-demodulation 

after passing through a low-noise amplifier (LNA) and a 

band-pass filter (BPF). Meanwhile, the high-order mode 

interference is reduced. 

In signal analysis, the signal vector can be 

decomposed into two components of the same frequency 

and the amplitude but the phase difference of 90 degrees 

[13]. Amplitude, frequency and phase can be described 

completely by the description of the vector, it is really 

useful for IQ demodulation in this paper. The local 
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oscillator (LO) signals are sin (2 )LO LOLO A sin ft    

and cos cos( )2LO LOLO A ft    respectively, which are a 

pair of orthogonal signal vectors. After passing through 

Mixer_1 and Mixer_2, the signal demodulation was 

obtained by: 
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where ALO is the amplitude of LO siganl. It is possible 

that VI(t) or VQ(t) can equal zero because of the 

appropriate phase 
0 2LO ck S     in (4) ~ (5). The 

value of the phase will directly affect the amplitude of 

the demodulated echo signal VI(t) and VQ(t). If there is a 

phase that makes the amplitude of zero or be lower than 

the alarm threshold value of IDS, then the intruder will 

be missed. So there is a blind area for the location of the 

intrusion, and the blind area is uncertain because the 

initial phase of the detection signal is uncertain when 

IDS works. The uncertainty of the phase will lead to the 

uncertainty of the position of the blind area. It will 

greatly reduce the accuracy of the location detection of 

the IDS if we consider VI(t) or VQ(t) as the only echo 

signal. In this case, when an intruder enters the detection 

area at some R that makes the appropriate phase, the 

intruder could not be found. Fortunately, VI(t) and  

VQ(t) are not both zero and orthogonal to each other. 

Therefore, the sum amplitude of the two signals vector 

can ensure a good result, which can be obtained by: 

2 2( ) ( ( )) ( ( ))
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 . (6) 

In (6), the amplitude of the echo signal VIQ(t) is a 

constant, it helps to reduce the alarm rate and provide a 

standard threshold value, which guarantees the accurate 

detection rate.  

The distance S is only related to the delay time tR  

of the echo signal in (1), and tR can be calculated by  

the difference between system response VIQ-system(t) and 

intruder response VIQ-intruder(t). This processing method is 

called synchronous subtraction. 

 

III. EXPERIMENTAL RESULTS 

A. Analysis on the mechanism of the field disturbance 

caused by the human intruder 

The parameters of the LCX sensor are defined as 

follows: the dielectric constant of the insulation medium 

is 1.247, dielectric loss angle tangent is 1.7e-5 and the 

pitch is 1 meter. According to the classification method 

of LCX’s working modes theory [12], the LCX is in the 

radiation mode when the frequency is higher than 142 

MHz, or the LCX is in the coupling mode when the 

frequency is lower than 142MHz. Figure 3 shows the 

human intruder model and the propagation characteristics 

of electric field (E-field) when the frequency is at 

40MHz, 100 MHz and 200MHz separately. The human 

intruder is irradiated from 3 typical directions by a 

source of plane wave, respectively. The normal vector of 

the side plane is =s za a . Similarly, the normal vector of 

the front plane is = -f ya a , and the normal vector of the 

low-side plane is = +ls x za a a . 

 

40MHz 100MHz 200MHz

Side plane

Front planeLow-side plane

100MHz100MHz
 

 

Fig. 3. Human intruder model and E-field distribution. 

 

The simulation results show that the discontinuity  

of the electromagnetic wave is obvious in Fig. 3, and  

the scattering effect is more serious, especially in the 

complex part of the human intruder, such as the head and 

extremities of the arms and limbs. Besides, the E-field 

will quickly decay when the electromagnetic wave enters 

the trunk of the human intruder. The results indicate 

human intruder can disturb the electromagnetic field in 

mentioned frequency range. Therefore, the IDS based on 

LCX sensor proves to be a feasible method in practical. 

The IDS based on LCX sensor is shown in Fig. 2 

(b). The LCX sensor_Tx and LCX sensor_Rx are placed 

parallel on the ground. The detection range of the LCX 

sensor is 100 meters long, and the spacing between the 

two LCX is set to 1.5 meters. The Tx produces a single 

frequency pulse as the detection signal of the pulse 

period T=2 ms and the pulse width τ = 200 ns. After 

amplified by a power amplify (PA), the detection signal 

is send into the LCX sensor_Tx. Signal receive unit is 

connected to the LCX sensor_Rx. Figure 4 shows the 

inside components of the IDS box. 

The influence of the human intruder on the 

electromagnetic field established by LCX sensor can be 

analyzed by the changes of the echo signals in the time 

domain and the frequency domain. Figure 5 (a) shows 
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the comparison of the echo signal with intruder or without 

intruder in frequency spectrum, and it can be seen that 

their waveforms are basically the same. Moreover, the 

intensity of the echo signal with an intruder is slightly 

greater than that of no intruder. So the appearance of 

human affects the echo signal and reflection is obvious 

in the frequency range, and it is reasonable that human 

intruder is sensitive to the wavelength. Moreover, the 

normalization waveform records at different intrusion 

positions are shown in Figs. 5 (b) ~ (c) in the time 

domain. 

 

Signal generator Tx

Signal Receive Unit Rx

FPGA Processor

Oscilloscope

 
 

Fig. 4. The components in the IDS box. 

 

 
  (a) Frequency domain 

Without Intruder
With An Intruder

Time(ns)

A
m

p
li

tu
d
e(

m
V

)

0

1

-0.5

0     150    300   450   600   750

Without Intruder
With An Intruder

Time(ns)

A
m

p
li

tu
d
e(

m
V

)

0

1

-0.5

0     150    300   450   600   750  
 (b) Closer distance  (c) Farther distance 

 

Fig. 5. Frequency domain and time domain with intruder 

or without intruder (detail of detection signal: the pulse 

period T=2 ms, the pulse width tR = 200 ns, the carrier 

frequency f0=100MHz) 

 

Figures 5 (b) ~ 5 (c) are related to three positons 

from near and far, the blue dashed box presents the 

difference of the system response and the intruder 

response. When an intruder moves along the LCX 

sensor, it can be observed that the different waveforms 

are in the time domain. It is obvious that the blue dashed 

box moves to right when the intruder is walking to the 

end of the LCX sensor. In other words, it proves that 

intrusion position is also corresponding to the delay time 

of the intruder response.  

In fact, as shown in Figs. 5 (b) ~ 5 (c), the waveforms 

of the system response or the intruder response in time 

domain is not an ideal smooth waveform, on the 

contrary, it composes of two peaks and one valley, the 

reason for such waveform is that the distribution of 

signal intensity is not uniform along the LCX sensor, 

where there are two areas with strong reflection and one 

area with relatively weak reflection. The number and 

amplitude of the peak are related to the environment 

around the LCX sensor, the type of LCX, or the climate 

conditions. Therefore, the system response is not always 

the same, and it is easy to be affected by the factors such 

as water content of soil, climate and vegetation status. In 

order to ensure the real and accurate results, it is very 

necessary to calibrate reference systems response 

regularly. 

 

B. Experimental and calculated results of localization 

As shown in Fig. 2 (b), the length of the LCX is 100 

meters long, and the echo signal passes through the band-

pass filter (BPF) after being amplified by the low-noise 

amplifier (LNA). The demodulated I-signal and Q-signal 

are obtained after the echo signal is mixed with LOsin and 

LOcos, respectively. The FPGA processor receives I-

signal and Q-signal by the analog-digital converter 

(ADC).  

The pulse accumulation and synchronous subtraction 

are very important signal processing in this paper, and 

those two methods can eliminate the interference of the 

environmental changes, which is a very flexible signal 

processing in IDS. The pulse accumulation is used to 

reduce the noise by adding the finite echo signals 

repeatedly, and the synchronous subtraction is used  

to locate the intruder accurately by calculating the 

difference between system response and intruder 

response.  

The difference of the system response and the 

intruder response is shown in Fig. 6 (a). When an 

intruder enters the detection area at 30 meters, 50 meters, 

and 70 meters separately, the subtraction results of  

I-signal are 30m_I, 50m_I and 70m_I, the subtraction 

results of Q-signal is 30m_Q, 50m_Q and 70m_Q. The 

sum represents the subtraction result of IQ-signal by 

equation (6). Obviously, a pulse is obtained from the 

subtraction results, which indicates the position of the 

human intruder. 

It can be seen that the peak value of the I-signal or 

Q-signal is small in some results. It is not accurate only 

to consider the subtraction result of I-signal or the 

subtraction result of Q-signal as the intruder’s position, 

because the subtraction results of I-signal are not always 

better than the Q-signal in all positions by (4) ~ (5). As 

shown in Fig. 6 (a), the difference of I-signal and Q- 
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signal becomes large from 30 meters to 70 meters. 

Therefore, it is possible to avoid this error and improve 

the detection probability by calculating the square root 

of the subtraction results of I-signal and Q-signal 

according to (6). The curves of square root are 30m_sum, 

50m_sum and 70m_sum. It can be seen that the 

positioning accuracy is ± 3 meter from Fig. 6 (b), the 

statistics data indicates that there are 48 alarms in 50 

intrusions, including a false alarm (red star marker) at 

100 meters, two missed intrusions (blue star marker). 

Therefore, the false positive rate of IDS is 2/50*100% = 

4%, and the false positive rate is lower than (1+2)/50* 

100% = 6%.  
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Fig. 6. Localization result (Detection signal: the pulse 

period T=2 ms, the pulse width tR=200 ns, frequency 

f0=100MHz). 

 

Figure 7 is the localization results of 40 MHz and 

200 MHz.  

The results of square root are obvious, while the 

amplitudes of 200 MHz and 40MHz are all less than that 

of 100MHz. Besides, compared with carried frequency 

of 200MHz, 40 MHz has a higher noise, though the 

amplitude of 40 MHz is less than that of 200MHz. It 

shows that 100 MHz has the best localization effect. 

 

 
 

Fig. 7. Localization result of two positions with the 

method (Detection signal: the pulse period T=2 ms, the 

pulse width tR=200ns, frequency f0=40MHz/200MHz). 

 

IV. CONCLUSION 
A novel and effective general method for intruder 

localization using the IQ demodulation and synchronous 

subtraction is proposed in this paper, and it is suitable for 

the frequencies of 40 MHz, 100MHz and 200 MHz. In 

the studied frequency range, the scattering characteristics 

of human intruder is significant, which confirms the 

possibility of human detection and localization. Among 

those carrier frequencies, there is the largest reflection 

when the carrier frequency is 100MHz. The mechanism 

of the field disturbance caused by the human intruder can 

be measured by analyzing the field and the time domain 

or the frequency domain of the echo signal. In sum, the 

method of using IQ demodulation and synchronous 

subtraction can achieve high precision positioning of 

intrusion and avoid the inaccurate localization caused the 

phase error. The IDS positioning accuracy is improved 

effectively, and the results satisfy the calculated results, 

which is less than 3 meters. 
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Abstract ─ In this work, theoretical model for magnetic 

field monitoring rather than traditional detection of coil 

impedance is investigated and analyzed. The truncated 

region eigenfunction expansion (TREE) method [1] 

offers analytical expressions by truncating the solution 

region to a finite length, so magnetic field can be derived 

in a series of proper eigenfunctions instead of the integral 

form, as it traditionally happens. The influences of 

truncation interval h, the number of summation n and 

excitation current frequency f on magnetic field above 

conductive plate for the model accuracy are estimated. 

The comparison of the results obtained between 

theoretical calculation and the finite element method 

shows excellent agreement under certain conditions. An 

applicative example is presented to assess the proposed 

theory to different conductor problem using the eddy 

current field derived by the analytical solution. The 

analytical model can be beneficial for analysis, 

parametric studies and development of eddy current 

testing system. 

 

Index Terms ─ Analytical model, eddy current testing, 

finite element method, magnetic field. 
 

I. INTRODUCTION 
The eddy current testing (ECT) has been used for a 

wide variety of applications such as the detection of 

cracks and residual stresses, measurement of coating or 

metal thickness, determination of the alloy composition 

and hardness of tested object and so on [2-8]. Previous 

work has mainly focused on practical applications such 

as crack detection using the various types of coil and the 

exciting current [9,10]. In contrast, there are relatively 

few literature reports on theoretical and behavioural 

modeling. Modeling is a powerful tool for design 

optimization, enhancing a better understanding of the 

relevant physics and improving the reliability of defect 

analysis. 

ECT can be studied by applying the electric circuit 

theory and the electromagnetic field theory [11-14]. 

However, electric circuit method is only approximate 

and it predicts signals that differ greatly from the 

measured signals. It is more suitable for analysis to use 

electromagnetic field theory. The electromagnetic field 

can be solved by analytical method or numerical method. 

Now, the numerical method such as the finite element 

method is widely used to predict signals in ECT [15-17]. 

The analytical method is more advantageous to obtain 

the general solution in the form of closed mathematical 

expression and need fewer computation resources as 

well as a useful starting point for some numerical 

optimization. So the analytical solution makes it possible 

to solve the inverse problem where the unknown 

geometric shape of a defect is to be reconstructed 

[18,19]. Moreover, analytical solution can easily be used 

for quantitative analysis, parametric estimation and 

calibration of the measurement device. Dodd and Deeds 

[20] proposed the “closed-form” solution for two 

different geometries: a rectangular cross-section coil 

above a plane and a rectangular cross-section coil 

encircling a two-conductor rod. The solutions were given 

in terms of integrals of Bessel functions. Measured 

values of coil impedance have been compared with 

calculated values and they have shown excellent 

agreement. On the basis of previous achievements made 

by Dodd and Deeds in analytical molding, the TREE 

method has been employed to express magnetic vector 

potential as a series of proper eigenfunctions by 

truncating the domain of the problem instead of the 

integral form, as it traditionally happens [1]. As for the 

author’s knowledge, until now, the TREE method has 

been successfully employed only for prediction of coil 

impedance to a conductive plate with a cylindrical hole 

or a slot, conductive wedge and so on [21-23].  

All eddy current problems above are usually 

detected as an impedance change of the pick coil [24,25]. 
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The sensitivity of pick coil is reduced in detecting deep 

buried flaws because of low excitation frequency. Thus, 

it is more beneficial to measure the magnetic field rather 

than coil impedance variation. Magnetic field sensors 

based on Hall effect, giant magnetoresistance effect or 

superconducting quantum interference device have been 

used for ECT successfully [26,27]. Unfortunately, in this 

case, the measured signals from magnetic field sensors 

needed to be verified by theoretical methods. If compared 

with experimental studies, only a few theoretical analyses 

were conducted for magnetic field detecting in ECT. 

In this paper, we extend the TREE method to the 

magnetic flux density, rather than the coil impedance. 

The formulas of two-dimensional magnetic field 

including source field and eddy current field above the 

conductor surface are deduced. Then, efforts have been 

made to determine the optimal value for the parameters 

that appear in equations. 

 

II. SECTION ANALYTICAL MODELING 

A. Formulation of magnetic vector potential 

The mathematical model for eddy current problem at 

low frequencies is described by Maxwell’s equations. 

Maxwell’s equations in differential form are: 
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,                        (1) 

where some quantities above are defined as: H-the 

magnetic field intensity, J-the current density, D-the 

electric flux density, E-the electric field intensity, B-the 

magnetic flux density, -the volume electric charge 

density. The additional relations are the material 

constitutes relations:  
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where ε is the permittivity, μ is the magnetic permeability, 

σ is the electric conductivity. 

Excitation frequency is low and consequently the 

displacement current is neglected. Since the displacement 

currents can be neglected and sinusoidal excitation current 

is assumed, Maxwell’s equations can be rewritten as 

follows: 
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The current densities given in Eq. (3) include source 

current density Js and eddy current density Je. In order  

to simplify the equations for calculation, the magnetic 

vector potential A is defined as  A B  with provision 

for 0 A  . The electric scalar φ   is defined as 

j  φ E Aω . Substituting these definitions above into 

Eq. (3), we will have: 

 2

s j     A J φ Aμ μ ω .                 (4) 

Combined with Eq. (1) and definition of φ  , the other 

equation can be obtained: 

  j 0   φ Aω .                       (5) 

We consider a cylindrical coil with rectangular cross-

section, placed above a conductive plate. The dimension 

of conductive plate is assumed big enough compared to 

the size of coil. The axisymmetric model is shown in Fig. 

1. The region above conductive plate is region 0 and 

conductive plate is region 1. The coil is assumed to be  

air-cored with N turns, inner radius r1, outer radius r2, 

thickness z2-z1. The distance z1 is called “lift-off”. The coil 

is excited by a sinusoidal current of angular frequency ω. 
 

coil

conductive

plate

z

r

region 0

region 1

h
r2

r1

z2z1

 
 

Fig. 1. 2D axisymmetric view of model. 

 

We use cylindrical coordinates in solving the problem 

due to the axial symmetry. Then the magnetic vector 

potential A has only circumferential component as a 

function of r and z. Thus, the Eq. (5) is identically satisfied 

and the Eq. (4) can be simplified into: 
2 2

2

s2 2 2

1  
     

 

A A A A
μJ k A

r rr z r
,          (6) 

where 
2 jk ωμσ . 

 

B. Integral solution of the magnetic vector potential 

Equation (6) can be solved by the separation of 

variables and the general solution has the following form 

[20]: 
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,          (7) 

where 2 2λ k   . J1 denotes the Bessel function of 

the first kind and first order. Y1 denotes the Bessel function 

of the second kind and first order. A, B, C and D are 

unknown coefficients. 

Because the function Y1 tends to infinity, we set  
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  0B   . The potential in the air (k = 0) below the coil 

assumes the following expression: 

   0 1 s ec

0

, e e dz zA r z J r C D



      .         (8) 

Moreover, in order to remain finite of the potential, we 

set   0D     in region 1. Thus, the potential in the 

conductive plate assumes the following expression: 

     1 1 1

0

, e dλzA r z J r C



    .               (9) 

The unknown coefficients in Eqs. (8) and (9) are 

determined by imposing the interface conditions between 

the two regions: 
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After substituting Eqs. (8) and (9) into Eq. (10) we get the 

equations for the two unknown coefficients: 
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The term Cs is a source coefficient which has a form: 
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where   2 1 2 1    i NI r r z z   is the source current 

density of the coil. The term  1 2,χ r r   can be expressed 

as follows [20]: 
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Thus, we obtain the integral expression for the 

potential in the air below the coil: 
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where As stands for the source potential, Ae corresponds 

to the one due to the eddy current. 

 

C. Analytical solution of magnetic flux density 

Equation (14) has been derived by assuming an 

infinite solution region. In the TREE method, the solution 

region is assumed finite in the radical direction (0 ≤ r ≤ h). 

Following the separation of variables and the imposition 

of Dirichlet boundary condition at r = h, the general 

expression for the magnetic vector potential in region 0 is 

given as [1]: 
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The term Ci is a source coefficient which has a form [1]: 
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The coefficient Di is calculated using the same method as 

Dec above. Thus the potential can be expressed as follow: 
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Once the potential is calculated, the magnetic flux 

density can be derived from: 
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Substituting the Eq. (17) into Eq. (18), we will have: 

   
 

 
 

 
 

 
 

1 2

1 2

1 2r

0 0 1 023
1 r 0

1 2r

0 0 23
r1

0

,
, e e e e

,
e e e e

i i i i

i i i i

i

i iz z z zi i

i

i i i i i

i iz z z zi i

i

i i i i

χ r rμ λ
B r z μ i J r

μ λ hJ h

χ r rμ λ
               μ i J r

μ λ hJ h

   

   

 


  

 


  


  



 






  
     

      

  
   

      







r

0


z

.

 

(19) 

Finally, we have the analytical expressions of magnetic 

flux density at 0 ≤ z ≤ z1: 
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   (20) 

where the eigenvalues of αi are the positive roots of 

 1 0iJ h   . B0(r) and B0(z) represent the radial and  

axial magnetic field, respectively, above the conductive 

plate generated by the excitation coil. ΔB0(r) and ΔB0(z) 

respectively stand for the radial and axial magnetic field 

caused by eddy current. We can get accurate solution of 

magnetic field easily using several summation operations 

from Eq. (20). 
 

III. FE MODELING 
We will obtain the magnetic field distributions using 

ANSOFT Maxwell [28] to verify the analytical model 

above. ANSOFT Maxwell is a finite element analysis 

software that can automatically adjust areas of the finite 

element mesh exhibiting large errors. Table 1 shows the 

main dimensions of the coil and conductive plate. The 

parameters L and T in Table 1 represent the length and 
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thickness of conductive plate respectively. The 2D model 

is shown below using the 2D RZ axisymmetric solver. 

Coils are wound with copper enameled wires, belonging 

to the stranded wires. The amplitude of the sinusoidal 

excitation current is 40 ampere-turns and its phase is 0 

degree. Boundary conditions are balloon (upper and lower 

boundary), symmetry (left boundary) and vector potential 

= 0 (right boundary) respectively. The excitation current 

frequency is set at 1 kHz. 
 

Table 1: Coil and conductive plate parameters 

Coil Conductive Plate 

r1 = 2 mm σ = 3.6×107 S/m 

r2 = 4 mm μr = 1 

z2-z1 = 3 mm L = 160 mm 

z1 = 1 mm T = 20 mm 

N = 800  
 

The distribution cloud of magnetic field intensity is 

shown in Fig. 2 through the analysis of model above. 

Figure 3 is the distribution of magnetic field lines. As the 

figures show, the magnetic flux density of the coil is close 

to the maximum and the lines are crowded together. Inside 

the conductor, magnetic field near the surface of the 

detection coil is strong. This shows that eddy current is 

concentrated in the surface and near the surface of the 

conductor. 
 

coil

aluminum 

plate

 
 

Fig. 2. 2D simulation model and distribution cloud of 

magnetic field intensity. 
 

 
 

Fig. 3. Distribution of magnetic field lines. 

IV. ANALYSIS AND DISCUSSION 

A. Effects of the length of the truncation interval h 

We compute magnetic field between the conductor 

and coil and show how the modeling error is influenced 

by the length of the truncation interval h. We choose  

h = r2, h = 20r2, h = 40r2, h = 80r2 respectively and the 

number of the summation n = 50. 

 

 
 

Fig. 4. (a) The real part and (b) imaginary part of radial 

magnetic field as a function of distance under different 

truncation interval at z = 0.5 mm. 

 

 
 

Fig. 5. (a) The real part and (b) imaginary part of radial 

magnetic field as a function of distance under different 

truncation interval at z = 1 mm. 

 

Figures 4 (a), 4 (b) show the real and imaginary  

parts of radial magnetic field calculated at z = 0.5 mm 

respectively. The real part and imaginary part of radial 

magnetic field calculated at z = 1 mm are shown in  

Figs. 5 (a) and 5 (b) respectively. Compared with finite 

element analysis, the results can be found from figures 

as follows: (1) The fact is not that h value is the bigger 

the better as theoretical analysis. Its impact on the 

calculation result is very large and h value cannot be too 

large or too small. Hence, the value of h should be in a 

certain range. Calculation results can infinitely approach 

the simulation results by selecting the appropriate h 

value. It proves that the eddy current concentrates only 

in a very narrow area. This is physically consistent 

because the electromagnetic field does not extend to 

great distance from the excitation coil. Therefore, the 

value of h is chosen only in relation to the outer radius 
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of the coil. (2) The calculated values fluctuate greatly 

when 0 < h < 2r2. Results have no obvious regularity, so 

we do not recommend h value within this range. With the 

increase of the value of h, the error increases slightly 

when 2r2 ≤ h ≤ 40r2. As the error can be maintained 

within 10%, the calculation results can basically reflect 

the magnetic field distribution. The error is only 0.87% 

at r = 3 mm when h = 2r2. Table 2 lists the calculation 

results at h = 5r2, h = 10r2, h = 15r2 and simulation results 

at z = 0.5 mm. It can be seen that error is very small 

within this range. The difference between the calculated 

results and the simulation results becomes larger when  

h ≥ 40r2. The error is 70% at r = 3 mm when h = 80r2. 

Therefore, too large h values will cause larger error 

obviously. It is not recommended to adopt the h value in 

the range of h ≥ 40r2 (3) The results also show that the 

real and imaginary part of radial magnetic field reaches 

the maximum at r = 3 mm which is the center of the coil 

width. The radial magnetic field is zero at r = 0 mm and 

r > 15 mm. These results are in accord with what we 

expected completely. 
 

Table 2: Calculated and simulated results as a function 

of distance under different truncation interval (unit: 10-5 T) 
 FEM h = 5r2 h = 10r2 h = 15r2 

 Re Im Re Im Re Im Re Im 

0 0 0 0 0 0 0 0 0 

1 -116 -14 -116 -14 -115 -14 -110 -14 

2 -269 -25 -271 -25 -270 -25 -274 -25 

3 -344 -30 -351 -30 -353 -30 -350 -30 

4 -258 -29 -255 -30 -254 -30 -256 -30 

5 -132 -25 -131 -25 -131 -25 -131 -25 

6 -76 -19 -76 -19 -76 -19 -75 -19 

7 -49 -13 -49 -14 -49 -14 -51 -14 

8 -34 -9 -34 -9 -34 -9 -33 -9 

9 -25 -6 -24 -5 -25 -6 -26 -6 

10 -19 -3 -18 -3 -18 -3 -18 -3 

 

B. Effects of the number of summation n 

It is expected that the greater the number of 

summation should be, the greater the ability to 

approximate a real result. To validate this presumption, 

the calculation results are shown in Fig. 6 for n = 5, 10, 

80, 200 and 1000 keeping z = 0.5 mm and h = 5r2. 

Figures 6 (a) and 6 (b) are the real part and imaginary 

part of radial magnetic field respectively.  

It is easy to see that the results are quite different 

from our presumption. (1) When n ≥ 10, it can basically 

meet the requirements with the error < 5% (at the point 

of maximum radial magnetic field). This is a strong proof 

of the biggest advantage for this mathematical model, 

that is, it can replace the theoretical needs of infinite 

summation through several summation operations, 

eliminating the need for the use of infinite integral 

calculation problem. (2) The number of summation is not 

the bigger the better as theoretical analysis. It is found 

that too many summation number results in lower 

accuracy of the model. The calculation time will be very 

long at the same time. The error is 9.3% when n = 1000. 

The calculation time is about 70 seconds using Matlab. 

In contrast, the error is only 2.6% and the calculation 

time is only 3 seconds when n = 20. (3) The calculated 

data is also unstable when the number of summation is 

too large. The magnetic field presents abnormal increase 

as the distance is far enough. This does not conform to 

the actual situation obviously. 

 

 
 

Fig. 6. (a) The real part and (b) imaginary part of radial 

magnetic field as a function of distance under different 

number of summation. 

 

C. Effects of the excitation current frequency f 

The excitation current frequency is a very important 

parameter in eddy current testing. Here we mainly 

analyze the error values of the radial magnetic field and 

the axial magnetic field calculated by the mathematical 

model under different frequencies compared with the 

simulation. The following frequencies are used: 50 Hz,  

2 kHz, 10 kHz, 500 kHz, 1 MHz. According to the analysis 

results obtained above, we take h = 5r2, n = 20. The 

magnitudes (real part and imaginary part) of the radial 

magnetic field Br and the axial magnetic field Bz at  

z = 0.5 mm are calculated. 

As shown in Fig. 7 (a), the error of Re(Br) decreases 

gradually as the frequency increases. The maximum 

error occurs at r = 3 mm when f = 50 Hz. The maximum 

error value is 9×10-5 T. In fact, the relative error is very 

small compared to the magnetic field value of 324×10-5 T 

at this time. Under the same frequency, the maximum 

error also occurs at r = 3 mm, because the magnetic field 

value is the largest. In Fig. 7 (b), the calculated values 

are in good agreement with the FEM values, except for 

very few points (f = 50 Hz, r = 8 mm; f = 2 kHz, r = 3 mm; 

f = 500 kHz, r = 2 mm). According to the further analysis, 

this error is not caused by the model itself. Since the 

imaginary part of the radical magnetic field is very small, 

the error is caused by data truncation during the 

calculation. Therefore, we believe that the calculation of 

the imaginary part of the radical magnetic field is 

consistent with the simulation results and the results are 

not affected by the frequency. The real part of the axial 

magnetic field is shown in Fig. 7 (c). The error occurs 

mainly at the starting position, especially r = 0. When  
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the frequency is less than or equal to 2 kHz, the error  

is obvious. The maximum error is 113×10-5 T with 

magnetic field of 517×10-5 T at r = 0 when f = 2 kHz. The 

error becomes very small at r = 0 when the frequency is 

greater than 2 kHz. Therefore, the error is greater only at 

a lower frequency and very close to zero point for the 

real part of the axial magnetic field. The imaginary part 

of the axial magnetic field is shown in Fig. 7 (d). The 

error is relatively large at r = 0 when f = 2 kHz. This 

result is similar to that obtained for the real part of  

the axial magnetic field. In the other frequency range,  

the calculation results are almost consistent with the 

simulation results. 

 

 
 

Fig. 7. Comparison of magnetic field between the 

calculation results and FEM under different frequencies. 

(a) The error of Re(Br); (b) the error of Im(Br); (c) the 

error of Re(Bz); (d) the error of Im(Bz). 

 

In general, the results obtained by the mathematical 

model are not affected by the frequency. The model can 

maintain a high accuracy at any frequency. The error is 

smaller as the exciting current frequency increases. The 

larger frequency has no research value, because the skin 

depth is very small at this time and eddy current effect is 

not obvious. 

 

V. APPLICATION 
In this section we present an application example of 

the model to different conductor problems. Zinc and 

aluminum are widely used in the industrial field, and 

their integrity is very important for safety production. At 

present, their evaluation is mainly based on the principle 

of material conductivity change. In this section, zinc is 

first selected to analyze the distributions of source field 

and eddy current field. On this basis, zinc and aluminium 

are studied to analyze the eddy current field changes 

caused by different electrical conductivity. The electrical 

conductivities of zinc and aluminum are 1.86×107 S/m 

and 3.6×107 S/m respectively. The relative permeability 

of both materials is approximately 1. We can only get the 

sum of the magnetic field using the finite element 

method which cannot distinguish between the source 

field generated by the excitation coil and the magnetic 

field caused by eddy current. But the two types of 

magnetic field can be clearly separated by Eq. (20). This 

is a very significant feature of the mathematical model 

distinguishing the finite element method.  

 

 
 

Fig. 8. The components of the magnetic field. 

 

The components of the magnetic field are calculated 

for conductor zinc at z = 0.5 mm. The following values 

of the parameters are used: lift-off = 1 mm, h = 5r2 and 

n = 20. According to the previous analysis, the error is 

2.6% under these conditions. It can be seen from Fig. 8 

that the radial and axial magnetic field above the 

conductor are greatly changed by eddy current. This is 

the basic principle that we adopt the magnetic sensor to 

measure the variation of magnetic field and realize the 

detection. From the height of the columns in Fig. 8, it is 

apparent that the magnetic field at different positions is 

not equal. The source field Br and eddy current field ΔBr 

increase firstly and then decrease with the increase of 

radial distance. The maximum Br is 33.3 Gauss at r = 3 

mm, which is the center of the coil width. The maximum 

ΔBr is 2.4 Gauss at r = 4 mm, which is the outside radius 

of coil. The source field Bz and eddy current field ΔBz 

are getting smaller and smaller with the increase of radial 

distance. The only difference is that source field Bz drops 

to zero suddenly at r = 4 mm. It is determined by the coil 

structure. In general, the changes of source field and 

eddy current field are similar with the increase of radius 

distance. 

By means of the mathematical model, we can also 

analyze the magnetic field variations ΔBr and ΔBz 

caused by the conductivity or the permeability of 

detected object for eddy current nondestructive testing 

and thickness detection. The magnetic field variations 

ΔBr and ΔBz are calculated for the zinc and aluminum 

respectively in Fig. 9. It shows that the magnetic field 
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variations are very sensitive to the conductivity of the 

material being measured. This is a necessary precondition 

that we use the eddy current to detect cracks, corrosion 

and other defects. With the increase of conductivity of 

the material, the corresponding variation of the magnetic 

field increases. In general, the regularity of magnetic 

field variation caused by electrical conductivity is 

similar to that of magnetic field induced by eddy current. 

According to Fig. 9, if we detect the magnetic field 

variations ΔBr, the maximum change of magnetic field 

variations Δ(ΔBr) owing to the electrical conductivity 

takes place at r = 3 mm or r = 4 mm. If we detect the 

magnetic field variations ΔBz, the maximum change of 

magnetic field variations Δ(ΔBz) owing to the electrical 

conductivity takes place at r = 0 mm or r = 1 mm. That 

is to say, if sensitivity direction of sensor is radial, we 

can place the sensor at the outside radius of coil. If 

sensitivity direction of sensor is axial, we can place the 

sensor at the symmetry center of coil. The above analysis 

results have important implications for the arrangement 

of sensor position as well as to determine the sensitive 

direction of the magnetic sensor. 

 

 
 

Fig. 9. Magnetic field variations for zinc and aluminum. 

 

VI. CONCLUSION 
(1) The analytical solution to mathematical model of 

eddy current problem is derived based on the magnetic 

field monitoring rather than traditional detection of coil 

impedance. The magnetic field can be decomposed into 

source field and eddy current field easily. This feature 

can be seen from an example of its application to 

different conductor problems. 

(2) The value of the added distance for the 

computation, h, is not the bigger the better as theoretical 

analysis and should be in a certain range. The calculation 

results can infinitely approach the simulation results at 

2r2 ≤ h ≤ 40r2. 

(3) It can basically meet the requirements that the 

error is less than 5% with the number of summation n ≥ 

10. There is no need to choose too many summation 

numbers as theoretical analysis. Not only does the error 

increase correspondingly, but also the calculation time is 

very long. So we can only replace infinite summation or 

infinite integral calculation with several summation 

operations to obtain high accuracy. 

(4) Model accuracy is almost not affected by the 

frequency. But it should be noticed that there is some 

error of the axial magnetic field for lower frequency at  

r = 0, which should be analyzed by further experiments. 
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