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Abstract – A new gridless sparse method (GLSM) is 

proposed to estimate the direction of arrival (DOA) and 

gain-phase errors simultaneously for a uniform linear 

array (ULA). We convert angular space to frequency 

space and establish a data model in the frequency 

domain. First, the cost function based on the covariance 

fitting criterion is transformed into a semidefinite 

programming (SDP) problem to estimate DOA and 

noise variance without previous calibration information. 

Second, gain errors are calculated by the estimated 

noise variance and the covariance matrix. Third, phase 

errors are obtained by decomposition of the covariance 

matrix, which has been pre-processed by a space 

smoothing technique. Finally, DOA estimation is 

improved further after the array errors are fully 

calibrated. Compared with traditional methods, the 

proposed method is robust to correlations of signal 

sources, and parameters are estimated without joint 

iteration. Moreover, there is no need for discrete grid 

points in the angular space, which results in grid 

mismatches and computation loads, so the proposed 

method is more accurate and faster. Simulation results 

verify the effectiveness of the proposed method. 

 

Index Terms – Direction of arrival, gain and phase 

errors, gridless sparse method, semidefinite 

programming. 

 

I. INTRODUCTION 
The direction of arrival (DOA) estimation is one of 

the most important topics in array signal processing. 

Many high resolution DOA algorithms have been 

proposed, such as multiple signal classification 

(MUSIC) [1], estimation of signal parameters via 

rotational invariance techniques (ESPRIT) [2], maximum 

likelihood [3] and Capon [4]. Recently, DOA estimation 

performance has been further improved by sparse 

reconstruction algorithms. To study the sparsity of 

DOAs, a spatial domain is usually discretized to create 

a dictionary to sparsely represent the DOAs [5-7]. The 

1l -based singular value decomposition (L1_SVD) 

algorithm [5], based on an overcomplete basis, handles 

the DOA estimation problem through SVD and a 

second-order cone (SOC) framework. The method in 

[6] based on the covariance fitting criteria estimates the 

source power and the corresponding DOAs by an 

iteration process. However, those on-grid methods 

assume that the true DOAs are located on a fixed set of 

grid points, so grid mismatch is inevitable. The off-grid 

methods [8-10] and gridless methods [11-12] are used 

to solve the grid mismatch problem. Additionally, the 

latter completely overcome this problem by operating 

in the continuous domain. A novel off-grid method [10] 

is proposed via successive nonconvex sparsity 

approximation penalties on the sparse signals and 

jointly estimates the sparse signals and grid offset 

parameters. The method proposed in [11] is a grid-free 

sparse method. DOAs and noise variance are solved  

by semidefinite programming (SDP) and convex 

optimization. However, all those subspace and sparse 

methods have the common assumption of ideal array 

manifolds. In practice, the array manifold is often 

affected by unknown array perturbations, such as gain 

and phase uncertainties, mutual coupling and sensor 

location errors [13-15]. Our paper focuses on the gain 

and phase errors of antenna arrays. 

To deal with array gain-phase perturbations, array 

calibration algorithms are usually classified into two 

groups. The first group is called active calibration 

algorithms [16-18]. These methods require that all the 

DOAs are precisely known. With the use of calibration 

sources, the array can be calibrated well. However, it  

is hard to accurately determine the DOAs of the 

calibration sources in practice [19]. The second group  

is called self-calibration algorithms, which are more 

desirable. They can estimate both the array perturbations 

and DOA without knowing the exact locations of 

calibration sources. In [20], the method was proposed 

by Weiss and Friedlander and called the WF method for 

convenience. DOAs and gain-phase errors are estimated 
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by an alternative iteration method in the case of 

uncorrelated sources. However, convergence to the 

global optimum cannot be guaranteed when the phase 

error is large. In [21] and [22], non-iterative methods 

based on the WF method for phase errors are proposed. 

These methods have the benefit that the term of gain-

phase errors is eliminated from the array manifold by 

the Hadamard product, and DOAs and gain-phase 

errors are solved independently. However, they have 

the disadvantages that the computation is complicated, 

the case of coherent signals is not considered, and they 

are not applicable to a uniform linear array (ULA). The 

method in [23] is a sparse-based method to achieve a 

joint estimation of DOA and array perturbations, which 

is based on a spatial dictionary, so it encounters the 

following problems: increased computational loads and 

errors caused by discretization. In [24], an on-grid 

method (ONGM) based on the covariance fitting criteria 

is proposed to estimate the DOA and gain-phase error 

simultaneously by alternate iteration. It performs well 

in cases of uncorrelated sources and coherent sources. 

However, the main drawbacks of ONGM are converging 

to suboptimal solutions in the case of large phase errors 

and high computational complexity. 

Inspired by [24], we propose a gridless sparse 

method (GLSM) to deal with the DOA estimation 

problem of gain-phase errors. The covariance fitting 

criteria have sound statistical motivation and are robust 

to coherent signal sources [6, 25]. Moreover, according 

to [26], covariance fitting is related to the 
1l _norm 

minimization, which is robust to correlation. We 

consider the same covariance fitting criteria as the 

ONGM method, but the covariance fitting problem is 

transformed into an SDP problem and solved by SDPT3 

or other SDP solvers [27-28] for estimating DOA and 

noise variance in the frequency domain. Then, the gain 

perturbations are estimated by using the covariance 

matrix and the estimated noise covariance, and phase 

errors are estimated by a common method with 

estimated DOAs. Finally, we use SDP solvers again to 

further improve DOA estimation after the gain-phase 

errors are compensated. Compared with the ONGM 

method [24], the proposed method overcomes some 

drawbacks. First, no discretization scheme is adopted, 

which avoids grid mismatch. Second, parameters are 

estimated with no iteration, so it does not fall into local 

optimality in the case of large phase errors and has 

better estimation performance. Third, the proposed 

method does not depend on the grid size and the 

number of iterations; thus, it can be faster than the 

ONGM method when a dense sampling grid is used  

in ONGM for high estimation precision. Simulation 

results show the effectiveness of the proposed method. 
 

II. DATA MODEL 
Consider that K narrowband far-field signals 

impinge on M isotropic sensors from different incident 

angles 
T

1[ , , ] .K   The array spacing is half-

wavelength and N is the number of snapshots. We 

convert the angular domain to the frequency domain to 

avoid discretizing the spatial angles.  

We denote  (sin 1) / 2 [0,1), 1, ,k kf k K     

and the relation  f is one-to-one. We assume that 

1K M  in the following discussion. The steering matrix 

can thus be represented as 
1( ) [ ( ), , ( )],Kf fA f a a  

with j2 j2( 1) T( ) [1,e , ,e ] .k kf M f

kf
  

=a  
kf  is the frequency 

of the uniformly sampled complex sinusoid ( ),kfa so 

T

1[ , , ]Kf ff is the frequency parameter. Considering 

the gain-phase errors, the received signals at the ULA 

along the x-axis can be expressed as: 

( ) , Y A f S N                         (1) 

where T

1 2diag([ , , ] )M   denotes the gain-phase 

error diagonal matrix. Define mj

m me
  , and m  and 

m  denote the gain error and phase error, respectively, 

of the mth sensor. In addition, we assume that 1 1,   

1 0,   the noise N is additive white Gaussian noise 

and that the source signal S is independent of the noise. 

The covariance matrix R can be written as: 

 
H H( , , ) ( )diag( ) ( ) diag( ), R f p A f p A f     

(2) 

where 
T

1[ , , ]Kp pp  is the source power and 
2 2 T

1[ , , ]M    denotes the noise variance. 

For simplicity, note, 
H( , ) ( )diag( ) ( ).C f p A f p A f              (3) 

The (m, l)th element of C is: 

2 (m )2 * 2

m,

1 1

( ) ( ) .k

K K
j l f

l k m k l k k

k k

C p a f a f p e
 

 

 =       (4) 

It is easy to see that 0C  and C is a (Hermitian) 

Toeplitz matrix. 

The sample covariance matrix can be expressed as: 

ˆ / .H NR YY                            (5) 
 

III. THE PROPOSED METHOD 

A. Robust DOA estimation 

We consider the following cost function based on 

covariance fitting criterion [6, 25]: 
2

1 2 1 2

F

ˆ ˆ( , , ) ( ) ,g   f p R R R R           (6) 

where F  represents the Frobenius norm for matrices 

and the 
2l _norm for vectors. According to [11], the  
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minimization of the criterion in (6) is a large-snapshot 

realization of the ML estimator. A simple calculation is 

as follows: 
1/2 1 1/2

1 1

1 1

ˆ ˆ ˆ( , , ) tr[ ( ) ( ) ]

ˆ ˆ= tr[( )( )]

ˆ ˆ= tr( ) tr( ) 2 ,

g

M

  

 

 

  

 

 

f p R R R R R R R

R R I I R R

R R R R



   (7) 

where tr( ) denotes the trace of matrices. In the 

presence of noise 
1

R  exists while 
1ˆ 

R  exists under the 

condition .N M  I denotes the identity matrix. The 

unknown parameters f, p,   and   are nonlinear in 

relation to R, so it is challenging to minimize g.  

To calculate those parameters in (7), it is necessary  

to reparameterize R for reducing the number of 

parameters. According to (3), C is a (Hermitian) 

Toeplitz matrix, so it can be expressed as ( )TC u  

depending on the first row u. Substitute ( )TC u  into 

(2) to obtain: 
H( , , ) ( ) diag( ).T R u u                 (8) 

According to [6], the cost function in (6) is convex 

and has a unique global minimum. Problem (7) can thus 

be formulated as the following SDP problem: 

 
   

 

1 1

, , 0

ˆ ˆmin tr tr

subject to 0,T

 



u
R R R R

u

 
               (9) 

where 0  represents that 0m   for all m, then we 

show the following equivalence: 

 
 

 

1 1

1 12 2

, , 0

ˆ ˆ ˆ(9) min tr tr

subject to 0.T

 
 

  
 



u
R R R R R

u

          (10) 

The parameters of 1
R  in (10) are in the denominator, 

which does not satisfy the condition of CVX, so we 

introduce parameter Z, satisfying the constraint condition 
1 1

12 2ˆ ˆ ,Z R R R  

  

 
   

 

 
 

1

, 0

1 1

12 2

1

, 0

1

2

1

2

ˆmin tr tr

ˆ ˆsubject to 0and

ˆmin tr( ) tr

ˆ

ˆsubject to 0 .

( )

T

T









 

 

 
 
 
  
 
 
 
 

u

Z, u

Z R R

u Z R R R

Z R R

Z R

R R

u

 

 

      (11) 

Substitute 
H( ) diag( )T R u    into (11), 

 

H 1 1 H

, 0

1

2

1

H2

ˆ ˆmin tr( ) tr( ( )) Re(diag( ) )

ˆ

ˆsubject to ( ) diag( 0.

( )

T

T

T

  

 
 
 
   
 
 
 
 

Z, u
Z R u R

Z R

R u

u

 
  

  
 

 (12) 

We assume that ˆ ˆ( , )u   is the solution of the SDP 

problem (12) with initial/estimated ˆ   The SDP is 

implemented using CVX with the SDPT3 solver [27-

28]. Because ˆ( )T u  is a positive semidefinite Toeplitz 

matrix, it can be decomposed to: 
Hˆˆ( ) = ,T u VPV                          (13) 

where V denotes the eigenvector matrix and P̂  is a 

diagonal matrix and denotes the eigenvalues of ˆ( ).T u  

The frequency parameter f̂  can be determined by the 

largest K eigenvalues. Then, the DOA estimates ̂  

corresponding to f̂  as: 

ˆ ˆarcsin(2 1). f                         (14) 

We know that rank( ) 1,K M  C  and it is natural to 

determine that ˆrank( ( )) 1,T K M  u which means that 

ˆ( )T u  is rank-deficient. Therefore, the prior knowledge 

1K M   makes the solutions ̂  and P̂  unique. 
 

B. Gain error estimation 

From (2), (3) and (4), it is clear that, 
*

,

, * 2 2

1

,

,
,

m l m l

K
m l

m m k

k

C m l

R
p m l

 

  


 


 
 




            (15) 

when ,m l=  the main diagonal element ( , )R m m  is that, 

2 2 2

1

( , ) .
K

m k

k

R m m p 


                   (16) 

̂  is estimated by (12), and the gain errors can be 

estimated as: 

  

2

2

ˆ ˆ( , )
ˆ sqrt , 1, , ,

ˆ ˆ(1,1)
m

R m m
m M

R






 
    

       (17) 

where ˆ (1,1)R  is the first element of the main diagonal 

of R and is taken as a reference because 
1 1.   

 

C. Phase error estimation  
In this section, we introduce a forward and 

backward space smoothing method to reduce the  
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correlation between signal sources [24]. 
MJ  is an M 

order exchange matrix where the reverse-diagonal 

elements are 1, and the rest of the elements are 0. We 

construct a new covariance matrix: 

,M M *
R R + J R J                      (18) 

where *
R  is the complex conjugate matrix of R.  

The noise subspace 
1 2[ , , , ]K K K M  U U U U  can be 

obtained by the characteristic decomposition of .R  It is 

worth noting that the space smoothing algorithm is a 

dimensionality reduction algorithm, which is essentially 

a process of restoring the rank of the covariance matrix. 

Therefore, in general, the dimension of the modified 

covariance matrix is smaller than that of the original 

covariance matrix, that is to say, the performance of 

estimating coherent signals is obtained by reducing the 

degree of freedom of the covariance matrix. However, 

in order to satisfy the dimension for estimating phase 

errors, we do not divide R and *
R  into multiple sub-

arrays to make R  reach the optimal case of full rank. 

Thus, we may further improve the performance of the 

proposed method in the case of coherent signals in the 

future. 

The phase errors can be estimated as [20]: 
ˆ angle( ), w                          (19) 

1
T

T 1

( )
[1,0, ,0] ,

( )




 

B h
w h

h B h
            (20) 

H H

1

ˆ ˆ[diag( ( ))] diag( ( )),
K

k k

k

B a f UU a f         (21) 

where T

1[ , , ]M   and angle( )  denotes the phase 

of a complex number.  

Consequently, the proposed method is summarized 

as follows: 

Step 1: Set 
0 =   and ˆ ˆ( , )u   is estimated by (12). 

Step 2: f̂  and ̂  are estimated by (13) and (14), 

i.e., GLSM1. 

Step 3: Gain errors are estimated by (17). 

Step 4: Phase errors are estimated by (19). 

Step 5: Set 1
ˆ ˆj j T

1
ˆ ˆ ˆdiag([ e , , e ] ),M

M

    and f̂  

and ̂  are re-estimated by (12), (13) and (14), i.e., 

GLSM2. 

 

IV. CONNNECTION TO PRIOR ART 

A. Relation with the ONGM method   

The GLSM method proposed in this paper has 

some similarities with the ONGM in [24]. Both 

methods adopt the same covariance fitting criteria for 

DOA, a similar method for gain error estimation, and 

the same method for phase error estimation. However, 

the following three main differences make their 

performances very different. The first is that GLSM  

is based on the continuous frequency domain, while 

ONGM depends on the grid of the angular space. Note 

that the covariance matrix R is approximated in ONGM 

by discretizing the range of the angle, where it is no 

guarantee that the true DOAs are located on the grids. 

Thus, the modelling error, which is dependent on the 

grid density, is one possible reason for the inaccuracy 

of ONGM estimation. The second is that the DOA 

estimate of ONGM is obtained directly from the 

solution of the covariance fitting optimization problem 

[11], while GLSM obtains the frequency estimation by 

the Vandermonde decomposition of ˆ( ).T u  Therefore, 

the DOA estimation of ONGM is bound by the grid, 

which is referred to as an on-grid issue. The third is  

that parameters of ONGM are estimated via iterative 

processing, while parameters of GLSM are estimated 

with no iteration. Alternating iteration processing causes 

ONGM to easily fall into local optimality in the case of 

large phase errors. 

 

B. Complexity analysis 

In this section, we compare the computational 

complexity of the GLSM method with the ONGM 

method [24]. ONGM is an iterative algorithm whose 

computational complexity is equal to the complexity of 

each iteration times the number of iterations; therefore, 

the major computational complexity of the ONGM 

algorithm is  2 3 4 5( ) ,K M +2KM M T   where K  

denotes the grid size and T denotes the number of 

iterations, which is difficult to quantify and varies in 

different scenarios. We define 
1J  as the variable size 

and 
2 2J J  as the dimension of the positive semidefinite 

matrix in the semidefinite constraint of an SDP [11]. 

According to reference [29], we known that the SDP 

can be solved in 2 2.5

1 2( )J J  flops. In the GLSM method, 

1J  equals 2M  and 
2J  equals M, so the complexity of 

the GLSM method is 6.5( ).M  Obviously, the order on 

M for GLSM is higher than that for ONGM. However, 

the grid size K  is much greater than the number of 

sensors, M. Additionally, the computational complexity 

from phase errors is much higher in the ONGM method, 

which needs to execute 3( )KTM  flops. In contrast, 

we need to run once to obtain the phase errors in the 

GLSM method. Therefore, the GLSM method can be 

faster than the ONGM method. 
 

V. NUMERICAL SIMULATIONS 

The gain errors  
1

M

m m



 and phase errors  

1

M

m m



 

of the sensors are generated by [21]: 

   1 12 ,m m                           (22) 

12 ,m m                              (23) 
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Where m  and m  are independent and identically 

distributed random variables distributed uniformly over 

[-0.5, 0.5]. Additionally, 
  and 

  are the standard 

deviations of 
m  and , respectively [22]. In the 

following simulations, 0.1.   For all Monte Carlo 

experiments, the number of trials is 200. It is known 

from (17) that the estimation of the gain errors is 

independent of the phase error and DOA, and the gain 

errors do not affect the accuracy of the DOA, so we 

omit the performance of the gain error estimation in the 

following simulations. 

The RMSE of DOA and phase errors are measured 

in (24) and (25), respectively: 
1/2

200
2

1 1

1 ˆRMSE = ( ) ,
200

K
i

k k

k iK
  

 

 
 

 
           (24) 

1/2
200

2

1 1

1 ˆRMSE = ( ) .
200

M
i

m m

m iM
  

 

 
 

 
          (25) 

 

A. Effect of DOA separation 

We consider K=2 uncorrelated sources. The sample 

number is 200, the signal-to-noise ratio (SNR) is 20 dB 

and 20 .  The grid size of the ONGM method is 180. 

Figure 1 shows the space spectra of the WF method, the 

L1_SVD method, the ONGM method, and the GLSM 

method under two different DOA separation cases. The 

proposed method without calibration is referred to as 

GLSM1, and GLSM2 represents the proposed method 

with calibration. L1_SVD1 is without gain-phase errors, 

and L1_SVD2 is with gain-phase errors.  

It can be seen from Fig. 1 (a) that when two signals 

are not close to each other (DOA [5 20 ]),  the 

performance of the L1_SVD method with gain-phase 

errors severely deteriorates and has only one sharp 

peak. In contrast, the other three methods can accurately 

estimate DOA. When the DOA separation of the two 

signals is reduced (DOA [17 20 ]),  Fig. 1 (b) shows 

that the WF method almost completely fails, and the 

ONGM method only has one peak. In contrast, the 

proposed method can still distinguish the two closed 

signals. In addition, the calibration technique of the 

proposed method improves the estimation accuracy 

(GLSM1 vs. GLSM2). 
 

B. Effect of phase errors 

We consider K=3 sources from directions 
T[10,25,60] .  The sample number is 200 and SNR is 

20 dB. The grid size of the ONGM method is 180. 

Based on 200 Monte Carlo runs, the RMSE of DOA 

and gain-phase error estimates versus the standard 

deviation of the phase error   are obtained by the WF 

method, the ONGM method and the proposed method.  

 

  (a) 

 

   (b) 
 

Fig. 1. Space spectrum of four algorithms: (a) 

DOA [5 20 ] , and (b) DOA [17 20 ] . 
 

Figure 2 (a) and Fig. 2 (b) show that when the 

sources are uncorrelated, the ONGM method and the 

WF method are similar in the performance of DOA 

estimation and phase error estimation. Moreover, the 

performance of the two algorithms gradually deteriorates 

with increasing phase error because both algorithms 

easily fall into local optima when the phase errors are 

large. In contrast, the GLSM algorithm shows good 

stability to DOA and phase error estimation as the 

phase error increases from small to large, and the 

estimation accuracy is obviously higher than the first 

two algorithms. When the signal sources are coherent 

(source 2 is a replica of source 1), the WF algorithm is 

completely invalid in DOA estimation and phase error 

estimation. The estimation performance of the ONGM 

method and GLSM method are similar and obviously 

better than those of the WF method because GLSM and 

ONGM are based on the covariance fitting criterion, 

which is robust to the correlated sources, and both of 

them reduce the influence of signal correlation through 

the exchange matrix in the process of solving the phase 

error. 
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  (a)     

 

  (b) 
 

Fig. 2. RMSE versus   (a) RMSE of DOA estimation 

versus  , and (b) RMSE of phase error estimation 

versus  . (The dashed and solid plots represent the 

cases of coherent signal sources and uncorrelated signal 

sources, respectively). 
 

C. Effect of SNR 

We consider three sources from directions by 

direction 10°, 25° and 60°. The number of samples is  

200 and the varying SNR is from -20 dB to 30 dB. The 

grid number of the ONGM method is 180. Based on 

200 Monte Carlo runs, the RMSE of DOA and phase 

error estimates versus SNR are obtained by the WF 

method, the ONGM method and the proposed method.  

First, some simulations are performed to consider 

the effect of SNR in the case of uncorrelated signal 

sources. We show the results in two different phase error 

cases: 5   and 40 .   Figure 3 (a) and Fig. 3 (b) 

show that in the case of small phase error ( 5 ),   

the estimation performance of the three algorithms 

improves as the SNR increases. Moreover, the curve of 

the proposed method is constantly lower than that of the 

WF method and the ONGM method. When the phase 

error is large ( 40 ),   the performance of the WF 

algorithm and ONGM algorithm is difficult to further 

improve with increasing SNR, and the GLSM algorithm 

still maintains good estimation performance. 

Then, some simulations are performed to consider 

the effect of SNR in the case of coherent sources (source 

2 is a replica of source 1). The different simulation 

conditions from the uncorrelated sources case are two 

phase error cases ( 5   and 15 ).   Figure 4 (a) 

and Fig. 4 (b) show that in the case of coherent signal 

sources, the WF method is invalid regardless of how the 

SNR increases. In contrast, as the SNR increases, the 

phase error is smaller, the performance of the ONGM 

method and the GLSM method is better, and the GLSM 

method performs better than the ONGM method. 
 

D. Effect of array length  

We study the performance with respect to the  

array length M. Two uncorrelated sources impinge on  

the array with DOAs 10 and 25 .  We set SNR=20 dB, 

10 ,  and vary M from 5 to 40. Moreover, we 

consider two grid size cases (180 grids and 360 grids) for 

the ONGM method. 
 

                                                                           

    (a)  (b) 
 

Fig. 3. RMSE versus SNR (the signal sources are uncorrelated). (a) RMSE of DOA estimates versus SNR. (b) 

RMSE of phase estimates versus SNR. 
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    (a) (b)  
 

Fig. 4. RMSE versus SNR (Source 2 is a replica of source 1). (a) RMSE of DOA estimates versus SNR. (b) RMSE 

of phase error estimates versus SNR. 
 

 

  (a) (b) 
 

Fig. 5. (a) RMSE of DOA estimates of GLSM with an M-element ULA compared with ONGM. (b) CPU time usage of 

GLSM and ONGM. 

 

Figure 5 (a) shows that the RMSEs of the  

GLSM method and the ONGM method improve with 

the array length. More specifically, when 12,M  the 

performance of the ONGM method with 360 grids is 

better than the GLSM method. Moreover, the more 

grids, the better the performance of the ONGM method 

is. Figure 5 (b) shows that the average CPU time usage 

of these two methods increases with an increasing 

number of array elements. However, the average CPU 

running time used by the GLSM method to complete 

one estimation is significantly lower than that of the 

ONGM method. 
 

VI. CONCLUSION 
In this paper, we propose a fast method to 

simultaneously estimate DOA and gain-phase errors 

in the continuous range without a grid mismatch 

problem. This method does not require the existence 

of a calibration source and calibration information. 

Monte Carlo runs show that utilizing the covariance 

fitting criterion and the SDP, the proposed algorithm 

overcomes the shortcomings of the ONGM method in 

the case of severe gain-phase error perturbations when 

signal sources are uncorrelated. Moreover, the proposed 

method has the advantages of low computational 

complexity and high resolution compared to existing 

methods. 

 

REFERENCES 
[1] R. Schmidt, “Multiple emitter location and 

signal parameter estimation,” IEEE Trans. 

Antennas Propag., vol. 34, no. 3, pp. 276-280, 

1986. 

[2] R. Roy and T. Kailath, “ESPRIT-estimation of  

PENG, GUO, WANG, GAO, ZHAO: A FAST GRIDLESS SPARSE METHOD FOR ROBUST DOA ESTIMATION 1794



 
 

signal parameters via rotational invariance 

techniques,” Adapt. Antennas Wirel. Commun., 

vol. 37, no. 7, pp. 224-235, 2009. 

[3] S. A. Vorobyov, A. B. Gershman, and K.  

M. Wong, “Maximum likelihood direction-of-

arrival estimation in unknown noise fields using 

sparse sensor arrays,” IEEE Trans. Signal 

Process., vol. 53, no. 1, pp. 34-43, 2005. 

[4] J. Capon, “High-resolution frequency-wave-

number spectrum analysis,” Proc. IEEE, vol. 57, 

no. 8, pp. 1408-1418, 1969. 

[5] D. Malioutov, M. Cetin, and A. S. Willsky, “A 

sparse signal reconstruction perspective for 

source localization with sensor arrays,” IEEE 

Trans. Signal Process., vol. 53, no. 8, pp. 3010-

3022, 2005. 

[6] P. Stoica, P. Babu, and J. Li, “SPICE: A sparse 

covariance-based estimation method for array 

processing,” IEEE Trans. Signal Process., vol. 

59, no. 2, pp. 629-638, 2011. 

[7] M. Muzi, N. Tedeschi, L. Scorrano, V. Ferrara, 

and F. Frezza, “Single-snapshot time-domain 

direction of arrival estimation under bayesian 

group-sparse hypothesis and vector sensor 

antennas,” Appl. Comput. Electromagn. Soc. J., 

vol. 33, no. 8, pp. 822-827, 2018. 

[8] H. Cui, H. Duan, and H. Liu, “Off-grid DOA 

estimation using temporal block sparse Bayesian 

inference,” in 2016 IEEE International Con-

ference on Digital Signal Processing (DSP), 

2016, pp. 204-207. 

[9] Z. Yang, L. Xie, and C. Zhang, “Off-grid 

direction of arrival estimation using sparse 

bayesian inference,” IEEE Trans. Signal Process., 

vol. 61, no. 1, pp. 38-43, 2013. 

[10] X. Zhang, T. Jiang, Y. Li, and X. Liu, “An off-

grid DOA estimation method using proximal 

splitting and successive nonconvex sparsity 

approximation,” IEEE Access, vol. 7, pp. 66764-

66773, 2019. 

[11] Z. Yang, L. Xie, and C. Zhang, “A discretization-

free sparse and parametric approach for linear 

array signal processing,” IEEE Trans. Signal 

Process., vol. 62, no. 19, pp. 4959-4973, 2014. 

[12] Z. Yang and L. Xie, “On gridless sparse 

methods for multi-snapshot direction of arrival 

estimation,” Circuits, Syst. Signal Process., vol. 

36, no. 8, pp. 3370-3384, 2017. 

[13] A. L. Swindlehurst and T. Kailath, “A 

performance analysis of subspce-based method 

in the presence of model errors, Part I: The 

MUSIC algorithm,” Signal Process. IEEE Trans., 

vol. 40, no. 7, pp. 1758-1774, 1992. 

[14] A. L. Swindlehurst and T. Kailath, “A 

performance analysis of subspace-based methods 

in the presence of model errors, Part I: The 

MUSIC algorithm,” IEEE Trans. Signal Process., 

vol. 40, no. 7, pp. 1758-1774, 1992. 

[15] A. Azarbar, G. R. Dadashzadeh, and H. R. 

Bakhshi, “2-D DOA estimation with matrix 

pencil method in the presence of mutual 

coupling,” Appl. Comput. Electromagn. Soc. J., 

vol. 27, no. 9, pp. 742-748, 2012. 

[16] Q. Cheng, Y. Hua, and P. Stoica, “Asymptotic 

performance of optimal gain-and-phase estimators 

of sensor arrays,” IEEE Trans. Signal Process., 

vol. 48, no. 12, pp. 3587-3590, 2000. 

[17] B. P. Ng, J. P. Lie, M. H. Er, and A. Feng,  

“A practical simple geometry and gain/phase 

calibration technique for antenna array pro-

cessing,” IEEE Trans. Antennas Propag., vol. 

57, no. 7, pp. 1963-1972, 2009. 

[18] W. Peng, Y. Gao, Y. Qu, and C. Guo, “Array 

calibration with sensor gain and phase errors 

using invasive weed optimization algorithm,” in 

2017 Sixth Asia-Pacific Conference on Antennas 

and Propagation (APCAP), pp. 1-3, 2017. 

[19] A. Paulraj, R. Roy, and T. Kailath, “A subspace 

rotation approach to signal parameter estimation,” 

Proc. IEEE, vol. 74, no. 7, pp. 1044-1046, 1986. 

[20] A. J. Weiss and B. Friedlander, “Eigenstructure 

methods for direction finding with sensor gain 

and phase uncertainties,” Circuits, Syst. Signal 

Process., vol. 9, no. 3, pp. 271-300, 1990. 

[21] A. Liu, G. Liao, C. Zeng, Z. Yang, and Q. Xu, 

“An eigenstructure method for estimating DOA 

and sensor gain-phase errors,” IEEE Trans. 

Signal Process., vol. 59, no. 12, pp. 5944-5956, 

2011. 

[22] S. Cao, Z. Ye, D. Xu, and X. Xu, “A hadamard 

product based method for DOA estimation  

and gain-phase error calibration,” IEEE Trans. 

Aerosp. Electron. Syst., vol. 49, no. 2, pp. 1224-

1233, 2013. 

[23] H. Liu, L. Zhao, Y. Li, X. Jing, and T. K. 

Truong, “A sparse-based approach for DOA 

estimation and array calibration in uniform 

linear array,” IEEE Sens. J., vol. 16, no. 15, pp. 

6018-6027, 2016. 

[24] W. Peng, C. Guo, M. Wang, and Y. Gao, “An 

improved gain-phase error self-calibration method 

for robust DOA estimation,” Int. J. Microw. 

Wirel. Technol., pp. 1-9. 

[25] P. Stoica, P. Babu, and J. Li, “New method of 

sparse parameter estimation in separable models 

and its use for spectral analysis of irregularly 

sampled data,” IEEE Trans. Signal Process., 

vol. 59, no. 1, pp. 35-47, 2011. 

[26] C. R. Rojas, D. Katselis, and H. Hjalmarsson, 

“A note on the SPICE method,” IEEE Trans. 

Signal Process., vol. 61, no. 18, pp. 4545-4551, 

2013. 

ACES JOURNAL, Vol. 34, No. 12, December 20191795



 
 

[27] K.-C. Toh, M. J. Todd, and R. H. Tütüncü, 

“SDPT3—A MATLAB software package for 

semidefinite programming, version 1.3,” Optim. 

Methods Softw., vol. 11, no. 1-4, pp. 545-581, 

1999. 

[28] M. Grant, S. Boyd, and Y. Ye, “CVX: Matlab 

software for disciplined convex programming,” 

2009. 

[29] L. Vandenberghe and S. Boyd, “Semidefinite 

programming,” SIAM Rev., vol. 38, no. 1, pp. 

49-95, 1996. 

 

 

 

 

Wencan Peng was born in Hubei 

Province, China, in 1987. She 

received the B.S. degree in School 

of Measuring and Optical Engin-

eering, Nanchang Hangkong Univ-

ersity in Nanchang city, China, in 

2010. Then, she received the M.S. 

degree in School of Electronics and 

Information, Northwestern Polytechnical University in 

Xi’an city, China, in 2013. Now, She is pursuing the 

Ph.D. degree in School of Electronics and Information, 

Northwestern Polytechnical University. Her research 

interests include: array signal processing and array 

calibration. 

 

Chenjiang Guo was born in 

Shannxi Province, China, in 1963. 

CIE Senior Member, Antenna 

Society Committee Member. He 

received the B.S., M.S. and Ph.D. 

in School of Electronics and 

Information, Northwestern Poly-

technical University in Xi’an City, 

China, in 1984, 1987 and 2007 respectively. He is a 

Professor in School of Electronics and Information 

NWPU. He has published more than 140 research 

papers. He research interests includes: array signal 

processing, theory and design of antenna. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Min Wang (IEEE Member), 

received the B.S. degree from 

Xidian Univ. China in 2000;  

M.S. and Ph.D. degree in Signal 

and Information Processing from 

Xidian Univ., Xi’an China, in 

2003 and 2005 respectively. He is 

working with National Lab of 

Radar Signal Processing in Xidian University. His 

research interests include sparse signal processing, 

miliwave/Terahertz radar and high resolution radar 

imaging.  

 

Yuteng Gao was born in Shannxi 

Province, China, in 1988. He 

received the B.S. and M.S degree 

in School of Electronics and 

Information, Northwestern Poly-

technical University in Xi’an City, 

China, in 2010 and 2013 respec-

tively. He is presently working on 

his Ph.D. degree in School of Electronics and 

Information, Northwestern Polytechnical University  

in Xi’an City, China. His research interests include 

milimeter wave, antenna design and radar imaging. 

 

Xia Zhao was born in Ningxia, 

China, in 1978. She is now an 

Associate Professor in North 

Minzu University, and pursuing 

her Ph.D in Electromagnetic Field 

and Microwave Technology at 

Northwestern Polytechnical Uni-

versity. Her research interests 

concern: array signal processing and target localization. 

PENG, GUO, WANG, GAO, ZHAO: A FAST GRIDLESS SPARSE METHOD FOR ROBUST DOA ESTIMATION 1796



A p-norm-like Constraint LMS Algorithm for Sparse Adaptive Beamforming 

 

 

Wanlu Shi 1 and Yingsong Li 1, 2 * 
 

1 College of Information and Communication Engineering 

Harbin Engineering University, Harbin, 150001, China 

liyingsong@ieee.org 

 
2 Key Laboratory of Microwave Remote Sensing 

National Space Science Center, Chinese Academy of Sciences 

Beijing, 100190, China 

 

 

Abstract ─ In this paper, a p-norm-like constraint 

normalized least mean square (PNL-CNLMS) algorithm 

is proposed for sparse adaptive beamforming. The 

proposed PNL-CNLMS algorithm inherits the good 

capacity of the conventional constrained least mean 

square (CLMS) algorithm in adaptive beamforming, 

i.e., forming ideal beam patterns. Also, the proposed 

PNL-CNLMS algorithm utilizes a p-norm-like constraint 

to exploit sparse property of the corresponding antenna 

array. In the derivation procedure, the Lagrange 

multiplier approach and the gradient descent method 

are utilized to obtain the devised updating equation. 

Numerical simulations reveal the superiority of the 

proposed PNL-CNLMS algorithm. 

 

Index Terms ─ Array beamforming, constrained LMS 

algorithm, p-norm-like constraint, sparse adaptive 

beamforming. 
 

I. INTRODUCTION 
With the ability of forming the desired beampattern 

in the sector of interest while suppressing the influences 

from the unexpected interferences, adaptive 

beamforming has been an important application for 

array processing in the last decades. Because of the 

good capacity, adaptive beamforming is widely applied 

to radar, sonar, mobile communications, seismic 

sensing and other fields [1-2]. The strategy for an 

adaptive beamformer to acquire a better signal-to-

interference-plus-noise ratio (SINR) is to form a main 

lobe in the interested direction to get a high gain, 

meanwhile, to form nulls to attenuate the interferences 

[3]. 

The wide spread linearly constrained minimum 

variance (LCMV) algorithm developed by Frost 

provides an excellent beamforming performance, which 

can provide the mentioned properties, i.e., dynamically 

adjusting the array weight vectors to adaptively capture 

the signals of interest (SOI) and suppress the 

interferences [3]. Then, the normalized adaptive version 

of LCMV, namely the constraint normalized least-

mean-square (CLMS) algorithm is developed in [4], 

through which the output power is minimized, and the 

unintended interferences are reduced. Meanwhile, the 

CLMS algorithm remains a maximum gain in the 

desired direction.  

Always, however, in real-life applications, 

especially in radar system, enormous arrays are 

essentially needed for realizing the desired performance. 

Where the fact is, enormous arrays face the problem of 

limited power supply and insufficient computation 

ability. As conventional adaptive beamforming 

algorithms fail to meet the requirements of enormous 

arrays computations, sparse adaptive beamforming 

algorithms have been proposed [5-9] which aim to find 

sparse solution for adaptive beamforming with little 

effect on the beampattern capacity. The first proposed 

sparse adaptive beamforming algorithm is inspired by 

the Compressive Sensing [10] and the Least Absolutely 

Shrinkage and Selection Operator [11]. Then, with the 

development of sparse signal pressing [12-21], scholars 

use the zero attracting technique to exploit the sparse 

characteristics of the antenna array and force the minor 

entries of the weight vector towards zero [12-15].  

Sparse signal processing algorithms exploit the 

sparse characteristics existing in many scenarios,  

which attributes to the fact that they have particular 

advantages on both convergence rate and performance. 

Sparse signal processing technique is a hot research 

point and has been widely investigated in recent years. 

From the representative zero-attracting LMS (ZA-

LMS) algorithm, which introduces a zero-attractor into 

the traditional iteration equation of the LMS algorithm, 

an enormous number of algorithms have been studied 

for sparse system applications [13-22]. The zero-

attractor forces all zero-filter taps to zero, so that the 

convergence rate is accelerated. However, the zero-

attractor in the ZA-LMS, which is generate by the  
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l1-norm penalty, unable to distinguish dominant 

coefficients and attenuate all the coefficients. In this 

regard, the reweighted ZA-LMS (RZA-LMS) is 

proposed to introduce different zero attractors for 

different taps, i.e., the trivial coefficients are force to 

zero more quickly. 

Inspired by the zero-attractor techniques, an l1-

norm CNLMS (L1-CNLMS) algorithm and a weighted 

l1- norm CNLMS (L1-WCNLMS) have been proposed 

for sparse adaptive beamforming [5]. Recently, many 

reweighted l1-norm penalties are proposed and 

considered in [12-15, 19-20], and a new reweighted l1- 

norm CNLMS (RL1-CNLMS) algorithm is proposed 

[8]. In [23-24], a p-norm-like diversity measure is 

proposed for sparse system identification, which holds a 

better performance than that of the l1-norm based 

algorithms, resulting in that it possible to improve the 

l1-norm based sparse adaptive beamforming algorithms.  

In this paper, we develop a p-norm-like constraint 

normalized least mean square (PNL-CNLMS) algorithm 

for sparse adaptive beamforming. Simulation results 

demonstrate that the proposed algorithms can get a 

better beamforming performance and use less antenna 

array elements. 

 

II. ARRAY PROCESSING FUNDAMENTALS 
In this paper, a planar antenna array is considered, 

in which the antenna elements are half wavelength 

spaced. Figure 1 is the model of an adaptive 

beamforming system, while Fig. 2 provides the array 

elements coordinate diagram. Pm (m=1, 2,…, M) is the 

positions of the sensors, and d is the interval between 

antenna elements, which is equals to half wavelength. 

The received signals have the directions of θs and θi 

(i=1, 2,…, N) which corresponds to the SOI and 

interferences, respectively. It is obvious that the 

objective of the adaptive beamforming algorithms is to 

generate main beam in θs and nulls in θi (i=1, 2,…, N). 

One of the basic assumptions for the system is that the 

receiving signals, including SOI and interferences are 

far-field narrow-band signals. In this way, the receiving 

signals can be regarded as plane waves. The sensor 

array is composed of M omnidirectional antennas,  

and each antenna corresponds to a so-called weight 

coefficient. Then, the designed sparse adaptive 

beamforming algorithm is used to find out the final 

sparse solution, i.e., to acquire the sparse weight vector. 

The optimal weight coefficients will be introduced in 

the next section.  

Under the paradigm mentioned above, the 

receiving signals at time index k can be written as: 

 ( ) ( ) ( ) ( ).s ik k k k  x a s a i n  (1) 

Where as and ai are the SOI and interferences steering 

matrix, s(k) and i(k) are the complex signal envelope 

vectors n(k) is the zero-mean white Gaussian noise 

vector. It should be pointed out that the SOI, 

interferences and the noise are assumed to be 

statistically independent. 

 

 
 

Fig. 1. Adaptive beamforming system. 

 

 
 

Fig. 2. Sensor array coordinate graph. 

 

The output signal of the adaptive beamforming 

system then becomes: 

 Hy( ) ( ),k k w x  (2) 

where w represents the weight vector of the adaptive 

beamforming system. 

For a given direction (θ, φ), the beampattern is 

given by: 

 H 2
( , ) exp - ,

T

mB j


 


 
  

 

c P
w  (3) 

where c=[-sinθcosφ,-sinθsinφ]T is an unit vector and λ 

is the wavelength. 

The output SINR of the adaptive beamformer is 

calculated by using: 

 
2 H 2

H

n+i

| a |
SINR= .s s w

w R w
 (4) 

In our notation, σs
2 is the power of SOI and Rn+i denotes 

the interference-plus-noise covariance matrix which is 

given by: 

  H

n+i = ( ) ( )) ( ) ( )) ,E k k k k R (i n i n(  (5) 

where E{·} is the expectation operator and (·)H 

represents the Hermitian operator. 

 

III. THE CNLMS ALGORITHM  

A. The CLMS algorithm 

The well-known classical beamforming algorithm 

LCMV present a solution when the direction of SOI 

and interferences are given [1]. The weight vector in 

LCMV algorithm is expressed as: 
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 -1 H -1 1

o ( ) ,w R C C R C f  (6) 

where R, C and f are the covariance matrix of input 

signal, the constraint matrix, and the constraint vector, 

respectively. It should be pointed out that the constraint 

matrix C contains the information of direction. In the 

constraint vector f, the elements associated to the SOI 

are set to 1 and entries corresponding to interferences 

are selected as 0. Then the adaptive version of LCMV 

algorithm is proposed, namely the CLMS algorithm 

which can adaptively give the desired beam pattern 

according to the direction of SOI and interferences [4]. 

The objective of CLMS algorithm is to solve: 

 2
min    subject to   ,kE e  

 
H

w
C w f  (7) 

with 
H

k o kd w x  and 
H-k k ke d w x  denote the desired 

output signal and the estimation error, respectively. 

To find out the solution of (7), the Lagrange 

multiplier method is utilized, and then (7) is 

transformed into the following cost function: 

 2 H H( ) ( ),CLMS k kξ k E e  
 

+ λ C w f  (8) 

where λ is the Lagrange multiplier. 

For the obtained cost function, namely (8), a close-

form solution is unavailable. In this case, the gradient 

descent principle is utilized to iteratively seek for the 

solution. Then, the updating equation can be constructed 

as: 

 
1 - ( ),k k CLMSμ ξ k  ww w  (9) 

where μ represents the step size in each iteration and 

w
 is the gradient operation in terms of the weight 

vector. 

To simplify the updating equation, the 

instantaneous estimation of the gradient vector is 

utilized. In this way, the gradient vector can be 

expressed as: 

 
1

ˆ ( ) - .CLMS k kξ k e  
w

x Cλ2  (10) 

From (7), one can get the constraint condition, i.e., 

.H
C w f  Use this constraint condition, one can derive 

the updating function after several straight-forward 

calculations, which is given by:  

 
1 ,k k cμe

   w P w x fk k
 (11) 

where 

 1( ) ,

  H H
P I C C C CN N

 (12) 

which is the projection matrix with IN×N is the identity 

matrix, and fc is the constraint hyperplane which is 

given by: 

 1( ) .c

 H
f C C C f  (13) 

 

B. The CNLMS algorithm 

In CLMS algorithm, it can be seen that the step 

size, which is also referred as convergence factor, is a 

constant. As a consequence, the convergence rate of 

CLMS algorithm can be accelerated. Minimize the 

instantaneous posteriori squared error in terms of the 

step size [21]: 

   2

*

[| | ]
0,

ip

k

e k

μ





 (14) 

where 

    H1 .ip k k k ke k e μ  x Px  (15) 

Solving (15), yields, 

 0

H
.k

k k ε


x Px


  (16) 

In (16), ε is a small positive constant which can prevent 

overflowing when H

k kx Px  is too small, and μ0 is the 

initialized convergence factor. 

Finally, the update function is obtained: 

 
1 H

[ ] .k k
k k k c

k k

e

ε
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x
w P w f

x Px
  (17) 

 

C. The p-norm-like diversity measure 

Different from the conventional Euclidean norm 

noted as ||.||p or Lp, the p-norm-like diversity measure is 

a general effective criterion developed in [24], which is 

expressed as: 

 

1

|| || ( ) , 0 1.
n

p

p like

j

x j p



 x =  (18) 

As (18) shows, it is clearly to see that the so-called p-

norm-like diversity measure is not a classical norm, but 

they have close connection to provide sparse solution 

and can be used for sparse array beamforming. In  

[24-25], numerical simulation results have shown that 

the p-norm-like diversity measure outperforms the 

conventional l1-norm optimal method for sparse system 

identification. Hence, in this paper the p-norm-like is 

utilized to exploit the sparsity characteristic of weight 

vector in adaptive beamforming algorithm.  

 

D. Derivation of the PNL-CNLMS algorithm 

The proposed PNL-CNLMS algorithm employs the 

p-norm-like diversity measure to develop the sparse 

adaptive beamforming algorithm, which is to solve: 

 2 ;
min    s.t.   

|| || ,

k

k

k p like

E e
z

     

H

w

C w f

w
 (19) 

where z acts as the constraint factor which lies in the 

range (0, 1), while ek, C, wk and f have the same 

meaning which are mentioned earlier in this paper.  

Then, to solve (19), the Lagrange multiplier 

method is employed to acquire the objective function 

corresponding to (19): 

 
2 H H

- 1( ) ( )

[|| || - ],

p like k k

p like k p like

ξ k E e

z 

  
 



+ λ C w f

              w

=



 (20) 

where λ1 and λp-like are vector and scalar, respectively, 

which are the Lagrange multipliers. 

Again, it is hard to obtain a close-form solution  
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for (20). Similar to (8), (9), and (10), instantaneous 

estimation is used to implement the gradient of (20), 

which yields: 

 
- 1

ˆ ( ) 2 + ,p like k k p like p likeξ k e     
w

x Cλ Q  (21) 

with 

 
1-

|| || sgn( )
= = ,

| |

k p like k
p like p

k k









w w
Q

w w
 (22) 

where sgn(·) is a sign function whose definition is: 
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 (23) 

Based on the principle of gradient descent concepts 

shown in (9), we can get the final updating equation 

given by: 

 
1 -

ˆ- ( ),  k k p likeμ ξ k
w

w w  (24) 

where -
ˆ ( )p likeξ k

w  is given in (21). 

An upper bound is imposed on (22) to avert 

divergence when the entries of wk become zero. This is 

an essential step especially when the algorithm itself is 

aimed to exploit sparse characteristic of the weight 

vector. As a consequence, Qp-like is expressed as: 

 
1-

sgn( )
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| |

k
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
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Q
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where εp-like is a small positive constant.  

The next task is to acquire the Lagrange multipliers. 

When the algorithm has converged, i.e., wk+1=wk, then 

we can rewrite the constraints in (19) to be: 
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Take (21) into (24), and premultiplying (24) by CH 

and Qp-like respectively, the Lagrange multipliers λ1 and 

λp-like are available: 
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(28) 

Then consider the normalizing approach in [26], 

the final updating formulation for the proposed PNL-

CNLMS algorithm can be written as: 

 *

1 ( ),
p like

k eμ e z
v


  

PQ
w w W

kk k
 (29) 
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Fig. 3. Beampatterns of the proposed algorithms versus 

the CNLMS algorithm and the existing algorithms in [5, 

8]. Purple line is the SOI, yellow lines are interferences. 
 

 
 (a) (b) 

 
 (c) (d) 

 

Fig. 4. Sparse arrays thinned by the proposed 

algorithms and the algorithm developed in [5]: (a) L1-

WCNLMS in [5], (b) RL1-CNLMS algorithm in [8],  

(c) PNL-CNLMS algorithm with p=0.7, and (d) PNL-

CNLMS algorithm with p=0.8. 
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IV. SIMULATION RESULTS 
The proposed algorithm is expected to provide a 

better performance than the existing sparse adaptive 

beamforming algorithms [5, 8]. To evaluate its 

performance, several numerical simulations are carried 

out. The SOI as well as the interferences are QPSK 

signals from the azimuth of 90°, 30°, 58°, 127° and 

163°, respectively, with an identical elevation angle of 

45°. The signals are received by a rectangular array 

(RA) which contains 100 antenna elements with 10 

rows and 10 columns. The signal-to-noise ratio (SNR) 

is set to 30 dB and the initialized convergence factor for 

L1-WCNLMS, RL1-CNLMS, CNLMS and PNL-CNLMS 

are 5×10-3, 2×10-2, 5×10-3 and 7×10-3, respectively. The 

constraint factor z is selected as 0.8 uniformly. The 

iteration index is 6×103, while εp-like is equal to 5×10-3. 

Figure 3 depicts the comparison of beam patterns. 

All the algorithms can form a mean lobe in the direction 

of SOI and generate nulls to attenuate interferences 

which are similar with that of the non-sparse classical 

CNLMS beamforming algorithm. Nevertheless, the  

side lobe level (SLL) for the proposed PNL-CNLMS 

algorithm as well as the L1-WCNLMS and RL1-CNLMS 

algorithms are a little higher than the CNLMS algorithm. 

However, the proposed new algorithm shows lower 

SLL against the existing sparse adaptive beamforming 

algorithms. It is found that for p=0.7 and p=0.8, the 

proposed algorithm shows a better balance between 

array sparsity and beampattern performance. 

 

 
 

Fig. 5. Final sparse array ratio for the algorithms 

presented in Fig. 3 and Fig. 4. 

 

Figure 4 illustrates the final thinned sensor array 

obtained by the proposed PNL-CNLMS algorithm and 

the existing adaptive sparse beamforming algorithms  

[5, 8]. In this paper, sparse ratio is defined as the 

percentage of active antenna elements taking account of 

the total antenna elements. The final sparse ratio is 

provided in Fig. 5. The figures indicate that all the 

algorithms hold the ability for realizing sparse adaptive 

beamforming. Nevertheless, the proposed algorithm can 

exploit a higher sparse level, it has a better performance 

in terms of beampattern in comparison with the existing 

algorithms, though the proposed algorithm has a better 

performance. This is because that the p-norm-like 

diversity measure can effectively exploit the sparse 

characteristic than the L1-norm and the reweighted L1-

norm. In addition, simulation results reveal that there is 

no particular correlation between parameter p and the 

sparsity of the antenna array. In a word, our proposed 

adaptive beamformer can turn off the trivial antenna 

elements in order to reduce the power supply and keep 

a similar performance in the RA beamforming. 

 

 
 

Fig. 6. Beampatterns of the proposed algorithms versus 

the CNLMS algorithm and the existing algorithms in [5, 

8]. Purple line is the SOI, yellow lines are interferences. 

 

 
 (a) (b) 

 
 (c) (d) 

 

Fig. 7. Sparse arrays thinned by the proposed 

algorithms and the algorithm developed in [5]: (a) L1-

WCNLMS in [5], (b) RL1-CNLMS algorithm in [8],  

(c) PNL-CNLMS algorithm with p=0.5, and (d) PNL-

CNLMS algorithm with p=0.7. 

 

Herein, to verify the effectiveness of the proposed 

algorithm, another example is presented. In this case, 

the directions of signals are 25°, 63°, 90°, 133°, and 

158°, respectively. The elevation is set as 30°. p=0.5 

and p=0.7 are selected, while other parameters are 

consistent with the first example. Figure 6 depicts the 
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beampatterns of the proposed algorithm and other 

related sparse beamforming algorithms. The finalized 

sparse array is illustrated in Fig. 7. In this example, the 

proposed algorithm can get the ideal beampattern based 

a sparse array. What’s more, it is clearly seen that  

the proposed PNL-CNLMS algorithm can provide a 

compromise between beampattern and array sparsity. 
 

V. CONCLUSION 
In this paper, a p-norm-like constraint normalized 

least mean square (PNL-CNLMS) algorithm is proposed 

for sparse adaptive beamforming. Two experiments are 

provided in the simulation to discuss the performance 

of the proposed algorithm. The proposed PNL-CNLMS 

algorithm can provide a similar beampattern with that 

of the conventional non-sparse adaptive beamforming 

algorithm using less antenna elements. For the sake  

of comparison with the existing sparse adaptive 

beamforming algorithms, the proposed PNL-CNLMS 

algorithm has a better beamforming performance and 

provides higher sparse level, which verifies the 

superiority of the proposed algorithm. Besides, by 

adjusting the parameter p, a trade-off between 

beampattern and sparse array is achieved. Still, the 

proposed algorithm shows potential to be further 

improved, e.g., reduce the SLL. What’s more, the 

convergence rate for the proposed algorithm can be 

improved if a variable parameter p is employed, and the 

task is how to exploit the sparsity. In the future, the 

proposed algorithm can be further developed under 

impulsive noise and it can be used for MIMO antenna 

arrays [27-34].  
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Abstract ─ In this paper, efficient wideband monostatic 

radar cross-section (MRCS) simulation is presented for 

radar high range resolution profile (HRRP) target 

recognition. Firstly, an efficient numerical approach is 

proposed for the wideband MRCS. The well-conditioned 

integral equation and the higher-order hierarchical 

divergence-conforming vector basis functions are utilized 

for the scattering field. The adaptive cross approximation 

(ACA) based matrix compression method is applied  

for efficient analysis of MRCS at a specific frequency 

point. The geometric theory of diffraction (GTD) based 

scattering model is utilized for MRCS over a wide 

frequency band. Secondly, the radar HRRP target 

identification is performed by using principal component 

analysis (PCA) on modified surrounding-line integral 

bispectrum (MSIB). The HRRP of target can be obtained 

by inverse fast Fourier transform (IFFT) of the spectral 

domain backscattering field within a certain frequency 

range. The one-dimensional MSIB features of HRRP  

are extracted to constitute eigenvectors for radar target 

recognition. To enhance the separation ability of radar 

target recognition, the MSIB is projected onto PCA 

space before recognition. Numerical examples prove that 

the proposed algorithm is feasible and efficient. 

 

Index Terms ─ Adaptive cross approximation, geometric 

theory of diffraction, high range resolution profile, 

modified surrounding-line integral bispectrum, principal 

component analysis. 
 

I. INTRODUCTION 
The high range resolution profile (HRRP) carries 

information of target scattering centers distribution 

along the radar line-of-sight, reflecting details of target 

structure such as scatter centers’ strength, scatter centers’ 

position, target size, and so on. These target features 

have been shown to be highly discriminative. HRRP 

based radar target recognition has received extensive 

attention and research [1-3]. 

In the field of non-cooperative radar HRRP target 

recognition, various computational electromagnetics 

algorithms have been widely used in the prediction of 

scattered electromagnetic fields of actual targets.  
Frequency domain surface integral equation (SIE) by the 

method of moments (MoM) is a powerful tool in full 

wave electromagnetic simulation, since it does not need 

to handle the absorbing boundary conditions and its 

computational domain is taken on the surface of the 

target. Most of the existing fast methods for surface 

integral equations, such as the multilevel fast multipole 

algorithm (MLFMA) [4], are based on the fact that when 

unknowns N are grouped in local spatial regions, the 

resulting blocks of the system impedance matrix Z are 

rank deficient. It is noteworthy that in radar HRRP target 

recognition, the wideband monostatic radar cross-

section (MRCS) must be simulated. Since the scattering 

field depends on both frequency and incident angle, most 

of the available iterative algorithms must be run at  

each incident angle and frequency point many times. 

Obviously, the repeated solution of linear systems is 

time-consuming and expensive.  

Many efforts have been done to accelerate the 

wideband MRCS simulation. For monostatic scattering 

at a specific sample frequency point, two classes of 

methods are mainly studied. One is the interpolation 

method, including the asymptotic waveform evaluation 

(AWE) technique [5,6] and the cubic-spline method [7]. 

The other is the matrix compression method. When 

unknowns are spatially grouped, the rank deficient 

interaction submatrices between well-separated groups 

can be well approximated as the outer product of two 

lower rank matrices. For monostatic scattering, where 

there are many right-hand sides (RHS), the blocked RHS 

can be also well approximated by this low rank outer 

product form where each outer product approximant  

is computed using the adaptive cross approximation 

(ACA) [8]. For wideband scattering analysis, impedance 

matrix interpolation [9], asymptotic waveform evaluation 

(AWE) technique [10] and Taylor expansion based 

method [11] are studied to reduce the total simulation 

time.  

The HRRP of target can be obtained by inverse fast 

Fourier transform (IFFT) to the simulated wideband 

MRCS. However, due to the shift sensitivity, the 
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translation invariance features reflecting the essential 

features of HRRP must be extracted from the original 

data before recognition. Fortunately, the bispectrum of 

HRRP has translation invariance while maintaining 

phase information and suppressing the additive white 

Gaussian noise (AWGN). However, using the bispectrum 

features for target recognition is inefficient, because it is 

a two-dimensional function and its data amount is the 

square of HRRP’s. Many integral bispectrum methods 

have been developed to convert a bispectrum from  

two-dimensional to one-dimensional, including radially 

integrated bispectra (RIB) [12], axially integrated 

bispectra (AIB) [13], circularly integrated bispectra 

(CIB) [14] and surrounding-line integral bispectrum 

(SIB) [15]. Compared with the others, SIB is more 

preferred because its integration path contains all the 

information of bispectrum, with no missing or reusing 

any bispectrum information, and avoids any interpolation 

in the integration process. By choosing integral paths 

exactly consistent with the bispectrum symmetry, the 

modified surrounding-line integral bispectrum (MSIB) 

has less computational complexity than SIB [16].  

This paper is organized as follows. In Section II, an 

efficient numerical approach is proposed for wideband 

MRCS. Firstly, the well-conditioned integral equation 

and the novel higher-order hierarchical divergence-

conforming vector basis functions are utilized for 

efficient analysis of electromagnetic scattering. Then, 

the matrix compression method based on ACA and the 

scattering model based on the geometric theory of 

diffraction (GTD) are employed to improve the 

simulation efficiency of wideband MRCS. In Section III, 

the MSIB features of HRRP are extracted to constitute 

eigenvectors for target identification. To enhance the 

separation ability of radar target recognition, the MSIB 

features are projected onto the PCA space before 

recognition. Numerical simulations are used to 

demonstrate the feasibility and effectiveness of the 

approach in Section IV. Finally, the conclusion is given 

in Section V. 

 

II. ANALYSIS OF WIDEBAND MRCS 

A. Integral equation and basis function 

The combined field integral equation (CFIE) has 

been used extensively for conducting bodies. For a 

homogenous dielectric object, the Poggio-Miller-Chang-

Harrington-Wu-Tsai (PMCHWT) [17] formulation is 

widely used, because it can yield an accurate solution 

without the interior resonance corruption. However, 

PMCHWT suffers from poor convergence problems 

[18]. In this paper, the electric-magnetic current 

combined-field integral equation (JMCFIE) which 

provides better conditioned system matrix for iterative 

solution is utilized to analyze electromagnetic scattering 

from a homogeneous dielectric target.  

Using the equivalence principle, the homogeneous 

dielectric scattering problem can be solved by 

considering two simple equivalent problems, an external 

equivalent problem in the free space denoted by D1  

and an internal equivalent problem in the unbounded 

homogeneous dielectric domain D2 characterized by

 , ,r r r   . Let nl denote the unit normal of the object 

surface pointing into domain Dl. A set of integral 

equations can be formulated for each equivalent 

problem. For the exterior equivalent problem, they are 

the electric field integral equation (EFIE) and the 

magnetic field integral equation (MFIE), denoted as 

EFIE1 and MFIE1. For the internal equivalent problem, 

the integral equations for electric and magnetic field are 

denoted as EFIE2 and MFIE2 [19, 20]. In PMCHWT 

formulation, the EFIE1 is combined with the EFIE2 to 

form a combined equation. Similarly, the MFIE1 is 

combined with the MFIE2 to form another combined 

equation. 

The well-conditioned JMCFIE formulation can be 

established by combining the interior and exterior 

equivalent problems as the following form [21]:  

 1 1 1 2 2 2

1 2

1 1 1 1 2 2 2 2

1 1
EFIE MFIE EFIE MFIE

,

EFIE MFIE EFIE MFIE

 

 


    


     

n n

n n

 
(1) 

where  1,2l l l l    . 

In terms of the geometrical modeling and current 

discretization, traditional methods are low-order 

techniques using plane triangle patches and low-order 

basis functions, such as the Rao-Wilton-Glisson basis 

function (RWG). For electrically large size problems, the 

accuracy of solutions obtained by low-order techniques 

can only be improved slowly with the increase of 

unknowns, thus, the number of unknowns will be very 

large inevitably. To resolve such problems, the higher-

order hierarchical divergence-conforming vector basis 

functions defined on curved triangular patches are used 

in this paper.  

First, choose the curve Rao-Wilton-Glisson basis 

function (CRWG) as the lowest-order (order-0.5) 

divergence-conforming basis function. It can be expressed 

in normalized area coordinates  1 2 3, ,    as: 

   

   

 

1,0 1 2

1 2

2,0 1 2

1 2
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1
1

1
1

1
,

e

e

e

J

J

J

 
 

 
 

 
 

  
   

  

  
   

  

  
  

  

r r
f r

r r
f r

r r
f r

              (2) 

where J is the element Jacobian and r is the position 

vector of the point determined by normalized face 

coordinates on curved parametric triangular patch.  
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The novel higher-order bases are constructed by 

multiplying the corresponding order new orthogonal 

scalar polynomials with the lowest order bases [22, 23]. 

The order of basis function is 0.5 higher than that of 

polynomials. Without loss of generality, we consider 

basis functions associated with edge 1. The edge-based 

basis functions of order-3.5 associated with edge 1 can 

be expressed as: 

     

     

       

1,1 2 3 1,0

2

1,2 2 3 1,0

3

1,3 2 3 2 3 1,0

3

5
3 1

2

7
5 3 .

2

e e

e e

e e

 

 

   

 

   
 

    
 

f r f r

f r f r

f r f r

 (3) 

As in Formula (2), the superscript of ,

e

i jf  denotes edge-

based, the subscript i denotes the number of the edge and 

j denotes the order of hierarchical polynomials.  

The face-based basis functions of order-3.5 

associated with edge 1 can be expressed as: 

 

   

     

     

     

       

     
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2 2
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
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  

   

    



 

 
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  
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f r f r

f r f r

f r f r

f r f r

 (4) 

The superscript of ,

f

i mnf  denotes face-based, the first 

subscript i denotes the number of the edge, and the sum 

of two digits of the second subscript is equal to the order 

of the polynomial.  

The edge-based and face-based basis functions 

associated with edge 2 and edge 3 can be obtained by 

rotating the coordinates, 1 2 3 1       in (3) and 

(4), and then multiplying the corresponding lowest-order 

basis in (2). Note that one of the three subsets of face-

based functions should be discarded since a 2-D triangle 

element can have only two independent tangent vectors. 

The hierarchical divergence-conforming vector basis 

functions of order-3.5 include the vector basis functions 

of order-2.5 and order-1.5. 

After expanding the equivalent surface current 

densities with the higher-order hierarchical divergence-

conforming vector basis functions and using the 

Galerkin’s testing procedure, the integral equation can be 

well tested leading to a matrix equation: 

 ,A x = b  (5) 

where A is the impedance matrix, x is the unknown 

coefficient vector of the basis function, b is the excitation 

vector generated by the incident wave.  

Comparing with the low-order techniques, the  

novel higher order hierarchical divergence-conforming 

vector basis function can greatly reduce the number of 

unknowns for a given problem. To reduce the memory 

requirement and computational complexity of MoM, the 

MLFMA is employed to complete the matrix-vector 

product of each iteration step. The FMM box size must 

be chosen to be a little bit larger than the average patch 

size [24]. 

 

B. ACA for MRCS 

Iterative solvers may be quite satisfactory for only a 

few RHS such as bistatic problems, but for monostatic 

scattering with many required sampling angles, this part 

of the problem becomes expensive, because iterative 

solvers must be used to compute current solutions for 

each RHS excitation vector. 

For analyzing the MRCS at a given operating 

frequency, the impedance matrix remains the same, 

whereas the RHS vector should be updated at each 

incident angle. The MRCS problem can be expressed in 

the following matrix form: 

 ,A X = B  (6) 

where B=[b1, b2,…,bM,], X=[x1, x 2,…, xM,] and M is the 

number of incident angles. 

Like the impedance matrix, the blocked RHS is also 

low rank and can be compressed by the ACA method. 

Readers can see [8] for Bebendorf’s ACA details. By 

using ACA, the blocked RHS can be approximated using 

low rank representations: 

 
ACA ACA . B U V  (7) 

The dimension of matrices UACA and VACA are N k  and 

M k , respectively. Generally, k is much smaller than 

M. By substituting (7) into (6), the linear equations can 

be rewritten as: 

  1 H

ACA ACA.  X A U V  (8) 

The iterative solution of linear equations A-1   UACA is 

required at each principle eigenvectors. Compared with 

solving linear equations at each angle repeatedly, the 

ACA method is able to greatly reduce the computation 

time. The computational complexity of ACA is k2(N+M) 

and the memory requirement is k(N+M). 
 

C. GTD-based scattering model for wideband MRCS 

In radar HRRP target recognition, MRCS must be 

simulated at multiple frequency sampling points over 

wideband. Since the impedance matrix depends on 

frequency, the above electromagnetic algorithm must be 

repeated at each frequency point. To improve simulation 

efficiency, a parametric scattering model based on the 

GTD is utilized for fast analysis of the scattered field 

over a wide frequency band. 

In GTD method [25], the backscattering from a 

target, which can be modeled as a collection of ideal 

scattering centers, can be approximated as: 
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  

 
   (9) 

where, M denotes the order of the model; bm and rm 

denotes the complex scattering amplitude and vertical 

distance of the mth scattering center; fc is the center 

frequency of the test band; 
m  is an integer multiple of 

0.5, which reflects the scattering mechanism of the 

scattering center.  

For real targets, when data are collected over a  

very narrow angular window, (9) still provides a very 

compact way to model their backscattering. However, 

when data collected over a broad angular window, if we 

want to model a complex target as a summation of ideal 

scattering centers, we have to use a different set of 

scattering centers for each different observation angle. 

The backscattering can be approximated as the summation 

of point scatterers multiplied by their respective aspect-

dependent amplitude functions [26]: 

    
4

1

, , , .
m

m
M j fr

sca c

m

m c

f
E f b j e

f

 

   
 
 
 



 
  

 
   (10) 

The amplitude function  ,mb    for each scattering 

center accounts for angular dependence and must be 

stored. The parameters of GTD scattering center model 

can be extracted from the scattered field at partial 

sampling frequency points by using the matrix pencil 

method [27]. 
 

III. TARGET RECOGNITION BASED ON 

MSIB AND PCA 
Suppose that the spectral backscatter field of NF 

sampling frequency points at a specific sampling angle 

can be expressed as X=[X(1), X(2), …, X(NF)]T. The 

HRRP can be obtained by IFFT: 

      1 , 2 ,..., ,   

T

Fx x x Nx  (11) 

     ,       1,2,..., .Fn IFFT n n N   x X  (12) 

The bispectrum of HRRP is defined as the Fourier 

transform of the third-order cumulant of HRRP 

sequence:  
        *

1 2 1 2 1 2, ,      B X X X  (13) 

      exp .X x j


  




   (14) 

The bispectrum is translation invariant, while maintaining 

the phase information and inhibiting the AWGN 

theoretically. However, bispectrum is a two-dimensional 

function and its data amount is the square of HRRP’s. If 

the two-dimensional bispectrum features is directly used 

in target recognition, a large amount of memory is 

needed for the target template library. In addition, the 

bispectrum has great information redundancy.  

 

 
 (a)   (b) 

 
Fig. 1. Integral path of the different integrated bispectra: 

(a) RIB, AIB, CIB, SIB, and (b) MSIB. 

 

To decrease the computational complexity of target 

recognition, many different integral bispectrum methods 

have been developed to convert a bispectrum from  

two-dimensional to one-dimensional. According to the 

integral path, four kinds of integral bispectrum are 

shown in Fig. 1 (a), with each point represents a value of 

bispectrum. The calculation of the integral bispectrum 

can be simplified by using the bispectrum symmetry.  

According to the periodicity and symmetry of 

bispectrum, bispectrum in 
1 2 1 20           

contains all the information. As shown in Fig. 1 (b), the 

MSIB integrates along a closed hexagons centered at the 

origin. The MSIB does not omit or reuse any bispectrum 

values, so as to ensure that important information can be 

obtained for target recognition. The MSIB expression is: 
    1 2MSIB , ,     1,2,..., ,  

sR

s B s m  (15) 

where RS is an integral path and m is the total number  

of integral paths. Because the path of integration 

completely conforms to the bispectrum symmetry, it 

only needs to integrate along the section within the 

shaded area. This makes the time of extracting integral 

bispectrum features significantly saved. 

Suppose the total number of targets is C. By 

simulating the backscattering responses of each target at 

nc sampling angles, nc training samples of MSIB will be 

obtained for target c, c=1, 2, …, C. The training samples 

of these targets form a MSIB database X= {x1, …, xi, …, 

xN}, where xi represents a MSIB vector of some target. 

The total number of training samples is 
1

.
C

cc
N n


  

The MSIB can be used as feature vectors of targets,  

but bispectrums on many integration paths may be 

redundant, and some are even baneful for target 

classification.  

The PCA is utilized to reduce the redundant 

information and the feature space dimension of MSIB 

before recognition [28]. PCA seeks the most expressive 

features for well representing different classes with 

minimum mean square error. The mean vector and the  
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covariant matrix of the training samples are defined as: 

 

1

1
,

N

n

nN 

 μ x  (16) 

    
1

1
,

N
T

n n

nN 

   C x μ x μ  (17) 

where ‘T’ denotes the transpose. Then, compute the 

eigenvalue equation of the covariance matrix: 
 .Cp p  (18) 

Assume that the eigenvalues are arranged from 

maximum to minimum,
1 2 ... 0,m       and the 

corresponding eigenvectors are p1, p2, …, pm. The 

transformed matrix is constituted with the eigenvectors 

corresponding to the previous nPCA eigenvalues: 

  
PCA1 2 PCAA , ,..., ,     . 

T

n n mp p p  (19) 

Each MSIB vector can be projected onto the nPCA-

dimensional PCA space by the following formula: 

  .i i y A x μ  (20) 

In this way, the dimension of the MSIB vectors is 

decreased to nPCA. Then, the radar recognition is 

performed by the maximal correlate coefficient template 

marching method (MCC-TMM) on the low-dimensional 

PCA space. The recognition accuracy depends on nPCA. 

Generally, the larger the nPCA, the higher the recognition 

accuracy, but there is no optimum selection rule to 

maximize the probability of correct recognition while 

retaining a small value [29]. This will be discussed in the 

next section. 

 

IV. NUMERICAL SIMULATION 
In this section, numerical examples are given to 

verify the valid and efficiency of the proposed method. 

In all examples, the inner-outer Flexible Generalized 

Minimal Residual (FGMRES) method is used for the 

iterative solution, where the inner and outer restart 

numbers are both taken to be 10, and the stop precision 

for the inner and outer iteration is 1.E-2 and 1.E-4, 

respectively. 

Firstly, the accuracy and validity of the well-

conditioned integral equation combined with the novel 

higher-order hierarchical divergence-conforming vector 

basis functions and the MLFMA are verified by a 

dielectrically coated warhead model ( 2.0),r   as shown 

in Fig. 2. The incident plane wave is 3GHz and the 

incident angels are =0 , =0 .i i   For composite conducting 

and dielectric object, the CFIE on the conductor surface 

and the JMCFIE on the dielectric surface are combined, 

noted as JMCFIE-CFIE. The novel higher-order 

hierarchical divergence-conforming vector basis 

functions and the MLFMA are utilized for efficient 

analysis. Corresponding to order-1.5, order-2.5 and 

order-3.5 hierarchical bases, 46390, 38598 and 35712 

unknowns are generated from curvilinear triangular 

patches discretization, respectively. The bistatic RCS for 

ˆ ˆ -polarization at =0s  is computed and compared 

with low-order RWG method. As shown in Fig. 3, there 

is an excellent agreement between novel higher-order 

bases and RWG bases.  
 

 
 

Fig. 2. Geometrical models for a dielectrically coated 

warhead.  
 

 
 

Fig. 3. Bistatic RCS for ˆ ˆ -polarization of a 

dielectrically coated warhead at 3 GHZ, with the RWG 

basis functions, order-1.5, order-2.5 and order-3.5 

hierarchical basis functions. 
 

Table 1: Memory requirements of MLFMA with different 

bases for dielectrically coated warhead  

Bases RWG Order-1.5 Order-2.5 Order-3.5 

Patch size 

( ) 
0.1 0.5 0.8 1.06 

Total 

unknowns 
222,168 46,390 38,598 35,712 

MoM 

memory 

(MB) 

376,576 16,418 11,366 9,730 

Box size 

( ) 
0.25 0.8 1.0 1.3 

Near field 

memory 

(MB) 

1384.5 662.2 750.2 1041.6 

Far field 

memory 

(MB) 

1047.2 713.3 903.0 1228.9 

MLFMA 

memory 

(MB) 

2431.7 1347.9 1653.2 2270.5 
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Fig. 4. Convergence histories of PMCHWT_CFIE  

and JMCFIE_CFIE solved with FGMRES for the 

dielectrically coated warhead. 

 

The memory requirements of MLFMA are 

presented and compared between different bases in 

Table 1. With the increase of the order of higher-order 

basis functions, the total number of unknowns decreases, 

and the memory requirement of MoM greatly decreases, 

however, the near-field and far-field memory of MLFMA 

both increase. This is because, with the increase of the 

order of basis functions, the larger FMM box size is, and 

the larger the truncation term of MLFMA is, which leads 

to the low efficiency of MLFMA. After compromise 

consideration, order-1.5 and order-2.5 are more 

appropriate in the higher-order MLFMA. In the 

following numerical examples, the order of the 

hierarchical basis function is set to be 2.5. As shown in 

Fig. 4, the iterative convergence of JMCFIE-CFIE is 

plotted and compared with the traditional PMCHWT-

CFIE. The latter needs 1829s and 444 iterative steps, 

while the former only needs 145s and 38 iterative steps. 

The result shows that the JMCFIE-CFIE has good 

iterative convergence characteristics. 

Secondly, the accuracy and validity of the wideband 

MRCS algorithm are verified by a homogenous dielectric 

cylinder ( 2.0, 1.0  r r
) of 2.5m length and 0.6m 

diameter. The incident plane wave is 5GHz. As shown in 

Fig. 5, the MRCS for ˆ ˆ -polarization is computed by 

the ACA based matrix compression method and 

compared with direct solution at each incident angle by 

FEKO. It can be found there is an excellent agreement. 

For direct solution, the iterative solver must be used at 

each incident angle and the total number is 361. While, 

for the ACA based matrix compression method, the 

iteration solver is only used 21 times, since the number 

of columns in UACA is 21. This demonstrates that the 

ACA based matrix compression method can efficiently 

analyze the MRCS problem. In this example, the amount 

of calculation has been reduced by about 17 times. As  

shown in Fig. 6, the wideband backscattering for ˆ ˆ -

polarization of this dielectric cylinder is computed by the 

GTD-based scattering model and compared with and the 

direct solution at each sampling frequency point by 

FEKO. Good agreement can be found between them. 

The backscattering is computed at 81 equal spaced 

frequencies from 0.1GHz to 0.5GHz in FEKO, while the 

number of sampling frequencies is 21 in the GTD-based 

scattering model. In this example, the amount of 

calculation has been reduced by about 4 times, and 

plenty of time is saved by using the GTD-based 

scattering model. 

 

 
 

Fig. 5. MRCS for ˆ ˆ -polarization of a dielectric cylinder 

( 2.0, 1.0  r r
) of 2.5m length and 0.6m diameter at 

5GHz.  
 

 
 

Fig. 6. Wideband MRCS for ˆ ˆ -polarization of a 

dielectric cylinder ( 2.0, 1.0  r r
) of 2.5m length and 

0.6m diameter at =0 .  
 

Finally, numerical examples are given to verify the 

proposed radar recognition algorithm. Assume there are 

three known types of scaled aircraft models (i.e., C=3) 

including F15, F117 and VFY-218. The geometrical 

models and the geometry dimension for the three types 

of aircraft are shown in Fig. 7 and Table 2, respectively.  
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The ˆ ˆ -polarization backscattering fields of these 

aircrafts are calculated by the proposed numerical 

approach in Section II. The elevation angle is fixed at 0◦. 

The azimuth angle is changed continuously from 0◦ to 

180◦ with an interval of 0.25◦. At each azimuth angle, 161 

frequency points from 1 to 5 GHz with a frequency step 

of 25 MHz are calculated. Thus, there are 721 HRRP 

corresponding to 721 azimuth angles for each target in 

the database, and the dimension of HRRP vector is 161.  

With curvilinear triangular patches discretization, 

the unknown number of F15, F117 and VFY-218 for 

order-2.5 hierarchical basis functions is 187152, 153594 

and 170898, respectively. The backscattering field of 

each aircraft at 21 frequency points uniformly distributed 

between 1G to 5G is calculated by the ACA based matrix 

compression method. Compared with solving linear 

equations repeatedly at 721 angles with direct solution, 

the iteration solver is only used 56, 41 and 48 times with 

the ACA accelerated method for F15, F117 and VFY-

218, respectively. Plenty of iterative solution time can be 

saved. For wideband backscattering field, the GTD-

based scattering model is established for each aircraft by 

using the backscattering field corresponding to 721 

azimuth angles.  Instead of computing at 161 frequency 

points with direct solution, the number of sampling 

frequency points is reduced to 21 by using the GTD-

based scattering model. The computational efficiency 

has been improved by about 8 times. The HRRPs of each 

aircraft models are illustrated in Fig. 8. Figure 9 shows 

the bispectrums of F15 at =0  without and with 

AWGN (SNR=10dB), respectively. Figure 10 and Fig. 

11 shows the bispectrums of F117 and VFY-218, 

respectively. It can be found from Fig. 9 to Fig. 11 that 

the estimation of bispectrum cannot completely suppress 

the AWGN. This is because when the length of pseudo-

random sequence is limited, the third-order cumulant of 

Gaussian noise sequence approximately obeys the 

complex Gaussian distribution.  

 

 
 (a) (b) (c) 

 

Fig. 7. Geometrical models for three known types of 

scaled aircraft: (a) F15, (b) F117, and (c) VFY-218.  

 

Table 2: Dimension of scaled aircraft models (unit: m) 

Aircraft Length Width Height 

F15 7.1713 5.0248 1.5967 

F117 7.628 5.1547 0.9384 

VFY-218 7.7354 4.4522 2.057 

 
  (a) 

 
  (b) 

 
    (c) 

 

Fig. 8. HRRPs of the three aircraft models: (a) F15, (b) 

F117, and (c) VFY-218.  

 

 
    (a)   (b)       

 

Fig. 9. Bispectrum for  F15 at =0 : (a) without noise, 

and (b) with AWGN (SNR=10dB). 
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    (a)    (b)       
 

Fig. 10. Bispectrum for F117 at =0 : (a) without noise, 

and (b) with AWGN (SNR=10dB). 

 

 
    (a)     (b)       
 

Fig. 11. Bispectrum for VFY-218 at =0 : (a) without 

noise, and (b) with AWGN (SNR=10dB). 

 

We uniformly choose one in every three of the 721 

MSIBs as the training samples, leading to 241 training 

samples for each target. The rest of the MSIBs in the 

database are served as testing samples, providing totally 

1440 testing samples. Figure 12 shows the average 

correct recognition rates (CRR) of MSIB_PCA with 

respect to nPCA and the noise levels of AWGN. It can be 

found that the average CRR gradually improves as nPCA 

increases. But when nPCA reaches a certain value, the 

CRR remained unchanged. It can also be seen that the 

average CRR is constantly reduced when the level of 

Gaussian noise is increased.  

 

 
 

Fig. 12. The average CRR of three aircraft models with 

respect to nPCA and the levels of AWGN. 

To give insight into the confusion of the three 

aircraft in recognition process, Table 3 shows CRR when 

each aircraft is chosen as the testing target respectively. 

Here nPCA=50. It can be noticed that the CRR is inversely 

proportional to the level of Gauss's noise, and it can be 

improved to a certain extent by projecting the MSIB 

features onto the lower-dimensional PCA space for 

recognition. It also can be found that the CRR of VFY-

218 is higher than the other two. This is because the 

HRRPs of VFY-218 are obviously different, as shown in 

Fig. 5.  

 

Table 3: Correct recognition rate of three aircraft models  

  
F15 F117 

VFY-

218 

Without 

noise 

MSIB 92.92 94.21 96.25 

MSIB_PCA 94.38 94.17 99.17 

SNR= 

20dB 

MSIB 92.62 93.58 96.25 

MSIB_PCA 92.71 92.5 98.75 

SNR= 

10dB 

MSIB 81.46 87.71 94.17 

MSIB_PCA 81.88 82.08 98.33 

SNR= 

5dB 

MSIB 55.00 57.08 88.33 

MSIB_PCA 60.42 56.88 93.96 

SNR= 

0dB 

MSIB 46.04 39.79 62.29 

MSIB_PCA 46.46 39.58 72.71 

 

IV. CONCLUSION 
In this paper, efficient wideband MRCS simulation 

has been presented for radar HRRP target recognition 

based on MSIB and PCA. Firstly, an efficient numerical 

approach has been proposed for the wideband MRCS 

from a target. The well-conditioned integral equation 

combined with the novel higher-order hierarchical 

divergence-conforming vector basis functions and the 

MLFMA has been utilized for efficient scattering 

analysis. The well-conditioned matrix equation can 

obtain rapid converging iterative solutions without 

preconditioning. Comparing with low-order techniques, 

the use of novel higher order hierarchical divergence-

conforming vector basis function can greatly reduce the 

number of unknowns for a given problem. By using the 

low-rank property of the multiple RHS problem, the 

ACA based matrix compression method has been 

employed for efficient computation of MRCS. Compared 

with solving linear equations repeatedly at each angle 

with direct solution, the ACA based matrix compression 

method can greatly reduce the computation time. The 

GTD-based scattering model has been utilized for fast 

analysis of MRCS over a wide frequency band. By 

modeling a complex target as a summation of ideal 

scattering centers, large amount of calculation can be 

reduced. Finally, the one-dimensional MSIB features of 

HRRP have been extracted to constitute eigenvectors  
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for radar target recognition. To enhance the separation 

ability of radar target recognition, the MSIB features 

have been projected onto a lower-dimensional PCA 

space for recognition. Numerical examples prove that the 

proposed algorithm is feasible and efficient. 
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Abstract ─ In this paper, a new construction method       

of reduced matrix equation is proposed to improve        

the iterative solution efficiency of characteristic basis 

function method (CBFM). Firstly, the singular value 

decomposition (SVD) technique is applied to compress 

the incident excitations and these new excitations 

retained on each block after SVD are defined as the 

excitation basis functions (EBFs). Then, the characteristic 

basis functions (CBFs) of each block are solved from 

these EBFs. Lastly, these EBFs and CBFs are used as the 

testing functions and the basis functions to construct the 

reduction matrix equation, respectively. The diagonal 

sub-matrices of the reduced matrix constructed by the 

proposed method are all identity matrices. Thus, the 

condition of the reduced matrix is improved resulting in 

a smaller number of iterations required for the solution 

of the reduced matrix equation. The numerical results 

validate the accuracy of the proposed method. Compared 

with the traditional CBFM, the iterative solution 

efficiency of the reduced matrix equation constructed by 

the proposed method is significantly improved. 

 

Index Terms ─ Characteristic basis functions, 

characteristic basis function method, reduced matrix 

equation, singular value decomposition, testing functions. 
 

I. INTRODUCTION  

The method of moments (MoM) is known as an 

effective method to solve the electromagnetic scattering 

problems. However, the computational time and memory 

requirement of MoM increase significantly while 

dealing with large problems. In order to mitigate these 

problems, a number of acceleration algorithms have been 

proposed, such as fast multipole method (FMM) [1], 

multilevel fast multipole method (MLFMM) [2-4], 

adaptive integral method (AIM) [5], adaptive cross 

approximation (ACA) algorithm [6,7], precorrected-fast 

Fourier transform (P-FFT) [8] method, and fast dipole 

method (FDM) [9]. These methods effectively utilize the 

matrix-vector products (MVPs) and can handle large 

number of unknowns. Another essentially different 

family of techniques reduces the number of degrees of 

freedom (DoFs) by employing macro basis functions  

and domain-decomposition schemes, instead of utilizing 

the rapid computation of the MVPs. This family of 

techniques includes domain decomposition method 

(DDM) [10-12], synthetic function expansion technique 

(SFX) [13], accurate sub-entire-domain (ASED) basis 

function method [14], characteristic mode (CM) [15,16], 

and characteristic basis function method (CBFM) [17-

19]. Among these techniques, the CBFM has been 

successfully and widely applied to printed circuits and 

scattering problems. The main computational of the 

CBFM consists of three parts: characteristic basis 

functions (CBFs) generation; reduced matrix construction; 

and reduced matrix equation solution. In recent years, 

several techniques have been proposed to improve the 

performance of the CBFM. In [20], multistep angular-

derived CBFs generation technique has been proposed to 

reduce the singular value decomposition (SVD) time of 

generating the CBFs. In [21], the ACA-SVD has been 

adapted to efficiently generate the CBFs, which reduces 

both the time of generating the initial CBFs and the SVD 

time of initial CBFs. In [22], an improved primary 

CBFM (IP-CBFM) has been proposed to reduce the 

amount of memory used for reduced matrix by 

combining the secondary CBFs with the primary CBFs. 

In [23], the high level CBFs have been proposed to 
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improve the iterative solution efficiency of CBFM. 

Furthermore, some hybrid methods have been presented, 

such as CBFM-FMM [24], CBFM-MLFMM [25], 

CBFM-ACA [26], and CBFM-FDM [27] to accelerate 

the vector-matrix-vector products (VMVPs) in the 

construction of the reduced matrix. To some extent,  

these methods can save time and reduce the storage 

requirement. However, the size of reduced matrix in 

CBFM increases when analyzing the electrically large 

problems. Therefore, the solution of the reduced matrix 

equation should be performed by an iterative method. In 

this paper, a new construction method of reduced matrix 

equation is proposed to improve the iterative solution 

efficiency of CBFM. The diagonal sub-matrices of the 

reduced matrix constructed by the proposed method are 

all identity matrices, which improve the condition of 

reduced matrix and reduce the number of iterations. 

 

II. CHARACTERISTIC BASIS FUNCTION 

METHOD  
The CBFM divides the target into M blocks, where 

each block is solved as an independent domain. For each 

block, the CBFs can be obtained as: 

 CBFs = ,e

ii i iZ J E  (1)
                         

 

where e

iiZ
 
denotes the self-impedance of the extended 

block i, with dimensions eb eb

i iN N , for i = 1, 2,…, M. 

The eb

iN  represents the number of Rao-Wilton-Glisson 

(RWG) basis functions belonging to the extended block 

i, iE is the excitation matrix with dimensions pws

eb
iN N , 

and pwsN  is the number of incident excitations. In order 

to eliminate the redundant information in CBFs

iJ caused 

by overestimation, the SVD is used to reduce the 

redundancy of the initial CBFs. This factorization yields 

the following result: 

 CBFs T ,i i i iJ U W V  (2) 

where 
iU and

iV are orthogonal matrices with 

dimensions eb eb

i iN N  and
 pws pwsN N , respectively, and

iW is a diagonal matrix with dimensions 
pws

eb

iN N . 

The superscript T denotes the transpose operation. 

Suppose, the same number B of CBFs is retained on each 

block after SVD, where B is smaller than pwsN , the 

surface current of the target can be expressed as a liner 

combination of these CBFs as: 
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where k

ia are the unknown expansion coefficients and 

k

iJ is the kth CBF of block i. The Galerkin method [28] 

is used to determine the unknown expansion coefficients 

and a BM BM reduced matrix for the BM unknown 

expansion coefficients is obtained. Then the reduced 

matrix equation R RZ α E can be constructed as follow: 
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where  njmi L ,, , FF  denotes the coupling term between 

the mth CBF on block i and nth CBF on block j. mi,F  

and nj ,F are the mth and nth CBFs on blocks i and j, 

respectively.  rf pi, , and  rf qj ,  are the pth and qth 

RWG basis functions on blocks i and j, respectively. 

 qpij ,Z  stands for the coupling term between the pth 

RWG on block i and qth RWG on block j. The 

coefficient ),( mpiJ  denotes the value of the mth CBF, 

included on the block i, and sampled at the center of the 

pth RWG. iN  and jN  are the numbers of RWG basis 

functions on blocks i and j, respectively. Equation (5) 

enables us to express the coupling terms between the 

CBFs of two blocks as a simple product between 

matrices: 

 ,HR
jijiij JZJZ   (6) 

where H stands for conjugated transpose, ijZ  is the 

matrix containing the coupling terms between the RWGs 

on blocks i and j. Likewise, the voltage vector is then 

computed as: 

 .HR
iii EJE   (7) 
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It can be found from Eqs. (5), (6), and (7) that the 

CBFs ( iJ ) are used as higher level testing and basis 

functions in terms of RWG basis functions in the process 

of constructing the reduced matrix equation. For 

moderate size problems, the reduced matrix equation 

(Eq. (4)) can be solved via a single LU-decomposition 

and one matrix-vector product per excitation. However, 

for large size problems, the dimensions of the reduced 

matrix become so large that an iterative method should 

be used to solve the reduced matrix equation. 

 

III. NEW REDUCED MATRIX EQUATION 

CONSTRUCTION METHOD  
Firstly, the SVD is applied to deal with the 

excitation matrix before generating the CBFs: 

 
T ,iE = UWV  (8) 

where U and V are the orthogonal matrices of 

dimensions be eb

i iN N  and pws pwsN N , respectively. W 

is an pws

eb
iN N  diagonal matrix whose elements are the 

singular values of iE . Setting an appropriate threshold 

(typically 0.001), a new set of incident excitations will 

be obtained retaining only those with relative singular 

values above the threshold. Hence, a new excitation 

matrix named 
n ew

iE is obtained and the number of 

excitations is decreased. These new excitations are 

defined as the new testing functions of the block and 

denoted as excitation basis functions (EBFs). For 

simplicity, it is assumed that all the blocks contain the 

same number K of EBFs. The dimensions of 
n ew

iE are 

eb

iN K , and K is always smaller than pwsN . Replacing 

iE
 
in Eq. (1) with n ew ,iE  a new equation can be 

constructed as follows:  

 new n ew .e

ii i iZ J = E  (9) 

By solving Eq. (9), K CBFs ( new
iJ ) can be obtained 

on each block and are defined as the new basis functions. 

The total number of ma rixreqna iwtrewln iwte is M K , 

which is smaller than pwsM N  in the CBFM as 

pwsK N . The time required to generate the CBFs in 

the proposed method is reduced compared to the 

traditional CBFM. By using the EBFs and CBFs as the 

testing and the basis functions, the coupling terms 

between the CBFs of two blocks can be rewritten as: 

   ,newHnewRnew

jijiij JZEZ   (10) 

where 
n ew

iE is an unitary matrix. When ,i j  

  IEEZ  newHnewRnew

iiii , where I represents the identity 

matrix. Eq. (4) can be rewritten as: 

 

new new
new

new new
new

new new
new

R R R

12 1 11

RR R
2 221 2

RR R
M1 2

,

M

M

M
M M

    
    
         
    
       

I Z Z Eα

α EZ I Z

α EZ Z I

 (11) 

where 
newHnewR

)(new
iii EEE  , it can be seen from Eq. 

(11) that the sub-matrix containing the coupling terms 

between the CBFs of each block becomes the identity 

matrix because of the orthogonal properties of the EBFs. 

Compared with the traditional CBFM, the condition 

number of the reduced matrix is improved, and the 

number of iterations required in the solution process is 

reduced accordingly. 
 

IV. NUMERICAL RESULTS  
In this section, three test samples are presented to 

demonstrate the accuracy and efficiency of the proposed 

method. All simulations are executed on a PC with an 

Intel(R) Core(TM) i5-6200 CPU with 2.3 GHz (only one 

core was used) and 48 GB RAM. The bi-conjugated 

stabilized gradient (BiCGStab) is selected as iterative 

solver with a residual error of 0.001. The relative error 

Err is introduced and defined as follows: 

  x FEKO FEKORCS RCS RCS 100%,Err     (12)                  

where
FEKORCS are the simulation results from the 

software FEKO, and 
xRCS are results computed by the 

traditional CBFM or the proposed method.  

Firstly, the scattering problem of a PEC plate with  

a side length of 2 m is considered at a frequency of       

500 MHz. The geometry is divided into 8246 triangular 

patches with an average length of /10  leading to 15286 

unknowns. The geometry is divided into 9 blocks, with 

each block extended by =0.15  in all directions. For 

both methods, 800 incident excitations are set. The total 

numbers of CBFs and the relative errors of two methods 

under different SVD thresholds are shown in Table 1. It 

can be seen from the table that the relative error of the 

proposed method converges faster with reducing SVD 

threshold than the traditional CBFM. In order to compare 

the iterative solution efficiency of the two methods, the 

reduced matrix dimensions of the proposed method     

and the traditional CBFM are 865865  and 8721872  

when the SVD thresholds are selected as 0.002 and 

0.001, respectively. The condition number of CBFM 

matrix is 11009, while the condition number of the 

proposed method matrix is only 2219. Figure 1 illustrates 

the iterative convergence of the two methods. It can be 

seen from the figure that the proposed method achieves 

a good convergence. In order to confirm the higher 

convergence of the proposed method, the observation of 

the eigenvalues distributions is presented in Fig. 2. The  
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figure shows that the convergence of the iterative 

solutions of the proposed method improves as the 

eigenvalues move away from the origin. The bistatic 

RCS in horizontal polarization calculated by the two 

methods are shown in Fig. 3. It is clear from the RCS 

curves that the results calculated by the proposed method 

agree well with the one by FEKO, and also the one by 

CBFM. The total number of iterations of CBFM is 63, 

while the one of proposed method is only 37. Thus, a 

41% of iterations number reduction is obtained.  
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Fig. 1. Iteration times at different residues of two 

methods. 

 

 
 

Fig. 2. Eigenvalues distribution of two methods. 
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Fig. 3. Bistatic RCS of a PEC plate in horizontal 

polarization. 

Next, the scattering problem of a PEC missile with 

a length of 1 m, a wingspan of 0.64 m, and a height of 

0.22 m is considered at a frequency of 3 GHz. The total 

number of unknowns is 85217, and the geometry is 

divided into 52 blocks. Each block is excited by using 

multiple 800 incident excitations. The CBFs produced 

by the CBFM and the proposed method are 6025 and 

6194, respectively. The condition number of CBFM 

matrix is 68341, and of proposed method matrix is      

only 7213. The average number of iterations of the 

conventional CBFM is 607 by using the iterative 

BiCGStab method without using the preconditioning 

techniques, while the proposed method requires only 299 

iterations. The CPU time spent in the solution of the 

reduced matrix equation is reduced from 311.9 second 

with CBFM to 161.2 second in the proposed method. 

The bistatic RCS in horizontal polarization calculated by 

the two methods are depicted in Fig. 4. It can be seen 

from the figure that the RCS curve of proposed method 

is in a good agreement with that of traditional CBFM. A 

good agreement with the result of FEKO is also achieved 

except around 115  and 69 . 
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Fig. 4. Bistatic RCS of a PEC missile in horizontal 

polarization. 

 

Finally, the monostatic RCS of a cone-sphere with 

gap (referenced from [29]) at a frequency of 10 GHz is 

calculated. Total 181 observation directions for 90

and ranging from
0 to 

180  are considered. The 

number of unknowns is 158881, while 11949 and 11832 

CBFs are obtained for the CBFM and the proposed 

method, respectively. The sparse approximate inverse 

preconditioner is applied to accelerate the iterative 

solution of reduced matrix equation. The average number 

of iterations per direction is 59.7 for the traditional 

CBFM, while this number is reduced to 32.1 iterations 

when the proposed method is applied. A substantial 

reduction in the CPU-time is obtained because of the 

better conditioned reduced matrix. Figure 5 shows a 

comparison of the results obtained by applying FEKO, 

CBFM, and the proposed method for monostatic RCS in 
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horizontal polarization. It can be observed from the 

figure that the results obtained by the proposed method 

agree well with that obtained by the FEKO. 
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Fig. 5. Monostatic RCS of the cone-sphere with gap in 

horizontal polarization. 

 

The CPU-times of the above three test examples 

using the CBFM and the proposed method are 

summarized in Table 2. Compared with the CBFM, the 

CPU-time of CBFs generation using the proposed 

method is reduced because the number of matrix 

equation solutions is significantly reduced. Moreover, 

the reduced matrix solution time is reduced because of 

the better conditioned system of equation using the 

proposed method. The CBFs generation time and the 

reduced matrix solving time are remarkably reduced and 

the gains are about 19.3% and 45.1%, respectively. 
  

V. CONCLUSION 
A new construction method of reduced matrix 

equation is proposed in this paper to improve the 

iterative solution efficiency of characteristic basis 

function method (CBFM). In the proposed method, the 

excitation basis functions (EBFs) are first constructed by 

using the singular value decomposition (SVD) technique. 

Then, the characteristic basis functions (CBFs) are 

obtained by using the EBFs. These EBFs and CBFs are 

defied as the testing and the basis functions, respectively. 

The diagonal sub-matrices of the reduced matrix 

constructed by the new testing and basis functions are all 

identity matrices, which improves the condition of 

reduced matrix. Thus, the total number of iterations to 

achieve reasonable results is significantly reduced. 

Numerical simulations are conducted to validate the 

performance of the proposed method. The results 

demonstrate that the number of iterations required by the 

proposed method is noticeably less than that by the 

traditional CBFM due to the better conditioned system 

of equation. Furthermore, the proposed method can also 

be combined with MLFFM, AIM, P-FFT, FDM and 

other algorithms to further improve the efficiency of the 

characteristic basis function method for analyzing the 

electromagnetic scattering characteristics of electrically 

large targets. 
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Table 1: The total CBFs number and the relative error of two methods under different SVD threshold 

SVD Threshold 0.8 0.5 0.1 0.05 0.01 0.005 0.002 0.001 

CBFM 
CBFs Number 20 112 369 446 623 699 796 872 

Err(%) 68.85 34.82 16.01 7.62 1.58 0.96 0.82 0.51 

Proposed Method 
CBFs Number 28 171 421 492 679 756 865 912 

Err(%) 56.09 18.71 5.12 3.14 0.86 0.61 0.57 0.49 

Table 2: CPU time of the CBFM and proposed method for different calculation steps 

Problems Method 
Impedance Matrix 

Calculation (s) 

CBFs 

Generation (s) 

Reduced Matrix 

Calculation (s) 

Solving 

Matrix (s) 

Total 

Time (s) 

Plate 

CBFM 239.1 747.7 84.1 0.8 1071.7 

Proposed 

Method 
242.9 479.7 83.3 0.5 806.4 

Missile CBFM 2205.6 6675.4 986.7 311.9 10179.6 

Proposed 

Method 
2209 5749.8 994.9 137.2 9090.9 

Cone-

Sphere 

with Gap 

CBFM 5040.3 21240.7 4516.3 277.2×181 80970.5 

Proposed 

Method 
5048.2 19661.8 4373.6 160.5×181 58134.1 
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Abstract ─ The aliasing problem in ASM-FDTD is 

presented in detail, to overcome the problem of the 

ASM-FDTD method to simulate the Electromagnetic 

pulse (EMP) propagation in periodic tunnel structure, 

the prony’s method is employed to model the time 

domain field of the ASM-FDTD. The solution of the 

aliasing problem is achieved through evaluating of the 

exponential models at intermediate spectral points with 

interpolation, and the computational resource is also 

saved for the later time response. The accuracy of the 

approach is verified by comparing the results with the 

MW-FDTD which is calculated by parallel computing. 

  

Index Terms ─ Aliasing problem, array scanning 

method (ASM), finite-difference time domain (FDTD), 

periodic structures, tunnel.  
 

I. INTRODUCTION 
EMP propagation in tunnel is a significant subject 

to study, the interest mainly comes from two aspects. 

First is the electromagnetic protection against the  

EMP weapons, second is the ultra-wideband (UWB) 

communication in tunnel. The well-known finite-

different time-domain (FDTD) technique is an ideal 

method due to its accuracy and flexibility, but the main 

problem is the high memory requirement and heavy 

computational burden when deal with these large-scale 

problems [1]-[12]. A successful technique to deal with 

this problem is MW-FDTD [13] which requires a 

relatively small FDTD computational mesh along with 

the pulse, this technique is applicable only when the 

significant pulse energy exists over a small part of the 

propagation path at any instant time. However, when a 

long distance is simulated, much computer resources 

are required. The ASM-FDTD [14]-[16] method is a 

novel technique, combining the spectral FDTD method 

[17] to model the excitation of infinite periodic 

structures. Tunnel system is periodic in one dimension. 

By considering the influence of the steel-bar structure 

in the around reinforce concrete, and the impressed 

excitation sources is often introduced at the sectional 

surfaces. So the ASM-FDTD technique can be dealt 

with, as a result, only a single periodic cell of the 

periodic tunnel structure needs to be considered. The 

computational resources are reduced.  

However, in the implementation of the ASM-

FDTD technique, it involves the aliasing problems 

which is similar to the Discrete Fourier Transform (DFT). 

And it is difficult to distinguish the overlapping signals. 

To overcome the problem, it needs to increase the 

number of spectral sampling points in Brillouin zone or 

to enlarge the size of periodic cell, which requires a lot 

of computational resources. Another problem is a long 

time running is needed when simulating the long distant 

tunnel structure.  

The Prony’s method [18] is a technique to model 

the sampled data as a linear superposition of complex 

exponentials. In the present paper, the Prony’s method 

is combined with the ASM-FDTD method, by using  

the periodic sources with different phase shift. Results 

show that they are agree very well with each other, 

which means the laws of the integral field could be 

expressed by a set of exponential parameter values 

simply. Firstly we obtain the exponential parameter 

values from a short time-domain response of the 

integral field with respect to every spectral points,  

then the exponential models is used to extrapolate the 

later time response of the integral field, so a large 

computation time will be reduced. On the other hand, 

based on the known parameter values corresponding to 

the finite spectral sampled points, we could estimate the 

parameter values at every spectral point in Brillouin 

zone approximately, by using interpolation method. 

Thus the integral fields at every spectral point are also 

obtained by the exponential models analytically and the 

aliasing problem can be solved.  

This paper is organized as follows. In Section II, 

the Fourier transform (FT) property of the ASM-FDTD 

is presented, the details of the aliasing problem is  

made clear systematically according to the FT theory. 

In Section III we outline the application of Prony’s 

method to fit the exponential model to the integral field 

and show the exponential parameter values versus the 

spectral sampling points. In Section IV, the estimation 
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of the parameter values by interpolation and the 

solution to the aliasing problem are described. The final 

results of the problem are compared with the MW-

FDTD method. 

 

II. FOURIER TRANSFORM PROPERTY OF 

ASM 

In time domain, 0( , , , )tot zE r r k t  is the total electric 

field at r in the infinite periodic structure along the  

z direction produced by a set of sources at 

0 l ( 0, 1...)zr m m    with a phase shift exp( ).zjk   

Between the adjacent sources and 
0( , l , , )tot z zE r r n k t  

is the field at r in the same periodic environment 

produced by a single source at 
0 lzr n , according to 

the superposition principle we can obtain: 
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where   is the period along the z direction and 
zk  is 

the phasing parameter. Multiply both side of (1) with 
zjk m

e
  and integrate from    to    with ,zk  

following the orthogonal property of the complex 

exponential function we have: 
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In an infinite periodic structure, 

 0 0( , 1 , ) ( 1 , , )tot z tot zE r r m t E r m r t    . (3) 

Substitute (3) into (2), 
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So 0( l , , )tot zE r m r t  at 0 lzr m  produced by a 

single source at r in n = 0 periodic cell can be calculated 

by 0( , , , )tot zE r r k t  which could be obtained by spectral 

FDTD with the periodic condition: 

 0 0( 1 , , , ) ( , , , ) zjk

tot z z tot zE r r k t E r r k t e
    . (5) 

From (1) we can find that 0( , , , )tot zE r r k t  is periodic 

with period 2 :   
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the property of conjugation, 

 *

0 0( , , , ) ( , , , )tot z tot zE r r k t E r r k t   . (7) 

For brevity we set: 

 0 0 0, 1 , 2zf T f k    , (8) 

 0 0 0( l , , ) ( ), ( , , , ) ( )tot z tot zE r n r t G nf E r r k t g    . (9) 

Substitute them into (4) and (6): 
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0( ) ( ) ( 0, 1, )g iT g i     . (11) 

By using the simple left endpoint rule of numerical 

integration, from (10) we have: 
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where 
0T T N  is the sampling interval and N is the 

number of sampling points, substitute (8) and (9) into 

(12): 
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For the property of (7) that only half of the sampling 

points need to be computed here. 

Suppose that ( )h   is the sampling function and its 

Fourier transform (FT) is ( )H f , which can be shown: 
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( )g   is a periodic continuous function, its FT is ( )G f  

can be expressed as: 
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Sample ( )g   with ( )h  , the result is ( ) ( )g h   and 

its FT can be expressed as [19]: 
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According to the convolution theorem, from (14) 

and (15) we have: 
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Form (16) and (18) we get: 

 0( ) ( 0, 1,...)GH f a    , (19) 
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Substitute Ta  into (17) we finally get: 
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By considering the scaling factor T in (20) we can 

find
0( )dG f  or 

0( )GH f  is the final result we get 

according to the numerical integration and the DFS 

respectively. It is not the field of the observation point 

in the th  cell we wanted, but a superposition of the 

field at a set of periodic observation points with period 

0Nf , which can be shown in Fig. 1 along z direction  

in space domain with the consideration of 
0 .f   The 

mark  denote the observation points at positive z 

direction and  denote the points at negative direction  

if the source is set at the origin, where reveals the 

aliasing problem clearly in the ASM-FDTD.  

Suppose the velocity of propagation is 
0v , convert 

(22) into time domain we obtain: 
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m

G f v G mN f v 




  . (23) 

(23) can be shown by Fig. 2, here the mark  and  

denote the points in time domain corresponded to the 

observation points’ position in Fig. 1, they are symmetric 

with each other at the points of 0(2 ).mN v  
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Fig. 1. Aliasing problem in space domain. 
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Fig. 2. Aliasing problem in time domain 

 

To lessen the aliasing problem, the interval of the 

points in time domain shown in Fig. 2 should be apart 

from each other as much as possible, it can be achieved 

by increasing N or enlarging ,  both of them will 

heavily increase the computational requirements. The 

effective interval 
dT  is its least distant to the adjacent 

points. From (23) and Fig. 2, any sampling point at cell 

  except 2N  , the dT  can be shown as: 

 
0min[2mod( , 2), 2mod( , 2)]dT N N N v    . (24) 

We will get 
max 0(2 )dT N v  when set the 

sampling points at (2 1) 4m N   . A further analysis 

shows that the two symmetric points overlap with each 

other when 2mN  , if the periodic cell is symmetric 

itself and both 
0r  and r are at symmetric position, the 

field of the two symmetrical sampling points will be 

exactly equal, then the output of ASM-FDTD will be 

accurately double to the standard FDTD method, the 

effective interval will be 0 ,dT N v  and a minimum 

aliasing error will appear. But if 0( )G nf  is infinite 

duration in time domain, the period of N  should tend 

to infinite to avoid the aliasing problem and there will 

be no advantage of ASM-FDTD. 

 

III. PRONY’S METHOD ANALYSIS AND 

EXTRAPOLATION 
We now outline the Prony’s method to fit the 

deterministic exponential model to the integral field 

0( , , , )tot zE r r k t  in (2) with respect to every spectral 

sampling points 
zk , which can be concisely expressed 

as the form: 

 
( )

0

1

ˆ ( , , , ) ( ) m z

M
s k t

tot z m z

m

E r r k t h k e



 , (25) 

both ( )m zh k and ( )m zs k  are complex here. The 

structure of the tunnel in the ASM-FDTD is periodic in 

the z direction shown in Fig. 3. The top curved 

interface is dealt with Conformal FDTD (CFDTD) [20], 

outside of the soil is truncated by convolution PML 

(CPML) [21] and the infinite periodic structure is 

truncated in the z direction with the PBC. 
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Fig. 3. Geometry of the periodic tunnel structure. 
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The parameters for the soil are dielectric constant 

10.0r   and conductivity 1.0 3s m.e    For the 

concrete 6.0rc  and 5.0 4s mc e   with the thickness 

0.2666m,w  the interval of the steel bar contained in 

the middle of concrete is 0.1333m,d   the top vaulted 

part is a semicircle with the radius 2.0m.r   

In the waveguide system [22], the excitation  

source is usually introduced robustly according to the 

propagation model such as TE10 and TM11. Though in 

this case we can’t get the analytical model of the wave 

propagation, the way that the excitation sources 

induced in the waveguide system can still be employed 

here. It can be shown as: 

 1( , , ) ( , , ) ( , , ) ( )n n

tan s tan s sE i j k E i j k f i j k g t   , (26) 

the subscript ‘tan’ denotes the E-field distributed in  

a transverse cross section at 
sz k z   of the tunnel 

structure in Fig. 3, ( , , )sf i j k  is the function of the 

field distribution and ( )g t  refers to the time function 

determine the bandwidth of the sources. Here we set 

( , , )sf i j k  as the model of TE10 in waveguide with the 

size of 4.0m 6.0m.a b    Though the model doesn’t 

satisfy the boundary condition of the tunnel, we can 

consider that after some length propagation the  

model will be in a steady state which approach TE10 

propagation model of the tunnel itself.  

In ASM-FDTD the spectral points are sampled as 

the midpoint rule of integration that: 

 
2 1

[ 1 ]z i

i
k

N







    , (27) 

the number of sampling points 80,N   for the property 

(7) of ASM-FDTD we compute the 0( , , , )tot zE r r k t  with 

respect to 0i  , period of the single cell 0.4m,   

( )g t  in (26) set to be a differential Gaussian electric 

pulse that 2 2

0 0 0( ) ( )exp(4 ( ) )g t E t t t t     with 

3.0ns,  0 1000V mE  and 0 2 ,t  ( , , )sf i j k located 

at the x y  plane with 2,z   Yee cell size is given 

by 0.01333mx y z       and the time step is 

22.16ps.t   The simulation is performed for 40000 

time steps and a probe is placed at ( 2, 2, 2)a b   to 

sample the y-component of the E-field. 

In the Prony’s method with respect to every 

spectral sampling point zk  in Brillouin zone, we set the 

model order 18,M   the analyzed data sampled since 

the 10000th time step to ensure the propagation model 

to settle down, the samples between 10000 to 15000 

are used for estimating the exponential models, and the  

rest are used for prediction comparison, the sampling 

interval is 22 time steps that 227  modeling samples are  

obtained. Figures 4 (a) and (b) show the comparisons of 

the extrapolation results based on the exponential models 

to the original result of TD field 0( , , , )tot zE r r k t  in ASM-

FDTD for 0.7625i     and 0.2625i      in (27) 

respectively, from which we can find that they are  

in good agreement. It can be seen that in the 

implementation of the ASM-FDTD to simulate the 

EMP propagation in the periodic tunnel structure, the 

total field 0( , , , )tot zE r r k t  can be expressed as a linear 

superposition of complex exponentials with high 

accuracy, so we just determine the models of 

exponential from a finite early-time response, the later 

time response can be obtained by extrapolation from 

the exponential models. In this case, if the simulation 

had been stopped at 15000 time steps instead of the 

40000 time steps, saving about 63% in terms of 

simulation time will be obtained, and this percentage 

would be much greater as the simulation time steps 

increase. 

To further verify the accuracy of the exponential 

models, in (13) we set 50,n   Fig. 5 shows a 

comparison between the final numerical integration 

results obtained based on the exponential models and 

the ASM-FDTD method. From the figure, we can see 

they agree well with each other. And we find the 

aliasing problem in ASM-FDTD apparently, with a 

further analysis from Fig. 2 we know that the main 

waveform in the figure consist of the field at the probes 

of ( 50, 5)m    and ( 50, 6)m     in (22), which 

are 180m and -172m far away off the excitation source 

along the z direction respectively.  

In equation (25), ( )m zh k  and ( )m zs k  can be defined as: 

 
( ) ( )exp( ( ))

( ) ( ) ( )

m z m z m z

m z m z m z

h k A k j k

s k k j k



 



 
, (28) 

mA  is the amplitude of the complex exponential, 
m  is 

the initial phase in radians, 
m  is the damping factor, 

and 
m  is the frequency. The model order 18,M   for 

concisely expressed we select two representative terms, 

Fig. 6 shows the parameters versus to the sampling 

spectral points corresponding to the order 1m  and 

2.m   In fact for the analyzed data is real, the complex 

exponentials must occur in complex conjugate pairs of 

equal amplitude, so the 2M  terms of the orders are 

significant. We can see the parameter ( )m zk  presents 

a very well continuous linear character, ( )m zA k  and 

( )m zk changes with different orders. Some discontinuous 

appear in those curves just at the points with the 

amplitude is low or the damping factor is high. For the 

parameter ( ),m zk  it is so oscillatory of some orders 

even when the amplitude values are great.  
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Fig. 4. Comparison of the integral field in  

ASM-FDTD and the exponential model result for: (a) 

0.7625i     and (b) 0.2625.i     
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Fig. 5. Comparison of the 0( 1 , , )tot zE r n r t  computed 

from the original time response and extrapolated time 

response with the exponential models. 
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Fig. 6. Parameters of the exponential models versus  

the sampling spectral points in Brillouin zone, for 

expressing concisely here we set 1.t   
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IV. ALIASING PROBLEM SOLVED BY 

INTERPOLATION 
The aliasing problem in ASM-FDTD can be 

overcome by increasing the number of spectral sampling 

points with the cost of computational requirement. In 

Section III, we find that the integral field correspond to 

the sampling points can be represented by sums of 

damped exponentials, so if we obtain the parameters of 

the exponentials at every spectral points, the aliasing 

problem can then be solved. In this section we will 

estimate the parameters through interpolation, and then 

solve the aliasing problem in the ASM-FDTD. Cubic 

spline interpolation is employed here for its smooth 

graph and continuously turning tangent. 

Figure 6 show the parameters of the exponential 

models versus the sampling spectral points, one point 

should be emphasized here is the parameter of phase, 

which is obtained by the function of inverse tangent. 

Correspond to the order 2m   we can obtain a 

smoother phase plots by unwrapping, but to the order 

of 1m  there are too many discontinuities that we 

can’t set a correct jump tolerance to get the right 

unwrapped result. Furthermore the phase 
m  in (28) is 

at the range of [ , ],   but the phase we get by inverse 

tangent is at [ 2, 2],   so it needs to combine other 

information such as the phase obtained by inverse 

cosine or sine to convert the phase from the range of 

[ 2, 2]   to the range of [ , ].   So, we transform 

the equation in (28) to: 

 ( ) ( ) ( )m z z zh k p k jq k  , (29) 

which can avoid the above problem properly. The 

parameters ( )xp k  and ( )zq k  corresponding to the order 

1m  and 2m   are shown in Fig. 7. 

Set the endpoint condition of the interpolation to be: 
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
. (30) 

Take the imaginary part of the amplitude as 

example, the resulting curve of interpolation is shown 

in Fig. 8. The other parameters have the same smooth 

results as the figure shown.  

Based on the above analysis, a probe is set at 

( 2, 2, 2),za b l  according to the conclusion in Section 

II, we can set the number of sampling points: 
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0

4( )
( )interp

l l
N l l




  . (31) 

The first waveform of 4interpn N  in (13) is the 

transient field we want. Of course we can also set other 

algorithm according (23) just ensure 0n l l    and 

the effective interval in (24) is broad enough. 

Figure 5 shows the aliasing results consist of the  

field with probes of 180m and -172m distant to the 

excitation sources, follow the above criterions we set 

360interpN   and 90.n   Figure 9 shows the comparison 

between the picked-up result and the MW-FDTD 

method where the length of window to be set 20m to 

lessen the truncation error. As seen from the figures, 

these results are consistent well to each other.  
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Fig. 7. Parameter of the complex amplitude versus the 

sampling spectral points in Brillouin zone: (a) the real 

part and (b) the imaginary part. 
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Fig. 8. The cubic spline interpolation result based on 

the imaginary part of the amplitude. 
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Fig. 9. Comparison of picked-up result from the 

aliasing output of ASM-FDTD with the MW-FDTD 

result. 

 

V. CONCLUSION 
In this paper, the aliasing problem in the ASM-

FDTD has been presented in detail. To overcome the 

problem, the Prony’s method is employed to fit an 

exponential model with the total field of ASM-FDTD 

and a good agreement is observed. By extrapolating  

the total field based on the exponential model and 

interpolating the exponential parameters correspond to 

the spectral points in Brillouin zone, the computational 

requirement is drastically reduced and the aliasing 

problem is solved. Results show good agreement with 

the MW-FDTD. This method can also be applied to 

deal with the aliasing problem in the implementation  

of the ASM-FDTD to simulate some other periodic 

structures, and some other interpolation methods and 

curve-fitting approximation [23] maybe more 

appropriate for this problem. 
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Abstract ─ A compact broadband antenna array with 

two identical antenna elements is proposed to realize 

high isolation that is realized via integrating a new 

wheel-like meta-material structure into the closely  

set antenna elements. The wheel-like meta-material 

decoupling structure is settled between the two antenna 

elements to reduce the coupling from the nearby 

antenna element. The proposed antenna array is 

designed, optimized, fabricated and measured in a 

chamber. The achieved results verify that the developed 

antenna is able to provide a wide bandwidth ranging 

from 8 GHz to 12 GHz. Using the developed wheel-like 

meta-material decoupling structure, not only the 

designed antenna array maintains performance of MIMO 

array, but also the coupling is reduced to be less than  

-20 dB within the X-band. Therefore, the proposed 

antenna array is a suitable candidate for X-band MIMO 

radar system applications to get a high isolation between 

the elements. 

 

Index Terms ─ High isolation, low mutual coupling, 

meta-material, MIMO antenna, wideband. 
 

I. INTRODUCTION 
With the rapid evolution of the wireless 

communications and radar technology, the bandwidth 

requirements for these systems become to be wider and 

wider to obtain high data speed and resolution [1,2]. 

Thus, the wideband technology has been paid lots  

of attentions and gotten significant evolutions [3,4]. 

However, in wideband systems, reflection and diffraction 

can cause multipath fading problems, and hence, many 

researchers have moved to study MIMO technology to 

find out solutions for these problems. On the other hand, 

the MIMO technology can also improve the channel 

capacity and system reliability [5-7]. As a result, the 

combination of broadband technology and MIMO 

technology has drawn great concern in recent years. 

In fact, with the increasing number of the antennas  

in the MIMO system, the distance between the antenna 

elements becomes to be narrow in the miniaturized 

devices, resulting in serious coupling affect from 

neighbored antenna elements [8-9]. To maintain the 

independence of each antenna elements in the MIMO 

system within a limited space, it is one of the urgent 

difficulties to overcome mutual coupling from the 

adjacent antenna elements. Therefore, the many recent 

research works are mainly focused on designing 

miniaturized MIMO antenna array integrating with 

decoupling structure. 

In order to implement a high isolation MIMO 

antenna array, the defected ground structure (DGS) can 

change the current path on the ground plane to equal the 

combination of inductance and capacitance, modifying 

the electric field distribution between the transmission 

line and the ground plane to achieve the purpose of 

decoupling [10-12]. Also, the neutralization lines and 

other decoupling network have been presented to 

achieve the good isolation by introducing counter 

phased current against the excited antenna in 

development of the MIMO antenna array [13-16]. 

Recently, the meta-material structures have been 

considered to reduce the isolation between the adjacent 

antenna elements. The meta-material is a class of 

artificial composite structural material that can respond 

to external electromagnetic fields, which includes  

left-hand material, Electromagnetic Band Gap (EBG) 

structure, the Frequency Selective Surface (FSS) and so 

on. In [17-20], EBG structure have been proposed to 

reduce the mutual coupling using the suppression of 

surface waves. In [21-23], the FSS is suspended over 

the antenna array to increase isolation performance. 

However, these meta-materials cannot cover a wide 

bandwidth for X-band communication applications. 

In this article, a compact wideband MIMO antenna 

with a novel wheel-like meta-material structure is 

presented and analyzed numerically and experimentally. 

The designed MIMO antenna array is made up of  
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two identical rectangular patch antennas on the same 

substrate, and the proposed wheel-like meta-material 

structure, which has three cells, is inserted into the 

middle of the antenna elements. The proposed MIMO 

antenna array is created, modeled, optimized, fabricated 

and measured to verify the effectiveness of the proposed 

MIMO array. The results show that the proposed 

MIMO antenna array can cover the frequency band of  

8 GHz and 12 GHz, with omnidirectional radiation  

patterns and high isolation of 20 dB. 

This paper is organized as follows: in Section II, 

the configuration of the MIMO antenna array and meta-

material structure are proposed. Section III analyzes 

and discusses the simulated and measured results of the 

developed MIMO antenna array. Finally, a conclusion 

is given in Section IV. 

 

II. DESIGN OF THE PROPOSED 

WIDEBAND MIMO ANTENNA ARRAY 

A. The proposed MIMO antenna array structure 

The configuration of the proposed MIMO antenna 

array is modeled in HFSS 13.0 and is shown in Fig. 1.  

As shown in Fig. 1, the dimensions of antenna array are  

26 × 18 × 1.6 mm3, and the two patch antenna elements 

are printed on a substrate with permittivity of 4.4, a  

loss tangent of 0.02 and a thickness of h=1.6 mm. The 

proposed antenna is fed by microstrip line with a width 

of 3 mm. 

In order to obtain wide bandwidth, a stub is 

integrated with the ground plane. Fig. 2 shows that the 

stub can increase the bandwidth. Furthermore, there are 

two small gaps in each patch antenna element to obtain 

the good matching by controlling the width and length of 

gaps. 

Finally, the proposed MIMO antenna array is 

optimized using the HFSS to let the MIMO array operate 

at the X-band, and the optimized dimension of the 

MIMO array is listed in Table 1. 

 

 
    (a) Top view 

 
   (b) Bottom view 

 
 (c) Side view 

 

Fig. 1. Geometry structure of the proposed MIMO 

antenna array integrating with wheel-like meta-material 

structure. 

 

 
 

Fig. 2. S11 of the wideband MIMO antenna array with 

and without stub. 

 

Table 1: Optimized dimensions of the MIMO antenna 

array (Unit: mm) 

Parameters W W1 W2 W3 W4 

Values 26 3 8.5 1.4 4.5 

Parameters W5 L L1 L2 L3 

Values 7 18 9.7 7 1 

Parameters L4 L5 L6 h  

Values 4.25 4 8 1.6  

 
B. Meta-material decoupling structure 

In Fig. 1, there is a wheel-like meta-material  
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structure between the proposed antenna elements. 

However, there is still having surface wave interferences 

that will affect the performance of the other antenna 

elements. If the influences of surface waves can be 

reduced, the characteristics of the MIMO antenna array 

will be improved. One effective method is to increase  

the distance between the two antennas, but this method 

does not meet the trend of miniaturization of electronic 

devices and is limited by the space in the portable 

devices. On the other hand, adding a decoupling network 

in the MIMO antenna array to suppress the propagation 

of surface waves has attracted much more attention in 

recent years. As we know, the meta-material structure has 

the property of suppressing surface waves, and hence, it 

can be used in the MIMO antenna array to reduce the 

mutual coupling between the MIMO antenna elements 

and can maintain good performance with closely antenna 

elements. 

A meta-material decoupling cell used in the 

proposed MIMO antenna array is shown in Fig. 3, which 

is comprised of a copper patch with an octagon slot, eight 

crosses and a small octagon patch in the center. The 

diagonal length (W7) of the largest octagon slot is 4.5 

mm and the diagonal length (W8) of the small octagon is 

1.1 mm. The eight identical crosses are connected to the 

sides of the octagonal slot, the width (v) of the crosses  

is 0.2 mm. In addition, the length (L9) of the crosses is 

1.4 mm, and the width (W9) of the crosses is 0.95 mm. 

 

 
 
Fig. 3. Geometry structure of the proposed wheel-like 

meta-material cell. 

 

In order to better validate the effectiveness of  

the proposed wheel-like meta-material cell, the meta-

material cell is investigated by HFSS, and its effective 

parameters, such as equivalent permittivity ε and 

equivalent permeability μ, can be calculated from S-

parameters [24], which is presented in formula (1) - (4): 
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where k is the wave number in free space, d is  

the thickness of the meta-material structure cell, n is  

the refractive index, z is the wave impedance, ε is  

the equivalent permittivity, and μ is the equivalent 

permeability. 
 

 
 (a) Equivalent permittivity 

 
 (b) Equivalent permeability 
 

Fig. 4. Equivalent permittivity and permeability of the 

proposed meta-material cell. 
 

Therefore, the equivalent permittivity and 

permeability of the meta-material cell can be calculated 

and shown in Fig. 4. It is noticed that the designed cell 

has a negative permittivity and positive permeability in  

entire X-band, which means that the designed meta-
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material cell can meet the meta-material properties. 

According to the equation (5), 

 2 2k   , (5) 

which is the dispersive equation of plane 

electromagnetic waves, it can be concluded that k  

has no solution, result in suppressing the propagation of 

surface waves and achieving the purpose of decoupling. 

Thus, the proposed meta-material structure can be 

suitable for improve the isolation of X-band MIMIO 

antenna array. 
 

III. ANALYSISES RESULTS 

The proposed wideband MIMO antenna array is 

constructed and analyzed based on the HFSS 13.0. To 

further verify the analysis effectiveness, the proposed 

antenna array is fabricated and presented in Fig. 5. The 

measured results were obtained using vector network 

analyzer (VNA) E5063A. 

The simulation and measurement S-parameters 

including the reflection coefficient (S11) and transmission 

coefficient (S12) are shown in Fig. 6. It is noted that the 

proposed wideband MIMO antenna array without the 

proposed wheel-like meta-material decoupling structure 

has a bandwidth ranging from 8 GHz to 12 GHz. By 

using the proposed wheel-like meta-material decoupling 

structure, the bandwidth of the proposed MIMO antenna 

array moves to 7 GHz-12 GHz. That is to say that the 

operating frequency band moves to low frequency, and 

there is another resonance mode is appeared because of 

the resonance of the proposed wheel-like meta-material 

decoupling structure. It is noticed that mutual coupling 

that is measured using S12 is reduce from -13 dB to less 

than -20 dB in the operating band of the proposed MIMO 

antenna array. The MIMO antenna can cover the X-band 

if we consider S11 is less than -10 dB. It is also found  

that the resonance frequency is 9.7 GHz for the MIMO 

antenna array without the wheel-like meta-material 

decoupling structure, while there are two resonance 

frequencies locating at 9.7 GHz and 10.35 GHz, 

respectively. 
 

  
 (a) Top view  (b) Bottom view 
 

Fig. 5. Photograph of the fabricated broadband MIMO 

antenna. 
 

Figure 6 (b) depicts the comparison of the 

simulation and measurement of the S-parameters for 

proposed MIMO antenna array with the wheel-like meta-

material decoupling structure. In the X-Band, S11 is still 

less than -10 dB from the measurement, while the S12 is 

less than -20 dB. It is found that the two resonance 

frequencies are shifted to the high frequency, which may 

be caused by the inaccuracy of the dimensions of the 

fabrication. However, the simulated and the measured 

results meet well in the operating band, which tells us 

that the proposed wheel-like meta-material decoupling 

structure can effectively reduce the mutual coupling 

between the antenna elements and maintains the 

bandwidth of the MIMO antenna array. 

 

 
(a) With/without the proposed wheel-like meta-material 

decoupling structure 

 
(b) Simulated and measured S-parameters of the 

proposed MIMO antenna array 

 

Fig. 6. S11 and S12 of the wideband MIMO antenna array. 

 

Figure 7 shows the xoz-plane and yoz-plane 

radiation patterns of the designed MIMO antenna array 

with comparison of the simulated and measured results. 

In the measurement, one antenna element is fed, while  

the other one is terminated. The measurements agree 

well with the simulation, which show an acceptable 

agreement with simulations. It was observed that  
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the radiation pattern in the xoz-plane is almost 

omnidirectional in Fig. 7. In the yoz-plane, the radiation 

patterns are tended to be quasi-directional ones which  

is similar to the conventional monopole antenna. But 

the antenna pattern gradually deteriorates with the 

frequency increasing, and there are some distortions in 

the high frequency, which are tolerable changes at 10 

GHz and 12 GHz shown in Figs. 7 (b) and (c). The 

reason may be that the added decoupling structure gives 

a little effects on the direction of the electric field, 

resulting in the antenna radiation performance to be 

affected.  
 

 
  (a) 8 GHz 

 
  (b) 10 GHz 

 
  (c) 12 GHz 

 

Fig. 7. The simulated and measured radiation patterns. 

In Fig. 8, the gain of the proposed MIMO antenna 

with wheel-like meta-material structure ranges from 

2.67 dBi to 4.62 dBi over the X-band, and the variation 

in the gain values is found to be less than 2 dBi. 

Moreover, the maximum gain is 4.62 dBi at 10 GHz, 

and the minimum gain is 2.67 dBi at 9.4 GHz. The 

reason may be that the impedance does not match at 9.4 

GHz, resulting in part of the energy to be reflected on 

the feedline and not to be effectively radiated from the 

antenna. 
 

 
 

Fig. 8. Gain and ECC of the proposed MIMO antenna 

array. 
 

 
(a) Proposed MIMO antenna array without the 

decoupling structure 

 
(b) Proposed MIMO antenna array with the decoupling 

structure 

 

Fig. 9. Surface current distribution on the proposed 

MIMO antenna array at 11GHz. 
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The envelope correlation coefficient (ECC) is  

also important parameter to verify the performance of 

MIMO antenna. Using the equation in [25], we know 

that the ECC must be zero in ideal, which is not 

possible in free space environment. In Fig. 8, the 

obtained ECC for proposed MIMO antenna array with 

wheel-like meta-material structure is less than 0.01 

within the X-band, which indicates that there is very 

low correlation between the two ports. 

To better demonstrate the effectiveness of the 

proposed meta-material decoupling structure, the current 

distribution on the antenna is shown in Fig. 9. In Fig. 9 

(a), the current distributions on the proposed MIMO 

antenna without meta-material decoupling structure is 

presented, which coupled to the adjacent antenna 

element when the left antenna is exited. After integrating 

the proposed meta-material decoupling structure into 

the middle of the two antenna elements, the surface 

current on the right antenna is observed to be 

significantly reduced in Fig. 9 (b). Thus, it is concluded 

that the proposed wheel-like meta-material decoupling 

structure can block the surface waves from the left 

antenna to the right antenna. 

 

IV. CONCLUSION 
A compact wideband MIMO antenna array based 

on wheel-like meta-material structure with the size  

of 26 × 18 × 1.6 mm3 has been proposed for X-band 

communication applications. To suppress mutual 

coupling between the proposed MIMO antenna elements, 

a wheel-like meta-material decoupling structure is 

developed and integrated into the middle of the MIMO 

antenna array. The MIMO antenna array is designed, 

simulated, optimized, fabricated and measured, and the 

results demonstrated that the proposed MIMO antenna 

array has a wide bandwidth to cover the entire X-band 

with a fractional bandwidth of 40% and provides a  

high isolation that is better than 20dB. In addition, the 

peak gain ranges from 2.67 dBi to 4.62 dBi within the 

X-band. Moreover, ECC is less than 0.01. Hence, the 

proposed antenna array is suitable for X-band MIMO 

radar systems. In the future, the proposed technique  

can be used for developing the dual-band or dual-

polarization low mutual coupling MIMO arrays [26-27], 

beamforming [28],  direction of arrival (DOA) [29-30] 

using adaptive methods [31-37].  
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Abstract ─ A low-profile circularly polarized (CP) 

magneto-electric dipole (MED) antenna array is 

presented in this paper. By tilting the vertical walls of a 

MED with two protruded stubs being orthogonal to the 

horizontal patches and by using a staircase-shaped 

feeding strip, a wideband CP MED antenna is formed. In 

comparison to the conventional MED, the profile of the 

antenna is reduced from 0.25λc to only 0.07λc at the 

center frequency of the operating band. The sequentially 

rotated feeding (SRF) network is employed to construct 

a 2×2 array with enhanced 3 dB axial-ratio (AR) 

bandwidth. The overall size of the array is as compact as 

1.33λc×1.33λc×0.07λc, and the measured results show 

that the usable overlapped bandwidth of the reflection 

coefficient |S11|< -10 dB and AR< 3 dB is 31.2%, 

covering 1.76 GHz to 2.41 GHz. The peak gain of the 

array is 12.9 dBic with the gain variation being less than 

3 dB within the 1.85-2.32 GHz band, and the front-back-

ratio (FBR) is greater than 20 dB. The proposed array is 

promising in the applications for portable and individual 

communication devices for wireless communications. 

 

Index Terms ─ Circularly polarized antenna, magneto-

electric dipole antenna, small size, wideband. 
 

I. INTRODUCTION 
As a type of wideband complementary antenna,  

the magneto-electric dipole (MED), which was first 

proposed by Luk in 2006, has attracted widespread 

interests in recent years [1-15]. The MED antenna has 

many advantages such as wide bandwidth, symmetrical 

beam, low cross-polarization level, and stable gain, etc. 

However, the traditional MED antenna usually has a 

relatively high profile of about 0.25 wavelengths at the 

center frequency of the operating band, which may limit 

its application in many portable communication systems. 

A lot of works have been conducted to lower the 

profile of the MED antenna. In [2], the height of a 

wideband MED is reduced to 0.2λc by attaching two 

extra inverted-L-shaped wires above the shorted bowtie 

patches. In [3,4], a horizontal planar dipole and a pair of 

vertical folded patches are used to further reduce the 

antenna profile to 0.17λc, and 55% 10 dB impedance 

bandwidth is reached. In [5], the profile of the MED is 

lowered to 0.156λc by bending the vertical shorted patch 

to a triangular shape, and a very wide bandwidth of 

86.2% is obtained. A new MED with the height of 0.16λc 

is presented in [6], although the structure of the antenna 

is much simple than those in [2-5], the antenna still has 

wide impedance band- width of 45%. In [7], by replacing 

the traditional quarter-wave vertical shorted patch with  

a bent one of an obtuse-triangle- shaped cross section, 

the antenna’s profile is lowered down to 0.097λc, at the 

expense of reduced -10 dB |S11| bandwidth of 28.2%. 

The thickness of the MED is reduced to only 0.035λc in 

[8], but the bandwidth decreases to 20.7% and the FBR 

rises to 16 dB. [9-11] give the dielectric substrate loaded 

or substrate integrated MED, and the profiles of the 

antennas can be reduced to the order of 0.08 to 0.11λc. 

However, these antennas suffer from complexity in 

construction of the ground reflector and in assembling 

process, relatively high fabrication cost and sensitivity to 

environments, narrow bandwidth, and reduced gain in 

comparison with the air-support metal MED antennas. 

In contrast to the linearly polarized antennas, 

wideband CP antennas are often required in many 

communication systems to avoid multipath effects and 

mitigate the polarization mismatch. Recently, [12-15] 

have presented several wideband CP MED antennas. In 

[12], a CP MED antenna is designed by combing two 

bowtie patch antennas with two electric dipoles. It is fed 

by a Wilkinson power divider, and 33% overlapped  

-10 dB |S11| and 3 dB AR bandwidth is achieved, but the 

height of the antenna is 0.25λc. In [13], a 0.21λc-thick 

wideband crossed- dipole loaded CP MED is proposed, 

and the usable bandwidth is 26.8%. In [14], two 

symmetric electric dipoles, two vertical patches, and a 

cavity with two gaps are combined to provide 65.1% 

overlapped CP bandwidth, but the antenna’s profile is  

as high as 0.27λc. In [15], two L-probe fed CP MED 

antennas, operating respectively at the microwave  

and millimeter-wave bands, possess the overlapped 

bandwidths of 47.7% with the 0.29λc profile and 41% 

with the 0.15λc-profile. Although wide CP bandwidths 

have been obtained in [12-15], the heights of the MED 

antennas are still quite high; this is undesirable for some  
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portable devices. 

In this paper, a low-profile wideband CP MED 

antenna array is proposed for portable or individual 

wireless devices, in which compactness and light- 

weight is one of the most important requirements. Based 

on the proposed single-fed CP MED antenna with wide 

impedance bandwidth, which has a much lower profile 

of 0.07λc as compared with the traditional 0.25λc-thick 

MED antenna, a 2×2 array is constructed by using the 

sequentially rotated feeding (SRF) technique. The use of 

SRF network [16,17] further enhances the polarization 

purity and AR bandwidth, and the overlapped AR< 3 dB 

and |S11|< -10 dB bandwidth can be greater than 30%. 

Within the operating band, the gain variation is less than 

3 dB from 1.85 to 2.32 GHz, showing a 22.5% 3 dB gain 

bandwidth. 

II. ANTENNA ELEMENT

A. Antenna configuration

The geometry of the proposed MED antenna

element is shown in Fig. 1. Two metallic patches with 

each dimension of L1×W1 and being parallel to the 

ground, together with two attached stubs with the each 

size of L2×W2 protruding along the y-direction, form an 

electric dipole (ED). The position of the stub measured 

from the inner edge of the patch is W3, and the gap width 

between the two arms of the ED is S. In Fig. 1 (c), two 

inclined metallic patches connect the inner edges of the 

two horizontal patches to the ground, in which α denotes 

the included angle between the slanted patches and 

ground, and H is the height of the antenna. Similar to the 

conventional MED antenna [1], [7], the shorted inclined-

patches, the ground, and the aperture between the ED’s 

two arms, form an equivalent magnetic dipole (MD). The 

feeding line of the antenna is a staircase-shaped metallic 

strip, as shown in Fig. 1 (d), which consists of four parts. 

The first part is a vertical strip with the length of l1, and 

it connects to the intersection line of the horizontal patch 

and the inclined shorted patch. The second part is a 

horizontal strip with the length of l2, and the third part, 

with the length being l3, is parallel to another inclined 

shorted patch. The first three parts share the same width 

of Wf1. The fourth part of the feeding line is a vertical 

strip with the shape of an inverted trapezoid. The lengths 

of the top and bottom bases, and the height of the 

trapezoid are Wf1, Wf2, and l4, respectively. The antenna 

element can be fed by connecting the inner conductor of 

a SMA connector to the bottom base of the trapezoid and 

attaching the outer conductor to the ground. The third 

part (l3) works as a microstrip line and the distance 

between the line and inclined-patch can be determined 

by the basic formula for microstrip line design. It is noted 

that in this section the size of the ground is set to G= 150 

mm (0.95λc) for analysis the properties of the single 

MED antenna element. 

Fig. 1. Configuration of the proposed MED antenna 

element. (a) Perspective view, (b) top view, (c) side 

view, and (d) the feeding strip. Optimal dimensions of 

the antenna element (unit: mm): L1=51, L2=13, W1=51, 

W2=10, W3=25, S=6, H=10, G=150, l1=2, l2=6, l3=17.3, 

l4=2, t=1, wf1=2.1, wf2=1.3. α=20.3°. 

B. Operating principles

As shown in Fig. 1, it is apparent that both the

equivalent electric currents of ED and the equivalent 

magnetic currents of the MD are y-directed. In the xz-

plane, both the electric field radiated from the ED and 

that from the MD have the same shape of figure “O”, 

although they are spatially orthogonal. In addition, there 

is an inherent 90° phase difference between these two 

sets of electric fields since one of them is radiated from 

an ED and the other one is produced by an equivalent 

MD [18]. Thus, good CP radiation can be generated in 

the entire xz-plane. However, if we consider the presence 

of the ground plane, in the xz-plane the electric field from 

the ED will be shorted at the ground plane because it is 

tangential to the ground; while the electric field from the 

MD will not since it is normal to the ground. Therefore, 

given the existence of ground plane, the total electric 

field in the upper half xz-plane is the superposition of the 

field from the ED with the shape of half figure “8” and 

that from the MD with the shape of half figure “O”. This 

indicates that low AR can be kept in the upper half xz-

plane except the region near the ground plane.  

In the yz-plane, the electric fields from the ED and 

MD are still orthogonal in space and quadrature in phase 

but both radiation patterns are like figure “8”. The 

electric field from the ED will be enhanced near the 

ground, because it is vertically polarized with respect to 

the ground plane in the yz-plane; while the electric field 

from the MD will be shorted since it has only tangential 
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component to the ground. So, the total radiated electric 

field in the upper half yz-plane is still the sum of the field 

from the MD with the shape of half figure “8” and the 

field from the ED with the approximate shape of half 

figure “O”. It is seen that the proposed MED antenna can 

produce good CP and symmetrical radiation in the upper 

half space over a wide frequency range, if the ED and 

MD are excited with nearly the same magnitude.  

To better understand the operating principle, the 

current distributions on the ED patches and the electric 

field vectors in the gap at different time instants within 

one period T are shown in Fig. 2. At the instant t=0, the 

current on the ED patches is dominated along +y-axis, 

while the electric field in the gap is minimized, which 

indicates that the ED is strongly exited. At t=T/4, the 

electric field in the gap is strong along -x-axis, while the 

current on the ED patches is weak, which means the MD 

is strongly excited at this instant. As seen in Figs. 2 (c) 

and (d), in the next half period, the current and electric 

field distributions repeat the ones at t=0 and t=T/4 but 

with opposite directions. It is clear that the circulation of 

the electric current and field in one period meets the 

requirement for possible CP radiation.  

 

 
 

Fig. 2. Current and electric field distributions of the 

proposed antenna at different time instants: (a) t=0, (b) 

t=T/4, (c) t=T/2, and (d) t=3T/4. 
 

C. Antenna element performance and parametric 

studies 

From Fig. 1, two resonant frequencies can be 

predicted existing in the structure of the antenna. The ED 

determines the lower resonant frequency fL since it has a 

long current path, and the higher one fH is dependent of 

the effective length and width of the equivalent MD. The 

electric current length of the ED is mainly affected by 

L1+L2, the effective length and width of the MD is 

determined by the parameters L1, S, and W1, while S also 

significantly affects the coupling between the ED and 

MD. Therefore, parametric studies are carried out on the 

three key sizes of L2, W1 and S in order to optimize the 

performance of the antenna, and only one parameter  

varies while the others are kept unchanged in each of the 

following analyses, and the final optimum geometrical 

sizes for the MED antenna are listed in the caption of 

Fig. 1. 

The variations of |S11|, AR and gain of the antenna 

versus L2 are shown in Fig. 3 (a). It is seen that both AR 

and |S11| are sensitive to the variation of L2. When L2 

increases, fL is shifted downward since the current path 

of the ED is elongated, whereas fH almost remains 

unchanged. The minimal AR frequency is lowered as 

well, which results in misalignment of the AR and |S11| 

bandwidths. Besides, the peak gain decreases by 0.6 dB 

or so as L2 is increased from 10 mm to 16 mm. Thus,  

in order to obtain a wide overlapped AR and |S11| 

bandwidth and high gain, the stub length L2 is set to 13 mm. 

Figure 3 (b) shows the effects of the arm length of 

the ED on the performance of the antenna. It is observed 

that the two resonant frequencies are shifted downward 

with the increased W1, which indicates that the current 

path along the ED and the effective length of the MD are 

both elongated by increasing W1. The antenna appears to 

be mismatched at low frequency, and the AR and |S11| 

operating bands become misaligned. Moreover, fH shifts 

downward more strongly than fL does, which means that 

W1 has more significant effects on the MD 

The effects of gap width S between two ED patches 

on the antenna’s performance is illustrated in Fig. 3 (c). 

It is clearly that the large S will cause the higher resonant 

frequency move upward significantly, while the low 

resonant frequency remains almost unchanged. But 

when S increases, the coupling between the two arms of 

the ED becomes weak, and impedance mismatch is seen 

near the frequency of fL. The AR and gain of the antenna 

are almost not affected by changing S, which indicates 

that the excitation magnitude and phase relationship 

between the ED and MD is almost independent of S. 

 

 
  (a) 
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 (b) 

 
 (c) 

 

Fig. 3. Effects of different geometrical parameters on the 

performance of the MED antenna element: (a) L2, (b) W1, 

and (c) S. 

 

With the optimum geometrical sizes, the MED 

antenna has 20.3% overlapped |S11|< -10 dB bandwidth 

from 1.95 GHz to 2.39 GHz and 10.5% AR< 3 dB 

bandwidth from 1.99 GHz to 2.21 GHz, respectively. 

The peak gain of the antenna is 9.11 dBic, and the 

variation of the gain is less than 3 dB from 1.97 GHz to 

beyond 2.5 GHz. 

 

III. ANTENNA ARRAY DESIGN AND 

PERFORMANCE 
A 2×2 array is constructed by four proposed MED 

antenna elements, denoted by A1 to A4, and the layout 

of the array is shown in Fig. 4. The four antenna elements 

are placed above the top surface (as the ground plane of 

the antenna) of a double-sided copper clad laminate, and 

the SRF network is etched on the bottom surface to 

excite the array. The relative permittivity, loss tangent, 

and thickness of the dielectric substrate are εr=3.5, 

tanδ=0.002, and t=1 mm, respectively. The SRF network 

is composed of two-stage Wilkinson power dividers to 

provide wideband and stable power division ratio and 

phase difference between the antenna elements. Each 

antenna element is excited by connecting the output of 

the power divider to the inverted trapezoid, i.e., the 

fourth part at the end of the feeding strip, through a metal 

probe. For a left-handed circular polarization (LHCP) 

design, the elements A1 to A4 rotate clockwise, and the 

feeding phase for each element is 90o lag to that of the 

former one. The spacing between two neighbor elements 

is D= 84 mm (0.58λc), so the overall size of the array is 

about 190 mm×190 mm×11 mm (1.33λc×1.33λc×0.07λc).  
 

 
  (a)  (b) 
 

Fig. 4. Layout of the 2×2 array: (a) top view and (b) SRF 

network composed of two-stage Wilkinson power 

dividers. 

 

Parametric studies of L2, W1 and S are carried out to 

study their effects on the performance of the array. The 

variations of the AR and |S11| of the array versus L2 are 

shown in Fig. 5 (a). The relationship between L2 and the 

two resonant frequencies is complicated in array 

environment. When L2 increases, owing to the stronger 

mutual coupling between antenna elements, fL shifts 

upwards first and then moves to lower frequency slightly 

while fH is increased continuously, so the two resonant 

frequencies depart from each other. Meanwhile, the AR 

is seen slightly increased at high frequency, and the gain 

of the array decreases quickly if L2 is enlarged to 16 mm. 

As shown in Fig. 5 (b), when W1 is increased from 

49 mm to the optimum value of 51 mm, fH shifts down 

from 2.25 GHz to 2.2 GHz, and the impedance matching 

is improved. The lower resonant frequency fL shifts 

upward slightly; and as W1 increases to 53 mm, fH moves 

to a higher frequency with fL being almost unchanged. 

Meanwhile, a large loss of gain of the array at higher 

frequency is observed. Based on these findings, it is 

evident that overlarge value of W1 cannot be chosen to 

construct the compact array, since large W1 leads to small 
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edge-to-edge spacing between the antenna elements and 

then causes strong mutual coupling. 

Figure 5 (c) gives the effects of S on the array’s 

performance. It can be seen that continuously increased 

S does not lower down the two resonant frequencies 

monotonically as the single antenna does because mutual 

coupling among the antenna elements is strong due to the 

large S. At the same time, it is also observed that the gain 

is reduced at the high frequency band with the increased 

S. 

With the optimum geometrical sizes of the antenna 

element, the 2×2 array has a more than 35% |S11|<-10 

dB bandwidth from 1.76 GHz to 2.50 GHz, an AR< 3 dB 

bandwidth of 33% from 1.74 GHz to 2.42 GHz, and 3 dB 

gain bandwidth of 22.5% from 1.88 GHz to 2.37 GHz. 

 

 
 (a) 

 
 (b) 

 
  (c) 
 

Fig. 5. Effects of different geometrical parameters on the 

performance of the MED antenna array: (a) L2, (b) W1, 

and (c) S. 

 

V. EXPERIMENTAL VERIFICATION 
A 2×2 CP MED array is fabricated, as shown in Fig. 

6. The array element has the optimum dimensions listed 

in the caption of Fig.1, and the inter-element spacing is 

84 mm. All the MED elements and feeding structure are 

made of copper sheets with the thickness of 0.3 mm, and 

each antenna element is fixed to a 190 mm×190 mm 

substrate by four metal screws. 
 

  
 (a) (b) 
 

Fig. 6. The fabricated prototype of the antenna array: (a) 

top view and (b) two-stage Wilkinson power divider. 
 

The simulated and measured |S11| and AR of the 

antenna array are presented in Fig. 7. The measured |S11| 

agrees well with the simulated results, and the |S11| is 

less than -10 dB from 1.76 GHz to 2.50 GHz. Agreement 

of the measured and simulated AR shows good LHCP 

performance of the array, and the measured 3 dB AR 

bandwidth is about 32.7% from 1.74 GHz to 2.42 GHz. 
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Thus, the overlapped |S11| and AR bandwidth is 31.2%, 

ranging from 1.76 GHz to 2.41 GHz. 
 

 
 

Fig. 7. Simulated and measured reflection coefficient, 

and axial ratio of the proposed array antenna. 
 

The simulated and measured gain of the antenna 

array, along with the calculated total efficiency, are 

illustrated in Fig. 8. The measured peak gain is about 

12.9 dBic, and the minimum gain is above 8 dBic within 

the overlapped bandwidth. The variation of gain is less 

than 3 dB from 1.85 to 2.32 GHz, showing a bandwidth 

of   22.5%, which is slightly narrower than the simulated 

one of 23.1% (1.88-2.37 GHz). It is noted that the 

maximum difference between the measured results and 

the simulated ones is about 2 dB, which may be caused 

by the imprecision of the handmade antenna elements, 

uncertainties in the measurements, and the losses in  

the feeding network. The simulated array efficiency is 

greater than 55% within the entire overlapped bandwidth 

and more than 72% within the 3 dB gain bandwidth. 
 

 
 

Fig. 8. Simulated and measured realized gain of the 

array, and simulated total efficiency of the proposed 

array antenna. 
 

Figure 9 depicts the measured radiation patterns of  

the array at 1.9, 2.1, and 2.3 GHz, from which good 

LHCP performance is observed. The simulated results 

are also plotted for comparison, showing good agreement 

with the measured ones in the xoz- and yoz-planes. In 

both planes, the FBR is over 20 dB at each frequency, 

and the corresponding 3 dB beam-widths in the xoz-  

and yoz-planes are measured 44.2o and 44.8o at 1.9 GHz, 

39.6o and 37.3o at 2.1 GHz, and 37.9o and 36.8o at 2.3 GHz, 

respectively. 
 

 
   (a)   (b) 

 
(c)                                         (d) 

 
(e)                                         (f) 

 

Fig. 9. Simulated and measured radiation patterns of the 

proposed array antenna at: (a) 1.9GHz at xz-plane, (b) 

1.9GHz at yz-plane, (c) 2.1GHz at xz-plane, (d) 2.1GHz 

at yz-plane, (e) 2.3GHz at xz-plane, and (f) 2.3GHz at yz-

plane. 

 

The performance comparison of the proposed CP 

MED array with other 2×2 arrays that also use the SRF 

technique is shown in Table 1. Since we did not find 

other pure metal MED-type 2×2 array designs, it is noted 

that the comparison arrays listed in Table 1 are all printed 

on dielectric substrates or substrate- loaded [19-24]. It  

is seen that the proposed array has wider overlapped  
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-10 dB |S11| and 3 dB AR bandwidth and high gain as 

compared with these arrays of similar volume sizes. To 

the best of our knowledge, with similar usable bandwidth, 

the proposed antenna array has the smallest size among 

the pure metal MED arrays.  

 

Table 1: Measured results comparisons of the proposed array and other 2×2 arrays with SRF 

Array Overall Size 
-10 dB |S11| 

Bandwidth 

3 dB AR 

Bandwidth 

Overlapped 

Bandwidth 
Peak Gain 

[19] 1.45λc×1.45λc×0.028λc 15.9% 11.8% 11.8% 12.5 dBic 

[20] 1.32λc×1.32λc×0.065λc 36.5% 28.8% 28.8% 13.2 dBic 

[21] 1.82λc×1.82λc×0.040λc >19% 12.7% 12.7% 12.0 dBic 

[22] 1.50λc×1.50λc×0.060λc 20.8% 17.6% 17.6% 11.5 dBic 

[23] 1.67λc×1.67λc×0.060λc 6.0% 6.8% 6.0% 10.5 dBic 

[24] 2.03λc×2.03λc×0.106λc 29.5% 16.2% 16.2% 12.9 dBic 

Proposed 1.33λc×1.33λc×0.070λc 34.7% 32.7% 31.2% 12.9 dBic 

VI. CONCLUSION 
A compact low-profile CP MED antenna array, 

which is composed of pure metallic structures, is 

proposed in this paper. The profile of the array is only 

0.07λc, which is much lower than other pure metal 

designs of the MED-type. The lateral size of the array is 

also as small as 1.33λc×1.33λc. The measured -10 dB 

|S11| bandwidth is about 35% (1.76-2.5GHz), the 3 dB 

AR bandwidth is nearly 33% (1.7-2.41 GHz), and the  

3 dB gain bandwidth is 22.5% (1.87-2.29GHz) with the 

peak gain of 12.9 dBic. The proposed array is promising 

in the applications for portable and individual 

communication devices. 
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Abstract ─ The paper presented a broadband conformal 

end-fire monopole log-periodic dipole antenna array  

that can cover 2GHz-18GHz and have a good end-fire 

radiation pattern. The proposed monopole log-periodic 

antenna has a simple feed network, which uses slot 

microstrip lines as the feed network. The monopoles are 

designed on both sides of the copper substrate according 

to certain rules. The proposed 2G-18GHz conformal 

monopole log-periodic antenna array that consists of a 

metal cylinder, antennas fixed in metal inverted cone, 

and twelve monopole log-periodic antenna arrays. Two 

types monopole log-period antenna arrays conforming to 

a metal cylinder consisting of 2GHz-6GHz monopole 

log-periodic antenna unit and 6GHz-18GHz antenna unit 

30° evenly placed in a wedge-shaped groove of a metal 

cylinder. The measured results show that the 2GHz-

18GHz end-fire antenna array are available and have 

good end-fire radiation. 

 

Index Terms ─ Conformal antenna, end-fired, monopole 

log-periodic antenna array, metal cylinder. 

 

I. INTRODUCTION 
In 1957, Rumsey first proposed non-frequency-

variable antennas, and developed various types of 

broadband antennas [1]. In 1960, Dwigt Isbell of the 

University of Illinois proposed a log-period array of 

antennas [2]. In 1961, R. L. Carrel used the transmission 

line theory to propose the equivalent circuit of the log-

periodic antenna [3]. For nearly 60 years, the design 

rules for log-period dipole antennas (LPDA) have been 

based primarily on the results of two researchers, Isbell 

and Carrel [3-6]. 

From the analysis of LPDA antenna array structure, 

the research on LPDA mainly focuses on three aspects: 

(1) designing a wide-band feeding structure [7,8]; (2) 

changing the shape of the dipole unit [9,10]; (3) combine 

broadband feed networks with new vibrator unit 

structures [11,12]. From the perspective of LPDA antenna 

array performance, the research mainly focuses on three 

aspects: (1) low profile [13]; (2) dual polarization [14]; 

(3) miniaturization technology [15]. Since the longest 

and the shortest vibrators of the logarithmic period 

antenna array determine the lowest frequency and the 

highest frequency of the LPDA antenna array, the 

bandwidth of the antenna is determined. The broadband 

monopole log-periodic is designed according to the 

principle that is proposed in [16]. In today's increasing 

miniaturized electronic devices, how to reduce the size 

of the antenna in the case of satisfying the antenna 

performance. Generally, the method of miniaturizing the 

antenna is mainly (1) loading method; (2) dipole folding 

method; (3) dipole tilt method; (4) reducing feed structure; 

but the antenna is generally miniaturized while having a 

wide frequency band width and reduced gain, etc.  

In this paper, we designed 2G-6GHz end-fire 

monopole antenna array and 6G-18GHz end-fire 

monopole antenna array. The designed end-fire monopole 

log-periodic antenna array uses the slot line as the feed 

circuit. The monopoles are printed on both sides of the 

dielectric plate according to a certain rule, and then the 

dielectric plate having the monopole is placed between 

the groove lines. These sheet metal pieces are monopole 

oscillators and have a trapezoidal distribution. These 

novel complementary monopoles form a novel monopole 

log-periodic antenna array. In the design of the monopole 

log- periodic antenna array, the monopole oscillator is  

in the form of a substrate plane, which avoids the 

processing error in a small distance and causes the 

coincidence of the adjacent monopole to affect the 

performance of the antenna array. At the same time, the 

radiation area of the antenna array is expanded. 2GHz-

6GHz monopole log-periodic antenna unit and 6GHz-

18GHz antenna unit 30° evenly placed in a wedge-

shaped groove of a metal cylinder. The measured results 

show that the 2GHz-18GHz end-fire antenna array are 

available and have good end-fire radiation. 

 

II. ANTENNA DESIGN AND ANALYSIS 
The end-fire monopole antenna array is shown in 

Fig. 1. The relationship between the parameters of the 

monopole log-periodic antenna array is as follows: 

𝑡𝑔𝜃 =
𝐻1

𝑅1
=

𝐻2

𝑅2
,                              (1) 

√𝜏 =
𝐻𝑛

𝐻𝑛−1
,                                  (2) 

ACES JOURNAL, Vol. 34, No. 12, December 2019

1054-4887 © ACES

Submitted On: April 28, 2019 
Accepted On: October 14, 2019

1845



 

h = √𝜏 (∆𝜏)2⁄ × 𝐻𝑛 ,                           (3) 

where τ  is the scale factor, ∆τ is the introduced 

parameter and θ is the opening angle of the unipolar log 

periodic antenna array.  

As can be seen from Fig. 1, H1 is the height of the 

monopole with the lowest frequency. The dielectric plate 

printed with the monopole is placed on the two sides of 

the slot line, so that, the feed phase of the adjacent 

monopole is opposite. The substrate with monopole 

drivers is Rogers RO4350 substrate with dielectric 

constant of 3.66, loss tangent of 0.004 and its thickness 

is 0.5mm. The substrate with feeding network is Rogers 

RO 3210 with dielectric constant of 10.2, loss tangent of 

0.003 and its thickness is 1mm. 
 

 
 

Fig. 1 Overall view of the monopole log-periodic end-

fire antenna array with parameter definitions. 

 

The feeding network is microstrip-to-slotline 

transition, which can provide the balance input for 

monopoles. The slotline has a characteristic impedance 

of 80Ω. The microstrip-to-slotline transition has a 

characteristic impedance of 50Ω. In the design of  

the feeding network, a microstrip stub and slot stub  

are inserted to inprove the impedance matching. The 

equivalent circuit of the microstrip-to-slotline transition 

is shown in Fig. 2. The open-circuit microstrip stub and 

the short-circuit slotline are represented as follows: 

       cot( )oc mso msoZ jZ   ,                  (4) 

and 

tan( )sc sls slsZ jZ   .                   (5) 

The proposed monopole log-periodic antenna array 

consists of microstrip-to-slotline transition as the feeding 

part and twelve monopoles oriented vertically over ground 

whose lengths and spacing are decided by log-periodic 

design principles (formula 1,2,3). 

 
 

Fig. 2. Equivalent circuit of microstrip-to-slotline 

transition. 

 

Each of these monopoles attached to both sides of 

the slotline serves as a driver for the antenna. Also, 

attached to this slotline are horizontal microstrip lines 

with their images, and form open-circuited transmission 

lines. The lengths of these monopoles are related with 

their first resonance occurs at a frequency which is 

related to the resonant frequencies of adjacent monopoles 

by the square root of the design ratio τ. If the longest 

monopole has a resonant frequency 𝑓0 , the monopole 

immediately in front of it will have a higher resonant 

frequency 𝑓0 √𝜏⁄ . The entire array is fed at one point by 

placing a generator on the slotline. The open-circuited 

monopoles present an impedance to transmission line.  

To experimentally verify the proposed end-fire 

monopole log-periodic antenna, two types of antennas 

based on the previously design principle is fabricated and 

assembled. The design of antennas are optimized by 

using ANSYS Electronics Desktop v16.1. An Agilent 

N5230A network analyzer and microwave anechoic 

chamber were used for measurements. 

 

A. Design of 2GHz-6GHz monopole log-periodic 

antenna 
According to the design principle, the 2GHz-6GHz 

monopole log-periodic antenna is fabricated and 

assembled in Fig. 3. The dimensions of 2GHz-6GHz 

monopole log-periodic antenna are revealed in Table 1. 

ANYSYS Electronic Desktop v16.1, based on  

the finite-element method (FEM), was used for the 

simulations of the 2GHz-6GHz end-fire monopole log-

periodic antenna. An Agilent N5230A network was used 

for the measurement of the prototype. As shown in Fig. 

4, the measured and simulated reflection coefficients  

of the optimized antenna were found to be in closed 

agreement. The measured bandwidth for the -10dB 

reflection coefficient covers 2GHz-6GHz. 
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Fig. 3. Fabricated 2GHz-6GHz end-fire monopole log-

periodic antenna 

 

Table 1: Dimensions of 2GHz-6GHz end-fire monopole 

log-periodic antenna (mm) 

H1 H2 Hs1 Hs2 W 

30.6 26.5 1 0.5 50 

L 𝜃 Ls Ls2 Lf 

120 16.2o 107.8 74.5 15 

 

 
 

Fig. 4. Refection coefficient and measured gain in the 

end-fire direction of the 2GHz-6GHz monopole log-

periodic antenna. 

 

The simulation result closely resembles the 

measured result at the operating bandwidth validating 

the design principle of the broadband end-fire monopole 

log-periodic antenna. The measured gain in the end-fire 

direction was found to be 6dB-7dB across the operating 

bandwidth, as shown in Fig. 4. The antenna exhibits high 

gain throughout the operating band, the antenna is 

suitable for transmitting and receiving applications in the 

wideband wireless communication systems. 

Figure 5 shows the simulated and measured radiation 

patterns of the proposed antenna. It can be seen that the 

measured radiation patterns agree well with the simulated 

ones. The measured half-power beam width (HPBW) is 

in the range of 30o-45o in YOZ plane and 45o-65o in XOY 

plane. And the proposed antenna has a good end-fire  

radiation pattern. 
 

 
 

Fig. 5. Simulated and measured normalized radiation 

pattern of the monopole log-periodic antenna at 2GHz, 

4GHz, 6GHz. 
 

B. Design of 6GHz-18GHz monopole log-periodic 

antenna 
According to the design principle, the 6GHz-18GHz 

monopole log-periodic antenna is fabricated and 

assembled in Fig. 6. The dimensions of 6GHz-18GHz 

monopole log-periodic antenna are revealed in Table 2. 

 

 
 

Fig. 6. Fabricated 6GHz-18GHz end-fire monopole log-

periodic antenna 

 

Table 2: Dimensions of 6GHz-18GHz end-fire monopole 

log-periodic antenna (mm) 

H1 H2 Hs1 Hs2 W 

8 6.8 1 0.5 30 

L 𝜃 Ls Ls2 Lf 

45 16
o
 39 23.6 8 
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Fig. 7. Refection coefficient and measured gain in the 

end-fire direction of the 6GHz-18GHz monopole log-

periodic antenna. 
 

 
 

Fig. 8. Simulated and measured normalized radiation 

pattern of the monopole log-periodic antenna at 8GHz, 

12GHz, 15GHz. 

 

ANYSYS Electronic Desktop v16.1, based on the 

finite-element method (FEM), was used for the 

simulations of the 6GHz-18GHz end-fire monopole log-

periodic antenna. An Agilent N5230A network was used 

for the measurement of the prototype. As shown in Fig. 

7, the measured and simulated reflection coefficients  

of the optimized antenna were found to be in closed 

agreement. 

As shown in Fig. 7, the measured bandwidth for  

-10dB reflection coefficient covers 6GHz-18GHz. The 

simulation result closely resembles the measured result 

at the operating bandwidth validating the design 

principle of the broadband end-fire monopole log-

periodic antenna. The measured gain in the end-fire 

direction was found to be 6.5dB-7.5dB across the 

operating bandwidth. The antenna exhibits high gain 

throughout the operating band, the antenna is suitable for 

transmitting and receiving applications in the wideband 

wireless communication systems. 

Figure 8 shows the simulated and measured radiation 

patterns of the proposed antenna. It can be seen that the 

measured radiation patterns agree well with the simulated 

ones. And the antenna has good end-fire radiation pattern. 

 

III. MONOPOLE LOG-PERIODIC 

ANTENNA ARRAY RADIATION PATTERN 

ON METAL CYLINDER 
The 2G-18GHz conformal monopole log-periodic 

antenna array consists of a metal cylinder, a fixed 

antenna metal inverted cone, and twelve monopole log-

periodic antenna arrays. Two types of monopole log-

period antenna arrays conforming to a metal cylinder 

consisting of a 2GHz-6GHz monopole log-periodic 

antenna unit and a 6GHz-18GHz antenna unit 30° evenly 

placed in a wedge-shaped groove of a metal cylinder as 

shown in Fig. 9 (a). The composition is shown in Fig.  

9. To verify the performance of the new unipolar log-

periodic antenna array, we tested conformal monopole 

log-periodic antenna array as shown in Fig. 10. 

The top of the monopole dielectric plate of the 

monopole log-periodic antenna array is flush with the 

surface of the metal cylinder. Adding a dielectric sleeve 

outside the antenna keeps the appearance of the metal 

cylinder smooth, so that the monopole log-periodic 

antenna array conforms to the metal cylinder without 

affecting the aerodynamic distribution. 

Since the monopole log-periodic antenna array is 

applied to the direction finding, only one monopole is 

considered to be fed, and the other monopole are 

matched with the resistance of 50 ohms. Due to the 

symmetry of the monopole log-periodic antenna array 

from 2 GHz to 18 GHz, we tested only two of the new 2 

GHz to 18 GHz unipolar log-periodic antenna arrays as 

shown in Fig. 9 (b). As shown in Fig. 11, the monopole 

log-periodic antenna array has good end-fire radiation 

characteristics. The monopole log-periodic antenna array 

has good end-fire radiation characteristics. 

Due to the influence of the metal cylinder and the 

antenna floor, the monopole log-periodic antenna array 

has an approximation. It can be seen from Fig. 11, due  

to the influence of the gap of the feeding circuit, the 

radiation pattern of the high frequency band of the 

antenna array is depressed and the side lobes are 

increased at the high frequency point. However, the 

radiation patterns of the antenna elements at different 

angles in the antenna array can cover the axial direction 

of the metal cylinder, which meets the target of the 

antenna array radiation, and has a good application  
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prospect on the metal body. 

 

 
 (a) 

 
 (b) 

 

Fig. 9. Conformal monopole log-periodic antenna array 

on metal cylinder: (a) side view and (b) top view. 
 

 
 

Fig. 10. 2 GHz-18 GHz monopole antenna array test 

picture. 

 
 

Fig. 11. Radiation pattern of XOZ plane. 

 

IV. CONCLUSIONS 
The paper uses two monopole log-periodic antenna 

arrays (2GHz-6GHz, 6GHz-18GHz monopole log-

periodic antenna array) to form an end-fired directional 

antenna array covering 2GHz-18GHz. Two monopole 

log-periodic antenna arrays are alternately embedded in 

an inverted conical metal body. While maintaining the 

aerodynamic layout, the conformality of metal cylinder 

is realized. The measurement results show that the 

proposed antenna array can cover from the 2GHz to 

18GHz. The conformal end-fired antenna array has good 

end-fire radiation characteristics and meets the 

requirements of the direction finding. According to its 

advantages, the proposed antenna is a good candidate for 

ultra wideband wireless communications, phase antenna 

array systems. 
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Abstract ─ A low mutual coupling two-element 

multiple-input multiple-output (MIMO) antenna with a 

loading metamaterial structure is proposed numerically 

and experimentally. The proposed MIMO antenna 

operating at 5.5 GHz consists of a two-element patch 

antenna array and a metamaterial structure which is to 

reduce the coupling between the two patch antenna 

elements for a small radar applications. In this design, 

the edge-to-edge distance between two patch elements 

is set to be 2 mm, which is closely installed and uses 

the same ground plane. The proposed metamaterial 

structure blocks the propagation of the electromagnetic 

waves from the original propagation path along the 

substrate. The numerical and experimental results 

demonstrate that the mutual coupling between the 

antenna elements is reduced to less than -20 dB in the 

operating band.  

 

Index Terms ─ Isolation enhancement, metamaterial, 

MIMO antenna array, mutual decoupling. 
 

I. INTRODUCTION 
With the evolution of the advanced wireless 

communication technologies, the demand of the high 

data rate, high throughout and high capacity is 

important to the communication systems, which 

promote the scholars and industrial companies to 

develop better communication techniques. Recently, the 

multiple-input multiple-output MIMO technology and 

massive MIMO techniques have been seen as the most 

advantage techniques to improve the communication 

quality [1-3]. Thus, the MIMO antenna changes to be 

the important techniques for receiving and transmitting 

signals. Comparing with the traditional MIMO antenna 

array technology, the massive MIMO antenna array 

technology can serve more than hundreds of users and 

terminals simultaneously, which need to arrange more 

antenna elements in the limited physical space for  

the miniaturization of the portable terminals [4-6]. The 

edge-to-edge distance between the elements in the 

massive MIMO antenna array is only a fraction of the 

wavelength, and hence, the mutual coupling in massive 

MIMO antenna array is inevitable, which will seriously 

deteriorate the receiving and transmitting signals 

characteristics of the antenna array [5-6]. In addition, 

the strong coupling will lead to the signal disturbing 

from each other antenna element and degrades the 

maximum achievable performance of the system. 

Thereby, the mutual decoupling design techniques are 

required in the practical MIMO or massive MIMO 

antenna arrays to reject the mutual effects from the 

neighboring elements. 

Until now, there are many existing mutual 

decoupling techniques used in the MIMO antenna array, 

including mutual decoupling networking [7-9], defected 

ground structure (DGS) [10-12], electromagnetic band 

gap (EBG) [13-15], and metamaterial [16-20], and so 

on. In [7], mutual decoupling network techniques are 

adopted and placed between the two neighboring 

elements in the antenna array, which can reduce the 

direct coupling but it cannot eliminate the indirect 

coupling between the elements in the antenna array. In 

addition, the mutual decoupling networks proposed in 

[8] are loaded between two-element antenna array, 

which is difficult to be expanded in massive MIMO 

antenna array. The DGS reported in [10-12] changes 

the electric current path in the public metaled ground 

plane, which can effectively reduce the mutual coupling 

between the antenna array elements, while it may 

increase the back radiation and electromagnetic leak. 

For the EBGs studied in [13-15], they are installed 

between the antenna array elements, which can provide 

ACES JOURNAL, Vol. 34, No. 12, December 2019

Submitted On: June 10, 2019 
Accepted On: October 23, 2019 1054-4887 © ACES

1851



a high impedance characteristic to reject the 

electromagnetic wave propagation from adjacent 

antenna array elements. However, this method placed 

the EBG and the antenna elements on the same 

substrate to suppress the propagation of the surface 

waves, resulting in large edge-to-edge distance. Recently, 

the metamaterial has attracted more attention owning to 

its unique characteristics like the high impedance within 

the operation band [16-20]. Then, the metamaterial  

has been widely studied to create meta-surface to 

implement the mutual coupling reduction in the MIMO 

antenna array [21-22]. However, they cannot get ideal 

matching to the original antenna array. On the other 

hand, the metamaterial can be regarded as an EBG 

structure by using its high impedance characteristic in 

the operating band [22]. The metamaterial can also be 

used to enhance the antenna gain [23]. 

In order to expand the meta-surface to mutual 

decoupling in the massive MIMO antenna array and to 

furture reach the great matching to original antenna 

array, the periodic metamaterial is designed as a 

frequency selective surface by integrating the modified 

split-ring resonators (SRRs) and metal grid [24]. 

However, it has a complex structure because the 

frequency selective characteristics obtaining from the 

resonant between the modified SRRs which are placed 

on different layers.  

In this paper, the modified SRRs and SRRs are 

used to construct a meta-surface to reduce the mutual 

coupling between a two-element MIMO antenna array, 

which is modeled and optimized in the HFSS based on 

the finite element method (FEM). Comparing with the 

traditional one, the proposed meta-surface decoupling is 

covering to the top of the MIMO antenna array with a 

distance of 2 mm to make the antenna array much more 

compact. The proposed antenna array is operated at  

5.5-5.75 GHz for small medical radar and WiMAX 

applications. In this design, the edge-to-edge distance 

between two patch elements is set to be 2mm, which is 

closely installed and uses the same ground plane. To 

further investigate the decoupling function of the 

proposed meta-material structure in the MIMO antenna 

array design, a meta-surface (with 4×6 cells) is designed 

with the same size of the antenna array and is used to 

realize the coupling reduction. In comparison with the 

traditional mutual decoupling techniques, this work has 

follow features: 

(1) The proposed meta-material structure is 

realized based on modified SRRs, making them easy to 

design.  

(2) The proposed meta-material structure has a 

great impedance matching to the MIMO antenna array, 

resulting in very small edge-to-edge distance between 

two patch elements.  

(3) The proposed meta-material structure is  

designed on the same substrate with two different SRR 

layers to provide a stable bandwidth of the meta-

material.  

(4) Since the edge-to-edge distance between the 

neighboring elements of the antenna array is set to be 

2mm, the proposed mutual coupling reduction scheme 

can be easily integrated in the massive MIMO antenna 

arrays. 

 

II. THE GEOMETRAY OF THE PROPOSED 

MIMO ANTENNA ARRAY 
The proposed MIMO antenna array is presented in 

Fig. 1. We can see that the two patch antenna elements 

are printed on a FR-4 substrate with a thickness of 

1.6mm, a relative permittivity of 4.4 and a loss tangent 

of 0.02, while there is a ground plane on the other side 

of the MIMO antenna. A meta-material structure is 

realized by printing the modified SRRs on the top of the 

second FR-4 substrate, while the SRRs are designed on 

the bottom of the second substrate to help to expand the 

operating bandwidth of the meta-material. Then, the 

developed meta-material structure is installed above the 

designed MIMO antenna array with a gap of 5 mm 

between the bottom of meta-material structure and the 

top of the MIMO antenna array. In this design, the 

meta-material structure aims to block the space-wave 

propagation and reduces the mutual coupling of the 

antenna array. The proposed MIMO antenna is fed by 

probes, which is connected by using the SMA connectors. 

From Fig. 1, we can see that the proposed meta-

material structure is realized by a 6×4 meta-material 

cell matrix, which can cover the entire area of the 

MIMO antenna array. The principle of the proposed 

MIMO antenna array scheme is listed in Fig. 2. If one 

of the antenna is used as the source of the MIMO 

antenna, there will be induction currents distributed on 

the near-by antenna element since the distance of these 

antenna elements are short. Then, the mutual coupling 

will be happened between the antenna elements. The 

proposed 6×4 meta-material matrix loading on the top 

of the MIMO antenna array proposed a high impedance 

band to suppress the interferences from the near-by 

antenna elements. To better understand the performance 

of the meta-material structure and the mutual coupling 

reduction results, the simulated surface current 

distribution without and with proposed 6×4 meta-

material matrix loading are presented in Fig. 3. Without 

the proposed 6×4 meta-material matrix, one can see that 

a strong induction current appears on the right patch 

antenna when the left patch antenna is exited. In 

contrast, with the proposed 6×4 meta-material matrix 

loading, the current on the right patch antenna is very 

weak. Thus, it is concluded that the suspended 6×4 

meta-material matrix can effectively reduce the mutual 

coupling between antenna array elements.  
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Fig. 1. Geometry of the proposed MIMO antenna array. 
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Fig. 2. Radiation principle of the proposed MIM (the 

block lines are the wave propagation path and the 

arrows are the directions of the radiation). 
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Fig. 3. Surface current distribution of the proposed 

MIMO antenna array for 5.5 GHz at time of 0: (a) 

without metamaterial matrix loading, and (b) with 

metamaterial matrix loading. 
 

 
 (a) Without metamaterial matrix loading 

 
 (b) With metamaterial matrix loading 

 

Fig. 4. Calculated electric field distributions of the 

MIMO antenna array. 

 

To further discuss the above phenomena, the 

electric field distributions of the proposed MIMO 

antenna array without and with the proposed 6×4 meta-

material matrix loading are shown in Fig. 4. Herein, 

two antennas in the array are fed together and the 

results are obtained using the HFSS. We can see that 

without the 6×4 meta-material matrix loading, a large 

amount of electric field is coupled to the right patch 

antenna from the space propagation. Conversely, the 

electric field is directed toward the broadside direction 

when the proposed 6×4 meta-material matrix loading is 

used as a cover.  

 

III. RESULTS AND DISCUSSIONS 
From the optimization of the MIMO antenna array 

based on the HFSS, the finalized MIMO antenna array 

has been fabricated and measured in a chamber. Figure 

5 shows the fabricated MIMO antenna for top and side 

view. Also, the measurement setup of the MIMO antenna 

array in the chamber is also given and presented in Fig. 6. 
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The measured S-parameters, including the reflection 

coefficient (S11) and isolation (S12) are presented in 

Fig. 7. We can see that the proposed MIMO antenna 

integrated with the proposed 6×4 meta-material matrix 

loading has almost the same impedance bandwidth, 

meaning that the proposed 6×4 meta-material matrix 

loading scheme does not affect the performance of the 

MIMO antenna. However, we can see that the isolation 

has been improved by more than 20dB via the 6×4 

meta-material matrix loading. Thus, the mutual coupling 

of the MIMO antenna array has been reduced to be  

less than -20dB. This is because that the proposed 6×4 

meta-material matrix loading can block the space-wave 

propagation. There are some differences in between the 

measured and simulated results, which is caused by the 

instable of the FR-4 substrate, fabrication tolerance 

error and measurement errors. Herein, the fabrication 

tolerance error might be the main effects on the 

measured results. 

 

            (a) Top view                        (b) Side view 

 

Fig. 5. Photograph of the fabricated prototype. 
 

AUT

 
 

Fig. 6. The measurement setup of the MIMO antenna 

array in the chamber (AUT: Antenna under test). 

 

Figure 8 shows the radiation patterns of the 

proposed MIMO antenna array. The radiation patterns 

at E-plane and H-plane have some difference, which 

might be caused by the asymmetry of the meta-material 

array effects. The simulated 3D radiation patterns of  

the proposed antenna array is preaented in Fig. 9. The 

obtained radiation patterns show that the proposed 

antenna has directional-like radiation patterns owning 

to the effects of the meta-material loading. However, its 

radiation patterns are similar to that of the directional 

patch antenna. Thus, the loaded 6×4 meta-material 

matrix loading can also enhance the gain of the MIMO 

antenna because the meta-material matrix aided in 

concentrating more energy into the band-pass frequency 

band. The measured radiation efficiency is 66%, the 

measured gain is 4.65 dBi and the measured ECC is 

less than 0.015.  

 

 
 

Fig. 7. The simulated and measured S-parameters. 

 

 
 

Fig. 8. The radiation patterns of the MIMO antenna 

array at 5.5 GHz. 

 

      
 

Fig. 9. The simulated 3D radiation patterns of the 

proposed antenna array at 5.5 GHz. 
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To prove the advantage of the designed MIMO 

antenna array, the performance of the proposed MIMO 

antenna array is compared with the state-of-the-art  

in Table 1. From the Table 1, it can be found that the 

proposed MIMO antenna has the small size, high gain 

and efficiency. 

 

Table 1 Comparison of the proposed MIMO antenna 

array 

Ref. 
10-dB 

BW 

Size 

(mm2) 

Ios. 

Enhance (dB) 

Peak 

ECC/Gain 

Eff. 

(%) 

[7] 9.5% 40×40.4 33 NA/6.55 NA 

[11] 1.9% 36×36 12 NA/NA NA 

[17] 1% 70×30 11 NA/4.37 NA 

PW 4.4% 38×26 25 0.015/4.65 66 

Notes: PW: Proposed work; Iso.: Isolation; ECC: 

envelope correlation coefficient.  

 

IV. CONCLUSION 
A high isolation two-element MIMO antenna  

array has been proposed by using a 6×4 meta-material 

matrix loading technique and its performance has  

been investigated and discussed numerically and 

experimentally. The proposed MIMO antenna array  

is optimized, fabricated and measured to verify its 

performance, while the results demonstrate that the 

isolation of the proposed MIMO antenna array is less 

than -20 dB within the operating band. In the future, the 

proposed technique can be used for developing the 

dual-band or dual-polarization low mutual coupling 

MIMO arrays [25-26], beamforming [27], direction of 

arrival (DOA) [28-29] using adaptive methods [30-36].  
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Abstract ─ A low-profile monopole microstrip antennas 

with multiple-input-multiple-output (MIMO) configuration 

for a 4G/5G communication terminal is presented. The 

MIMO antenna system consists of four elements that 

operate in the LTE1800/2600 and GSM1800 bands. The 

antenna elements are mounted along the four sides of a 

rectangular ground plane of size 120×100 mm2. Spatial 

diversity technique and a modified ground plane are used 

to enhance isolation between elements. To mitigate the 

mutual coupling effect, the lower corners of the ground 

plane have been truncated. The measured isolation is 

lower than -17 dB between any two elements over the 

operating frequency bands. The total efficiency ranges 

from 69% to 83% and from 73% to 86% over LTE1800 

and LTE2600 bands, respectively. The diversity 

performance of the measured envelope correlation 

coefficient (ECC) and radiation patterns meet the 

diversity criteria for 4/5G networks. 

 

Index Terms ─ LTE antenna, Microstrip antenna, 

MIMO antenna, Monopole antennas, Planar antenna 
 

I. INTRODUCTION 
The development of the long-term-evolution (LTE) 

technology has been an on-going process in the last 

decade. LTE satisfies the demand of the 4/5G networks 

that require high data capacity and speed. Because of the 

various band allocations of LTE in different countries, 

the design of LTE antennas mandates multiple frequency 

bands operation. Furthermore, MIMO is another major 

technology used to enhance the performance of LTE 

networks. Although MIMO technology adds to the 

complexity of LTE antenna design in terms of number  

of antennas, it provides high data rates and improved 

spectral efficiency. In order to have an efficient MIMO 

antenna system for user’s devices, there are many 

challenges that have to be addressed. Among them is  

to design uncorrelated MIMO antenna elements in a 

confined space. Many techniques have been used to 

increase the isolation of MIMO elements while 

maintaining a compact design. The most common 

technique is to use the spatial diversity technique by 

separating antenna elements by 0.5. However, this 

technique may not be suitable for most user devices, 

since it requires a relatively large space to place the 

antenna system. Thus, several isolation techniques have 

been used to mitigate the mutual coupling effect of 

MIMO elements in a confined space. Among them are 

the use of parasitic structures [1], modified ground planes 

[2], orthogonally-oriented elements [3, 4], metamaterial 

structures [5, 6]. Radiation diversity has also proved to 

be an effective isolation technique [7-9]. As shown in 

[4], placing elements in orthogonal position help 

mitigate mutual coupling. In [10], a slotted wideband 4-

element MIMO antenna is presented. The mutual coupling 

is only -14 dB between elements. Electromagnetic Band 

Gap (EBG) structure has proven to be successful in 

reducing the mutual coupling between MIMO elements 

[11, 12]. Moreover, planar and low-profile MIMO 

structures have proved to be successful candidates for 

wireless devices [13].  

This letter presents a low-profile dual-band MIMO 

antenna for LTE1800 and LTE2600 bands for indoor 

applications such as LTE routers or repeaters. The design 

consists of four elements that are placed at the four sides 

of the ground plane. To enhance the isolation between 

these closely spaced elements, the ground plane is 

truncated at its lower corners. The coupling level is 

below −17 dB in the operating bands.   
 

II. ANTENNA CONFIGURATION AND 

DESIGN 
The geometry of the proposed MIMO antenna is 

given in Fig. 1 (a), while a photograph of the antenna 

prototype is shown in Fig. 1 (b). The antenna is printed 

on a single-sided FR4 substrate with a thickness of 0.8 

mm and a dielectric constant of 4.4. The overall size of 

the printed MIMO antenna is 128×148 mm2. The large 

size of the ground plane help improve isolation between 

elements and free up more space for other circuit 

components. Table 1 lists the dimensions of the proposed 

MIMO antenna. Antennas 1 and 3 are designed to operate 

over the LTE1800 bands, while antennas 2 and 4 operate 

over LTE2600 bands. The resonance of each element is 
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determined by its total path length. The path length of 

each of antennas 1 and 3 is 105 mm, while the path length 

of each of antennas 2 and 4 is 75 mm. The width of each 

trace of radiation elements is determined by rigorous 

parametric analysis in order to achieve good matching 

over the operating frequency bands. The full-wave 

simulation software CST Microwave Studio is used to 

analyze the design parameters of the proposed antenna 

[14]. 
 

 
 

Fig. 1. (a) Geometry of the proposed MIMO antenna, and 

(b) photograph of the fabricated MIMO antenna. 

 

Table 1: Dimensions of the proposed MIMO antenna 

 

The simulated and measured reflection coefficients 

of antenna elements are plotted in Figs. 2 and 3. It is seen 

that the measured and simulated reflection coefficients 

(Sii, i=1,2,3,4) are in agreement with the measured data. 

The simulated and measured mutual couplings are 

shown in Fig. 4. It is seen that the measured mutual 

couplings (S13, S24) are all below −17 dB across 

LTE1800, and LTE2600 bands as shown in Figs. 4 (a) 

and 4 (b), respectively.  
 

 
 

Fig. 2. Measured and simulated reflection coefficients of 

antennas 1 and 3. 

 

 
 

Fig. 3. Measured and simulated reflection coefficients of 

antennas 2 and 4. 
 

 

 
 

Fig. 4. Measured and simulated mutual couplings: (a) 

measured and simulated S13, and (b) measured and 

simulated S24. 

 

The isolation behavior can be studied by comparing 

the current distributions of the optimized design (with 

trimmed lower corners of the ground plane), as shown in 

Figs. 5 (b) and 5 (d) with the corresponding current 

distributions of the proposed antenna without trimming 

the lower corners of the ground plane as displayed in 

Figs. 5 (a), and 5 (c). In Figs. 5 (a) and 5 (b), antenna 1 

is excited at 1.8 GHz, while other elements are terminated 

by a 50- port. Similarly, antenna 2 is excited at 2.6 GHz 

as shown in Figs. 5 (c) and 5 (d). After trimming the  

Parameter W L L1 L2 Wg 

Value (mm) 120 75 95 65 90 

Parameter Lg W1 W2 g S 

Value (mm) 25 10 10 10 4 
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lower corners of the ground plane, the surface current, 

flowing between antennas 1 and 3, is substantially small, 

and hence the mutual coupling is reduced. Similarly,  

the trimmed lower corners have disturbed the current 

distribution between antennas 2 and 4, and hence an 

improved isolation is achieved. Although no complicated 

isolation structures are used, isolation is further enhanced 

by placing elements of same operation frequency  

on opposite sides of the trimmed ground plane. The 

separation distance between antennas 1 and 3 is 

0.7(f=1.6 GHz), while the separation distance between 

antennas 2 and 4 is 0.87(f=2.6 GHz). That configuration 

has resulted in substantially reduced isolation of less than 

-18 dB between antennas 1 and 3 over LTE1800 bands, 

while the measured isolation is less than -17 dB between 

antennas 2 and 4 over LTE2600 bands. 
 

 
 

Fig. 5. Surface current distribution in A/m: (a) Antenna 

1 is excited without the isolation structure, (b) Antenna 

1 is excited with the isolation structure, (c) Antenna 2 is 

excited without the isolation structure, and (d) Antenna 

2 is excited with the isolation structure. 

 

III. RADIATION PATTERN AND 

DIVERSITY PERFORMANCE 
The measured gain patterns of antenna elements 1 

and 2 are presented in Fig. 6. The radiation patterns of 

antennas 3 and 4 are similar to those of antennas 1 and 

2; respectively. Figures 6 (a) and 6 (b) exhibit the total 

gain at 1.8 GHz and 2.6 GHz in the x-z, and y-z planes; 

respectively. It is seen that the antenna exhibits omni-

directional patterns in the x-z plane at 1.8 and 2.6 GHz, 

as shown in Fig. 6 (a). However, Fig. 6 (b) shows only 

omni-directional pattern at 2.6 GHz in the y-z plane. 

Figure 7 shows the total antenna efficiency and realized 

gain of the 4-element MIMO antenna. It is seen that 

efficiency of antennas 1 and 3 ranges from 69% to 85% 

over LTE1800 bands. And the efficiency of antennas 2 

and 4 ranges from 73% to 86% over LTE2600 bands. 

The peak realized gain ranges from 3 to 4 dBi over 

LTE1800 bands, and from 2.6 to 3 dBi over LTE2600 

bands. The envelope correlation coefficient (ECC) is 

used to evaluate the diversity performance of MIMO 

antenna system. In this Letter, the ECC is calculated by 

using measured far-field radiation patterns, as shown in 

Eq. (1) [15]: 


𝑒

=
∮{𝑋𝑃𝑅.  𝐸𝜃1(Ω)𝐸𝜃2

∗ (Ω)𝑃𝜃(Ω) + 𝐸∅1(Ω)𝐸∅2
∗ (Ω)𝑃∅(Ω)}𝑑Ω

𝐵1 𝐵2
, 

𝐵1

= √∮{𝑋𝑃𝑅.  𝐸𝜃1(Ω)𝐸𝜃1
∗ (Ω)𝑃𝜃(Ω) + 𝐸∅1(Ω)𝐸∅1

∗ (Ω)𝑃∅(Ω)}𝑑Ω , 

𝐵2

= √∮{𝑋𝑃𝑅.  𝐸𝜃2(Ω)𝐸𝜃2
∗ (Ω)𝑃𝜃(Ω) + 𝐸∅2(Ω)𝐸∅2

∗ (Ω)𝑃∅(Ω)}𝑑Ω. 

 (1) 

where XPR is the cross-polarization radiation. For an 

isotropic environment, XPR=1. 𝐸𝜃(Ω) and 𝐸∅(Ω) are the 

orthogonal θ- and ϕ-components of the antenna radiation 

pattern. 𝑃𝜃(Ω) and 𝑃∅(Ω) are the angular power density 

functions of the incident wave. As shown in Fig. 7, the 

computed ECC is less than 0.05 and 0.03 over LTE1800 

and LTE2600 bands, respectively. 

 

 
 

Fig. 6. Measured radiation patterns (gain in dBi) of the 

proposed antenna at 1.8 and 2.6 GHz: (a) x-z plane and 

(b) y-z plane. 

 

 
 

Fig. 7. Peak gain and total efficiency of MIMO antennas 

system over LTE1800 and LTE2600 bands. 
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Table 2 compares the total size (including the 

ground plane), covered LTE bands, efficiency, and ECC 

of the proposed design with some recently published 

results of 4-element LTE MIMO antennas. Considering 

the covered LTE bands, it is seen that the proposed 

antenna has better performance in terms of isolation and 

ECC compared with others listed in Table 2. 

 

 

Table 2: Performance comparison between the proposed antenna and other 4-element MIMO antennas in the LTE 

band 

Ref. 
Size 

(mm2) 

LTE Bands 

(MHz) 

Isolation 

dB 

Total Efficiency 

% 
ECC 

[16] 11583 LTE3500 < -16 dB - <0.03 

[17] 13668.8 
LTE2300 

LTE2600 
<-11 dB 85-95 <0.3 

[18] 108108 

LTE2100 

LTE2300 

LTE2600 

<-12 dB 82-88 <0.2 

[10] 120140 
LTE2100 

LTE2300 
<-14 dB 60-80 <0.25 

This work 128148 
LTE1800 

LTE2600 
<-17 dB 69-86 <0.05 

IV. CONCLUSION 
A novel four-element MIMO antenna system which 

covers LTE1800 (1750–1880 MHz), and LTE2600 

(2500–2690 MHz) as well as GSM1800 bands is 

proposed. The antenna elements are printed monopoles 

deployed on a low-profile PCB dimensions of 128×148 

mm2 and an element size of 95×5 mm2. By utilizing spatial 

diversity technique and appropriately trimming the lower 

corners of the ground plane, the mutual couplings among 

the elements are all below −17 dB without using any 

additional decoupling structures or circuitry. The designed 

antennas feature very low envelope correlation 

coefficients, near-omnidirectional gain patterns, and 

reasonable total antenna efficiency values in operating 

bands. The measured and simulated results are in good 

agreement. Based on the diversity performance, radiation 

patterns, and s-parameters results, the antenna is a good 

candidate for indoor applications such as LTE routers and 

repeaters.  
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Abstract ─ This paper presents several innovative 

techniques for the design and optimization of a dual 

band, octafilar helix antenna. The technical challenge  

of this design is how close the two bands of operation 

are, as well as the requirement to fit inside a radome  

with .07λ diameter and .33λ length. This was achieved 

through a novel technique of applying differing pitches 

and terminations to the upper and lower frequency 

antenna filars and then feeding them from a similar 

location at the base. This allowed for optimal current 

distribution on each of the two antenna filars. The final 

design produced gain greater than 0dBic at zenith across 

both bands of operation. The techniques discussed in this 

paper were seen to grow low frequency performance by 

as much as 2.5dBic over a typical octafilar design of the 

same size.     
  

Index Terms ─ Dualband, octafilar, QHA. 
 

I. INTRODUCTION 
Satellite communications have seen continuous 

growth in the past few decades as we continue to  

develop and place new constellations in space. These 

constellations can vary in operational frequencies, type 

of orbit, and years of service. As the frequency spectrum 

becomes ever more crowded, the need for close 

frequency, dual banded structures continue to rise. These 

antennas must meet strict performance standards to  

close communication links with geostationary earth orbit 

or geosynchronous equatorial orbit (GEO) satellite 

constellations. These constellations are located at altitudes 

of approximately 35786 kilometers, (22236 miles), 

above mean sea level. Given the large propagation 

distance, path loss is very high, which gives rise to the 

need for high-performance antennas to close the links.  

The quadrafilar helix antenna, (QHA), is a prime 

candidate for utilization in such communication links. 

The advantages of these antennas lie in their cardioid 

shaped pattern, low axial ratio, and high right-hand 

circular polarization (RHCP) gain [1]. Another main 

advantage of QHA antennas is ability to produce a 

forward firing antenna which is independent of the ground 

plane presented. This gives the antenna significantly 

better performance over circularly polarized microstrip 

patch antennas which quickly lose desired performance 

without an electrically large ground plane [2] The QHA 

also exhibits an advantage in terms of low angle 

elevation performance. Typically, the wrapping of the 

elements can be reduced to increase low angle elevation 

performance at the cost of gain at zenith.  

As satellite communications grew so too did the 

need for wide bandwidth, increased performance, 

multiple bands of operation and small form factor 

antennas. This led to the evolution of antennas such  

as the QHA by adding multiple filars [3,4]. This 

configuration can extend or add bandwidth and even 

enhance performance but does little to affect size.  

Multiple techniques were explored to help decrease 

the size of these antennas. These techniques were the 

DMFA (Dielectric Multi-filar helical antenna) and the 

PMFA (Printed Mult-filar helical antenna). The DMFA 

utilizes high εR to shrink the overall package size [3,4]. 

While effective, this typically will result in a decrease in 

bandwidth as well as decreased efficiency. The PMFA 

allows for a broad scope of artwork to be employed  

for the filars. This has led to utilization of differing 

meandering techniques such as fractals and folded arms 

[5,6]. Printing has also allowed for the use of rigid boards 

to make shapes outside of a cylinder, such as the square 

shaped QHA [7]. 

The more traditional wire-based elements explore 

other techniques to improve performance. Such 

techniques include small matching networks both at the 

element feeds and at the top of the elements [8,9]. These 

methods help to add more bandwidth to the antenna,  

but are limited due to the poor radiation resistance of  

the structure. To achieve a second band of operation  

two separate quadrifilars, with differing lengths and 

circumferences, were nested inside one another to reduce 

size [10]. Another design provided a switching diode to 

change electrical length of the element and switch 

between two modes of operation [11].   

In this paper, a novel, dual quadrifilar or octafilar  

is designed, fabricated and measured. The two filar 

structures, which occupy the same circumference, have 

separate termination points which allows for proper 
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resonant length to be set individually for each loop. The 

high frequency and low frequency filar structures are 

also set at differing pitch angles to maximize isolation of 

the two nested QHA while maintaining a low frequency 

coupling factor to improve low frequency impedance. 

The high frequency band structure’s orthogonal elements 

also needed to be electrically isolated from one another 

to prevent improper current distribution from occurring. 

The antenna structure itself was fed with a 90-degree 

hybrid and two phase matched baluns. Finally, a fiberglass 

radome was custom designed and utilized to house the 

final antenna. Details of the final antenna are shown and 

described along with both experimental and numerical 

results. 

 

II. QHA ANTENNA BACKGROUND 
The QHA, in one form or another, has been around 

for decades in the satellite communication world. It is 

utilized primarily for its ease of implementation, high 

gain, and ability to customize both pattern width and 

polarization. 

The QHA can be approximated as two orthogonal 

loops. Like a loop, these structures have low radiation 

resistance which makes them very hard to match and 

thus even more challenging to achieve wide bandwidths. 

The overall antenna efficiency and radiation performance 

is closely tied to overall antenna size characteristics. The 

general trend is the wider the diameter of the QHA, the 

wider the bandwidth, the higher the radiation resistance, 

and ultimately the more efficient the antenna is. This will 

be the trend until the diameter QHA approaches λ/4  

of the intended frequency. These trends are explained 

graphically for helical antennas in Fig. 1 as well as 

empirically through equations (1-3). Equations (1-3) show 

that the circumference of helical antennas is the largest 

contributing factor to antenna performance. The Red dot 

on Fig. 1 shows where the antenna in this paper lies upon 

the chart. From Fig. 1 it is seen that the designed antenna 

is roughly one-third the size of a typically designed 

octafilar antenna: 

 𝑍𝑖𝑛 ≈ 140 ∗  
𝐶

𝜆
 , (1) 

 𝐺 ≈
6.2∗𝐶2∗𝑁∗𝑆∗𝑓3

𝑐3 − (−10 ∗ log (1 − Γ2)), (2) 

 𝐻𝑃𝐵𝑊 ≈  
65𝜆

𝐶√
𝑁𝑆

𝜆

. (3) 

Upon further inspection of Fig. 1, the ideal 

circumference for QHA and octafilar designs is seen to 

be between .8λ and 1.2λ with a spacing of 1λ – 1.6λ 

and a pitch angle between 45 and 60 degrees. The 

optimal width/length design for helical antennas sits 

around 1/2. These parameters allow for excellent input 

impedance, gain, and HPBW. However, once the size of 

the antenna starts to shrink, especially the circumference, 

the input impedance will drop significantly. This can be 

seen in Fig. 2 with the red dot marking the size of the 

antenna in this paper. The input impedance of the lower 

frequency loop is seen to be very low, sitting at about  

6 ohms.  

 

 
 

Fig. 1. Helical Mode Chart (reproduced from [12]). 

 

 
 

Fig. 2. Input impedance as a function of helix diameter. 
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To achieve maximum radiation with a QHA 

structure the elements need to be balanced and fed 90 

degrees out of phase. The elements are designed such 

that RF current peaks occur at the far ends of the 

cylindrical structure. Following this the voltage should 

be inversed of the current and produce a peak halfway 

along the structure. This distribution allows for the 

cardioid shape pattern and high peak gain values. An 

HFSS simulation was performed on an ideal QHA to 

demonstrate the current and voltage distribution [13]. 

The results can be seen in Fig. 3.  
   

(a)  (b) 
 

Fig. 3. Colored contour plots showing proper radiation 

for a QHA at resonance for: (a) voltage (V/m) and (b) 

current (A/m). 
 

 
 

Fig. 4. Simulation results comparing standard quadrifilar, 

octafilar, and inductively loaded octafilar design gains 

with a .07λ diameter.  
 

Due to the size restriction of the proposed antenna, 

an HFSS simulation was performed on an ideal QHA, 

octafilar, and inductively loaded octafilar design in 

HFSS at the necessary .07λ diameter. The peak gain 

results at zenith of these three simulations are compared 

in Fig. 4. The graph expresses the frequency in terms of 

multiples of the lowest operating frequency, F1. 

The octafilars were simulated with an ideal 45 

degree spacing between all elements. The octafilar had  

a separation in heights of the high and low frequency 

elements whereas the loaded octafilar had the same 

termination point for the low and high frequency 

elements. The quadrifilar is seen to have a narrow 

bandwidth and fall well below the necessary 0dBic gain 

performance. In fact, the QHA is seen to only rise above 

the 0 dBic threshold in the area of band separation. Thus, 

the QHA would be a poor choice for this application due 

to its bandwidth limitation.  

The octafilar produces better performance in the two 

separated bands of operation but will need modifications 

in order to improve performance above the necessary 

0dBic threshold. The inductively loaded octafilar is 

slightly shorter and is forced to go resonant at the high 

frequencies via inductive loading. This causes even more 

degradation in the low frequency band of operation due 

to the smaller overall size of the antenna. Thus the 

inductively loaded octafilar is a poor choice for this 

application as it only reduces the height of the antenna 

and produces even lower efficiency in the low frequency 

band.  

 

(a) (b) 
 

Fig. 5. Image of antenna for: (a) HFSS model and (b) as 

built. 

MAJKOWSKI: OPTIMIZATION OF A DUAL-BAND, PRINTED OCTAFILAR ANTENNA 1864



 

 

The designed octafilar can be seen in Fig. 5 and Fig. 

6 with dimensions. The antenna has two differing lengths 

of filars, each fed from a singular point at the base.  

The low frequency total height is .33λ while the high 

frequency height is .275λ. The low and high frequency 

elements each have their own pitch angle set at 63° and 

60° respectively which causes them to complete roughly 

.75 of a complete revolution. Finally, the higher frequency 

structure has the perpendicular arms DC isolated from 

each other with a small via connected trace to the back 

of the rigid PWB.  
 

 
 

Fig. 6. HFSS image of feed of antenna with dimensions. 

 

III. SEPERATED LOOP HEIGHTS 
An HFSS simulation was performed comparing the 

relative gain performance of a quadrifilar, an octafilar, 

and an inductively loaded octafilar. This comparison is 

seen in the plot in Fig. 4. By forcing the antenna to 

become resonant with methods such as inductors or 

meandering, the overall performance of the low 

frequency element is degraded.  

To setup proper voltage and current distribution, the 

high and low frequency elements were each set to 

differing heights. This height difference allowed for each 

element to naturally reach its proper electrical length. 

Naturally reaching proper electrical length enables the 

structure to radiate properly in each band, producing the 

cardioid shaped pattern. Completing the loops at 

differing heights also allowed for each element 

thickness, height, and crossing structure to be fine-tuned 

which allow for the performance of each structure to be 

finely controlled.   

As seen in Fig. 5 the structure was constructed 

utilizing rigid PWBs (Printed Wiring Board) that 

soldered directly onto the FWB (Flexible Wiring Board) 

on which the main filars were printed. The PWB/FWB 

method allows for the dimensions of each structure to be 

finely controlled while maintaining a quick, easy, and 

controllable production method.  

During the design process it was discovered that the 

high and low frequency termination points have a 

coupling correlation. It was found through parametric 

study that the optimum delta between the completion of 

the loops was set at a .05λ spacing. As the spacing began 

to grow or shrink outside of that distance the gain of the 

structure was adversely affected.  

 
IV. DIFFERING PITCHED ELEMENTS 
Upon inspection of the numerical results it is found 

that an octafilar with a small diameter still has ideal  

gain. However, the end performance lacks due to the 

mismatch loss that is presented by the low impedance 

structure of the antenna. The initial untuned antenna was 

seen to have low frequency impedance of 6 ohms.  

The model was constructed in HFSS utilizing 

perfect E sheets wrapped around a cylinder. Modeling 

the structure in this method helped to speed up 

computational time as well as prevent non-manifold 

edges from occurring in the model. The model was found 

to be very close to a thickened sheet version of the 

model. 

Parametric sweeps were run with this model to look 

at the impedance of the structure as the angle of 

separation between the high and low frequency structure 

was varied. This was further elaborated by also varying 

the angle at which the low frequency element was 

wrapped. This was characterized in Fig. 7 as ext pitch to 

signify that the low frequency element pitch is X degrees 

more than the high frequency element pitch. Changing 

the pitch of the low frequency element with respect to 

the high frequency element allows for the separation 

between the two elements to grow as the antenna element 

length is traversed. This will present more coupling 

toward the feed of the antenna while reducing coupling 

further away from the feed of the elements.  

Figure 7 (a) shows that the closer the elements 

become, or the lower their separation, the higher the 

impedance gets for the low frequency structure. The low 

frequency structure gets to 22 ohms with a separation of 

25 degrees. This phenomenon is also followed by an 

inductive detuning that causes the structure to resonate a 

little lower in frequency. Figure 7 (b) shows a slightly 

less dramatic but opposite effect in impedance, dropping 

down from 13 ohms to 11 ohms at 25 degrees of 

separation. This is also accompanied by an inductive 

detuning of the antenna.  
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Fig. 7. Impedance charts for varying: (a) angle of 

seperation at base of element in low frequency band, (b) 

angle of seperation at base of element in high frequency 

band, (c) extra pitch angle applied to high frequency 

element in low frequency band, and (d) extra pitch angle 

applied to high frequency element in high frequency 

band. 

 

The low frequency structure pitch angle was then 

varied while keeping the high frequency structure pitch 

angle constant. Figure 7 (c) shows the impedance of the 

low frequency structure decreasing from 22 ohms to 17 

ohms while losing a large amount of the inductance 

introduced by decreasing the element separation. Figure 

7 (d) shows the high frequency structure impedance 

doing the opposite and increasing in resistance by  

about 10 ohms while also losing the inductive loading 

introduced by bringing the elements closer together.  

Thus, a balance of the two techniques allows for an 

increase in Low band impedance by about 15 ohms while 

only negatively affecting the high frequency band by 2 

ohms. This translates to about a 2.5dB improvement in 

low frequency band performance while only adversely 

affecting the high frequency band by about .5dB.  

 

V. UNEVEN CURRENT DISTRIBUTIONS 
Due to the proximity of both the high frequency  

and low frequency crossing points a coupling issue  

is introduced onto the high frequency structure. This 

coupling causes a current imbalance to occur, forcing 

most of the current at high frequency onto a single filar. 

This uneven current distribution phenomenon can be  

seen in Fig. 8. Current from 3 of the copper traces all 

combine to go down the farthest right copper trace. The 

distribution causes a 1-2 dB drop in performance to 

occur over 30% of the high frequency band as seen in 

Fig. 9. 

 

 

 

 

 

 

 

 

 

 

 
 
 

                                        (a)                                          (b) 
 

Fig. 8. Image of current distribution on high frequency 

element termination: (a) DC connected and (b) DC 

isolated. 
 

 
 

Fig. 9. Simulation of gain at zenith of antenna with high 

frequency 0° and 90° elements DC connected and DC 

isolated. 

 

To prevent the unwanted combination of currents on 

the traces, the crossing point of the high frequency 

structure was DC isolated from one another as seen in 

Fig. 10. This was realized by taking the horizontal trace 

and creating two via points to bring the trace to the back 

of the rigid PWB and run underneath the vertical 

element.  

DC isolation is a bit counterintuitive to solve the 

problem. Typically, the traces are combined to force 

equal current distributions to occur on the filars. 

However, in this configuration this special technique is 

necessary to reduce the coupling between high and low 

frequency elements and thus retain performance. 
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Fig. 10. Close up HFSS image of high frequency 

crossover point with DC Isolation. 

 

VI. FEEDING STRUCTURE AND RADOME 
The antenna structure was fabricated on a 4-mil 

thick piece of Dupont® Pyralux AP 9141R with a 

dielectric constant of 3.3. Tabs were created to be able to 

insert directly into the rigid PWBs that controlled the 

crossing points of the loops. The boards were then 

simply soldered into place with the excess tab being 

clipped off. The FWB not only allowed for ease of 

manufacturing but also allowed for accurate dimensions 

to be rendered on the final antenna. This whole assembly 

was then inserted into a radome which could withstand 

the rigors of MIL STD 810-G testing.  

A 1/32” wall thickness cylinder of fiberglass was 

chosen as a radome due to its structural integrity, good 

electrical properties and customizable size. However, 

once the radome was affixed to the antenna structure, 

significant dielectric loading was seen. This loading also 

seemed to vary proto-type to proto-type and test to test. 

The main source of variance was due to irregularities in 

how the antenna cylinder was formed, thus leading to 

varying dielectric loading unit to unit. To get maximum 

consistency, as well as mechanical integrity, an oversized 

section of polyurethane foam was inserted as the core of 

the antenna element. The dielectric associated with such 

a material is typically around 1.02-1.05 depending upon 

material density and manufacturing techniques of the 

foam. Thus, it had minimal effects upon the overall 

antenna performance but helped to increase maximum 

contact to the radome structure creating a consistent 

dielectric loading unit to unit. The shift in frequency due 

to dielectric loading of the fiberglass was .05λ. A small 

portion of this radome can be seen in Fig. 11. 

The antenna was fed with an Anaren® Xinger 90-

degree hybrid coupler. The hybrid was outfitted with a 

20-watt resistor to handle maximum transmitter power. 

This hybrid not only feeds the two antenna elements 90 

degrees out of phase but also will provide a VSWR of 

under 1.5:1 across the band. The hybrid and 50-ohm load 

were mounted to a PCB as seen in right side of Fig. 10. 

The PCB was then attached to a large aluminum radome 

adaptor that also acts as a heat sink for any heat generated 

in the 50-ohm load.  

A pair of phase matched Baluns are then utilized to 

feed the antenna to the 90 degree hybrid. This will serve 

the purpose of helping to isolate the antenna while also 

maintaining the necessary phase offset when feeding.   
 

 
 

Fig. 11. Image of the feed structure and radome of proto-

type antenna. 

 

VII. RESULTS 
The antennas were measured in a 5-meter by  

3-meter anechoic chamber. All measurements were 

taken utilizing an Agilent E5017B network analyzer. The 

turntable utilize for patterns is an ETS Lindgren 2188, 

1.2-meter diameter turntable with ETS 2090 controller. 

Finally, all gain measurements were taken utilizing the 

3-antenna technique with antennas from the A.H. 

Systems AK-4G calibrated antenna kit and TDS-535-2 

calibrated dipole kit.  

The smith chart can be seen in Fig. 12. The return 

loss can be seen in Fig. 13. Overall the performance  

of the antenna matches shape closely with simulation  

but has a higher resistance. This discrepancy can be 

accounted for by the addition of the baluns for 

measurement as well as the losses associated with the 

radome. The contact with the radome is nonideal and 

creates small air gaps that do not exist in the model. The 

model was also constructed using Perfect E sheets, to 

speed up the simulation, which do not properly reflect 

the losses associated with copper on an FWB. However, 

the simulation and measurement both agree that the 

antenna is resonant slightly above and below the center 

frequency of the lower and upper frequency bands 

respectively. This is necessary to achieve peak gain at  
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the center of each frequency band.  
 

 
 

Fig. 12. Smith chart of 0 degree port of antenna elements.  

 

 
 

Fig. 13. Return loss of 0 degree port of antenna elements. 

 

 
 

Fig. 14. Axial ratio of antenna at varying elevation 

angles. 

The axial ratio of the antenna at varying elevation 

angles can be seen in Fig. 14. Both the model and the 

simulation show acceptable axial ratio at low elevation 

angles in the bands of operation. However, the 

measurement shows a  steeper increase in axial ratio as 

elevation angle decreases than that of the model. This 

difference in measurement result can be attributed to the 

imperfect construction of the antenna verses a  perfectly 

constructed and balanced numerical model. The 90-

degree hybrid utilized for measurements verses the  

ideal phase shifter utilized in the model will also cause 

shifts in the axial ratio. These differences will be most 

prominent at the antenna and device band edges where 

phase imblance is typically at the highest acceptable 

level for the device. This is especially true at the highest 

frequency where phase inblance will of course be the 

highest. 

Gain patterns at the middle of each band of the 

antenna can be seen in Fig. 15 and Fig. 16 with a 

comparison of peak gains seen in Table 1. Simulation 

and measurement are very comparable across both bands 

of operation. The peak delta is about 1 dB and can be 

accounted for by the addition of the real world hybrid in 

the antenna to achieve circular polrization as well as the 

outside elements such as the baluns, heatsink, and 

gooseneck.  

 

 
 
Fig. 15. Radation patten comparison of low frequency 

band for 1.035*F1. 

 

The maximum gain of the antenna is perfectly 

centered at Zenith and realizes the goal of greater than  

0 dBic across the lower frequency band, peaking out at 

3dBic. The same can be said of the upper frequency band 

where the goal of greater than 2dBic is met across the 

upper frequency band with a peak of 3.5dBic. 

The patterns are incredibly wide and exhibit a  
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excellent HPBW of ±60˚ off of zenith. This good low 

elevation angle gain is beneficial to forming terrestrial 

links. Overall the patterns agree numerical to measurement 

very well across both bands of operation from both a 

shape, gain and HPBW perspective. It is seen in Table 1 

that the majority of the the optimized octafilar benefit 

occurs at the low frequency band where impedance  

was optimized. This translated to at least a 2.5 dBic 

improvement over the other techniques.  

 

 
 

Fig. 16. Radation patten comparison of high frequency 

band for 1.235*F1. 

 

Table 1: Comparison of peak gain at zenith of various 

QHA designs    

 
 

VIII. CONCLUSION 
A small diameter, light weight, dual-band octafilar 

antenna was designed and fabricated for operation over 

two .07λ bands of operation. The two sets of filars ended 

up with differing heights of termination to allow for 

optimal current distributions and peak gain. The two sets 

of filars also had differing pitches and separation which 

allowed for improved performance in the low frequency 

band with minimal degredation on the performance of 

the high frequency band. The High frequency 0° and  

90° crossing point needed to be DC isolated from one 

another to prevent improper current distribution and 

hence a decrease in performance. 

These novel techniques allowed for equal wraps 

around the circumference of the tube which created  

equal shaped cardioid patterns with good low elevation 

performance. The end antenna was then fed with a 90-

degree hybrid and isolated from the mounting structure 

with phase matched baluns. The resulting antenna was 

able to provide the necessary high performance in a 

significantly smaller and lighter weight package size 

which was acceptable to the end user.  
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Abstract ─ Our work presents a study of High 

Temperature Superconductor (HTS) Yttrium Barium 

Copper Oxide YBaCuO rectangular thin film. It is 

considered to be etched on lanthanum aluminate 

(LaAlO3) substrate. Results are exhibited for different 

values of temperature and patch thickness. Validated and 

compared to those in literature, these results show direct 

proportionality between patch thickness and both of 

resonant frequency and bandwidth for temperatures 

relatively far from the critical temperature TC. When 

temperature becomes very close to TC, proportionality 

between resonant frequency and patch thickness is 

maintained; but it is inverted between bandwidth and 

patch thickness. Bandwidth is broadened at low values 

of thickness, but it decreases considerably when 

thickness increases. 
 

Index Terms ─ Bandwidth, critical temperature, film 

thickness, high temperature superconductor, patch 

thickness, resonant frequency, superconductor antennas. 
 

I. INTRODUCTION 
HTS antennas show considerable improvement  

over identical antennas made with their normal metal 

counterparts [1-3]. A 4-element array in [1] presents a 

gain 0.9 dB for a direct-coupled feed and 1.7 dB for a 

gap coupled one. A 100-element array in [4] shows an 

improvement of 8 to 10 dB. Superconductor antennas 

have shown certain superiority against conductor 

antennas, because of their small losses, reduced time of 

propagation, and large scale of integration [3], [5-6]. 

Despite having higher gain compared to conductor 

antennas, their narrow bandwidth severely limits their 

application [2]. They could be used for RF applications 

in deep-space, where temperatures are very low [7-8] 

and do not need to have cooling systems. 

Working at temperatures very close to high 

temperature of transition, using superconductor thin 

films, allow a big scale of integration relatively to 

conductors [9]. Bandwidth enhancement has been shown 

when working with thin films at temperatures near to the 

critical temperature TC [10].  

Some planar microwave circuits, such as patch 

antennas [1] and resonators [11-12], fabricated on 

lanthanum aluminate substrates have shown substantial 

improvement over identical circuits fabricated with gold, 

silver, or copper metallization.  

Our work is a study of a rectangular YBaCuO thin 

film supposed to be etched on a LaAlO3 substrate. As 

mentioned by [1], the LaAlO3 is used in the experiment 

because of its good lattice match with HTS like YBCO 

films having low surface impedance and TC =90K. 

First, a mathematical formulation of the problem, 

based on the Method of Moments (MoMs) is realized. A 

system of linear equations that leads to an impedance 

matrix is used to determine the resonant frequency (fr) 

and the bandwidth (BW), where a non-trivial solution to 

the impedance matrix is imposed. The obtained results 

show a big agreement between our results and the 

experimental results in [1]. 

Second, a focus on the variations of fr and BW in 

function of the patch thickness is done. Theses variations 

are very important when the temperature moves towards 

TC. Temperature must be maintained constant in order to 

keep both of resonant frequency and bandwidth constant; 

because at this region, near to the critical temperature, 

the variations of fr and BW are very important. In other 

words, any small shift in temperature will induce a 

significant shift of fr and BW. 

 

II. MATHEMATICAL FORMULATION 

The studied structure is shown in Fig. 1. It consists 

of a rectangular high Temperature Superconductor 

(HTS) YBaCuO thin film, of dimensions L and W. It has 

a thickness t and it is supposed to be etched on lanthanum 

aluminate (LaAlO3) of thickness h. The full-wave method 

of Moments is used to analyze this structure. 

In spectral domain, transverse electric field 𝐸̃̅ on the 

patch is function of Green tensor 𝐺̿, and current density  
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𝐽 ̅ ̃on the patch [3]: 

  𝐸̃ = [
𝐸̃𝑥

𝐸̃𝑦
] = [

𝐺𝑥𝑥 𝐺𝑥𝑦

𝐺𝑦𝑥 𝐺𝑦𝑦
] . [

𝐽𝑥

𝐽𝑦
]. (1) 

In free space, electric field is obtained by using the 

inverse Fourier transform of  𝐸̃ as follows: 

𝐸𝑥(𝑥, 𝑦) = 

1

4𝜋2
∬ [𝐺𝑥𝑥 . 𝐽𝑥

+∞+∞

−∞−∞

+ 𝐺𝑥𝑦 . 𝐽𝑦]𝑒+𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦) 𝑑𝑘𝑥𝑑𝑘𝑦 , 

              (2a) 

𝐸𝑦(𝑥, 𝑦) = 

1

4𝜋2
∬ [𝐺𝑦𝑥 . 𝐽𝑥

+∞+∞

−∞−∞

+ 𝐺𝑦𝑦 . 𝐽𝑦]𝑒+𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦) 𝑑𝑘𝑥𝑑𝑘𝒚. 

              (2b) 

Using the method of moments - Galekin - procedure - 

current distribution on the patch is developed into series of 

known base functions; 𝐽𝑥𝑛, 𝐽𝑦𝑚; with unknown coefficients, 

𝑎𝑛 and 𝑏𝑚 [13], 

 𝐽𝑥(𝑥, 𝑦) = ∑ 𝑎𝑛
𝑁
𝑛=1 𝐽𝑥𝑛(𝑥, 𝑦),  

and 

 𝐽𝑦 (𝑥, 𝑦) = ∑ 𝑏𝑚
𝑀
𝑚=1 𝐽𝑦𝑚(𝑥, 𝑦). 

The following impedance matrix is obtained after 

mathematical manipulations in the previous relations:  

  [
(𝑍𝑘𝑛

1 )𝑁×𝑁 (𝑍𝑘𝑚
2 )𝑁×𝑀

(𝑍𝑙𝑛
3 )𝑀×𝑁 (𝑍𝑙𝑚

4 )𝑀×𝑀

] [
(𝑎𝑛)𝑁×1

(𝑏𝑚)𝑀×1
] = [0̅

0̅
], (3) 

with: 𝑘, 𝑛 = 1, 𝑁 ̅̅ ̅̅ ̅̅ ; 𝑙, 𝑚 = 1, 𝑀̅̅ ̅̅ ̅̅  and, 

𝑍𝑘𝑛
1 = ∬ 𝐽𝑥𝑘(−𝑘𝑥 , −𝑘𝑦). 𝐺𝑥𝑥 . 𝐽𝑥𝑛(𝑘𝑥, 𝑘𝑦)

+∞+∞

−∞−∞

𝑑𝑘𝑥𝑑𝑘𝑦 , 

𝑍𝑘𝑚
2 = ∬ 𝐽𝑥𝑘(−𝑘𝑥 , −𝑘𝑦). 𝐺𝑥𝑦 . 𝐽𝑦𝑚(𝑘𝑥, 𝑘𝑦)

+∞+∞

−∞−∞

𝑑𝑘𝑥𝑑𝑘𝑦 , 

𝑍𝑙𝑛
3 = ∬ 𝐽𝑦𝑙(−𝑘𝑥 , −𝑘𝑦). 𝐺𝑦𝑥 . 𝐽𝑥𝑛(𝑘𝑥, 𝑘𝑦)

+∞+∞

−∞−∞

𝑑𝑘𝑥𝑑𝑘𝑦 , 

𝑍𝑙𝑚
4 = ∬ 𝐽𝑦𝑙(−𝑘𝑥 , −𝑘𝑦). 𝐺𝑦𝑦 . 𝐽𝑦𝑚(𝑘𝑥, 𝑘𝑦)

+∞+∞

−∞−∞

𝑑𝑘𝑥𝑑𝑘𝑦 . 

A rectangular cavity, with lateral magnetic walls 

and 𝑇𝑀01 mode, are considered [13]: 

  𝐽𝑥𝑛(𝑥, 𝑦) = 𝑠𝑖𝑛[𝑛1𝜋

𝐿
(𝑥 + 𝐿

2
)] 𝑐𝑜 𝑠[𝑛2𝜋

𝑊
(𝑦 + 𝑊

2
)], (4a) 

  𝐽𝑦𝑚(𝑥, 𝑦) = 𝑠𝑖𝑛[𝑚2𝜋

𝑊
(𝑦 + 𝑊

2
)] 𝑐𝑜 𝑠[𝑚1𝜋

𝐿
(𝑥 + 𝐿

2
)].  (4b) 

In case of superconductivity, tangential components 

of the electric field on the patch are [3]: 

  {
𝐸𝑥

𝑜(𝑥, 𝑦, 𝑧) = 𝑍𝑠. 𝐽𝑥(𝑥, 𝑦)

𝐸𝑦
𝑜(𝑥, 𝑦, 𝑧) = 𝑍𝑠. 𝐽𝑦(𝑥, 𝑦)

,  (5) 

where, “o” indicates the outside of the patch, 𝐽 the 

surface current density, and 𝑍𝑠 the patch surface 

impedance. According to Gorter and Casimir, 𝑍𝑠 can be  

expressed as [14]: 

  𝑍𝑠 =
1

𝑡.𝜎𝑛
 ,   and    𝜆 = 𝜆0 [1 − (

𝑇

𝑇𝑐
)

4

]
−

1

2
,     (6) 

𝜆0 is the penetration depth at 0 𝐾, and 𝜎𝑛 the normal state 

conductivity. After manipulations we obtain: 

[
𝐸̃𝑥(𝑘𝑥 , 𝑘𝑦)

𝐸̃𝑦(𝑘𝑥 , 𝑘𝑦)
] = 

  [
(𝐺𝑥𝑥 − 𝑍𝑠) 𝐺𝑥𝑦

𝐺𝑦𝑥 (𝐺𝑦𝑦 − 𝑍𝑠)
] . [

𝐽𝑥(𝑘𝑥 , 𝑘𝑦)

𝐽𝑦(𝑘𝑥 , 𝑘𝑦)
].  (7) 

A non-trivial solution of (3), when 𝐺𝑥𝑥  and 𝐺𝒚𝒚 are 

respectively replaced by 𝐺𝑥𝑥 − 𝑍𝑠 and 𝐺𝑦𝑦 − 𝑍𝑠 of 

equation (7), implies that [13-14]: 

  𝑑𝑒𝑡 [𝑍(𝑓)] = 0.   (8) 

The complex resonant frequency is, 

   𝑓 = 𝑓𝑟 + 𝑖𝑓𝑖 ,  (9) 

where, 𝑓𝑖 and 𝑓𝑟 are respectively imaginary part and real 

part of resonant the frequency. The bandwidth is:  

  𝐵𝑊 =
2𝑓𝑖

𝑓𝑟
 . (10) 

 

III. RESULTS 
Dimensions and characteristics of the patch antenna, 

in Fig. 1 are: 𝐿 = 1.63 𝑚𝑚, 𝑊 = 0.935 𝑚𝑚, film critical 

temperature 𝑇𝑐 = 89 𝐾, and LaAlO3 thickness ℎ =
0.254 𝑚𝑚. The film thickness 𝑡 is supposed to vary 

from 10 nm up to 350 nm, 𝜆0 = 140 𝑛𝑚, and 𝜎𝑛 =
106 𝑆𝑚−1. The relative permittivity value 𝜀𝑟 = 23.3459 

is taken from the curve in Fig. 2 at 𝑇 = 50 𝐾. 
 

 
 

Fig. 1. Structure geometry of the studied antenna. 

 

Based on the theoretical formulation in Section II, 

our problem is modeled and computed results; according 

to (8), (9), and (10); are compared to those measured in 

[1]. They are found to be in good agreement as it is 

mentioned in Table 1. It is clear that, at 𝑇 = 50 𝐾, there 

is an error of 0.84 % between our computed gold and that 

measured in [1]. Similarly, there is 1.3 % of error 

between our computed HTS and the measured in [1].  
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Table 1: Our results compared to [1] 

𝑇𝐶 = 89 𝐾, 𝑇 = 50 𝐾, 𝑡 = 350 𝑛𝑚, 𝜆0 = 140 𝑛𝑚 

, 𝜀𝑟 = 23.3459, 𝜎𝑛 = 106 𝑆𝑚−1,  

and 𝜎𝑔𝑜𝑙𝑑  = 44.2 × 106 S𝑚−1 

Our Results [1] 

Resonant 

Frequency (GHz) 

Resonant Frequency 

(GHz) 

Modeled Modeled Measured 

Gold HTS HTS Gold HTS 

29.043 29.039 28.912 29.290 28.667 

 

Measured values of resonant frequencies for either 

gold and HTS and the relative permittivity of LaAlO3 

variations are represented in Fig. 2. They are extracted 

from direct coupled curves of [1].  

Our computed results are represented in Fig. 2 in 

order to compare them with the measured values. Both 

of gold electrical conductivity and LaAlO3 relative 

permittivity variations in function of temperature 

variations are taken into consideration. It is clear that  

the relative permittivity of LaAlO3 is proportional to 

temperature. The computed values of resonant frequency 

of Gold decrease slowly in the same manner as the 

measured ones with a slight down shift of about less than 

0.25 GHz as the temperature increases. This decrease is 

because of the slow increase of the relative permittivity 

with temperature. As for Gold, the HTS computed values 

vary in the same manner as the measured ones with a 

shift up of about 0.372 GHz. In Fig. 3, temperature is 

first, maintained at 40 K then at 70 K. The thickness is 

varied from 10 nm up to 350 nm. It can be seen that 

both of resonant frequencies and bandwidths, for the 

above temperatures, present a small increase as patch 

thickness increases. This increase is relatively rapid 

around 10 nm thickness. 

For temperatures very close to TC, the resonant 

frequency continues to increase when thickness increases. 

A rapid increase is visible in Fig. 4 when thickness is less 

than 50 nm. On the other hand, the bandwidth decreases 

rapidly when the film thickness increases. This decrease 

is accentuated for values of thickness less than 100 nm 

at T = 88.9 K. This accentuation decreases as the 

temperature shifts down TC. Taking into consideration 

the relative permittivity value for each value of 

temperature, typical values of temperature and the 

corresponding values of resonant frequency and 

bandwidth are summarized in Table 2.  

We notice, for a 10 𝑛𝑚, that the bandwidth 

increases from 5.05% to 41.085%, while the resonant 

frequency decreases from 24.569 GHz to 16.567 GHz  

when the temperature increases from 88.5 K to 88.9 K. 

 

 
 

Fig. 2. LaAlO3 relative permittivity, resonant frequency 

in GHz for Gold and HTS in function of temperature 

Tc = 89 K, λ0 = 140 nm, t = 350 nm, σn = 106 Sm−1, 

and  σgold = 44.2 × 106 Sm−1. 

 

 
 

Fig. 3. Resonant frequency, bandwidth variations in 

function of patch thickness at 40 K and 70 K, Tc = 89 K, 

 λ0 = 140 nm, and σn = 106 Sm−1. 

 

 
 

Fig. 4. Resonant frequency, bandwidth variations versus 

patch thickness at 88.5 K, 88.7 K, and 88.9 K, Tc =
89 K,  λ0 = 140 nm, and σn = 106 Sm−1. 
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The bandwidth drops drastically when the 

temperature shifts down the high temperature of 

transition. 

 

Table 2: Resonant frequency and bandwidth typical 

values at different values of temperature and relative 

permittivity 

𝑇𝑐 = 89 𝐾, 𝑡 = 10 𝑛𝑚 𝜆0 = 140 𝑛𝑚, 

and 𝜎𝑛 = 106 𝑆𝑚−1 

T (K) 𝜺𝒓 
Resonant 

Frequency (GHz) 
BW (%) 

88.9 23.375 16.567 41.085 

88.7 23.375 22.509 11.082 

88.5 23.375 24.569 5.505 

70 23.3605 28.839 1.369 

40 23.3459 28.917 1.384 

 

IV. CONCLUSION 
Our results show that there is a direct proportionality 

between patch thickness and both of resonant frequency 

and bandwidth at temperatures relatively far from TC. 

Contrarily to temperatures near to TC, this proportionality 

is inverted between bandwidth and patch thickness. This 

inversion occurs when temperature moves towards the 

critical temperature TC, depending on both of temperature 

and patch thickness. In perspective, research works are 

in progress to determine the relationship between 

temperature, patch thickness, and the inversion of 

proportionality. 
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Abstract ─ In this work a novel approach is presented  

for topology optimization of electromagnetic devices. In 

particular a surrogate model based on Deep Neural 

Networks with encoder-decoder architecture is introduced. 

A first autoencoder learns to represent the input images 

that describe the topology, i.e., geometry and materials. 

The novel idea is to use the low dimensional latent space 

(i.e., the output space of the encoder) as the search space 

of the optimization algorithm, instead of using the higher 

dimensional space represented by the input images. A 

second neural network learns the relationship between 

the encoder outputs and the objective function (i.e., an 

electromagnetic quantity that is crucial for the design of 

the device) which is calculated by means of a numerical 

analysis. The calculation time for the optimization is 

greatly improved by reducing the dimensionality of the 

search space, and by introducing the surrogate model, 

whereas the quality of the result is slightly affected.  

 

Index Terms ─ Deep neural networks, surrogate model, 

topology optimization. 
 

I. INTRODUCTION 
Design optimization of electromagnetic (EM) 

devices based on field computation is nowadays of 

interest both for research and industries. The conventional 

approach usually faces the following main challenges:  

 It is often difficult to set an adequate design 

space that includes a solution with satisfactory 

performance, as the design variables introduced 

by the user restrict the ability of the 

optimization models to deal with any arbitrary 

change in the design of a machine;  

 when numerical models are used to calculate 

the EM fields (i.e., in the majority of the cases 

since an analytical solution is rarely available), 

the computational burden resulting from 

repeated simulations is often excessive.  

In some specific cases, when the optimization is not 

limited to a reduced set of parameters, the first problem 

can be overcome by topology optimization [1], which 

does not require the definition of the design variables. In 

fact, geometries and materials are flexibly represented 

using a bitmap approach, which describes the device (or 

the part of the device that needs to be optimized) as a  

set of pixels. In addition, different materials could be 

represented by different colors (or grayscale levels). This 

allows free modification of material boundaries, that 

could be characterized also by the appearance of holes  

in the design region, resulting in new shapes which  

may outperform conventional design. The remarkable 

drawback is the increased dimensionality of the 

optimization search space, related to the bitmap 

resolution and color space.  

The second problem has led to the development of 

several surrogate models to aid the optimization process 

[2], [3]. Extensive research has been carried out in the 

field of magnetic equivalent circuits and neural networks, 

based on curve fitting, to partially or completely bypass 

computing the field solution using numerical techniques 

(often Finite Element Analysis, FEA). Most of these 

methods are usually suitable for specific types of 

problems and describe systems with very few parameters, 

i.e., they suffer of the first issue. 

Some preliminary studies used deep learning 

Convolutional Neural Networks (CNNs) as surrogate 

models for the computation of EM quantities [4]. In fact, 

CNNs have excellent capability in extracting relevant 

features from the input image and relating them to a 

desired output EM quantity. However, evolutionary 

optimization algorithms are not as well suited as deep 

neural networks to deal with high dimensional bitmaps 

as search space.  

The motivation of this work is the need to reduce  

the dimensionality of the search space for topology 

optimization. In particular, we exploit the feature 

extraction capabilities of a CNN based autoencoder that 

learns from the space of input bitmaps, and the encoded 

space (also called latent space) is used as the search 

space for the optimization.  

The main contributions of this paper are summarized 

as follows:  

 The evolutionary optimization algorithm works 

in the latent space that represents the original 

high dimensional bitmap space almost perfectly; 

 A new neural network surrogate model approach  
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is proposed and applied during optimization, 

reducing the time cost for calculating the 

numerical solution;  

 The constraints are defined both in the encoded 

space and in the decoded (original) space.  

The proposed method is applied here to a 2D test 

case, similar to the one shown in [5]: the shape of  

a “magnetic channel” is optimized, with the aim of 

maximizing the magnetic energy on a target zone. The 

2D simulations are performed with a commercial code, 

and the results show that the proposed procedure can 

speed up optimization procedures. 

 

II. AUTOENCODER FOR 

DIMENSIONALITY REDUCTION AND 

SURROGATE MODEL 

A. Autoencoder for dimensionality reduction 

The term autoencoder [6], shown in Fig. 1, is usually 

referred to an unsupervised neural network composed by 

an encoder, that maps the input space (usually of large 

dimension, for instance an image) to a reduced number of 

features, denoted as code or latent space, and a decoder 

that maps the latent variables back to the original data.  

The dimensionality reduction (i.e., compression) 

made by the encoder is learned in order to minimize the 

error between the decoder output and original input, i.e., 

the reconstruction error. Then, the latent representation 

can be considered as a reduced feature space that fully 

describes the original high dimensional input space.  

 

 
 

Fig. 1. Typical structure of an autoencoder. 

 

The main idea of this proposal is to train the 

autoencoder with a proper set of bitmaps describing 

different geometries of the system to be optimized (i.e., 

different design solutions). At the end of the training 

period, the autoencoder has created a consistent 

representation in the latent space of the different 

geometries. 

For the readers that might not be familiar with the 

structure of an autoencoder, it can be described, in its 

simplest form, by a set of equations; given one hidden 

layer, the encoder stage takes the input 𝒙 ∈ ℝ𝑛 and maps 

it to 𝒉 ∈ ℝ𝑝 according to: 
 

 𝒉 = 𝜎(𝑾𝒙 + 𝒃), (1) 
 

where the image 𝒉 is usually referred to as code, and the 

space of 𝒉 is the latent space. With the same terminology 

usually used for neural networks, 𝜎, 𝑾, 𝒃 respectively are 

the sigmoidal activation function, the weight matrix and a 

bias vector that will be learned during the training process. 

The decode stage of the autoencoder maps 𝒉 to the 

reconstruction 𝒙′: 
 

  𝒙′ = 𝜎′(𝑾′𝒉 + 𝒃′),  (2) 
 

in which 𝜎′, 𝑾′, 𝒃′ are not necessarily related to the 

corresponding quantities of equation (2). 

During the training phase, the autoencoder is trained 

to minimise the reconstruction error, explained as follows: 
 

ℒ(𝒙, 𝒙′) = ‖𝒙 − 𝒙′‖2 = 

= ‖𝒙 − 𝜎′(𝑾′(𝜎(𝑾𝒙 + 𝒃)) + 𝒃′) ‖
2

. (3) 
 

Once this is done, the optimization is performed in 

the latent space, hence working with a lower number of 

parameters to be optimized.  

The main issue here is the lack of physical meaning 

of the latent space entries. For this reason, an additional 

surrogate neural network model is needed. 

In order to well represent the input space the 

autoencoder needs to be trained with a large variety of 

geometries, including shapes that correspond to low 

performance designs. The latent space corresponding to 

the training data is then analyzed by means of determining 

the upper and lower bounds of each latent variable. These 

bounds are used in the following as constraints for the 

optimization, which will be performed in the space of the 

latent variables. It is important to note that decoder and 

encoder networks are tightly interconnected, and cannot 

be adopted separately, and that a properly trained 

autoencoder ensures univocity of mapping of training 

data. 
 

B. Surrogate neural network model 

For each image (design solution) of the training  

set we pre-calculated the corresponding EM quantity to  

be optimized by means of a FEA (but any other 

computational technique could be used). A second neural 

network based surrogate model is also trained using the 

latent representation of the corresponding geometry as 

input, and the desired quantity as output. This approach 

allows the surrogate model to benefit from the 

dimensionality reduction provided by the autoencoder.  

The role of the surrogate model is to provide a  

fast prediction of the objective function, bypassing the 

expensive numerical computation. The surrogate model is 

trained offline before optimization, and it is also updated 

online using the new input-output pairs generated during 

the optimization process.  

Figure 2 shows two neural networks architectures, 

in the typical graphical representation showing the 

inputs, the weights and the activation functions. In 

particular, the top part of Fig. 2 shows the autoencoder 

having dimensionality from 100 to 20 (these numbers  

are the ones used in the test case), while the bottom of 

Fig. 2 shows the surrogate model having as input the  
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20 variables of the decoder’s latent space and as output 

the desired EM quantity Tem (a standard feed forward  

NN with one hidden layer, [7]). The whole structure 

represented in Fig. 2, is a Deep Neural Network 

architecture. 

 

 
 

Fig. 2. Top: autoencoder; bottom: surrogate model 

structure. 

 

III. OPTIMIZATION 
As explained before, the optimization is carried  

out in the latent space, working on the reduced set of 

parameters. As in any optimization process, a fitness 

function has to be calculated at each step. The main 

advantage in using the proposed approach, is that at  

each iteration the calculation of the fitness function is  

not performed through a time-consuming numerical 

solution, but by the surrogate neural network model. This 

procedure might lead, though, to meaningless solution, 

because working in the latent space of the autoencoder 

does not allow the imposition of constraints to the 

physical variables.  

For this reason, the authors propose an approach that 

will be explained later in this section. 

In the literature, when dealing with topology 

optimization, Genetic Algorithms (GA) are often used; 

in this formulation, an evolutionary optimization 

algorithm, previously proposed by the authors is used 

[8], which is based on self-organizing maps, SOM,  

and denoted as self-organizing centroids optimization, 

SOC-opt. It was shown that SOC-opt outperforms many 

standard evolutionary optimization algorithms in a 

number of benchmarks. The algorithm uses a population 

of fixed size, and implements selection and mutation 

operators.  

In the following descriptions, we will refer to a FEA, 

since this is the numerical method used in our test case; 

the set of the pre-calculated FEA solutions (that are used 

to train the autoencoder), are included in a set that we 

call FEAdata. 

The optimization is carried out as follows: 

1. Initialize the population in the latent space 

randomly within the bounds of the latent 

variables;  

2. Provide each solution to the surrogate model in 

order to calculate the corresponding torque;  

3. Calculate the new population of feasible 

solutions;  

4. Divide the population in two subsets: subset1 

(eventually empty) contains individuals to be 

simulated with FEA, subset2 the remaining 

population;  

5. Decompress each individual of subset1 to the 

corresponding bitmap using the decoder section 

of the autoencoder, provide the bitmap to the 

FEA software to calculate the fitness function, 

update the surrogate model with such solutions, 

add the solutions to FEAdata;  

6. Provide each individual of subset2 to the 

surrogate model in order to calculate the 

corresponding fitness function;  

7. Iterate steps 3 to 6 until a stop criterion is 

verified.  

The classifications of the individuals either in 

subset1 or in subset2 is carried out by means of the 

following heuristic strategy: a point is included in 

subset2 if it is located in the FEAdata convex hull; on 

the contrary, if the individual it is outside the convex hull 

then the fitness function is evaluated through a regular 

FEA analysis (subset1). The criterion is graphically shown 

in Fig. 3.  

 

 
 

Fig. 3. Fitness function calculation criterion. 

 

IV. TEST CASE 

A. Description of the magnetostatics problem 

The performance of the method has been tested on a 

simple magnetostatics test case, very similar to the test 

case shown in [5]. 

In particular, we perform the optimization of the 

distribution of the magnetic material 𝜇𝑟 = 1000 in the 

design domain: practically speaking the objective of this 

optimization is maximizing the energy in the target 

domain finding the best feasible shape for the magnetic 

circuits. The source of the magnetic field is a permanent 

magnet characterized by a remnant flux density 𝐵𝑟 =
1𝑇, while the target domain is characterized by a 

rectangular shape of 𝜇𝑟 = 1 above a rectangle of 

ferromagnetic material 𝜇𝑟 = 5000. At first sight it is 

evident that the solution has to be in the form of a 

ferromagnetic channel connecting the permanent magnet 

and the target region. The presence of the iron below the  
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target and the presence of the airgap between the design 

domain and the target make the problem non-trivial. 

Figure 4 shows a simple outline of the problem. 

 

 
 

Fig. 4. Description of the test case. 

 

B. Autoencoder training 

The proper training set has been obtained by 

randomly generate 104 geometries, represented by 10x10 

matrices in which each single entry can be either 1 or 0 

(ferromagnetic material or vacuum). In order to have 

physically reasonable geometries, the following constraints 

have been imposed: a) the ferromagnetic material be 

characterized by a connected shape, b) 40% of the design 

space must be filled by the ferromagnetic material. 

 

 
 

Fig. 5. Example of randomly generated geometries with 

the above mentioned constraints. 

 

Starting from a dimension of 100 inputs (the number 

of “pixels” of each image), the latent space is 

characterized by a dimension of 20 variables and a 5-fold 

cross validation on the reconstruction error has been 

evaluated. Figure 5 shows few of the randomly generated 

geometries, while Fig. 6 shows the relative reconstructed 

images. In particular Fig. 6 is related to a continuous 

output (between 0 and 1): a proper threshold is then 

needed to move back to the materials discrete space (1 or 

0). In this case the chosen threshold value is 0.5 and used 

in Figs. 8 and 9. 

The ability of the autoencoder to well represent the 

original information can be easily verified. 

 
 

Fig. 6. Reconstructed geometries. 

 

C. Neural network surrogate model training 

The neural network surrogate model should be  

able to estimate the energy in the target zone from the 

geometry as represented in the latent space: for this 

reason, the input to the neural network has dimension 20 

(latent space variables), while the output has dimension 

1 (energy in the target area).  

The same randomly generated 104 geometries  

have been simulated with Comsol, a commercial FEM 

software: each simulation (that includes magnetic field 

calculation and the evaluation of the magnetic energy in 

the target area) takes about 2s on an Intel I7 – 6 cores 4.0 

GHz CPU. 

Figure 7 shows the accuracy of the surrogate model 

with respect to the results obtained by the FEM model 

for 1100 geometries that have not been used for the 

neural network training: it is evident that the output of 

the surrogate model is accurate, and it can be used in the 

optimization algorithm.  

Each evaluation of the target energy by the use  

of the surrogate model costs about 40𝜇𝑠, 5 ∙ 105 times 

faster than the corresponding FEM solution. 

 

 
 

Fig. 7. Comparison between target energy calculated by 

FEM and by neural network model. 

 

D. Optimization procedure results 

The SOC-Opt optimization algorithm explained in  
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Section III has been implemented. The results relative to 

one optimization procedure (considering a stopping 

criteria of 105 global evaluations) are shown in Figs. 8 

and 9. Figure 8 shows the field map and flux lines 

relative to the best solution among the original random 

geometries (target energy 0.0116 J), while Fig. 9 shows 

the same quantities relative the optimization procedure 

(target energy 0.01306J). 

 

 
 

Fig. 8. Field map (B) and flux lines relative to the best 

solution among the initial pre-calculated random 

geometries. 

 

 
 

Fig. 9. Field map (B) and flux lines relative to the best 

solution after the optimization procedure. 

 

The increase of the energy in the target region shows 

that the optimization procedure has reached its goal. 

There is no analytical solution to the problem, so we 

have no guarantee that the reached solution is a local or 

a global optimal (even though the SOC-Opt algorithm is 

robust in this point of view), and there might be different 

geometries giving practically coincident target energies. 

However, after numerous optimization procedures, the 

one shown in Fig. 9 is the best result obtained in terms 

of final energy. 

Table 1 shows the CPU time required for training 

and for optimization, in which only 500 cases over 105 

were outside the convex hull of the autoencoder (hence 

needed a FEA evaluation). 

It is evident that the cost of the initial pre-calculated 

solutions is not negligible and it is a price to pay 

whenever neural networks to be trained are present.  

In this case, given the specific problem (basically no 

geometrical shape constraint) the number of iterations of 

the optimization procedure is one order of magnitude 

higher than the pre-calculated FEA solution, hence the 

final CPU time effort is positively affected by the use of 

proposed technique 

 

Table 1: CPU time for training and optimization 

Evaluations Time 

104 FEA Solutions  

(pre-calculated) 
2 ∙ 104𝑠 

99500 surrogate model 

(optimization) 
4𝑠 

500 FEA solutions 

(optimization) 
1000s 

 

V. CONCLUSION 
Optimizing an EM device in the latent 

representation space of an autoencoder has shown to  

be a promising approach, allowing the flexibility of 

topology optimization and reducing the dimensionality 

of both the search space and the surrogate model. 

Through the decoder it is possible to observe the 

solutions, and the introduction of a surrogate model 

approach, which also works in the latent space, reduces 

the number of required FEA simulations. Further work 

will be devoted to study the potential application in the 

case of multiobjective optimization.  
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Abstract ─ Atmospheric attenuation of electromagnetic 

signals at the 60 GHz frequency band is dominated by 

oxygen absorption which represents a major obstacle  

to 5G communications using this band. So far, only 

empirical equations that fit the experimental absorption 

data have been reported. These empirical models are not 

suitable to employ in standard full-wave electromagnetic 

simulators based on the numerical solution of Maxwell’s 

equations. In this paper, a frequency-dependent material 

model for atmospheric absorption at the 60 GHz band  

is presented. Further, a numerical simulator that 

incorporates this multi-pole material dispersion model 

and uses the rotating boundary conditions to allow for 

long propagation distances is developed. The simulation 

algorithm is based on the auxiliary differential equation 

finite-difference time-domain (ADE-FDTD) technique 

which implements the general electric polarization 

formulation. The results are useful in the prediction  

of propagation power loss between line-of-sight 

communication links and in the planning and positioning 

of ground and air-borne facilities. 
 

Index Terms ─ 5G communications, 60GHz frequency 

band, atmospheric attenuation, FDTD method, lorentz 

model, oxygen absorption. 

 

I. INTRODUCTION 
The demand for fast data transfer and large 

bandwidth is expected to grow further and further over 

the coming decades. This is in part due to the large 

number of multi-media applications that require real-

time communications and processing, and in part due to 

the growing consumer expectations and demands. The 

fact that the unlicensed 60 GHz frequency band is a 

strong contender to satisfy such demands requires 

addressing important issues and challenges pertinent to 

this band. The sea level atmosphere is known for its 

significant attenuation of frequencies around 60 GHz 

due to high oxygen absorption. Oxygen absorption 

constitutes over 95% of this atmospheric attenuation 

which peaks around 60 GHz, with a value of over 15 

dB/km. The successful adoption of 5G communications 

using the 60 GHz frequency band for wireless and radio 

communications relies on the introduction of novel 

antenna designs and communication strategies to 

overcome the channel loss. There has been a lot of 

emphasis on measurement [1,2] and modeling [3-6] 

techniques of atmospheric attenuation. The modeling 

effort focuses on the precise representation of the 

physical phenomena involving oxygen absorption lines 

at different atmospheric conditions. The final product of 

these models is customarily represented by a large verity 

of functions and polynomials (empirical fitting) with 

several physical parameters and mixing coefficients. The 

resulting empirical models are useful and can be utilized 

to approximate attenuation levels as a function of 

frequency and elevation. On the other hand, work has 

been done on the utilization of these models in solving 

real-life propagation problems. Grishin et al. used 

experimental data for atmospheric signal attenuation in 

an analytical model based on solving an inverse problem 

to simulate satellite signal propagation [7]. The work 

done in [8,9] simulated the signal absorption and 

dispersion due to the atmosphere by embedding the 

empirical relations into a transfer function and placed it 

in the channel part of the communication system. Other 

methods based on analytical solutions can in fact utilize 

these empirical functions but only for the treatment of 

simple propagation situations. Calculations based on  

the ray tracing method and the parabolic wave 

approximation have been proposed [10-13]. The ray 

tracing method is more suited for propagation problems 

with large-size features over a smooth ground in a 

homogeneous atmosphere. For complex environments, 

the computational time drastically increases and the 

accuracy deteriorates as the number of required rays 
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significantly increases. Also, the method fails for gazing 

angles. On the other hand, although the methods based 

on parabolic approximation are good for large distance 

propagation, they become less effective in solving 

problems involving complex terrain and strong 

atmospheric dispersion. Obviously, because empirical 

models representing the atmosphere involve complicated 

expressions and functions, analytical methods become 

limited in application. Instead, the empirical models 

need to be incorporated into standard full-wave 

electromagnetic simulators using, for example, the 

finite-difference time-domain method (FDTD) and the 

finite-element method (FEM). 

The objective of this work is three-fold. First, a 

material model of atmospheric attenuation is developed 

by fitting measurement data to standard Lorentz poles. 

The reason behind this choice is that Lorentz functions 

represent the most general matter-wave interaction 

forms. Second, the material model is incorporated in the 

time-domain simulations of Maxwell’s equations and 

specifically in a FDTD algorithm. This objective is 

achieved through the general polarization formulation 

and the auxiliary differential equation (ADE) technique 

[14,17]. Finally, simulations of long-distance 

propagations in the 60 GHz frequency band are carried 

out. To the best of our knowledge, this is the first report 

of incorporating atmospheric attenuation in a FDTD 

algorithm using the Lorentz model. This model should 

find applications in many disciplines, including remote 

sensing, geophysical mapping and in point-to-point 

communications, where it can help in planning the 

positions of ground and air-borne facilities. 

 

II. ATMOSPHERIC MATERIAL MODEL 
The frequency-dependent behavior of dispersive 

materials can be described by the constituent relations. 

For non-magnetic materials, the electric polarization  

is used to represent the dielectric effects inside the 

material. Assuming a linear material response, the 

frequency-dependent electric flux density can be written 

as: 

𝐷⃑⃑ (𝜔) = 𝜀𝑜𝜀∞𝐸⃑ (𝜔) + 𝑃⃑ (𝜔),                 (1) 

where 𝜺𝒐 is the free space permittivity, 𝜺∞ is the high 

frequency dielectric constant and 𝝎 is the frequency. The 

first order linear polarization 𝑷(𝝎) is related to the 

electric field intensity, 𝑬(𝝎), in the frequency domain 

by the electric susceptibility as: 
𝑃(𝜔) = 𝜀𝑜 𝜒(𝜔) 𝐸(𝜔).                     (2) 

Combining equation (1) and equation (2), one can write: 

                             𝜀𝑟(𝜔) = 𝜀∞ +𝜒(𝜔),                        (3) 

where 𝜺𝒓(𝝎) is the frequency-dependent complex 

relative permittivity of the dispersive material. The 

dispersion relation for the electric susceptibility 𝝌(𝝎) 
that represents the material-wave interaction can be 

represented by a general Lorentz model function of the 

form: 

    𝜒(𝜔) =
𝐚

𝐛+𝑗𝐜𝜔−𝐝𝜔2 ,   (4) 

where a, b, c and d are model parameters that can be 

obtained from material properties or by fitting to 

experimental data. The atmospheric material model 

developed in this work is based on a recent report by the 

International Telecommunication Union [2]. The report 

provides empirical methods to estimate the attenuation 

of atmospheric gases on terrestrial and slant paths using 

experimental data. In the report, an estimate of gaseous 

attenuation computed by summation of individual 

absorption lines for the frequency range 1 GHz to 1 THz 

is given. Figure 1 is a reproduction of the atmospheric 

specific attenuation using several empirical formulae 

given in [2] for frequencies between 40 and 80 GHz. The 

curve in Fig. 1 is based on atmospheric conditions of dry 

air with total air pressure of 1033.6 hPa and average 

temperature of 15 °C.  

 

 
 

Fig. 1. Atmospheric specific attenuation for the 40-80 

GHz frequency range at sea level, as given by the 

empirical formulae in [2]. 

 

In this work, a fitting to the general Lorentz poles is 

performed. The strategy for using the experimental data 

is as follows. For any given frequency range and 

elevation, frequency-dependent complex permittivity 

values are obtained from attenuation readings using the 

following relations: 

    𝜀𝑟
′ = (𝑛′)2 + (𝑛′′)2, (5-1) 

   𝜀𝑟
′′ = −𝛼𝑛′𝑣/𝜔, (5-2) 

where 𝒏′ and 𝒏′′ are the real and imaginary parts of  

the complex refractive index, respectively, 𝜶 is the 

attenuation coefficient and 𝒗 is the speed of light. Those 

complex permittivity data are fitted to standard material 

models with as many poles as necessary. Out of the 

fitting process, the required parameters for the time-

domain simulator are obtained. Here, a Lorentzian 

dielectric function of the form: 
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 𝜀𝑟(𝜔) = 𝜀∞ + (𝜀𝑠 − 𝜀∞)∑
𝐴𝑖𝜔𝑖

2

𝜔𝑖
2+𝑗2𝛿𝑖𝜔−𝜔2

𝑀

𝑖=1
 , (6) 

is used, with 𝐚𝒊 = (𝜺𝒔 − 𝜺∞)𝑨𝒊𝝎𝒊
𝟐, 𝐛𝒊 = 𝝎𝒊

𝟐, 𝐜𝒊 = 𝟐𝜹𝒊 

and 𝐝𝒊 = 𝟏 being the parameters in equation (4). In 

equation (6), 𝜺𝒔 is the effective static dielectric constant, 

𝑨𝒊 is the pole strength, 𝝎𝒊 is the resonance frequency and 

𝜹𝒊 is the damping parameter for ith pole. M represents the 

total number of poles of the material dispersion relation. 

The fitting process to Lorentzian poles goes as 

follows. One can start with a Lorentzian pole that has a 

peak around the center of the curve in Fig. 1 (i.e., around 

60 GHz). This step yields the value of the resonance 

frequency of the first pole. Next, to accommodate for the 

width of the spectrum of the measurement data, other 

poles at above and below the first resonance frequency 

are added. Finally, the values of the pole strength and 

damping parameter for each pole are adjusted such that 

a reasonable fit is obtained. Table 1 shows the a, b, c and 

d parameters for the three Lorentz poles used for 

atmospheric attenuation modeling. These parameters are 

related to the pole parameters using equation (6). The 

resulting dielectric function (real and imaginary parts)  

is shown in Fig. 2, together with the reference 

measurement data. The fitting is good in general, and 

focus has been made on the frequency range around 60 

GHz where the expected bandwidth of the transmitting 

antenna is located. The obtained poles form the basis for 

the relation between the electric polarization and the 

electric field. 

Next, the frequency-domain dielectric function is 

incorporated in a time-domain simulator using the ADE-

FDTD method. Equation (2) can be expressed in the time 

domain using the Fourier transform, as reported in [16]. 

The procedure results in a second order differential 

equation for the electric polarization vector given by: 

      𝐛𝑃 + 𝐜
𝑑

𝑑𝑡
𝑃 + 𝐝

𝑑2

𝑑𝑡2 𝑃 = 𝐚 𝜀𝑜𝐸. (7) 

Using finite-difference approximations, the time domain 

update equation for the linear polarization in equation (7) 

becomes: 

     𝑃𝑛+1 = 𝐶1𝑃
𝑛 + 𝐶2𝑃

𝑛−1 + 𝐶3𝐸
𝑛 . (8) 

The constants in equation (8) are given by: 

 𝐶1 =
4𝐝

2𝐝+𝐜𝛥𝑡+𝐛𝛥𝑡2 , (9-1) 

 𝐶2 =
−2𝐝+𝐜𝛥𝑡−𝐛𝛥𝑡2

2𝐝+𝐜𝛥𝑡+𝐛𝛥𝑡2
 , (9-2) 

 𝐶3 =
2𝐚𝜀𝑜𝛥𝑡2

2𝐝+𝐜𝛥𝑡+𝐛𝛥𝑡2
 , (9-3) 

where n is the time index and 𝜟𝒕 is the time step. It 

should be noted that in deriving the expressions in 

equation (9), semi-implicit finite-differencing has been 

used. In this case, the first term on the right-hand side of 

equation (7) was approximated using the average of 

𝑷𝒏−𝟏 and 𝑷𝒏+𝟏 time instances. This scheme is known to 

improve the stability of the overall algorithm, even with 

strong dispersion. All field components and parameters 

are arranged on the FDTD computational grid using  

the standard Yee’s cell. The time-domain algorithm 

proceeds as follows. First, the electric flux densities are 

evaluated using Maxwell’s curl equation with available 

magnetic field samples. Next, the linear polarization 

vector is updated using equation (8). Third, the electric 

field intensity components are updated using the time-

domain version of equation (1) as: 

 𝐸𝑛+1 =
𝐷𝑛+1−∑ 𝑃𝑖

𝑛+1
𝑀

𝑖=1

𝜀𝑜𝜀∞
. (10) 

 

 
 

Fig. 2. Real and imaginary dielectric constant curves as 

obtained from the empirical attenuation function (Ref 2, 

dashed line) and the corresponding 3-pole Lorentz fit 

(solid line) for sea level atmospheric conditions. 

 

Table 1: Lorentz pole parameters for atmospheric 

attenuation at sea level 

Pole 

i 
𝐚𝒊 (rad/s)2 𝐛𝑖 (rad/s)2 𝐜𝑖 (rad/s) 𝐝𝑖 

1 2.02451016 1.52101023 3.01010 1 

2 2.45461016 1.36901023 3.21010 1 

3 2.79601015 1.27091023 1.21010 1 

 

Finally, the second Maxwell’s curl equation is  

used to calculate the magnetic field components. The 

flowchart in Fig. 3 describes the sequence of calculations 

in the resulting algorithm. It is important to mention here 

that solving this problem using the classical ADE 

algorithm [18] would introduce higher order time 

derivatives, the solution of which would require matrix 

inversion. When applied to the problem presented in this 

work with three Lorentzian poles, derivatives of the sixth 

order result. It would be necessary to save a large number 

of time samples and hence, using a mixed explicit-

implicit scheme, matrix inversion is needed. The FDTD 

algorithm used here is significantly more efficient and 

robust. Other ADE algorithms reported in literature 
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require complex-domain operations (for example [19]). 

In general, complex-domain operations require twice as 

much computation time and memory storage as normal 

real operations. The computational requirements are 

clearly a function of the number of poles of the 

dispersion model. For multi-pole dispersion problems, 

these FDTD algorithms would require more constants to 

be evaluated and stored in memory. 
 

 
 

Fig. 3. Flowchart of the calculation sequence in the time-

domain algorithm. 
 

III. SIMULATION RESULTS 
To test wave propagation using the proposed 

atmosphere model, the FDTD simulation algorithm 

presented in section II is implemented. A time-limited 

pulse of a Gaussian form given by: 

𝐴(𝑡) = 𝐴𝑜exp [− (
𝑡−𝑡𝑜

𝑡𝑝
)
2

] cos[𝜔𝑐(𝑡 − 𝑡𝑜)],     (11) 

is used as a point-source excitation, where 𝐴𝑜 is the 

initial pulse amplitude, t is time variable, to is the offset 

time, tp is the pulse waist and 𝜔𝑐 is the central frequency. 

The parameter tp is used to steer the frequency contents 

of the pulse. In this work, a pulse waist of 20 picoseconds 

is used such that it covers a large frequency band around 

60 GHz, which is taken as the central frequency 𝜔𝑐. A 

plane wave propagation in a one-dimensional sea-level 

atmosphere is considered. The value of the spatial step is 

set to a very small fraction of the smallest wavelength 

involved in propagation. This is required to ensure that 

numerical dispersion is significantly minimized, and that 

channel dispersion is correctly represented. Accordingly, 

a spatial step size of 0.01 mm is used. The stability of  

the algorithm is determined by the standard Courant-

Friedrichs-Lewy (CFL) condition for the FDTD method,  

which is given by [15]: 

       𝛥𝑡 ≤
1

𝑣max√
1

𝛥𝑥2+
1

𝛥𝑦2+
1

𝛥𝑧2

 . (12) 

A time step of 0.03 picoseconds satisfies this condition. 

Numerical dispersion is an artifact of the approximation 

of the spatial derivatives in finite differences. Because 

the spatial step is finite, errors in data transmission 

throughout the computational grid propagate and 

accumulate. The general guideline is to make the spatial 

step a very small fraction of the smallest wavelength 

involved in the propagation. This problem becomes 

more serious if the medium of propagation is itself 

dispersive. Consequently, with high levels of space 

resolution, the memory requirement for the simulation of 

hundreds of meters of propagation distance becomes 

unaffordable. To solve this problem, the rotating 

boundary conditions have been used. In this case, as 

shown in Fig. 4, the pulse propagates across the whole 

domain, exits the computational window from one 

boundary and re-enters from the other boundary to start 

propagating the domain again.  

 

 
 

Fig. 4. Pulse propagation in rotating boundary conditions. 

The total length of the computational window is half a 

meter. 

 

The rotating boundary conditions are thus defined as 

follows. For the first Maxwell’s equation, the curl is 

evaluated in one-dimensional case using: 

   
𝜕𝐷

𝜕𝑡
|
𝑖=𝑖1

=
𝐻(𝑖1)−𝐻(𝑖max−1)

𝛥𝑥
,   (13) 

and 

   
𝜕𝐷

𝜕𝑡
|
𝑖=𝑖max

=
𝐻(𝑖max−1)−𝐻(𝑖1)

𝛥𝑥
.   (14) 

In equations (12) and (13), i1 and imax are the first 

and last points in the computational domain, and ∆x is 

the spatial step. The curl in the second Maxwell’s 

equation is treated similarly. The initial size of the 

computational domain is set to half a meter. The choice 

of this initial domain size ensures that it is wide enough 

to comfortably accommodate the pulse at any time 

throughout the simulation, even with the resulting 

dispersion due to the channel. The pulse transpasses the 

computational domain for multiples of times to achieve 

a certain propagation distance. In this study, the pulse is 

propagated well over one kilometer. Also, a reference 

simulation in a lossless atmosphere was carried out such 

 

 

 

 

 

 

 

 

 

 

 

 

 

START 

Initializations: Calculate C1, C2, C3 

Time=0 

Max Time? 

Find Dn+1 using  
𝜕𝑫

𝜕𝑡
= 𝛻 ×𝑯 

Find En+1 using Pn+1 & Dn+1 Equation 10 

Find Hn+1 using  𝜇𝑜
𝜕𝑯

𝜕𝑡
= −𝛻 × 𝑬 

 

Find Pn+1 using Pn-1, Pn, En Equation 8 

END 
YES 

NO 
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that comparisons are possible. Figure 5 shows the time-

domain electric field waveform for the propagating pulse 

at 1000 meters. The reference waveform for a lossless 

atmosphere is also shown in the figure. The attenuation 

and dispersion of the pulse is evident. Power calculations 

have been performed to validate the numerical model. 

The spectrum of the received signal power has been 

produced after propagation of 1000 m. At any given 

location, the power density is given by: 

    𝑆 =
1

2
𝐸⃑ × 𝐻⃑⃑ ∗. (15) 

For a wave propagating along the x direction, the 

spectrum of the real power density is given by: 

 𝑆(𝑓)𝑥,𝑟 =
1

2
[𝐸(𝑓)𝑦,𝑟𝐻(𝑓)𝑧,𝑟 + 𝐸(𝑓)𝑦,𝑖𝐻(𝑓)𝑧,𝑖], (16) 

where the subscripts r and i denote the real and 

imaginary parts, respectively. The amount of received 

power at several distances are shown in Fig. 6. It is 

clearly seen from the figure that a signal at 60 GHz loses 

more than 97% of its initial power within the first 

kilometer. The propagation of the 50, 60 and 70 GHz 

frequency components are shown separately in Fig. 7, 

where normalization has been made to the input value 

for each frequency component. Table 2 and Fig. 8  

show the comparison between the amount of loss per 

kilometer, as given by the reference attenuation curve 

(Fig. 1) and by the FDTD simulation, for selected 

frequencies. The slight discrepancies in the power loss 

are attributed to the imperfections in the fitting process. 
 

 
 

Fig. 5. Time profile of the received electric field at a 

distance of 1000 meters, with and without attenuation. 
 

Table 2: Loss comparison between simulation results 

and reference data 

Frequency 

(GHz) 

Loss (dB/km) 

Reference Simulation 

57 8.78 9.00 

58 11.43 11.42 

59 15.23 14.26 

60 15.26 16.04 

61 14.89 14.61 

62 14.51 11.93 

63 10.75 9.61 

 
 

Fig. 6. Normalized signal power at different propagation 

distances versus frequency. 
 

 
 

Fig. 7. Normalized received power for the 50, 60 and 70 

GHz frequency components versus distance. 
 

 
 

Fig. 8. Estimated loss after propagation of 1000 meters, 

as given by the simulation model. The reference values 

and the difference are shown for comparison. 
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IV. CONCLUSION 
A propagation model for atmospheric absorption of 

60 GHz band signals has been presented. The model is 

incorporated in an FDTD numerical simulator as a multi-

pole material dispersion term using the ADE technique. 

The rotating boundary conditions have been used to 

allow for long propagation distances. Also, the validity 

of the model has been demonstrated. This model is  

very useful in the study of many situations involving  

free space communications with the possibility of 

incorporating different scenarios, such as reflections 

from buildings, presence of ground, terrain and water 

bodies and interference. It can be added to commercial 

electromagnetic software packages as a separate material 

module. The results are also useful in the prediction of 

propagation power loss such that methods for loss 

compensation can be devised. Work is underway to 

model atmospheric attenuation at different elevations 

and different weather conditions. 
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Abstract ─ A tunable microstrip trisection bandpass 

filter with source-load coupling is proposed in this 

paper. Magnetic cross coupling structure based on 

varactor loaded open ring resonators is employed. No 

extra capacitor is used to adjust the coupling 

coefficients directly. Normalized coupling matrix M is 

used to calculate the frequency response, and formulas 

for computing the S parameters based on the resonator 

with unconventional phase performance are given. 

Coupling coefficients are investigated by computing the 

integral of the distributed voltage/current and it is 

proved that the coupling coefficients can meet the 

requirements of constant fractional bandwidth (CFBW). 

Due to the magnetic cross coupled trisection structure 

and the electrical source-load coupling, this tunable 

filter has three transmission zeros at finite frequency 

which can effectively improve the frequency selectivity. 

The measurement agrees well with the simulation. The 

center frequency can be tuned from 1097 MHz to 1936 

MHz. In this tuning range, the insertion loss varies from 

7.8 dB to 4 dB. A constant fractional bandwidth of 

about 5% is achieved. 

 

Index Terms ─ cross-coupling, trisection filter, tunable 

bandpass filter. 
 

I. INTRODUCTION 
With the fast development of wireless 

communications, reconfigurable RF/microwave systems, 

which can be used in electronic countermeasures, 

software defined radio and so on, are highly demanded. 

The tunable filter, which dynamically receives the 

wanted signals or rejects the interferences, is regarded 

as a core component in reconfigurable RF/microwave 

systems. For tunable bandpass filters, high frequency 

selectivity is vital since it can effectively restrain the 

near-passband interference. One approach to improve 

frequency selectivity is utilizing high resonators with 

high unloaded quality factor (Qu) such as cavity 

resonators [1, 2] or SIW filters [3, 4]. For varactor-

tuning microstrip bandpass filters, the resonator quality 

factor is relatively lower. Transmission zeros can be 

used for improving the frequency selectivity, and 

crossed coupling can bring transmission zeros by 

making signals transmit through different paths and 

cancel each other at a specified frequency [5-7]. 

Crossed coupling has already been widely used in 

fixed filters [8-12]. By applying source-load coupling, 

Nth order canonical filters with N finite transmission 

zeros can be achieved [10]. Recently, tunable cross-

coupled tunable filters have been reported. The roll-off 

rate of second order tunable cross-coupled filter based 

on source-load cross coupling [13, 14] is limited, and 

several fourth order cross-coupled filters with higher 

frequency selectivity have been reported [6, 7, 15, 16]. 

In [6, 7, 15-17], tunable capacitors are placed in the 

coupling region for tuning the electric coupling 

coefficient directly, and bandwidth becomes tunable 

since coupling coefficients can be tuned. However, this 

method requires more capacitors, which may lead to 

higher insertion loss and increase the difficulty of 

practical layout design. Meanwhile, tunable capacitors 

which are now available on the market are relatively 

large as coupling capacitor. Therefore, the capacitance 

in resonators should be very large to maintain a 

relatively small coupling coefficient [6]. Tunable third 

order filter is a useful topology to reduce the designing 

difficulty and maintain the roll-off rate [18-20]. A 

typical third order filter is trisection filter which is 

desirable for some applications requiring only a higher 

selectivity on one side of the passband due to the 

advantage of its asymmetrical frequency response. [18-

20] reported several third order tunable filters but they 

only have one or two transmission zeros. Combining 

cross coupled trisection structure with source-load cross 

coupling can bring three transmission zeros. 

Open ring resonators (ORRs) are common used in 

microstrip filters [8, 21-23]. It can be utilized for 

designing tunable filters by adding a tunable capacitor 

at the open ends of the microstrip line. At the resonant 

frequency, the magnetic energy is mainly stored in the 

middle of the microstrip line while the majority of 

electrical energy is stored at the terminal region of  

the microstrip line and the capacitor. The larger the 

capacitance, the less electrical energy there is in the 

microstrip line, therefore, the electrical coupling can 

ACES JOURNAL, Vol. 34, No. 12, December 2019

1054-4887 © ACES

Submitted On: August 23, 2018 
Accepted On: October 23, 2019

1888



not make the fractional bandwidth of tunable filter keep 

in constant.  

In this paper, magnetic coupling structure based on 

varactor loaded ORRs are utilized to design tunable 

trisection filter with constant fractional bandwidth. 

Formulas for computing the S parameters based on  

the resonator with unconventional phase performance 

are given. Coupling coefficients are investigated by 

computing the integral of the distributed voltage/current. 

All-magnetic cross coupled resonators and source to 

load electric coupling are designed to generate three 

transmission zeros for improving the frequency 

selectivity.  

 

II. FILTER SYNTHESIS 
The most important parameters that influence filter 

bandwidth are coupling coefficient k and external 

quality factor Qext. In order to attain the desired k and 

Qext for constant fractional bandwidth, filter synthesis 

can be applied based on normalized coupling matrix M 

[8, 24-26]. The formulas for calculating the lowpass S 

parameters based on M matrix can be written as [8]: 

  

1

21 2,1
1

11 1,1

2

1 2
n

S jA

S jA







  


 

,  (1) 

where n is the order of the filter, Ai,j
-1 denotes the ith row 

and jth column element of A -1, which is given by: 

 A M U j q    ,  (2) 

in which U is the (n+2) × (n+2) identity matrix except 

U1,1 =Un+2,n+2 = 0; q is a (n+2) × (n+2) matrix with  

all zeros except q1,1 = qn+2,n+2 = 1, and Ω is angular 

frequency. To get bandpass response, a lowpass-to-

bandpass transformation can be written as: 

  0

0

1
=

FBW

 

 

 
  

 
,  (3) 

where ω0 is center angular frequency of the transformed 

bandpass filters, ω denotes angular frequency and  

FBW is the fractional bandwidth. The desired coupling 

coefficient between ith and jth resonators kij, and external 

quality factor Qext, which can determine the frequency 

response of the bandpass filter, can be obtained as:  

  
0

 ij ij ij

ABW
k M FBW M

f
,
  

 (4) 

 0

2 2

1 1

1
ext

S S

f
Q

M FBW M ABW
  ,

  
 (5) 

where Mij denotes the entries in M matrix (i, j = S, 1, 

2… N, L, S stands for the input source and L for the 

output load. The filter is Nth order), f0 is the center 

frequency and ABW is the absolute bandwidth.  

Figure 1 is the topology used for designing the 

tunable filter in this paper, where, E stands for electrical 

coupling and M is magnetic coupling. 1~3 denote 

resonator 1 to resonator 3. There are three paths from 

source to load, and the M matrix in (6) is used for 

computing the frequency response, as in Fig. 2. This 

topology can generate three transmission zeros at finite 

frequency, 

  

0 1.3 0 0 0.005

1.3 0 0.78 0.58 0

0 0.78 0 0.78 0

0 0.58 0.78 0 1.3

0.005 0 0 1.3 0

 
 
 
 
 
 
  

M . (6) 
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Fig. 1. The topology of the trisection bandpass filter. 

 

-20 -15 -10 -5 0 5 10 15 20
-40

-20

0

20

S
1

1
 (

d
B

)

Radian Frequency (rad/s)

-80

-60

-40

-20

0

S
2

1
 (d

B
)

 
 

Fig. 2. The frequency response of the M matrix.  

 

In the traditional synthesis method, the resonators 

have a phase shift of π/2 at low frequency and -π/2 at 

high frequency [26]. Figure 3 shows that the phase shift 

of varactor loaded ORR is opposite. Hence the U in (2) 

should be changed to: 

  [0, 1, 1, 1,0]U diag    .  (7) 

 

1.0 1.2 1.4 1.6 1.8 2.0
-200

-100

0

100

200

P
h

a
s
e

 S
h

if
t 
(d

e
g

re
e

)

Frequency (GHz)  
 

Fig. 3. The phase response of varactor loaded ORR 

(black solid line), and the resonators in traditional 

synthesis method (gray dashed line). 

 

Figure 4 shows the response based on the topology 

shown in Fig. 1 based on the varactor loaded ORR, with 
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FBW = 0.05 under center frequency of 1.3 GHz, 1.5 

GHz, and 1.7 GHz, respectively. The desired coupling 

coefficients and external quality factor versus center 

frequency can be calculated using (4) and (5), as shown 

in Fig. 2. 
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Fig. 1. Bandpass response of the M matrix. This 

calculation uses the modified U. 
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Fig. 2. The desired coupling coefficients and external 

quality factor extracted from M matrix. 

 

III. FILTER DESIGN 
Figure 6 shows the tunable cross coupled trisection 

bandpass filter based on the magnetic coupled varactor 

loaded ORR. D1~D6 are the varactors and R1~R6 are  

5.1 kΩ resistors used as RF chokes. Feedlines utilize 

magnetic coupling to achieve matching and electrical 

source-load coupling is implemented through feedlines. 

Table 1 lists their physical parameters in Fig. 6. Three 

types of geometry parameters are used for studying the 

coupling structure. 
 

A. Coupling coefficients 

The relationship between center angular frequency 

ω0 and the equivalent capacitance of varactors can be 

analyzed by half circuit of the resonators. For resonator 

1 and resonator 3 in Fig. 6, their half circuit is shown in 

Fig. 7 (a). It is made up with two short ended microstrip 

lines and two capacitors named CL. Y0 is the 

characteristic admittance of the microstrip lines, θ1 is  

the electrical length of the coupling region and θ2 is the 

electrical length of each microstrip line. 

At resonating frequency ω0, the tunable capacitance 

CL can be written as:  

  
0 2cot 0Lj C jY   ,

 
(8) 

  
0

0 2

0

cot

L

Y
C

 





 .  (9) 

The calculated curves of the tunable capacitor CL 

versus center frequency based on the three geometries 

in Table 1 are shown in Fig. 8. Since L2, L3 and W2 of 

the three geometries are same, the calculated curves 

coincide. 
 

Resonator1 Resonator3

Resonator2

L2

R6

D5 D6

R5

Vbias2

G4G3

R4
D3

D4

L3

R2
D1

D2

W2

G1

G2

G5

L1

R1 R3

Vbias1 Vbias3

Port 1 Port 2W1

 
 

Fig. 6. The electrical circuit model of this filter. 

 

Table 1: Physical parameters of 3rd tunable filters 

Parameters 

(unit: mm) 

Dimensio

n 1 

Dimension 

2 

Dimensio

n 3 

L2 26.9 26.9 26.9 

L3 11.1 11.1 11.1 

W2 0.7 0.7 0.7 

G3 1.8 2 2.2 

G4 0.4 0.6 0.8 

 

coupling 

region CL
Y0 CL

θ3

θ4

θ1

θ2

θ2

θ5

coupling 

region

 
 (a) (b) 

 

Fig. 7. The equivalent model of half circuit of coupled 

resonators: (a) resonator 1 and 3, and (b) resonator 1  

and 2. 
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Fig. 8. The calculated CL versus center frequency.  
 

Coupling coefficients can be analyzed by energy 

method used in [18, 27]. In the half circuit of resonator 

1 and 3 shown in Fig. 7 (a), the electrical energy and 

magnetic energy stored in each resonator at center 

frequency can be written as: 

  
2

1 1 3 3

2 2

0
0

1
cos

2
C L C LW W W W LY d



      , (10) 

where WLi (i = 1, 3) denotes magnetic energy in ith 

resonator, WCi (i = 1, 3) denotes electric energy in ith 

resonator, L is the self-inductance of the microstrip 

lines. Meanwhile, the magnetic energy stored in the 

coupling region, WLm, is expressed as: 

  
12 2

0
0

cos


  mL mW L Y d .   (11) 

Lm is the mutual inductance between the two lines. 

Therefore, the magnetic coupling coefficient of this half 

circuit is obtained by the energy relationship: 

  
1 3

2
 mL

L

L L

W
k

W W
.  (12) 

The electrical energy stored in coupling region is, 

  
1 2

0
sin



   mC mW C d  . (13) 

Cm is the mutual capacitance between the two lines. 

So electrical coupling coefficient can be calculated: 

  
1 3

2
 mC

C

C C

W
k

W W
 . (14) 

The total coupling coefficient of this half circuit is 

the sum of kC and kL, which is, 

   L Ck k k  .  (15) 

As for resonator 1 and resonator 2, the half circuit 

is shown in Fig. 7 (b). Energy stored in each resonator 

can be calculated using (10). However, the formula  

to get energy stored in coupling region should be 

modified: 

    
2

3

2

0 3 4cos cos



      mL mW L Y d , (16) 
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2

3
3 4sin sin
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Rewrite (12) and (14) as: 

  
1 2

2
 mL

L

L L

W
k

W W
, (18) 

  
1 2

2
 mC

C

C C

W
k

W W
 .  (19) 

For the entire resonators, the energy stored in each 

resonator is doubled, yet the energy stored in the 

coupling region does not change. As a result, the 

coupling coefficient between resonator 1 and 2 is  

equal to k/2. The coupling coefficients versus center 

frequency can be calculated by using (9) ~ (19), as 

shown in Fig. 9 (a) and Fig. 9 (b). It shows that, the 

strength of coupling can be controlled by adjusting its 

physical parameters, and the geometry parameters of 

Dimension 2 in Table 1 will be implemented in the 

design so that a 5% constant FBW (CFBW) can be 

achieved.  

Simulation is carried out to verify the above 

calculation. f1 and f2 are the splitting resonate frequencies 

in the simulation, and the coupling coefficient k can be 

calculated as: 

  

2 2

1 2
2 2

1 2

f f
k
f f





.   (20) 
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Fig. 9. The calculated results versus center frequency: 

(a) coupling coefficient k12, and (b) coupling coefficient 

k13. 
 

Figure 10 shows the simulated loaded capacitance 

versus center frequency compared with calculated  

results. It shows that the center frequency can be tuned 

from 1.1 GHz to almost 2 GHz when CL is tuned from 

0.6 pF to 2.4 pF, and the calculation matches the 

simulation very well. The slope of coupling coefficient 

curves is very small, which meets the requirement of 

ACES JOURNAL, Vol. 34, No. 12, December 20191891



CFBW response.  
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Fig. 10. The tunable capacitance and coupling 

coefficients versus center frequency of calculation and 

simulation. 
 

B. External quality factor 

External quality factor Qext mainly influences the 

bandwidth, roll-off, inband ripple. For tunable filters 

with CFBW, Qext needs to be constant. It can be gotten 

by simulating single loaded circuits shown in Fig. 11 (a) 

[8], and Qext can be calculated as: 

  

0 112

4

 
 S

ext

f
Q ,

 (21) 

or, 

  

0 0
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f f
Q

f f f
,

 (22) 

where τs11 is group delay of S11, fπ/2 and f-π/2 are 

frequency point at which the phase of S11 of the one-

terminal network in Fig. 11 (a) is ± π/2, respectively. 
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Fig. 11. The simulation circuit and its equivalent model. 
 

L1=25 mm, W1=2.2 mm and other parameters 

except G5 are kept as in dimension 2 mentioned earlier. 

The gap between feedline and resonator can influence 

Qext. We simulated four conditions that G5 in Fig. 11 (a) 

is 0.05 mm, 0.1 mm, 0.2 mm and 0.3 mm, respectively. 

The simulated external quality factors are shown in  

Fig. 12. When G5 increases, Qext decreases. This can be 

explained by the equivalent model in Fig. 11 (b). At f-π/2 

or fπ/2, we have: 
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because, 
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By solving equation (23), the denominator of 

equation (22) is attained: 
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Substituting (25) into (22), the external quality of 

the circuits in Fig. 11 (b) is: 

  
0

2

1

=ext

S

CY
Q

M LC
 .  (26) 

when the gap becomes narrower, the coupling is 

enhanced so |MS1| increases. Equation (26) implies that 

the external quality factor will decrease if C and L are 

constant (i.e., f0 is fixed). When G5 equals to 0.1 mm, 

the external quality factor is the closest to the desired 

value. Qext is also required to be unchangeable for 

CFBW filters and the simulated results satisfy this 

requirement.  
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Fig. 12. Simulated external quality factor versus center 

frequency. 

 

C. Source-load coupling 

S21 of lowpass prototype filter at Ω = ∞ can be 

written as [26]: 

  21 2

2

1
 



SL

SL

M
S

M
 .   (27) 

If the coupling of source-load is enhanced, |MSL| 

will increase, and S21∞ increases when |MSL| < 1. The 

electric type MSL of this filter is desired to be -0.005  

for a 40-dB rejection level. MSL can be simulated by 

removing all resonators. A two-port network consisting 

of only two feed lines is obtained as shown in Fig. 13. 

The image part of Y12 of the network is used to extract 

MSL [28] since Y12 denotes a J inverter with J=Im(Y12): 

  12=Im( ) 50SLM Y .  (28) 
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The simulation is carried out when G1 (other 

parameters in Fig. 6 are fixed, G2=2.4 mm) is varying. 

Figure 14 shows the different Im(Y12). It is obvious  

that |Im(Y12)| is negatively relative to G1. |Im(Y12)| is 

controllable so it is possible to meet desired |MSL| by 

adjusting the gap. Finally, G1 is chosen to be 3.4 mm. 
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Fig. 13. The simulation circuit of MSL. 
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Fig. 14. The simulated imaginary of Y12. 

 

IV. FILTER SIMULATION 
A layout of the filter is designed and simulated. 

The substrate with h = 0.8 mm, εr = 2.65, tanδ = 0.001, 

and SMV1405 varactor diode are utilized. Figure 15 

shows the S parameters under 0V, 1V, 3V, 7V, 14V and 

30V bias voltages. 

The center frequency varies from 1086MHz to 

1941 MHz which means a 179% tuning range is 

achieved. As shown in Fig. 16, in the tuning range, 

fractional bandwidth of this filter keeps almost 

unchangeable (4.25% ~4.73%) and the insertion loss  

is less than 6.2 dB. Additionally, there are three 

transmission zeros besides the passband. One is 

generated by the utilized trisection structure and is 

located at lower edge of the passband. The other two 

transmission zeros exist at each edge of the passband 

due to the source-load coupling. These zeros can 

improve the selectivity of this filter. The rejection is 

approximately 40 dB (higher frequency, estimated by 

the frequency response’s asymptote in Fig. 15) or 

higher than 50 dB (lower frequency, estimated by the 

frequency response’s stationary point in Fig. 15). 
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Fig. 15. Simulated S parameters under typical tuning 

states. 
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Fig. 16. Simulated insertion loss and fractional 

bandwidth (FBW). 
 

V. FABRICATION AND MEASUREMENT 
The filter is fabricated with an overall size of 36 

mm × 40 mm, as shown in Fig. 17. Three lines on the 

sectorial pads are connected to the DC supply to bias 

the varactors. The frequency response of the filter is 

measured by Agilent E5071C vector network analyzer. 

The bias voltage is swept from 0 V to 30 V and 

Vbias1 = Vbias2 = Vbias3. Figure 18 shows the measured S 

parameters with 0V, 1V, 3V, 7V, 14V, and 30V bias 

voltages. The measured frequency responses agree  

well with the simulation. The tuning ratio of center 

frequency is approximately 176% (1097 MHz ~ 1936 

MHz). Three transmission zeros are generated, and the 

selectivity of this filter is improved by the transmission 

zeros. The rejection level is about 40 dB (higher 

frequency) or higher than 50 dB (lower frequency). 

Figure 19 shows the measured insertion loss and 

fractional bandwidth. The fractional bandwidth maintains 

4.1% ~5.3%. It is very narrow, which is useful for 

channelization. The insertion loss changes from 7.8 dB 

to 4 dB, which is approximately 1 dB higher than 

simulation. Besides the inaccuracy in PCB fabrication 

and the practical discrepancy between varactors, this is 

mainly due to the errors in welding. The PCB is 

relatively small in size and the gap between feedlines 

and resonators is very narrow. So, the solder joint,  
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which is not small enough to be ignored or to be 

regarded as ideal connection point, has a great effect on 

the performance. A similar situation can be seen in [29]. 

This is not simulated in software and can be solved by 

precise fabrication or lower frequency application with 

larger board area. Nonlinear characteristics is usually 

represented by IIP3 (input 3rd order intercept point), for 

example [29]. It can be obtained by feeding dual tone 

signals and measuring the output frequency spectrum. 

The frequencies of the input signals are set to be f0 ± 1 

MHz. The tested IIP 3 is shown in Fig. 20. Table 2 

shows the comparison with several recent cross-coupled 

tunable filters. 

 

 
 

Fig. 17. The photograph of the fabricated filter. 
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Fig. 18. The measured S parameters. 
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Fig. 19. The measured insertion loss and FBW of this 

filter. 

 

Table 2: Comparison with recent cross-coupled tunable filters 

Reference Tuning Range (GHz) Insertion Loss (dB) Bandwidth Number of Zeros 

[13] 1.11~1.51 3.6~4.2 29±3MHz*, 1.8%~2.6%* 2 

[14] 1.15~2 3.6~2.4 114±4MHz*, 9.9%~5.7%* 2 

[15] 1.5~1.75 4.5~11 variable 2 

[16] 1.25~2.1 3.5~8.5@FBW=4% 

3.5~6.5@FBW=5.5% 

variable 2 

[19] 0.41~0.82 <6.5 9±1% 1 

[30] 0.95~1.46 1.8~3.6 12.5±2% 3 

[31] 1.36~1.78 2.8~5 93±7 MHz 2 

This work 1.097~1.936 7.8~4 4.7±0.6% 3 
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Fig. 20. The measured IIP3 compared with simulation. 

 

It should be noted that the default bandwidth is 

3dB bandwidth while the marked data using the symbol 

* is 1 dB bandwidth in Table 2. Different from the 3rd 

order filter in [30] with 3 transmission zeros, this 

crossed coupled filter does not require additional 

coupling coefficient tuning elements.  This is also an 

advantage when competing with 4th order filter in [15, 

16]. Filter in [31] do not need additional capacitors, 

either, but it needs two different bias voltage values 

while in this filter only need one bias voltage value. 

 

VI. CONCLUSION 
In this paper, a cross coupled tunable trisection 

filter with source-load coupling is proposed. All 

magnetic coupling is employed in trisection structure 

while source and load are electrically coupled. Three 

transmission zeros that can effectively improve the 

frequency selectivity are generated due to the crossed 

coupled topology. M matrix is used to guide this design. 

The phase performance of the resonator is studied then 
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the computing formula of S parameters based on M is 

modified for this resonator. Energy relationship is 

utilized to analyze the coupling coefficients, which 

proves that the designed structures are able to satisfy 

the requirements of CFBW. According the theoretical 

analysis, coupling coefficients can be controlled and 

meet the desired values. Source-load coupling, and 

external quality factor are studied, optimized by 

simulation. The filter is fabricated on F4B-2 substrate 

and measured by a vector network analyzer. The 

measurement matches the simulation well. The tuning 

range is 1097 MHz to 1936 MHz, meaning that a 176% 

tuning ratio is achieved. The fractional bandwidth is 

keeping about 5%. In tuning range, the insertion loss 

varies from 7.8 dB to 4 dB.  
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Abstract ─ In this paper, a waveguide power divider is 

proposed for a 94 GHz horn antenna. The entire structure 

was machined using 3D printing technology, and is 

comprised of two pyramidal horn antennas, a one to  

two E-plane waveguide power divider, three waveguide 

bends, and a flange. By introducing a wedge-shaped 

groove, two trapezium taper ports, and a λg/2 extension 

on the T-junction of the waveguide, we found improved 

impedance matching of the power divider, and the two 

output ports had the same phase. Our results show that 

the bandwidth of the antenna was 3.2% (3 GHz), its gain 

was higher than 21.2 dBi with an approximately 10° half 

power beam width at 94 GHz, and it could be applied to 

a precise location at close range (6 m to 10 m), which is 

suitable for automotive radar applications. 
 

Index Terms ─ 3D printing, automotive, one 

dimensional range profile, pyramidal horn, waveguide 

power divider. 
 

I. INTRODUCTION 
As a key element in an automotive radar system, 

anti-collision radar usually works using a millimeter 

wave band, such as 24 GHz [1] or 77 GHz [2, 3]. These 

two bands are usually used for Long Range Radar (LRR) 

and Medium Range Radar (MRR). At a short range, 94 

GHz radar is commonly used because it has a small 

wavelength (3.19 mm) that can detect small obstacles 

and locate targets more accurately [4, 5].  

The antennas for the 94 GHz radar are mainly patch 

antennas [6], substrate integrated waveguide (SIW) 

antennas [7, 8], and horn antennas [9, 10]. Generally, in 

order to achieve a high gain, the patch antenna and the 

SIW antenna have to be made into an array, inevitably 

producing a large physical size. In [6] and [7], the 

maximum size of two antenna arrays was more than 20 

times and 30 times that of their respective in order to 

maintain a gain greater than 20 dBi. However, other 

research using horn antenna aperture less than 10 times 

the wavelength generated more than 20 dBi gain [8, 9]. 

Traditionally, horn antenna structures include an E-plane 

sectorial horn, a H-plane sectorial horn [10], a conical 

horn [11], and a pyramidal horn [12]. Among them, the 

pyramidal horn antenna can achieve a higher gain with 

the same aperture size. According to design requirements, 

different E- and H-plane beams can be obtained by 

changing the aperture size of the pyramidal horn 

antenna. 

The feed of the horn antenna is mainly a coaxial feed 

[13], used only for feeding a single horn; a waveguide 

slot feed [14], which is more suitable for feeding a large 

waveguide slot array with more than four horns; a 

waveguide power divider feed [15], which can feed 

multiple horns and has the advantages of a smaller 

volume and less transmission loss in high frequencies 

than the waveguide slot feed. Based on the above general 

characteristics, the waveguide power divider should be a 

suitable choice for the 94 GHz horn antenna feed.  

The general waveguide power divider is improved 

on the basis of the traditional E- or H-plane T junction 

waveguide, which has a discontinuous structure leading 

to strong reflection and attenuation of electromagnetic 

waves [16]. In order to reduce the return loss of 

waveguide power dividers, some structures such as a 

step impedance transformer [17] and a step-shaped 

groove [18] have been added in the T junctions to 

counteract their discontinuity. However, the S11 of the 

power dividers was only reduced to about -25 dB at  

94 GHz [19]. Importantly, the two output ports of the 

divider have opposite phases [20]. In this paper, we 

propose an E-plane T junction waveguide power divider 

for a 94 GHz dual-pyramidal horn antenna. A wedge-

shaped groove and two trapezium taper ports were added 

to improve impedance matching. Additionally, a length 

of λg/2 was extended to one trapezium taper port to allow 

the two output ports to share the same phase. 
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This paper is arranged as follows. In Section II,  

the configuration of the proposed antenna and the 

waveguide power divider are described in detail. In 

Section III, we present our results. In Section IV, a 

conclusion is made. 

 

II. ANTENNA CONFIGURATION AND 

DESIGN 

A. Waveguide power divider design 

The proposed E-plane waveguide power divider is 

shown in Fig. 1. This was designed based on a T junction 

waveguide. As Fig. 1 (a) shows, a wedge-shaped groove 

and the trapezium taper ports were added on the T 

junctions. The trapezoidal sections have a smaller 

waveguide height “n” than WR-10 at the T-junction and 

then taper to the standard WR-10 height at the ports. 

Each port is a standard rectangular waveguide WR-10. 

Originally, the two output ports were on both sides, so 

two 90° bends are added to put the port2 and port3 in the 

same side as shown in Fig. 1 (b). In addition, a length of 

λg/2 was extended to the right trapezium taper port. Here 

λg is the guided wavelength, which can be calculated by: 

𝜆𝑔 = 𝜆0/ [1 − (
𝜆0

𝜆𝑐
)]

1

2
,                      (1) 

where, λ0 and λc are the operating wavelength and the 

cutoff wavelength, respectively. 

To investigate the efficiency of the proposed T 

junction in Fig. 1 (a), the simulated S11 was compared in 

four cases (as shown in Table 1) and, as shown in Fig. 2 

(a), the wedge-shaped groove and the trapezium taper 

port reduce the electromagnetic reflection of the 

waveguide. Among these characteristics, the introduction 

of the wedge-shaped groove led to the greatest 

improvement in impedance matching. Obviously, our 

proposed T junction has a minimum S11 in the whole 

working frequency band. Thus, the proposed design has 

better impedance matching than the other three cases. 

 

 
(a) 

 
(b) 

 

Fig. 1. Configuration of the E-plane T junction 

waveguide power divider: (a) a=2.54 mm, b=1.27 mm, 

t=2.05 mm, and (b) overall geometry (Rb=2 mm). 

Table 1: The different structure of waveguide power 

divider 

Index 

Type 

Graph Wedge 

Groove 

Trapezoidal 

Port 

Case1 × × 
 

Case2 × √ 
 

Case3 √ × 
 

Case4 √ √ 
 

 

 
   (a) 

 
    (b) 

 

Fig. 2. Simulated S11 of the power dividers: (a) with 

different structure and (b) with different parameters. 

 

The influence of the parameters of the wedge-

shaped groove and the trapezium taper ports were 

studied by changing the values of s, m, and n. Figure 2 

(b) illustrates the simulated S11 results of the antennas in 

case 4. We found that the performance of the waveguide 

was highly sensitive to changes in these parameters. The 

optimized parameters of the power divider are shown in 

Table 2, which were obtained by optimization using 

HFSS15.1 software. Clearly, the S11 curve represented 

by Index 7 is optimal at 94 GHz. 
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Table 2: The parameter scan  

Index Symbol 
Parameter / mm 

s m n 

1  0.7 0.6 0.6 

2  1.1 0.6 0.6 

3  0.9 0.5 0.6 

4  0.9 0.7 0.6 

5  0.9 0.6 0.5 

6  0.9 0.6 0.7 

7  0.9 0.6 0.6 

 

Figure 3 (a) gives the simulated S11, S21, S31, and 

S23 of Fig. 1 (b). In the range of 90-100 GHz, S11 of our 

design was less than -30 dB, S23 was about -6 dB and its 

S21 and S31 were both at -3 dB. We found an excellent 

impedance matching and a good power allocation of the 

proposed power divider (Fig. 3 (a)). Figure 3 (b) shows 

the phases of port 2 and port 3. We found that they were 

nearly identical. 

 

 
   (a) 

 
   (b) 

 

Fig. 3. Simulated results of T junction waveguide power 

divider: (a) S-parameters and (b) phase of the output 

ports. 

 

The current distribution of the waveguide power 

divider is shown in Fig. 4. The wedge groove is used to 

realize the E-field transition between the output port 

waveguide and the main waveguide and to maintain the 

uniform distribution of E-field in two trapezium taper 

ports. 

 

 
 

Fig. 4. Simulated E-field distribution at 94 GHz. 

 

B. 94 GHz antenna design 

The basic geometry of the proposed 94 GHz antenna 

is shown in Fig. 5. Its radiation characteristics are 

essentially a combination of the E- and H-plane sectorial 

horns. Figures 5 (a) and (b) show the xz-plane (H-plane) 

and the yz-plane (E-plane) of the pyramidal horn antenna, 

respectively. The optimal gain calculated for this horn 

antenna is proposed in [13]. The optimized parameters 

of the horn antenna can be obtained by:  

A4-aA3+
3bGλ

2

8πεap
A=

3G
2
λ
4

32π2εap
2 ,                    (2) 

and are listed in Table 3. 

 

 
(a) 

 
(b) 

 

Fig. 5. The pyramidal horn antenna: (a) cross section of 

the xz-plane and (b) cross section of the yz-plane. 
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Table 3:Dimensions of the horn antenna 

Parameter Length/mm Parameter Length/mm 

A 25.06 R1 65.57 

B 20.06 R2 63.03 

a 2.54 LE 63.82 

b 1.27 LH 66.76 

RE 59.03 RH 58.95 

 

Figure 6 demonstrates the trend between radiation 

pattern and length. In order to achieve a >20 dB gain 

and >10° wider beam to improve the field of view (FOV), 

the length of the horn antenna was reduced. The length 

of RH was 40 mm, while the gain was greater than 20 

dBi and HPBW is 9.4°in the E-plane. However, the 

performance of a single antenna could not meet the 

design requirements, so a dual-pyramidal horn antenna 

with waveguide power divider was made. 

 

 
 (a) 

 
 (b) 

 

Fig. 6. The influence of length RH on the proposed 

antenna: (a) E-plane and (b) H-plane. 

 

The application of the antenna is shown in Fig. 7.  

H is the height of the antenna, and θmin is the minimal 

degree in elevation. In the test environment, the height  

is fixed at a distance of 200 mm from the ground. 

According to the half power beam width of the antenna, 

the minimum detection range Rmin of radar is estimated 

by: 

Rmin = 𝐻/tanθmin.                      (3). 

A wider beam could improve the FOV. The 

maximum gain required by the radar prototype is greater 

than 20 dB, therefore reducing the length of the horn 

antenna would result in a reduction in gain, but we can 

achieve a smaller physical size, wider beam width and 

satisfactory gain. 

 

 
 

Fig. 7. Scenario for radar detection on the road. 

 

C. Flange and overall structure 

Figure 8 shows the 3D structural model of the 

proposed antenna. Considering that the interface of the 

radar machine is a wave port, we integrated the design of 

the antenna and the flange. The material used for the 

entire structure was AlSi10Mg and the model of the 

machine was a SLM 125 Metal 3D Printer. The type of 

flange was FUGP900. A 90° bend was used to connect 

the waveguide divider and the flange. 

 

 
(a) 

 
(b) 

 

Fig. 8. 3D structure model of antenna: (a) overall 

structure and (b) flange. 

 

III. EXPERIMENTAL RESULTS AND 

DISCUSSION 
The proposed antenna was fabricated by 3D printing 

technology. Figure 9 shows the photographs of the 

fabricated antenna.  
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Fig. 9. Fabrication of the proposed antenna. 

 

Figure 10 (a) shows the measured S11 of the 

proposed antenna. We found that the -10 dB impedance 

bandwidth of the proposed antenna was 3.3% (92.77-

95.87 GHz). The antenna has another operating band of 

3.4% (81.48-84.32 GHz), but this is not required. Figure 

10 (b) shows the measured radiation pattern at 94 GHz. 

The data reveal that the peak gain of the antenna is higher 

than 21.2 dBi and the HPBW in E- and H-plane are 10.1° 

and 2.3°, respectively. The wider E-plane beam has 

advantages in obtaining higher azimuth resolution, while 

the narrower H-plane beam provides more accurate 

range resolution. All tests were performed in a microwave 

anechoic chamber. 

As shown in Fig. 11 (a), the antenna was then 

assembled on a 94 GHz radar for application testing. A 

metal triangular trihedral corner reflector (TTCR) was 

used as a test target. The result of the test environment 

without TTCR is shown in Fig. 11 (b). It was placed at a 

distance from radar of both 6 m and 10 m. Figures 11 (c) 

and (d) show the normalized one-dimensional range 

profile of the reflector as measured by the radar. We 

found that although the ground clutter and other objects 

in the surrounding environment can create disruptive 

signals, an obvious peak can still indicate the detection 

of the target, providing evidence that our proposed 

antenna works on the 94 GHz radar. 

 

 
  (a) 

 
    (b) 

 

Fig. 10. Measured results of the antenna: (a) S11 of the 

proposed dual-horn antenna and (b) the radiation pattern 

at 94 GHz. 

 

  
(a) 

 
 (b) 

 
  (c) 

ACES JOURNAL, Vol. 34, No. 12, December 20191901



 
   (d) 

 

Fig. 11. Experimentally measured and normalized  

one-dimensional range profile of a metal TTCR. The 

experimental environment and background radiation 

measurement are shown in (a) and (b). Results at 6 m and 

10 m are shown in (c) and (d). 

 

IV. CONCLUSION 
This paper describes the design and measurement  

of an improved waveguide power divider for dual-

pyramidal horn antenna. The use of a waveguide power 

divider allowed for good impedance matching and 

matched phase for two output ports. The antenna showed 

characteristics of high gain, directivity, and a wide beam. 

The antenna structure created by 3D metal printing 

technology was strong and stable. A peak gain of 21.2 

dBi and 10.1° beam in the E-plane was achieved. The 

performance of this design was also assessed in outdoor 

tests. We believe this design is an excellent fit for 94 

GHz automotive application. 
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Abstract ─ The aim of this study is to investigate  

the impact of orthodontic brace on the electric field 

distribution and amount of the absorbed energy from the 

cell phone within the teeth. A comparative analysis of 

the models (child and adult) with and without brace has 

been carried out due to different morphological and 

tissue characteristics of child’s and adult’s head. The 3D 

realistic models of the child’s and adult’s head, with the 

jaw having the orthodontic brace, have been designed. 

The shapes and features of the child and adult head 

model, as well as the distance between the 

electromagnetic source and the exposed object, have  

an important role in the evaluation of the Specific 

Absorption Rate (SAR). The applied procedure is based 

on the numerical solution of the electromagnetic waves 

propagation equations. The numerical analysis has  

been performed at the frequency of 3G (0.9GHz).  

The obtained results are represented within the teeth 

positioned on the side of the electromagnetic radiation 

source. Based on the obtained results, one can conclude 

that the presence of orthodontic brace affects the increase 

of electric field and SAR within the teeth. 

 

Index Terms─ Adult’s head model, cellphone, child’s 

head model, electric field distribution, orthodontic 

braces, specific absorption rate. 
 

I. INTRODUCTION 
Orthodontic treatment deals with the correction of 

inborn and gained anomalies in teeth position. That 

includes using dental braces in order to ensure alignment 

in a natural way by the movement of the teeth. The main 

goal of dental braces usage is to provide the proper 

function of teeth and to improve dental health. There are 

different types of aesthetic brace systems as well as the 

different materials for producing the orthodontic braces. 

Most commonly, metal wires are inserted into orthodontic 

braces made from stainless steel.  

According to previous studies, one can find that the 

metal objects can significantly increase the amount of 

absorbed energy. The authors in [1] have found that the 

SAR values can be several times greater in the presence 

of metal object. The effect of electromagnetic radiation 

from mobile phone on nickel release from orthodontic 

brackets has been taken into consideration in study [2]. 

It is found that the concentration of nickel in the artificial 

saliva in the exposure group was significantly higher 

than that of the control group. The level of the nickel 

released in this investigation was far below the toxic 

level but maybe enough that can lead to allergic reaction 

in humans. One of the previously studies [3] reported the 

involuntary movements of the subjects, which had gold 

(metal) alloy dental inlay, caused by electromagnetic 

waves. 

As it is well known, cell phones and communication 

systems have been developed at an astounding rate. This 

brings significantly increased exposure to electromagnetic 

(EM) cell phone radiation, which turned the focus 

towards researching of the impact of electromagnetic 

waves on human organism and estimation of human 

health risk. 

Despite the concerns about the health effects of 

long-term exposure to RF radiation, the popularity of 

wireless devices among the children is growing rapidly. 

Today’s children will certainly have much more 

exposure to cell phone radiation than adults [4]. 
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The safety measures that prescribe the maximum 

allowable levels for exposure to electromagnetic fields 

have been adopted in safety standards [5-8]. Moreover, 

the electromagnetic field has been characterized as 

potentially carcinogenic to humans and classified as a 

group 2B carcinogen [9]. 

Numerous studies, which refer to the impact of  

the electromagnetic radiation from the cell phones, deal 

with the numerical analysis of electric field and SAR 

distribution within the biological tissues inside the 

human head [10-17], but not in the oral region.  

The main aim of this study is to determine the 

orthodontic brace impact on the electric field distribution 

and SAR values inside the certain teeth, while using the 

cell phone. Moreover, these results take into account the 

age of the cell phone user. Therefore, the paper deals 

with the comparative analysis of these results when 

orthodontic braces are embedded in child’s and adult’s 

head model.  

Hence, numerical analysis of electric field 

distribution, as well as values of the absorbed energy  

in the vicinity of an orthodontic brace (metal object 

positioned at the surface of teeth), has been performed 

and presented in this paper. For this purpose, the actual 

smartphone, as a source of EMF radiation, has been 

modeled for this study.  

The shapes of the head model, its features and the 

distance between the electromagnetic source and the 

exposed object, have an important role in the evaluation 

of the amount of the absorbed electromagnetic energy. 

The numerical calculations of the electric field and SAR 

values have been performed by using the Computer 

Simulation Technology (CST) software package [18]. 

Numerical analysis has been performed at the frequency 

of 3G mobile network –0.9GHz. 
 

II. METHOD AND MODELING 

A. Model 

In order to determine the electric field and SAR 

distribution in the vicinity of orthodontic brace exposed 

to the cell phone radiation, the 3D realistic models of  

the child’s and adult’s head as well as the jaw with the 

orthodontic brace have been developed. In addition to 

the essential differences in size and shape of the head  

of adults and child [4, 19-26], the differences in 

morphology and composition of tissues are also included 

as parameters in this investigation (Fig. 1, Table 1 and 

Table 2). This primarily refers to the amount of water 

content in tissues, and the growth of various organs with 

age [27]. Anatomical and morphological characteristics 

of head models correspond to the seven year old child 

and an average adult person (Fig. 1). Both models (child 

and adult) have the same construction, consisting of the 

following tissues and biological organs: Cortical Bones, 

Brain, Cerebrospinal Fluid, Fat, Cartilage, Pituitary 

Gland, Spinal Cord, Muscle, Eyes, Skin, Tongue and 

Teeth. The cross-section of the 3D realistic child’s and 

adult’s head model with biological tissues and organs is 

shown in Fig. 1. 

The whole process of head models design was 

performed in few stages. First, it is necessary to design 

the external looks of the biological organs and tissues, 

whose shape replicates the actual human head appearance. 

Then, they are used as a base for creating the head 

models for numerical analysis. Also, during the process 

of creating the head models, it is important that the 

biological organs are modelled such that they don’t 

overlap each other. In this way, it is possible to consider 

the boundary conditions at the separation area between 

two tissues during the propagation of EM waves from 

one tissue into another. 

 

   

 

  
 
Fig. 1. External appearance and cross-section of the 

child’s head model (left) and adult’s head model (right). 

 

The detailed knowledge of the electromagnetic 

properties (permittivity, conductivity and density) is 

necessary in order to understand the interaction between 
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electromagnetic radiation and the exposed object. The 

effects of propagation, reflection and attenuation of 

electromagnetic waves within the human body depend 

on the electromagnetic properties of biological tissues 

and organs. These parameters are highly dependent on 

the tissue type and the frequency. 

Also, the age dependence of dielectric properties of 

biological tissues mainly relies on the fact that the 

permittivity and electrical conductivity can be expressed 

as a function of water content in the tissue. 

The concentration of the water varies depending on 

the age of tissue. As the content of the water in the tissue 

increases, the conductivity equally increases. As the 

frequency increases, the conductivity also increases, but 

the permittivity decreases. It should be noted that the 

relative magnetic permeability is assumed to be 1. 

The values of electromagnetic properties for an 

adult person and a child [27-31], for the above mentioned 

frequencies, are shown in Table 1 and Table 2 

respectively. Numerical designations for electromagnetic 

properties for tissues and organs from Tables correspond 

to those from Fig. 1. 

In addition, the most frequently used material for 

orthodontic brace is the stainless steel (FeCrNi), 

containing 18–20% of chromium and 8–10% of nickel 

[32], due to the stainless steel with the electrical 

resistivity ρ=7.2×10-7 Ωm, which has been used in 

simulation. 

In order to obtain the most accurate results, the 

assembled model (orthodontic brace model and jaw 

model) shown in Fig. 2 (b), has been designed so that its 

characteristics replicate the real state as close as possible. 

Jaw model has been designed according to the real one 

(Fig. 2 (a)) created by the dentist prosthetist. Generally, 

the dimensions of the jaw vary and depend on an 

individual person. In this study, the dimensions of the 

jaw model (Fig. 2 (b)) are adjusted for the child’s head 

model as well as for the adult’s head model. In addition, 

this jaw model was positioned inside child's and adult's 

models as shown in Fig. 2 (c). 

The model of an actual smartphone has been 

developed as a source of electromagnetic radiation (Fig. 

3). The cell phone model contains the following parts: 

the display, cell phone housing and planar inverted F 

antenna (PIFA). The PIFA, as a source of electromagnetic 

radiation, was modelled with the output power P=1 W 

[33] and the impedance Z=50 Ω. The PIFFA antenna 

consists of a radiating patch, ground plane, feed and 

shorting strip. The detailed description and PIFA 

dimensions can be found in [16]. The return loss 

characteristic of PIFA is shown in Fig. 3. 

It should be noted that the smartphone with PIFA 

antenna, used in this study, is positioned in the 

microphone area (at the user mouth level). The mobile 

phone is positioned on the right side of the head model 

and slanted towards the face, Fig. 4. This position of 

mobile phone is typical for conversation scenario. 

 

Table 1: Electromagnetic properties of tissues and 

organs for an adult person 

Biological Tissue 
3G 

0.9GHz 

4G 

2.6GHz 

5G 

28GHz
 

ρ[kgm-3] 

1 
Cortical 
Bones 

εr

 
12.45 11.3 5.17 

1908 
σ [Sm-1] 0.143 0.424 4.94 

2 Brain* 
εr

 
49.4 44.5 19.2 

1046 
σ [Sm-1] 1.26 2.2 27.6 

3 
Cerebrospinal 

Fluid 

εr

 
68.60 66 28.2 

1007 σ 

[Sm-1] 
2.410 3.6 43.8 

4 Fat 

εr

 
11.30 10.8 6.09 

911 σ 

[Sm-1] 
0.109 0.28 5.04 

5 Cartilage 

εr

 
42.70 38.4 13.2 

1100 σ 
[Sm-1] 

0.782 1.87 20 

6 
Pituitary 
Gland 

εr

 
59.70 57 24.5 

1053 σ 

[Sm-1] 
1.040 2.09 36.2 

7 
Spinal 

Cord 

εr

 
32.50 30 13.9 

1075 σ 

[Sm-1] 
0.574 1.15 17.6 

8 Muscle 

εr

 
55.00 52.5 24.4 

1090 σ 
[Sm-1] 

0.943 1.84 33.6 

9 Eyes* 

εr

 
49.60 47.55 20.15 

1060 σ 

[Sm-1] 
0.994 2.08 30.87 

10 Skin 

εr

 
41.40 37.8 16.6 

1109 σ 

[Sm-1] 
0.867 1.54 25.8 

11 Tongue 

εr

 
55.30 52.4 22.7 

1090 σ 
[Sm-1] 

0.936 1.92 33 

12 Teeth 

εr

 
12.50 11.3 5.17 

2180 σ 

[Sm-1] 
0.143 0.424 4.94 

* Characteristics of tissues are defined as an average value. 

 

In order to create numerical models with correctly 

associated electromagnetic properties of biological 

tissues and organs and determine the spatial distribution 

of the electromagnetic field (that originates from a  

cell phone) within the model, the Computer Simulation 

Technology (CST) software package is used. This 

software is based on the FIT (Finite Integration 

Technique) method [34]. The simulation is realized in 

time domain using Transient Solver included into CST 

package and the source is modelled as discrete port. 

Before any computation it is necessary to define 

appropriate boundary conditions that define the 

electromagnetic wave propagation within the 

environment of the model. Open (add space) boundary 

conditions, that assume perfectly matched microwave 

absorber material at the boundary, have been applied in 

order to insure that the closest fields is not in the contact 

with the boundary, since the best results are obtained in  
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that way. 

When using the CST software package, the key step 

before computation is to create the mesh of elements. A 

finer mesh means a greater number of elements, which 

makes the results more accurate. On the other hand,  

a finer mesh requires more powerful hardware and 

computational time (that can last for days for some 

applications). Therefore, it is essential to find the proper 

balance between the result accuracy and computation 

time. For numerical analysis presented in this paper, it 

was necessary to perform the test of convergence in 

order to demonstrate that the results do not depend on 

appropriate number of required mesh elements. 

With mesh created in this way, for computation  

of electromagnetic field propagation and SAR, the 

computer resources with the following specifications 

have been used: RAM-32 GB, processor-4 core (3.20 GHz). 
 

Table 2: Electromagnetic properties of tissues and 

organs for a child 

Biological Tissue 
3G 

0.9GHz 

4G 

2.6GHz 

5G 

28GHz
 

ρ[kgm-3] 

1 
Cortical 
Bones 

εr

 
14.79 13.42 6.12 

1908 σ 
[Sm-1] 

0.180 0.53 6.21 

2 Brain* 

εr

 
55.24 53.67 23.15 

1046 σ 

[Sm-1] 
1.39 2.76 34.56 

3 
Cerebrospinal 

Fluid 

εr

 
81.84 78.74 33.64 

1007 σ 

[Sm-1] 
2.93 4.38 53.25 

4 Fat 

εr

 
13.48 12.88 7.26 

911 σ 

[Sm-1] 
0.132 0.34 6.11 

5 Cartilage 

εr

 
49.11 44.16 15.18 

1100 σ 
[Sm-1] 

0.899 2.15 22.3 

6 
Pituitary 
Gland 

εr

 
62.09 59.28 25.48 

1053 σ 

[Sm-1] 
1.082 2.17 37.65 

7 
Spinal 

Cord 

εr

 
38.77 35.79 16.54 

1075 σ 
[Sm-1] 

0.697 1.39 21.296 

8 Muscle 

εr

 
62.32 59.48 27.57 

1090 σ 

[Sm-1] 
1.065 2.08 37.97 

9 Eyes* 

εr

 
59.17 56.72 24.04 

1060 σ 
[Sm-1] 

1.212 2.54 37.66 

10 Skin 

εr

 
51.58 47.09 20.67 

1109 σ 

[Sm-1] 
1.078 1.91 31.48 

11 Tongue 

εr

 
55.30 52.4 22.7 

1090 σ 
[Sm-1] 

0.936 1.92 33 

12 Teeth 

εr

 
14.79 13.37 6.11 

2180 σ 

[Sm-1] 
0.180 0.533 6.17 

* Characteristics of tissues are defined as an average value. 

      
 (a) (b) 

      
  (c) 
 

Fig. 2. External appearance of the jaw: (a) artificial 

human jaw created by dentist prosthetics, (b) assembled 

model of the jaw and orthodontic brace used for 

simulation, and (c) position of the assembled model 

inside the child’s head model (left) and adult’s head 

model (right). 
 

 
 

Fig. 3. Return loss of the PIFA antenna (dB). 
 

      
 

Fig. 4. The external look of the smartphone and its 

position. 
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B. SAR calculation 

The SAR is a measure of the radio frequency (RF) 

energy rate absorbed by the body, in terms of watts per 

kilogram (W/kg) averaged over a small sample of tissue. 

SAR is defined as the speed of power dissipation 

normalised by the density of the material, and can be 

described by the following equation [35]: 

 

2
SAR E





, (1) 

where σ is the electrical conductivity (S/m) and ρ is the 

density of tissue (kg/m3). It should be also noted that the 

electric field E (V/m) is the r.m.s. value.  

In addition, the averaged SAR can be defined as the 

ratio of the power absorbed in the tissue and the weight 

of that biological tissue. The averaged SAR is obtained 

by integrating SAR value over the observed volume:  

 

2

av

1 1
SAR d d

V V

SAR V E V
V V


 

  . (2) 

Mass averaged SAR in this study is calculated for a 

sample of 1g (SAR1g) and a sample of 10g (SAR10g). 
 

III. RESULTS 
In this section, electric field and SAR distribution 

will be shown at the cross-sections of both models (child 

and adult) at the level of the orthodontic brace. 

Comparative analysis of the obtained results for models 

with and without orthodontic brace will be carried out 

using child head and adult head model. 
 

 
 (a)   (b) 
 

 

Fig. 5.Cross-section and curves for evaluating electric 

field and SAR distribution: (a) child and (b) adult. 
 

The obtained results of electric field within the teeth 

are represented as a function of the distance from the 

radiation source along the curves shown in Fig. 5. 

Numerical labels of the curves from Fig. 5 correspond to 

the teeth labels (Table 3 – Table 5). The results for 

electric field strength and amount of absorbed energy are 

represented for the teeth that are on the same side as the  

source of electromagnetic radiation (cell phone). These  

teeth are the most exposed to the electromagnetic 

radiation. All curves are located in the same planes with 

the orthodontic brace. 

Also it should be noted that the maximum value of 

electric field as well as SAR value in the colour palette 

on the right side of the figures is set to be the same for 

both models and for all frequencies, in order to enable 

the easier comparison. 

 

A. Electric field distribution 

This section deals with a comparative analysis of  

the electric field distribution in the vicinity of the 

orthodontic brace, positioned in the child's and adult's 

model, at the frequency of 3G mobile networks. 

It should be mentioned that the allowable values for 

the electric field are: 41 V/m at 0.9 GHz [5-8]. 

The spatial distribution of the electric field for the 

horizontal cross-section located at the mouth level, is 

shown in Fig. 6.  

The peak of electric field strength exists in the 

vicinity of the orthodontic brace (Figs. 6 (b) and (d)) in 

the case of both models (child and adult). The obtained 

results for maximum values of electric field strength 

within certain teeth, for the models with and without the 

orthodontic brace, are represented in Table 3 (labels of 

the teeth correspond to the ones from Fig. 6). 

The dependence of the electric field along the curves 

(Fig. 5) within the teeth, as a function of a distance from 

the radiation source, for the models with and without the 

orthodontic brace, is given in Figs. 7 and 8. 

According to these figures, the differences in the 

values of the electric field can be noted. It is evident that 

the value of the electric field is significantly greater in 

the presence of an orthodontic brace for both models. 

Based on the results shown in Figs. 6-8, as well as the 

results given in Table 3, the overall conclusion is that the 

presence of an orthodontic brace increases the electric 

field strength within the teeth. 

Also it is noticeable that the electric field strength  

in the case of a child is higher comparing to the adult 

case. This was expected due to the differences between 

the dielectric characteristics and also because of the 

differences in dimensions.  

 

B. Specific absorption rate 

This section presents the impact of orthodontic 

brace on the SAR values, in the case of the child's head 

and adult's head model. The dependence of the SAR1g 

and SAR10g, along the curves within teeth, versus the 

distance from the radiation source and for different 

frequencies, is represented.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
Fig. 6. Spatial distribution of electric field within the 

models: (a) child without orthodontic brace, (b) child 

with orthodontic brace, (c) adult without orthodontic 

brace, and (d) adult with orthodontic brace. 

 

Table 3: Maximum value of the electric field strength 

within teeth - E [V/m] 

Tooth 

Child without 

Orthodontic 
Brace 

Child with 

Orthodontic 
Brace 

Adult without 

Orthodontic 
Brace 

Adult with 

Orthodontic 
Brace 

No. 4 79.89 128.93 52.92 115.88 

No. 5 87.41 223.76 71.63 129.94 

No. 6 83.25 194.52 67.54 121.62 

No. 7 62.67 130.07 46.49 90.01 

 

 
 (a) 

 
 (b) 

 

Fig. 7. Electric field strength along the curves: (a) C4 and 

(b) C5. 
 

 
   (a) 

 
 (b) 

 

Fig. 8. Electric field strength along the curves: (a) C6 and 

(b) C7. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 

Fig. 9. Spatial distribution of  SAR1g: (a) child without 

orthodontic brace, (b) child with orthodontic brace, (c) 

adult without orthodontic brace, and (d) adult with 

orthodontic brace. 
 

It should be mentioned that, according to 

appropriate safety standards, the limit of SAR for public 

exposure from cell phones is 1.6 watts per kilogram (1.6 

W/kg) for SAR1g and 2 watts per kilogram (2 W/kg) for 

SAR10g [5]. 

The spatial distribution of SAR averaged for 1g 

(SAR1g) within the models (with and without orthodontic 

brace) in the case of child and adult is represented in Fig. 

9. The maximum value of SAR in the colour palette is 

set to be the same for both models. 

The dependence of the SAR1g and SAR10g along  

the curves within teeth, versus the distance from the  

radiation source, for the model (child and adult) with and 

without the orthodontic brace, is given in Figs. 10-13. 

 
   (a) 

 
   (b) 

 

Fig. 10. Specific absorption rate - SAR1g along the 

curves: (a) C4 and (b) C5. 
 

 
    (a) 

 
    (b) 

 

Fig. 11. Specific absorption rate - SAR1g along the 

curves: (a) C6 and (b) C7. 
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  (a) 

 
  (b) 

 

Fig. 12. Specific absorption rate - SAR10g along the 

curves: (a) C4 and (b) C5. 
 

 
  (a) 

 
    (b) 

 

Fig. 13. Specific absorption rate - SAR10g along the 

curves: (a) C6 and (b) C7. 

The maximum values of the SAR1g and SAR10g 

within certain teeth, for the models with and without 

orthodontic brace, are represented in Tables 4 and 5, 

respectively. 

 

Table 4: Maximum value of SAR1g [W/kg] 

Tooth 
Child without 
Orthodontic 

Brace 

Child with 
Orthodontic 

Brace 

Adult without 
Orthodontic 

Brace 

Adult with 
Orthodontic 

Brace 

No. 4 0.88 1.27 0.37 0.64 

No. 5 1.58 1.95 0.91 1.06 

No. 6 1.73 2.46 1.18 1.49 

No. 7 1.4 1.55 1.14 1.38 

 
Table 5: Maximum value of SAR10g [W/kg] 

Tooth 

Child without 

Orthodontic 

Brace 

Child with 

Orthodontic 

Brace 

Adult without 

Orthodontic 

Brace 

Adult with 

Orthodontic 

Brace 

No. 4 1.01 1.32 0.46 0.825 

No. 5 1.64 1.96 0.95 1.05 

No. 6 1.84 2.01 1.05 1.24 

No. 7 1.21 1.37 0.96 1.02 

 
Based on the results represented in Figs. 10-13 and 

results shown in Table 4 and Table 5, the increase of the 

SAR1g and SAR10g values can be noticed in the presence 

of the orthodontic brace. Also, it can be seen that the 

SAR1g and SAR10g values are higher in the case of child's 

head model. 

 

V. DISCUSSION 
According to the obtained results for the electric 

field distribution, in the vicinity of the orthodontic brace 

exposed to the cell phone radiation, the maximum value 

of electric field is greater in the presence of the 

orthodontic brace in the case of child as well as in the 

case of adult head model. This can be seen from Figs. 6 

– 8 and Table 3.  

Based on the results given in Table 3, one can see 

that the highest value of the electric field strength was 

found in the tooth No. 5. This value in the case of child 

is 223.76 V/m, which is about 155% higher comparing 

to the child model without orthodontic brace and 72% 

higher comparing to the adult with orthodontic brace 

(129.94 V/m). 

The significant deviation of the electric field 

strength can be also noted within the tooth No. 6. 

Nevertheless, the impact of orthodontic brace on the 

electric field cannot be neglected within other teeth. 

Since the referent value for the electric field, 

prescribed by adequate standards at 0.9 GHz, is 41 V/m, 

comparing the results obtained by numerical calculation 

with values prescribed by safety standards, it is evident 

that obtained results exceed the referent levels inside all 

teeth in both models (with and without the orthodontic 

brace). However, it should be kept in mind that in the 

case of model with orthodontic brace the values are 

many times greater than the allowable values. 
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Regarding the obtained results for SAR within the 

teeth, in the presence of an orthodontic brace, a 

significant increase in the amount of absorbed energy 

can be observed. The maximum of SAR1g occurs in the 

tooth No. 6 in the case of a child (2.46W/kg). This value 

is about 65% higher comparing to the adult with 

orthodontic brace and 45% higher comparing to the 

results obtained for a child without orthodontic brace. In 

this tooth and tooth No. 5, the SAR1g overcomes the 

safety values but only in the case of child in the presence 

of the orthodontic brace. The amount of absorbed energy 

inside the other teeth satisfies basic restriction. However, 

the increase in the amount of absorbed energy in the 

presence of an orthodontic brace is not negligible. 

Based on the results, obtained for SAR10g, (Table 5) 

it can be noticed that the SAR10g overcomes the safety 

values but only in tooth No. 6 and only in the case of 

child with the orthodontic brace. Hence, the increase in 

the SAR10g value can be noticed in the presence of the 

orthodontic brace. 

 

VI. CONCLUSION 
This study deals with the electric field distribution 

and the amount of absorbed energy within teeth, in the 

presence of an orthodontic brace, exposed to the 

electromagnetic radiation from the cell phone. The 

numerical calculation was performed for the frequency 

of 3G mobile network (0.9GHz). 

The comparative analysis is presented for two 

models, child's head model and adult's head model. 

Based on the obtained results, one can conclude that 

the presence of orthodontic brace causes increase of 

electric field and SAR within the teeth. In some cases, 

those values overcome referent limits for electric field 

strength, i.e., safety limits for SAR values. In addition, it 

is important to note that the obtained results are valid  

for investigated specific scenario, which is based on 

simulation model presented in this study. 

Also, according to the results obtained by numerical 

calculation using child head model as well as adult head 

model, it can be concluded that certain variations in the 

values of electric field and SAR exist. 

Because of the mentioned before and the fact that 

each standard contains specific safety limits of exposure 

to electromagnetic fields but they have been developed 

based on the research for adults, it should be established 

if they are sufficiently valid also in case of children. 

The future researches should be focused on the 

impact of orthodontic brace on the electric field strength 

and amount of absorbed energy at the frequency of LTE-

4G, and the latest generation of mobile networks – 5G. 

The results obtained in this research can represent  

a good base for multidisciplinary studies involving 

medical professionals. It is the proper way of studying 

the biological effects due to the influence of orthodontic 

brace presence exposed to the electromagnetic radiation 

from a cell phone. 
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Abstract ─ In this work, a miniaturized frequency 

selective radome with wideband absorption is presented. 

The proposed design consists of a bandpass FSS and a 

resistive FSS. Both FSS’s are combined together through 

a foam spacer. A slotted miniaturized form of the 

conventional Jerusalem cross structure is employed as 

the bandpass FSS. A meandered form of the basic square 

loop with lumped resistors incorporated in each side of 

the loop is used as the resistive FSS. The bandpass FSS 

ensures the transmission in the X-band, which is the 

operating band of the radome. The resistive FSS absorbs 

the out-of-band signals and thus reduces RCS at higher 

frequencies. The proposed design operates in the 

frequency range of 8.88-10.85 GHz and absorbs between 

18.8-28.35 GHz. The insertion loss at the center frequency 

of the operating band is 0.82 dB. The thickness of the 

entire structure is 0.07 λₒ with respect to center frequency 

(10 GHz) of the operating band. The overall size of a  

unit cell of the miniaturized design is 0.2 λₒ that ensure 

angular stability for different polarizations and incident 

angles. 

 

Index Terms ─ Bandpass FSS, Frequency Selective 

Surface (FSS), radome, resistive FSS, wideband absorption. 
 

I. INTRODUCTION 
A radome is usually made up of weatherproof 

material and used as a shield for an antenna to protect it 

from the physical environment. It is necessary for a 

radome to have a negligible effect on the operating 

frequency of encircled antenna so that electrical 

performance of antenna may not be disturbed. Radomes 

having frequency selective abilities have attracted the 

designers in recent years. Such radomes have the 

tendency to prevent coupling from nearby antenna 

without disturbing radiation characteristics of the 

antenna [1,2]. Frequency selective surfaces (FSSs) are 

employed for this purpose. FSSs possesses spatial 

filtering properties and usually have a periodic structure. 

A radome is normally considered as a bandpass FSS 

which permits the passage of operating signal with 

negligible insertion loss and blocks the unwanted signal 

[3,4]. 

The radar cross section (RCS) of an object is its 

equivalent area which if scattered isotropically would 

result in the same scattered power density. With the 

development of the radar detection and stealth technology, 

how to reduce RCS has been of great military and 

practical significance. Over the years, there has been a 

growing attraction in the design of stealthy radome for 

many applications. Stealth technology requires the 

reduction of radar cross section of the antenna without 

affecting its radiation capabilities [5]. An antenna 

contributes in the in-band RCS and out-of-band RCS, 

depending on the radome reflection characteristics and 

its geometry. The RCS of the antenna can be reduced 

when frequency selective radome, designed with proper 

geometry, reflects the incident out of band signal in 

specular directions. Monostatic RCS of antenna which 

has not additional scatterers in its proximity can be 

reduced through this technique [6-7]. However, this 

technique cannot reduce the bistatic RCS because the 

reflected signal can be collected by bistatic radars. 

An ideal condition for low RCS radome is that the 

desired signal must have minimum attenuation, whereas 

the incident unwanted signal should be absorbed. In  

[8], this concept has been proposed by introducing an 

absorbing layer in the structure. However, the qualitative 
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results are not provided. A bandpass filter is achieved by 

a conductive FSS while the absorption of out of band 

signal is achieved through bandstop resistive FSS [9]. 

The bandpass and resistive FSS are providing wideband 

absorption with different geometries. In [10], a conductive 

FSS and a resistive FSS with lumped resistors are used 

to form a composite structure. In [11], two resonators are 

coupled to miniaturize a bandstop FSS for wideband 

rejection. 

In [12], they have proposed a novel FSS reflector  

for a dipole array to mitigate RCS within operating 

frequency range. The proposed FSS possesses good 

bandstop characteristics and is designed on quasi fractal 

geometrical approach which is quite complex to 

implement. Similarly in [13], FSS radome is designed 

using binary particle swarm optimization (BPSO) 

algorithm by the combination of pixel overlap technique. 

The proposed technique is quite attractive, however  

the manufacturability of this design become limited as 

the lattice points in FSS element are difficult to avoid 

from neighboring conductors, which in fact creates the 

overlapping problem. In [14], a switchable wideband FSS 

absorber/reflector is designed for C-band applications 

operating within 4-8 GHz frequency range. The proposed 

FSS has innovative characteristics by combining 

switchable performance with wideband absorption. In 

[15], a wideband rasorber is designed which operates  

at 3.8-10.3 GHz with and incorporates the switching of 

transmission and reflection bands using pin diodes. 

Triple-layer FSS has been used in [16] for a wide 

transmission band with a resistive sheet for absorption at 

lower frequencies. Another design with similar operation 

has been presented in [17] using dipole arrays. An FSS 

based rasorber with meander line square loop having 

lumped resistors has been presented in [18] while a dual 

absorption band has been achieved in [19]. A frequency 

selective radome for the X-band has been designed by 

combining a bandpass FSS and an absorbing FSS using 

the surface resistive technique [20]. 

In this work, an FSS based radome with frequency 

selective capabilities is designed. The proposed design 

consists of a miniaturized bandpass FSS that permits  

the operating signal to pass through the structure 

unattenuated while reflecting any out-of-band signal. 

The proposed design also consists of a miniaturized 

resistive FSS with lumped resistors to absorb the 

unwanted signal. This aids in minimizing the RCS of 

antenna that would be enclosed in the proposed radome. 

The operating band is chosen to be X-band which is  

used in radar applications and space communication. The 

absorption band covers frequencies above the X-band to 

make the antenna, enclosed in the radome, invisible to a 

potential target. This design is better than [20] due to 

several reasons. Firstly, a parametric analysis of the  

design parameters is presented in this work. Secondly, 

the equivalent circuit for the proposed design is given 

with the values of circuit elements. Finally, the angular 

stability for this design is better than [20] and thus can 

give desired response even for oblique incident signals. 

 

II. PROPOSED DESIGN 
The proposed unit cell design is demonstrated in 

Fig. 1. A resistive FSS is placed on the front side while 

a bandpass FSS is placed on the back side of the 

structure. The bandpass and the resistive FSS are designed 

separately on two identical substrates. The material 

employed as substrate is RT/Duroid 5880 (εr =2.2) with 

a thickness of 0.127mm. Both the FSSs are separated by 

a foam spacer. The overall thickness and periodicity of 

the proposed design have been carefully optimized. 

 

 
 

Fig. 1. Proposed unit cell structure of the FSS based 

radome. 

 

The presented design is represented by the 

equivalent circuit illustrated in Fig. 2. The bandpass FSS 

is represented by a parallel LC circuit while the resistive 

FSS is represented by a series RLC circuit. The thickness 

of the foam spacer is represented by a transmission line 

of length d. The resistance, R comes from the resistors 

inserted in the four sides of the resistive FSS. Absorption 

of signals requires that there is no reflected signal from 

the proposed structure. Therefore, the input impedance 

of the proposed structure should be equal to the free 

space impedance, Zo. The controlling parameters to 

achieve this goal are the resistance R and the thickness d 

of the foam spacer. Initially, the bandpass FSS and 

resistive FSS are designed. The resistance and thickness 

of the foam spacer are then optimized so that the 

imaginary part of the input impedance of the proposed 

design becomes zero while the real part becomes close 

to 377 Ω to ensure perfect absorption in the required 

band. 

 

 

Fig. 1 Proposed unit cell structure of the FSS based radome. 
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Fig. 2. Equivalent circuit of the proposed design. 

 

III. BANDPASS FSS 
We need to design the bandpass FSS in such a way 

that it has a passband in the operating frequency of the 

proposed structure and also a wide reflection bandwidth. 

The unit cell structure for the bandpass FSS is illustrated 

in Fig. 3 which is a modified form of the conventional 

slotted Jerusalem cross structure [2]. It is designed to 

give a passband in the X-band and reflects higher 

frequencies. The Jerusalem Cross resonates when the 

end to end length is approximately λ/2. Starting from 

this, the element is modified and miniaturized to resonate 

at the desired frequency but with a small size. The 

greater inter-element spacing and smaller periodicity of 

this miniaturized structure prevent grating lobes and 

make the structure narrowband. 
 

 
 

Fig. 3. Unit cell of the bandpass FSS. D = 6 mm, L1 = 3.8 

mm, L2 = 3.6 mm, L3 = 1.2 mm, L4 = 1.7 mm. 
 

IV. RESISTIVE FSS 
In order to achieve a large bandwidth in the 

absorption band, the preferred element for the resistive 

FSS is the basic square loop [2]. While designing the 

resistive FSS, it must be ensured that the insertion loss in 

the operating band of the antenna does not increase. The 

basic loop resonates when the circumference of the  

loop is approximately one wavelength. For absorption at 

lower frequencies, the size of the square loop is to be 

kept large, but this causes an increase in the insertion loss 

in the operating band. This complication can be catered 

by miniaturizing the basic square loop structure via 

meandering [21] as shown in Fig. 4. The absorption 

capability in this bandstop FSS is achieved by 

incorporating lumped resistors into the four sides of the 

loop. 

 
 

Fig. 4. Unit cell of the resistive FSS. D = 6 mm, L7 = 3.6 

mm, L8 = 1.2 mm, L9 = 0.7 mm, wr = 0.4 mm, wg = 0.3 mm. 

 

V. ANALYSIS AND RESULTS 
The proposed design is simulated in CST 

microwave studio using unit cell boundary conditions. 

The structure needs to be analyzed both in transmitting 

and receiving modes for the performance of a practical 

radome. For an incoming wave on the front side of the 

design, the transmission and reflection coefficients for 

both modes are shown in Fig. 5. The operating band is 

from 8.88-10.85 GHz. The center frequency is 10 GHz 

where the insertion loss is only 0.82dB. The frequency 

band between 18.8-28.35 GHz is the absorption band of 

the radome. The absorption band can be shifted to a 

lower frequency at the cost of increased insertion loss in 

the operating band. The transmission coefficient in the 

transmitting and receiving modes are exactly the same 

which is the case for every passive device. However, the 

reflection coefficients of both the modes are different 

from each other. The reason for this phenomenon is that 

the out-of-band signal is absorbed in receiving mode 

while it is totally reflected in transmitting mode. 

 

 
 

Fig. 5. Transmission and reflection coefficient of radome: 

(a) receiving mode and (b) transmitting mode. 

 

Figure 6 exhibits the absorption percentages for 

transmitting and receiving modes. It is evident that 

absorption is greater than 80% between 18.8-28.35 GHz 

in the receiving mode. Absorption is negligible in the 

same band for transmitting mode. These results confirm 

the absorption performance of the proposed radome. A 

practical radome requires that the passband transmission 

is stable with the incidence angle. The small periodicity 

 

Fig. 2 Equivalent circuit of the proposed design. 

 
                     (a)                       (b) 
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of the structure guarantees passband stability, but the 

absorption properties are degraded with the incidence 

angle. 
 

 
 

Fig. 6. Absorption percentage of radome. 

 

Figure 7 manifests the transmission and reflection 

coefficients in receiving mode of the radome for various 

incident angles of TE and TM polarizations. The 

reflection and transmission coefficients are stable up to 

45°. The stability can be improved for higher incidence 

angles by increasing the lumped resistance. This, 

unfortunately, increases the insertion loss in the passband. 

The operating band is stable for both TE and TM 

polarizations. The absorbing bandwidth decreases with 

increase in angle of incidence. For TM polarization, the 

absorbing bandwidth is reduced much drastically as 

compared to TM polarization as the incidence angle goes 

higher. 

 

 
 

Fig. 7. Transmission and reflection coefficients for oblique 

incidence angles: (a) transmission for TE polarization, 

(b) reflection for TE polarization, (c) transmission for 

TM polarization, and (d) reflection for TM polarization. 

 

The value of the lumped resistance for the proposed 

design is optimized to 120 Ω through parametric sweeps.  

Figure 8 shows the effect of different values of ‘R’ on 

reflection and transmission coefficients in receiving 

mode of the radome. We need to choose that value of 

resistance which gives us smaller insertion loss in the 

working band and larger absorption in the absorption 

band. For resistance values less than 120 Ω, the insertion 

loss is smaller but the reflection coefficient is higher  

in the absorption band as compared to values greater  

than 120Ω. Therefore, the value of 120 Ω is a good 

compromise keeping in view all the aspects.   

 

 
 

Fig. 8. Effect of different values of lumped resistance, R: 

(a) transmission and (b) reflection. 

 

The thickness, d, of the foam spacer is critical to the 

performance of the proposed design. Figure 9 shows the 

effect of different values of the thickness of the spacer 

on the transmission and reflection coefficients. For our 

design, we require that the transmission coefficient in the 

operating band be closer to 0 dB. At the same time, we 

need the absorption bandwidth to be as large as possible. 

Careful observation of Fig. 9 indicates that a thickness of 

2mm is the best choice to meet our criteria.  

The thickness of the overall design is only 2.3mm 

and the periodicity of the unit cell is 6mm. The values  

of the circuit components at the center frequency of the 

operating band have been found to be Lb = 0.26 nH,  

Cb = 0.98 pF, d = 2 mm, Lr = 1.61 nH, Cr = 0.16 pF, R = 

120 Ω. Table 1 gives a performance comparison of our 

work with some of the designs reported previously in 

literature 

 

 
 

Fig. 9. Effect of different values of spacer thickness “d”: 

(a) transmission and (b) reflection. 

 

 
                      (a) 

 
                    (b) 

 
                    (c) 

 
                    (d) 

 

 
                   (a) 

 
                   (b) 

 

 
                       (a) 

 
                    (b) 
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Table 1: Performance comparison of several FSS 

Ref. Transmission Band (GHz) Absorption Band (GHz) Polarization FSS Type 

[9] 3 - 5 10 - 18 Double 
Interdigital Jerusalem Cross 

elements 

[10] 0.85 - 0.95 3 - 9 Double 
Incurved square loops loaded 

with lumped resistors 

[15] 2.80 - 2.90 3.8 - 10.3 Double 
Square loop with lumped 

resistors and PIN diodes 

[16] 8.3 - 11.07 2.4 - 7.1 Double 
Circular spiral resonators with 

lumped resistors 

[17] 5.2 - 5.8 GHz 2.8 - 5.0 Double 
Crossed dipole with lumped 

resistor 

[22] 23.5 GHz to 24.6 GHz 
0 to 30 GHz 

excluding 23.5 to 24.6 GHz 
Double Slotted rings 

[23] 4.09 - 4.90 1.98 - 4.70 Double 
Square loop with lumped 

resistors 

[24] 4.6 - 5.8 2.3 - 7.2 Single Four leg loaded cross element 

[25] 4.68 - 5.36 
2.66 - 4.5 

5.66 - 8.56 
Single Tripole loop and tripole slots 

Our work 10 GHz 18.8 - 28.3 GHz Double 
Meandered square loop with 

lumped resistors 
 

VI. EXPERIMENTAL SETUP 
The proposed radome was measured in an anechoic 

chamber by using Keysight N5234A with the time-

domain gating. The aperture of two horn antennas for 

testing is 65mm×65mm. The space between transmitting 

antenna (TX) or receiving antenna (RX) and the radome 

was 0.8 m. Due to the measurement setup limitation,  

the far-field condition was hard to meet for the entire 

frequency range. Our prototype was positioned on the far 

field of the TX antennas so that the transmission can be 

considered similar to the simulation. As a result, some 

discrepancy could arise concerning the reflection effects 

at the higher frequencies. The radome was surrounded 

with absorbent foam to reduce the effect of the edge 

diffraction. The corresponding unit cell prototype and 

measured transmission and reflection coefficient of 

radome in receiving and transmitting mode is shown in 

Figs. 10 (a) and (b), respectively. 
 

VII. CONCLUSION 
A frequency selective radome having a miniaturized 

unit cell with broadband absorption has been presented. 

The operating band of the proposed design is X-band 

while the absorption occurs at higher frequencies. An 

alteration of the basic Jerusalem cross structure is  

used as a bandpass FSS for transmission. For absorption, 

the basic square loop is miniaturized and meandered 

consisting of lumped resistors, is used as a resistive FSS. 

The operating band is from 8.88-10.85 GHz. The center 

frequency is 10 GHz where the insertion loss is only 

0.82dB. The frequency band between 18.8-28.35 GHz  

is the absorption band of the radome. At the operating 

frequency of the proposed design, the thickness is 0.07 

λₒ. The periodicity of the unit cell of the proposed design 

is kept small in order to suppress grating lobes in the 

absorption band. The angular stability for the proposed 

design is up to 45o for each TE and TM polarizations. 
 

 
 

Fig. 10. (a) Unit cell prototype, and (b) measured 

transmission and reflection coefficient of radome in 

receiving and transmitting mode. 
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Abstract ─ The paper presents a method of analysis of 

eddy currents induced in a system of two parallel round 

conductors by a transverse alternating magnetic field 

generated by a current in one of them. The magnetic field 

is represented by means of magnetic vector potential as 

expansion into Fourier series. Using the Laplace and 

Helmholtz equations as well as the classical boundary 

conditions we determine analytically the current density 

induced due to the proximity effect. Power transmission 

lines with round conductors are widely used in 

distribution networks. Therefore, although the paper  

is theoretical, the determination of electromagnetic 

parameters of the power transmission lines is of huge 

practical significance.  

 

Index Terms  ─ Current density, eddy currents, proximity 

effect, round conductor.  
 

I. INTRODUCTION 
A system of two or more round wires is very often 

used in power transmission lines. For example, in a three 

phase cable line there are often three round wires as a 

three-core cable or three single-core cables in the trefoil 

or the flat formation [1]. In each conductor, eddy 

currents are induced by magnetic field generated by 

neighboring alternating currents. The eddy currents 

induced in the conductors affect considerably the 

physical quantities related with the wires, such as 

impedances, electromagnetic field and power losses  

[2-4]. 

In order to calculate the current density induced in a 

twin line built from solid conductors of circular cross 

section a series of analytical [5-9] and numerical 

methods [10-13] are used. One of them consists in 

replacing the source wire with a current filament placed 

on the axis of the wire. Then the eddy currents induced 

in the second round wire may be determined analytically, 

e.g., they can be deduced from the solution for tubular, 

screen [14-16] after assuming that the inner radius equals 

zero. 

In this paper we propose the method of successive 

approximations for calculating eddy currents induced in 

the round conductor using the magnetic vector potential. 

The determined current densities can be used to calculate 

impedances, magnetic field and power losses resulting 

from induced eddy currents. 

The geometry of the system under consideration is 

shown in Fig. 1. The radii of the conductors are R1 and 

R2 respectively and the distance between the conductor 

axes is d. A sinusoidal current of angular frequency  

ω and complex r.m.s. value I1 flows through the first 

(source) conductor. 
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Fig. 1. Eddy currents induced in a round conductor (on 

the left) by the magnetic field of the neighboring 

conductor (on the right). 

 

There are two kinds of induced eddy currents. The 

first one consists in inducing eddy currents J21(r, θ) = 

1zJ21(r, θ) in the second conductor by time harmonic 

magnetic field Hs(rXY) (“source field”) generated by 

current I1 in the first conductor. The second one is the 

current density J1,21(ρ, φ) induced in the first tubular 

conductor by previously induced current density J21(r, 

θ). 

In [9] current I1 in the first round conductor was 

assumed to be located at the wire axis as a filament 

current. Then the magnetic field of the first conductor 

was represented by means of the magnetic vector 
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potential expanded into Fourier series. In the non-

conducting external region, the Laplace equation was 

used to determine the magnetic field strength with taking 

into account the reverse reaction of the eddy currents 

induced in the considered conductor. The Helmholtz 

equation supplemented with classical boundary conditions 

was used to determine the eddy current density. The final 

formulas obtained in this procedure are as follows: 

 The current density in the second round conductor 

induced by current I1 flowing through the first one: 

 


 









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1 221

22

2

12
21 cos

)(

)(
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n n

n

n

θn
RΓI

rΓI

d

R

Rπ

IΓ
θrJ

 

 
, (1) 

in which In-1 and In+1 are the modified Bessel functions 

of the first kind of orders n–1and n, respectively; 

 The complex propagation constant: 

 




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
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4
jexp j
π

σωμσωμΓ 22222 , (2) 

where σ2 is the conductivity and μ2  is the permeability 

of the second round conductor; 

 By analogy, the current density in the first tubular 

conductor induced by current I2 flowing through the 

second one is: 
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Rπ
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in which the complex propagation constant of the first 

round conductor is defined by the formula: 

  









4
jexp j
π

σωμσωμΓ 11111 , (4) 

where σ1 is the conductivity and μ1 the permeability of 

the first round conductor. 

However, it should be realized that the induced 

current given by Eq. (1), from now on denoted as 

),(
)1(

21 θrJ  and called the first approximation of the total 

induced current density in wire 2, induces also a current 

of density ),(
)1(
21,1 φρJ  in the first conductor, which in 

turn induces the current density ),(
)2(

21 θrJ  which adds to 

),(
)1(

21 θrJ  in the second conductor. Hence, the current 

density in the second conductor can be regarded as the 

following sum: 

   





1

)(
2121 ),(),(

m

m
θrθr JJ ,          (5) 

where 
)(

21

m
J  is the mth term of current density induced in 

the second round conductor. In previous works, e.g., [9, 

14-16], the focus was directed on ),(
)1(

21 θrJ . In this 

paper, the aim is to determine the second approximation. 

 

II. THE FIRST APPROXIMATION 
Let us consider two round parallel conductors. 

Conductor 1 of conductivity σ1 and radius R1 leads a time 

harmonic current of r.m.s. I1 and angular frequency ω. 

The second conductor of conductivity σ2 and radius R2 is 

affected by the magnetic field generated by the first 

conductor (Fig. 2). 
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Fig. 2. Conductor 2 (on the left) in non-uniform magnetic 

field due to current I1 in conductor 1 (on the right). 

 

In general, the current density in the first conductor 

is non-uniform. Therefore, the cross section of the first 

round conductor is divided into elementary segments of 

radial dimension: 

 
V

R
ρΔ 1 , (6) 

and angular span: 

 
W

π
φΔ

2
 , (7) 

as shown in Fig. 3. 
 

 

x' 

Y(ρv,φw,z) 

 

φw 

R

2 

ρv 

2

φΔ
 

I1 

I1,v-1,w 

 

I1,v+1,w 

 

I1,v,w+1 

 

I1,v,w-1 

 

I1,v,w 

 

2

ρΔ
 

 
 

Fig. 3. Division of conductor 1 into segments. 

 

For low frequency, we can assume that the total 

current I1 is represented by a set of V×W filament 

currents distributed discreetly at points Y(ρv, φw) in 

cylindrical coordinates system determined by radius: 

  
2

12
ρΔ

vρv  , (8) 

and angle: 

  
2

)12(
φΔ

wφw  , (9) 

where v = 1, 2, …, V and w = 1, 2, …, W. The area of 

such a segment equals: 

  φΔρΔρS vvw    . (10) 

Then the current in segment (v, w) is: 
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1
)0(

1 wvvwwvvw φρJSφρI  , (11) 

where J1
(0) is an initial approximation of current density 

in conductor 1. For example, it can be a DC density as 

follows: 

 
2
1

1)0(
1

Rπ

I
J  , (12) 

but it is more reasonable to use formula with the skin 

effect taken into account as follows: 
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 2 . (13) 

The magnetic vector potential generated by current 

I1 has only one component parallel to the conductor’s 

axis (z component) as follows: 

 )()( ,vwXYzXY rAr
ss

1A . (14) 

It is the source potential with respect to the first 

conductor and it is given by following formula: 
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where the constant A0 can be freely assumed. 

The above magnetic vector potential can be 

expressed in local cylindrical system of co-ordinates (r, 

θ, z) related with the second conductor. From Fig. 2 it 

follows that: 

 )cos(2222
vwvwvwXY,vw ψθrξξrr  , (16) 

where 

 wvvvw φdρdρξ cos2222  , (17) 
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Thus, the total vector potential becomes: 
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The expression under the square root can be 

rewritten as follows: 
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Hence, 
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1 Reference [17] provides formula (1.514): 
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and by expanding the right-hand side of equation (21) 

into Fourier series1 it follows that: 
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for r < ξvw. Hence, 
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and the magnetic vector potential (19) at point X(r, θ) 

such that r  ξvw can be rewritten as follows: 
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In order to determine the density of the current 

induced in conductor 2 we may apply the analytical 

procedure shown in [9, 14-16]. Finally, the first 

approximation of the current density induced in the 

second round conductor by the current I1 in the first 

round conductor takes the following form: 
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 (25) 

The distributions of magnitude of this current 

density on the surface of this conductor for various 

discretization parameters are shown in Fig. 4. 
 

 
 

Fig. 4. Magnitude of the first approximation of the 

current density given by (25) for V = 4 and W = 2 (solid 

curve 1), W = 180 (dotted curve 2). 
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The results calculated via (25) marginally depend on 

the number of radial division (V). Their dependence on 

angular division (W) is rather slight – in practice, the 

results remain the same for W > 18. The magnitude of 

the density of the induced eddy currents acquires the 

highest values at the point closest to the neighboring 

conductor, i.e., for θ = 0°. It strongly depends on 

frequency, which is shown in Fig. 5. 

 

 
 

Fig. 5. Magnitude of current density given by (25) at 

point r = R1, θ = 0° vs. frequency f for d = 3R2 (solid 

curve a), d = 4R2 (dashed curve b), d = 5R2 (dotted curve 

c); calculations performed for V = 20 and W = 180. 

 

The same results are obtained when applying (1). 

So, the first approximation given by (25) describes the 

current density induced in conductor 2 as if current I1 

was located on the axis of conductor 1. 

The first approximation of current density, ),(
)1(

21 θrJ , 

strongly depends on the distance d, which is shown in 

Fig. 6. 
 

 
 

Fig. 6. Magnitude of current density given by (25) on the 

surface of conductor 2 for various distances d. 
 

The argument of current density, ),()1(
21 θrφ , also 

depends on distance d – see Fig. 7. 

 
 

Fig. 7. Argument of the current density given by (25) on 

the surface of conductor 2 for various distances d. 

 

A similar procedure can be applied, when the second 

conductor carries current I2 which induces eddy currents 

in the first conductor (Fig. 8).  
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Fig. 8. Quantities used for calculating the current density 

induced in conductor 1 due to magnetic field generated 

by current I2 in conductor 2. 
 

In general, the current density in the second 

conductor is non-uniform as well. Therefore, the cross 

section of conductor 2 is divided into polar segments of 

radial dimension: 

 
S

R
rΔ 2 , (26) 

and angular span: 

 
T

π
θΔ

2
 , (27) 

as shown in Fig. 9. 
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Fig. 9. Division of conductor 2 into polar segments. 
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Current of density J2(rs, θt) is approximated by a 

system of filaments located at points Y(rs, θt) in the 

cylindrical co-ordinates associated with conductor 2, 

where: 
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srs  ,  (28) 

and 
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where s = 1, 2, …, S and t = 1, 2, …, T. 

The area of the segment equals: 
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Then from Fig. 8 it follows that: 
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where 
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Hence, the current in each segment equals: 
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Applying the procedure given above in (19)-(25)  

for the second conductor, the following formula 

representing the first approximation of the eddy current 

density induced in the first conductor by current I2 in 

conductor 2 is obtained: 
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 (35) 

In case of two identical conductors the distributions 

of current density magnitude and argument will be 

symmetrical to those given by (25) – see Fig. 10 and Fig. 

11. 

The proposed method was compared with finite 

element method (FEM) – Table 1.  

 

 
 

Fig. 10. Distributions of magnitude of eddy current 

densities given by (25) on the surfaces of two same 

conductors due to currents in the neighboring conductor. 

 

 
 

Fig. 11. Distributions of argument of eddy current 

densities given by (25) on the surfaces of two same 

conductors due to currents in the neighboring conductor. 

 

Table 1: Magnitudes of the total current densities 

induced at characteristic points on the surfaces of two 

same conductors arranged in a twin line 

R1 = R2 = 0.01 m; d = 3R2; 

σ1 = σ2 = 55106 Sm-1 

I = 1 kA;  f = 200 Hz 

Proposed 

Method 
FEM 

J(1) 

kAm-2 

J 

kAm-2 

Conductor 1 

ρ = R1 

φ = 0 2352 2321 

φ = π/2 650 650 

φ = π 3753 3714 

Conductor 2 

r = R2 

θ = 0 3753 3714 

θ = π/2 650 650 

θ = π 2352 2321 
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III. THE SECOND APPROXIMATION 

The current of density ),(
)1(

21 θrJ  induced in the 

second conductor by current by current I1 induces itself 

current of density ),(
)1(
21,1 φρJ  in the first conductor (this 

can be considered as a reverse reaction). However, 

),(
)1(

21 θrJ  is non-uniformly distributed - see (25) and 

Figs. 6 and 10. To determine ),(
)1(
21,1 φρJ , a set of filaments 

arranged in polar grid as in Fig. 9 can be used. The 

procedure is quite similar to that described by (26)-(35) 

with that difference that ),(
)1(

21 θrJ  is used instead of J2
(0). 

Hence, 
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21 tsstst θθrrJSI  , (36) 

and the reverse reaction in conductor 1 can be written as: 
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 (37) 

The induced current of density ),(
)1(
21,1 φρJ  is then  

a source of further magnetic field which induces 

secondary eddy currents in conductor 2. To evaluate 

their density, the same polar grid as in Fig. 3 can be used, 

but this time the currents associated with the filaments 

are as follows: 
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21,1 wvvwvw φφρρJSI  . (38) 

Each such a current contributes to the second 

correction to the eddy currents in a similar way as given 

by (25) so that: 
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 (39) 

A similar procedure can be repeated for the second 

correction in conductor 1. To avoid extensive repetitions, 

only the key formulas are given below: 
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and finally, 
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 (43) 

In a similar way the corrections of third and higher 

orders can be found. But numerical calculations show 

they are very low compared to the first one even for high 

frequency. So, they can be often neglected. 

 

IV. THE TOTAL INDUCED CURRENT 

DENSITY 
The total current density induced in the neighboring 

conductor is a sum of all the corrections. As mentioned 

above, the third and higher order terms can be often 

neglected so that the results can be limited to the first two 

terms. Hence, the total induced current density can be 

approximated as follows: 

 In conductor 2: 

 ),(),(),(
)2(

21
)1(

2121 θrJθrJθrJ  , (44) 

 And in conductor 1: 

 ),(),(),(
)2(

12
)1(

1212 φρJφρJφρJ  . (45) 

Figures 12 and 13 show the magnitude and argument of 

J21 given by (44) on the surface of conductor 2, whereas 

Figures 14 and 15 show the quantities for J21 and J12 for 

some exemplary values of geometrical and excitation 

parameters. 

 

 
 

Fig. 12. Magnitude of current density given by (44) on 

the surface of conductor 2 for various distances d. 
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Fig. 13. Argument of current density given by (44) on 

the surface of conductor 2 for various distances d. 

 

 
 

Fig. 14. Magnitude of current densities given by (44) and 

(45) on the surface of conductors for various distances d. 

 

Table 2 presents a comparison of the results 

obtained via the proposed method and finite elements. 

 

Table 2: Magnitudes of the total current densities 

induced at characteristic points on the surface of the 

conductors induced by the currents I1 = I2 = 1 kA – the 

first and the second approximations 

R1 = R2 = 0.01 m; 

d = 3R2; 

σ1 = σ2 = 55106 S/m 

I = 1 kA;  f = 200 Hz 

Proposed 

Method 
FEM 

J(1) 

kAm-2 

J 

kAm-2 

J 

kAm-2 

Conductor 1 

ρ = R1 

φ = 0 2352 2354 2321 

φ = π/2 650 652 650 

φ = π 3753 3756 3714 

Conductor 2 

r = R2 

θ = 0 3753 3756 3714 

θ = π/2 650 652 650 

θ = π 2352 2354 2321 

 

 
 

Fig. 15. Argument of current densities given by (44) and 

(45) on the surface of conductors for various distances d. 

 

V. CONCLUSION 
An analytical-numerical method for determination 

of the current density induced in a round conductor by 

magnetic field generated by a sinusoidal current in a 

neighboring round parallel conductor was presented in 

the paper. The total current density was expressed as a 

series of successive corrections. The solution was given 

in the form of infinite Fourier series.  

Based on the performed calculations it can be stated 

the current density induced in a round conductor 

(without current) by current in the neighboring round 

conductor can be limited to the second correction. This 

statement seems valid even for high frequency. 

Besides, the current density induced in “source” 

conductor by the current density previously induced in 

considered conductor makes an important impact on 

distribution of the “source” current and should not be 

neglected. 

The proposed method can be used for any 

dimensions and electrical properties of the conductors 

and any distance between them. It is shown that the 

induced currents can be neglected when the distance 

between conductors amounts to at least four conductor 

diameters. 

The results shown in Tables 1 and 2 confirm that the 

current densities calculated via the proposed method and 

those determined by FEMM software agree very well, 

indicating the correctness of the proposed approach. 

The solutions for current density presented in the 

paper can be used to find impedances, magnetic fields, 

power losses and temperatures in a system of cylindrical 

conductors with taking into account the induced 

currents. 
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Abstract ─ Two methods are proposed to get a discrete-

time model for a sinusoidal carrier signal affected by 

phase noise of a predetermined power spectral density 

(PSD). The proposed methods aim to calculate the 

instantaneous phase error at the discrete time samples.  

In the first method, uncorrelated uniformly distributed 

random numbers are generated at the discrete time 

samples and added to the angle of the carrier. These 

phase samples are, then, correlated along the time by 

enforcing the spectrum of the signal to take the 

magnitudes obtained from the predetermined PSD. In the 

second method, uniformly distributed random numbers 

are generated at the discrete frequencies which are 

uncorrelated along the frequency to represent the phase 

of the signal spectrum. In both methods, a subsequent 

application of the inverse Fourier transform results in the 

time domain waveform of the signal in which the time 

samples of the phase error appear as correlated random 

values. The instantaneous phase error is calculated  

for different ratios of the noise-to-carrier power. 

Experimental measurements of the PSD of the phase 

noise for some commercially available microwave 

generators are performed and the measurements are used 

to calculate the instantaneous phase error associating the 

output signal. In all the cases, the obtained phase noise 

model is used to study the effect of such a noise type on 

the performance of M-ary PSK communication systems 
where the dependence of the bit-error-rate on the noise-

to-carrier power level is investigated. 

 

Index Terms ─ M-ary PSK, phase error, phase noise. 
 

I. INTRODUCTION 
The growing capacity and quality demands in 

wireless communication systems imposed more stringent 

requirements on the accurate assessment and modeling 

of the phase noise of local oscillators. Even in the digital 

world, phase noise in the guise of jitter is important. 

Clock jitter directly affects timing margins and hence 

limits system performance. Phase noise causes spectral 

purity degradation which leads to channel interference in 

RF communication channels. In OFDM systems, Phase 

noise has two detrimental effects on the performance. It 

rotates all the subcarriers in the same OFDM symbol 

with a common phase, which is called common phase 

error (CPE). The more important is that it destroys the 

orthogonality of the subcarriers by spreading the power 

from one subcarrier to the adjacent subcarriers which is 

called inert-carrier interference [1]. In digital modulation 

techniques specially those employing phase to encode 

data as in PSK communication systems, it reduces the 

distance between the symbols leading to higher error 

rates. Phase noise in oscillators is one of the hardware 

impairments that is becoming a limiting factor in high 

data rate digital communication systems. It limits the 

performance of systems that employ dense constellations. 

Moreover, the level of phase noise at a given offset 

frequency increases with increasing the carrier frequency, 

which means that the phase noise problems may be 

worse in systems with high frequency carriers [1].  
Phase noise is random phase fluctuations in a 

waveform. The fluctuations are visualized as sidebands 

in the signal power spectrum spreading out on either side 

of the signal. It reduces in level with increasing offset 

from the carrier frequency and is typically measured in 

dBc/Hz [1]. Phase noise is of particular importance as it 

reduces the quality of the signal and thus increases the 

rate of error in a communication link.  

Phase noise is a phenomenon that essentially 

spreads out the power in a carrier. The carrier has no 

longer a discrete line power spectrum but a continuous 

PSD. The phase noise plot is a single side spectrum 

indicating the noise power density in one hertz 

bandwidth with regard to the carrier power. It can be 

modeled using power-law noise processes [2-4]. Phase 

noise typically rises much faster closer to the carrier and 

falls away as we get far from the carrier [5]. Power law 

noise processes are characterized by their functional 

dependence on Fourier frequencies. The spectral density 

plot of a typical oscillator's output is usually a combination 

of different power-law noise processes. It is very useful 

and meaningful to categorize the noise processes. The 

first job in evaluating a spectral density plot is to 

determine which type of noise exists for a particular  
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range of Fourier frequencies. 

Several attempts to model phase noise have been 

reported in literature [6]-[12]. In [6], the oscillator phase 

noise is represented as integration of two functions 

representing flicker noise and white noise assuming 

independent noise sources. In [7], the phase noise is 

modeled as accumulated and synchronous random phase 

deviations with Gaussian distribution. It also relates the 

PSD of a noisy periodic signal analytically to its phase 

deviations which can be estimated from the jitter of the 

signal. In [8], flicker noise is estimated from white noise 

using the method of fractional order of integration. In 

[9], the phase noise is modeled as a random walk 

stochastic process added as random phase term to a sine 

wave and the decrease in sideband power is calculated 

when the oscillator signal is coherently mixed with a 

time delay replica of itself. In [10], a non-linear equation 

for the phase error is derived which is solved for the 

random phase perturbations. In [11] a power law model 

is used to model the phase noise with Gaussian stochastic 

process to represent the noise sources and a random 

variable representing the slope of each process. In [12] 

an analytic model for phase noise is derived to account 

for two sources of phase noise, thermo-mechanical and 

white noise.  

In this work, the phase error range is estimated 

explicitly for phase noise characterized by its single side 

band PSD. A mathematical model for the phase noise is 

developed which enables the determination of the phase 

error span and instantaneous time samples. All the sources 

of phase noise can be accounted for in the proposed 

phase noise model accurately. Each of the previously 

mentioned methods has modeled certain types of phase 

noise sources but not all the sources that can be present 

in practical cases. Experimental measurements of the 

PSD of the phase noise for some commercially available 

microwave generators are performed and the instantaneous 

phase error associating the output signal is calculated. 

The effects of the phase noise on the performance of 

communication systems employing PSK modulation 

techniques are studied. The bit error rate (BER) and 

symbol rate (SER) can then be estimated for specific 

PSD of the phase noise. 
 

II. MODELING THE PHASE NOISE 
There are several types of phase noise, each 

characterized by the slope of the PSD curve. Phase noise 

across a range of frequencies will be dominated by a 

specific noise process [13]. In the present work it is 

considered that the oscillator may suffer from all or some 

of the following causes of phase noise, (i) Random walk 

FM noise (1/𝑓4) found at lower offset frequencies, (ii) 

flicker frequency noise (1/𝑓3), (iii) white frequency noise 

(1/𝑓2) [14], (iv) flicker PM noise (1/𝑓)[15], and (v) 

white PM noise (1/𝑓0), which is mainly caused by 

thermal noise and shot noise [3]. It is possible to consider 

that all the five noise processes are generated from a 

single oscillator, but usually, only two or three noise 

processes are dominant. Figure 1 is a graph of single 

sideband PSD of a sinusoidal signal affected by phase 

noise on a log-log scale with all the five noise processes 

taken into consideration. 

 

 
 

Fig. 1. Single side band PSD 𝐿(𝑓) describing phase noise 

characteristics. 

 

The phase noise in the frequency domain is 

commonly characterized by the single side band PSD, 

𝐿(𝑓), which is defined as the noise power in 1 Hz 

bandwidth at an offset frequency, 𝑓, from the carrier 

frequency relative to the carrier power [16, 17]: 

    𝐿(𝑓) =
Noise power in 1Hz bandwidth

𝑃𝑐

, (1) 

where 𝑃𝑐 is the carrier power. 

The magnitudes of the spectrum of a carrier signal 

affected by phase noise can be obtained as follows: 

𝐴(𝑓) = √𝑃𝑐  𝐿(𝑓). (2) 

The spectrum of a pure sinusoidal signal is a Dirac 

delta function. The presence of phase noise will cause 

spectrum broadening as shown in Fig. 2. The noise-to-

carrier power ratio (NCR) in a bandwidth Δ𝑓 centered at 

the carrier frequency can be calculated as follows: 

NCR = 2 ∫ 𝐿(𝑓) 𝑑𝑓
Δ𝑓/2

0

. (3) 

The PSD of the phase noise, 𝐿(𝑓) can be described by 

equation (1) according to the explained physical sources. 

This gives rise to the magnitude distribution 𝐴(𝑓) given 

by equation (2). However, the phase of the noisy signal, 

𝜓(𝑓), and the instantaneous phase error in the time 

domain, 𝜑𝑒(𝑡), are not known. The knowledge of the 

discrete-time phase errors, 𝜑𝑒(𝑡𝑛),   𝑛 = 1,2,3, ⋯ , 𝑁, are 
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Frequency Offset  

 −40 𝑑𝐵/𝑑𝑒𝑐𝑎𝑑𝑒 

−30 𝑑𝐵/𝑑𝑒𝑐𝑎𝑑𝑒 

−20 𝑑𝐵/𝑑𝑒𝑐𝑎𝑑𝑒 

−10 𝑑𝐵/𝑑𝑒𝑐𝑎𝑑𝑒 
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necessary whenever it is required to assess communication 

system performance measure such as the bit error rate 

(BER). The next section aims to evaluate the phase errors 

as functions of the frequency and time as well. 

 

 
 

Fig. 2.  Spectrum of a sinusoidal signal affected by phase 

noise. 

 

For performance assessment in many applications 

including communication systems, it is necessary to 

determine the instantaneous phase error of a carrier 

signal subjected to phase noise. Modeling the phase 

noise means to get complete numerical information 

about a carrier signal affected by phase noise of a given 

PSD distribution. Complete information include the 

magnitude and phase distributions over the frequency for 

the carrier signal when affected by the phase noise, and 

also give the time samples of the signal from which the 

instantaneous phase error can be deduced.  

In the first method, the phase noise is modeled 

through the following steps. First a random sequence  

of uniformly distributed random phase samples is 

generated and added to the angle of the carrier signal in 

time domain. The Fourier transformation is applied to 

the carrier signal where the magnitudes of the resulting 

signal spectrum are replaced by the magnitudes 𝐴(𝑓) 

which are obtained from 𝐿(𝑓) as given by (2). This 

process has the effect of correlating the random phase 

error samples along the time. The inverse Fourier 

transformation is, then, applied giving rise to the 

correlated time samples of the instantaneous phase error 

caused by the phase noise.  

At high frequencies (in the gigahertz range) the 

above method may be impractical as it requires huge 

number of time and frequency samples to perform the 

Fourier transform which is memory and time consuming. 

An alternative procedure is proposed to construct the 

model of such a carrier signal with less computational 

complexity. This procedure starts with the construction 

of the magnitude and phase distribution in the frequency 

domain for the noisy carrier signal and then the inverse 

Fourier transform is applied to get the corresponding 

time samples. It should be noted that the magnitudes  

are obtained from the 𝐿(𝑓) as given by (2) whereas  

the phases (of the signal spectrum) are constructed as 

uniformly distributed random numbers in the range 

[−𝜋, 𝜋], which are not correlated along the frequency.  

The following subsections provide descriptions for the 

two methods mentioned above to construct a model for 

the phase noise when affects a carrier signal. 

 

A. Modeling phase noise as correlated time sequence 

of random phase errors 

Let the carrier signal 𝜉(𝑡) without the phase noise 

be expressed as: 

𝜉(𝑡) = 𝐴𝑐 𝑒𝑗(2𝜋𝑓𝑐𝑡 + Ψ), (4) 

where 𝐴𝑐 is the carrier amplitude, 𝑓𝑐 is the carrier 

frequency, and Ψ is a constant phase. When such carrier 

signal is affected by phase noise, it can be expressed as: 

𝑠(𝑡) = 𝐴𝑐e𝑗(2𝜋𝑓𝑐𝑡+Ψ+𝜑𝑒(𝑡)), (5) 

where 𝜑𝑒(𝑡) is the unknown instantaneous value of the 

phase error due to phase noise. 

Let us consider a signal 𝑥(𝑡) similar to 𝑠(𝑡) except 

for one difference; the unknown phase error 𝜑𝑒(𝑡) is 

replaced by random variable Φ(𝑡) which represents the 

uniformly distributed random phases over the time. This 

means that, 

𝑥(𝑡) = 𝐴𝑐e𝑗(2𝜋𝑓𝑐𝑡+Ψ+Φ(𝑡)). (6) 

For discrete time 𝑡𝑛 = 𝑛 ∆𝑡, 𝑛 = 1,2, … 𝑁, the signal 

𝜉(𝑡) is discretized to get a sequence of 𝑁 time samples: 

𝜉𝑛 = 𝜉(𝑡𝑛) = 𝐴𝑐 𝑒𝑗(2𝜋𝑓𝑐𝑡𝑛 + Ψ),
𝑛 = 1,2, … , 𝑁. 

(7) 

Initially, a sequence of 𝑁 uncorrelated uniformly 

distributed random angles in the closed interval 

[−Φmax, Φmax] is generated as follows: 

Φ𝑛 = Φ(𝑡𝑛) = 𝑟𝑛 Φmax,  (8) 

where 𝑟𝑛 is a random number in the range [−1, 1] and 

0 < Φmax  < 𝜋. 

An expression for the discrete signal 𝑥𝑛 can be 

obtained by adding discrete angle errors Φ𝑛 to the phase 

of the discrete time samples 𝜉𝑛 as follows: 

𝑥𝑛 = 𝑥(𝑡𝑛) = 𝐴𝑐 𝑒𝑗(2𝜋𝑓𝑐𝑡𝑛+Ψ+Φ𝑛). (9) 

Applying the Fast Fourier Transform (FFT) to the 

discrete sequence 𝑥𝑛, one gets: 

𝑋𝑘 = 𝑋(𝑓𝑘) = FFT(𝑥𝑛),
𝑘 = 0,1, 2, … , 𝐾, 

(10) 

where 𝑓𝑘 = 𝑘∆𝑓, 𝑘 = 0,1, 2, … , 𝐾, and ∆𝑓 is the discrete 

frequency step. 

 

𝑓𝑐 Frequency  

Oscillator Bandwidth   
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Let’s define,  

𝛼𝑘 = |𝑋𝑘|, 𝑘 = 0,1, 2, … , 𝐾, (11) 

𝜓𝑘 = phase(𝑋𝑘), 𝑘 = 0,1, 2, … , 𝐾. (12) 

Let us write the discrete form of 𝐿(𝑓) as:  

𝐿(𝑓𝑘) = 𝐿𝑘 , 𝑘 = 1, 2, … , 𝐾. (13) 

To get the desired PSD 𝐿(𝑓), the discrete spectrum 

𝑋𝑘 should be modified by replacing the magnitudes 𝛼𝑘 

by 𝐴𝑘 where, 

𝐴0 = 𝐴𝑐 , (14-a) 

𝐴𝑘 = √𝑃𝑐  𝐿𝑘 = 𝐴𝑐  √𝐿𝑘 ,

𝑘 = 1, 2, … , 𝐾. 
(14-b) 

Thus, the final form of the carrier 𝑆(𝑓) affected by 

the phase noise signal can be constructed using the 

magnitudes 𝐴𝑘 and the phases 𝜓𝑘 as follows: 

𝑆𝑘 = 𝑆(𝑓𝑘) = 𝐴𝑘 𝑒𝑗𝜓𝑘 , 𝑘 = 0,1, 2, … , 𝐾. (15) 

The distribution of the discrete magnitudes of the Fourier 

transform of a carrier signal affected by the phase noise 

with the discrete frequencies seems like that shown in 

Fig. 3. It is worth noting that the spectrum is broadened 

due to the phase noise and that the carrier power is 

reduced. It is also important to note that irrespective of 

the value of Φmax, the phases 𝜓𝑘 given by (12) have 

uniform random distribution in the interval [−𝜋, 𝜋] and 

the carrier phase is equal to Ψ.  

The corresponding time sequence of the carrier 

signal, can be obtained by applying the Inverse Fast 

Fourier Transform (IFFT) to the frequency samples, 𝑆𝑘: 

𝑠𝑛 = 𝑠(𝑡𝑛) = IFFT(𝑆𝑘). (16) 

The discrete-time phase error due to phase noise, 

𝜑𝑒𝑛
 which is the phase error at each time sample 𝜑𝑒𝑛

=

𝜑𝑒(𝑡𝑛), can be obtained as follows: 

𝜑𝑒𝑛
= tan−1 [

imag(𝑠𝑛)

real(𝑠𝑛)
] − (2𝜋𝑓𝑐𝑡𝑛 + Ψ). (17) 

Thus, the discrete time sequences of carrier signal 

affected by phase noise can be expressed as: 

𝑠𝑛 = 𝑠(𝑡𝑛) = 𝐴𝑒𝑗(2𝜋𝑓𝑐𝑡𝑛+Ψ+𝜑𝑒𝑛). (18) 

It may be interesting to notice that even though the 

sequences Φ𝑛 are uncorrelated random samples with 

time, the samples 𝜑𝑒𝑛
 are sequentially correlated. 

Actually, the correlation effect is attributed to the 

imposed magnitude distribution, 𝐴𝑘, that replaces the 

magnitudes 𝛼𝑘 corresponding to the uncorrelated 

sequences. 

It may be worth to recall that the number of 

time/frequency samples for IFFT is restricted by 𝑁 =

1

∆𝑓∆𝑡
. The main drawback of this method is that the 

requirement of 1 Hz resolution of the resulting phase 

noise model in the frequency domain means the 

application of IFFT on a huge number of frequency 

samples. Quantitatively speaking, for ∆𝑓 = 1 Hz and 

assuming the time sampling is to be performed with the 

Nyquist rate, ∆𝑡 = 1 2𝑓𝑐⁄ , one gets: 

𝑁 = 2𝑓𝑐. (19) 

It should be noted that (19) gives the minimum value of 

𝑵. Larger values of 𝑵 result in better accuracy of the 

obtained model of the phase noise. Nevertheless, this leads 

to computational complexity which may be unaffordable 

for high carrier frequency. 

 
 

Fig. 3. Magnitudes of the spectrum of the noisy carrier 

signal, 𝑆(𝑓). 

 

B. Modeling phase noise as uncorrelated random 

phases in the frequency domain 

As mentioned above, the method introduced in the 

previous section leads to high computational complexity 

for high frequency carrier. In this section, a more 

computationally efficient method alternative to that 

described in the last section is introduced. This method 

starts constructing the phase noise model directly in  

the frequency domain by generating the phases 𝜓𝑘 as 

uniformly distributed random numbers in the range 

[−𝜋, 𝜋] in one hand, and, in the other hand, using the 

magnitudes 𝐴𝑘 given by (14) to construct the discrete 

frequency samples 𝑆𝑘 as expressed in (15). The phase at 

the carrier frequency (zero frequency offset) is set equal 

to phase of the carrier in the absence of phase noise (Ψ). 

The discrete frequency domain samples 𝑆𝑘 of the 

carrier signal are constructed using the magnitudes 𝐴𝑘 

and the random phases 𝜓𝑘 according to the following 

expression: 

𝑆𝑘 = 𝑆(𝑓𝑘) = 𝐴𝑘 𝑒𝑗𝜓𝑘 . (20) 

At a specific discrete time index, 𝑛, the sample  
𝑠𝑛 can be calculated by applying the Discrete Inverse 

Fourier Transform ( DIFT) as follows: 

Frequency Offset  

𝐴𝑘  

Carrier Amplitude 

1Hz offset  𝑘∆𝑓  

𝐴𝑐  
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𝑠𝑛 = 𝑠(𝑡𝑛) = DIFT(𝑆𝑘). (21) 

The corresponding phase error 𝜑𝑒𝑛
 due to phase noise  

is calculated using (17). Note that the time step ∆𝑡 for 

DIFT calculation is set arbitrarily; it doesn’t obey the 

restriction for the relation between ∆𝑓 and ∆𝑡 as in the 

IFFT. This enables computationally efficient calculation 

of the phase error samples over a large time span with 

arbitrary time resolution. Also, this method enables 

computationally efficient construction of the spectrum of 

the noisy carrier signal over an arbitrary frequency range 

centered at the carrier frequency with high frequency 

resolution (1 Hz).   
 

III. RESULTS AND DISCUSSIONS 
Recall that the purpose of constructing a phase noise 

model is to get complete description of a carrier signal 

affected by phase noise. In this section, a model is 

constructed for such a carrier signal given the PSD 

distribution of the phase noise. Such a model describes 

the time samples of the carrier as well as the samples  

of the instantaneous phase errors encountered due to  

the phase noise. Two oscillators of carrier frequencies 1 

MHz and 1 GHz are considered and the corresponding 

signal models are constructed by following the procedures 

explained in Sections II.A and II.B, respectively. For 

each carrier signals, the time samples of the phase  

error are calculated over a time span of 1 second. For 

experimental assessment, the frequency-domain method 

proposed in the present work is applied to obtain the 

models of the noisy carrier signals output from two 

commercially available microwave generators. A vector 

signal analyzer (VSA) is used for measuring the PSD  

of the encountered phase noise for the two microwave 

generators. Finally, the performance assessment of 𝑀-ary 

PSK communication systems subjected to phase noise is 

achieved regarding the BER and SER for 𝑀 = 4 and 8. 
 

A. Modeling phase noise as correlated sequential 

random phase errors 

For carrier signals of relatively low frequency (a few 

megahertz) affected by phase noise, it is appropriate to 

apply the method described in Section II.A to construct 

the phase noise model by correlating random sequence 

of uncorrelated phases in the time domain. Such 

uncorrelated random sequence is generated as uniformly 

distributed random numbers. In the present section,  

this method is applied to obtain the noise model for a 

1 MHz carrier signal affected by phase noise having a 

predetermined PSD distribution over the frequency. 
 

A.1 Construction of the frequency spectrum 

magnitudes of the noisy signal 

Let the PSD, 𝐿(𝑓), for a range of 1 MHz offset from 

the carrier frequency be that shown in Fig. 4. In the first 

and second decades: (1Hz − 10 Hz), (10 Hz − 100 Hz), 

the 𝐿(𝑓) curve has slopes of −40  and −30 dB/decade, 

respectively. In the third and fourth decades: (100 Hz −
1 kHz), (1 kHz − 10 kHz), it has slope of −20 dB. In 

the fifth decade: (10 Hz − 100 kHz), it has slope of 

−10 dB. For frequencies higher than 100 kHz, the 𝐿(𝑓) 

curve has a zero-slope corresponding to white phase 

noise level of −130 dBc/Hz. The maximum of the PSD 

is −10 dBc/Hz at 1 Hz offset from the carrier. If a carrier 

signal of 1 MHz is affected by phase noise of such a PSD, 

the corresponding magnitudes of the signal spectrum  

can be obtained by (14). Figure 5 shows a plot of the 

resulting signal spectrum magnitudes for a single side 

span of 100 Hz offset from the carrier frequency. 
 

 
 

Fig. 4. Power spectral density 𝐿(𝑓) of the phase noise. 
 

 
 

Fig. 5. Amplitude spectrum of the synthesized model, 

𝑆(𝑓), for a 1 MHz carrier affected by phase noise of the 

PSD given in Fig. 4. 
 

A.2 Phases of the frequency spectrum of the noisy 

signal 

The time-domain carrier signal is discretized so that 

each cycle of the sinusoid has 16 time samples. Thus, for 

one second duration of this signal, the total number of 

samples is 𝑁 = 16M samples with time resolution of 

∆𝑡 =
1

𝑁
 (as ∆𝑓 = 1Hz). The uncorrelated uniformly 

distributed random sequence of phase samples Φ(𝑡) are 

generated as described in section II.A according to (8) 

with Φmax =
𝜋

2
. The application of the FFT operation on 

the discrete-time carrier signal 𝑥𝑛 given by (9) with the 

imposed phase samples, Φ𝑛, results in a spectrum whose 

magnitudes and phases in the frequency domain are 𝛼𝑘 

and 𝜓𝑘, respectively. The phases, 𝜓𝑘, are found to be 

random numbers which are uniformly distributed in  

ACES JOURNAL, Vol. 34, No. 12, December 20191935



the range [−𝜋, 𝜋]. The plot of such phases with the 

frequency is presented in Fig. 6 for an offset frequency 

span of 100 Hz from the carrier frequency.   
 

 
 

Fig. 6. Distribution of the discrete phases of 𝑆(𝑓) with 

the frequency for a carrier signal affected by phase noise. 
 

A.3 The phase error time samples 

It should be mentioned that the phase error is 

calculated by continuing the steps achieved in Section 

A.2, according to the procedure explained in Section 

II.A. The 𝛼𝑘 magnitudes are, then, replaced by 𝐴𝑘 which 

are given by (14) to obtain the frequency spectrum, 𝑆𝑘 ≡
𝑆(𝑓𝑘), of the noisy carrier signal as described by (15). 

The IFFT is, then, applied to the discrete frequency 

samples, 𝑆𝑘, to get the discrete time samples 𝑠𝑛 ≡ 𝑠(𝑡𝑛). 

The time samples of the instantaneous phase error 𝜑𝑒𝑛
 

are obtained using (17). The calculated time samples of 

𝜑𝑒𝑛
 for a time span of one second are plotted against the 

time and shown in Fig. 7. It is clear that the sequential 

samples of the phase error are temporally correlated over 

the one-second span of the time. The swing of the phase 

error, which is the difference between the maximum and 

minimum, is about 65°. 
 

 
 

Fig. 7. Time samples of the instantaneous phase error of  

a carrier signal affected by phase noise of the PSD 

described by the curve 𝐿(𝑓) presented in Fig. 4 with Ψ =
0°. 
 

B. Modeling phase noise as uncorrelated random 

phases in the frequency domain 

For carrier signals of relatively high frequency  

(gigahertz) affected by phase noise, it is appropriate to 

apply the method described in Section II.B to construct 

the phase noise model by generating uncorrelated 

random sequence of phases in the frequency domain. In 

the present section, this method is applied to obtain the 

phase noise model for a 1 GHz carrier signal of 0dBm 

power and 0° phase. This signal is affected by phase 

noise of the PSD distribution presented in Fig. 4 which 

is defined over the frequency offset range 1 Hz to 1 MHz 

with a frequency step ∆𝑓 = 1 Hz.  

The spectrum of the noisy signal is obtained by 

calculating the distribution of the magnitudes and phases 

over the frequency range (𝑓𝑐 − 1 MHz) to (𝑓𝑐 + 1 MHz). 

The magnitudes are obtained from the PSD distribution, 

𝐿(𝑓), as given by (14) and by setting 𝐴−𝑘 = 𝐴𝑘 to get 

symmetrical sidebands. This results in the magnitudes 

distribution presented in Fig. 8 over the offset frequency 

range (−4 kHz to 4 kHz) from 𝑓𝑐. 

 

 
 

Fig. 8. Magnitudes of the spectrum for a 1 GHz carrier 

signal affected by phase noise of the PSD distribution 

presented in Fig. 4. 

 

It should be noticed that to cover the entire 

frequency band, (𝑓𝑐 − 1 MHz) to (𝑓𝑐 + 1 MHz), a number 

of 2 mega samples of the frequency samples plus the 

carrier frequency sample are required. The frequency 

domain phases, 𝜓𝑘, are generated as uniformly distributed 

random numbers in the interval [−𝜋, 𝜋].  
 

 
 

Fig. 9. Calculated instantaneous phase error for a 1 GHz 

carrier due to phase noise with the PSD shown in Fig. 4. 

 

The phase error at each time sample is calculated as  

given by (17) with time step ∆𝑡 = 5ms and plotted over 

a time period of one second as shown in Fig. 9. It can be 

seen in the figure that the mean of the phase error is 0° 

and the swing is about 65°. The time samples 𝜑𝑛 are  
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calculated over a time span of one second. 
 

C. Dependence of the time-variance of the phase 

error on phase noise power 

It has been shown, in the previous discussions of the 

results concerning the time variation of the phase error, 

that it can be considered as a time-correlated sequence  

of random angles with zero-mean and a variance that 

may be dependent on the power of the phase noise. The 

dependence of the time-variance of the resulting phase 

error on the power of a phase noise having a spectral 

density distribution as shown in Fig. 4 and affecting a 1 

GHz carrier signal is studied. It may be worth noting that, 

referring to Fig. 4, the area under the 𝐿(𝑓) curve within 

the operational bandwidth, gives half the ratio of noise 

power to the carrier power. In Fig. 10 the standard 

deviation of the phase error and the corresponding  

span are calculated for different NCR within a 10 MHz 

bandwidth for a 1 GHz carrier frequency having 0 dBm 

power. It is clear that as the NCR increases the phase 

error variance and, consequently, its span increase 

monotonically. 
 

D. Experimental assessment for phase error variance 

for commercially available oscillators 

Experimental data are usually plotted on log-log 

scales that make the power laws appear as straight lines 

where the slopes and, hence, the corresponding types of 

noise can be easily recognized. In this section, the phase 

noise associated with some commercially available 

oscillators are measured and modeled to obtain the time 

samples of the oscillator output. 
 

 
 

Fig. 10. Span and standard deviation of the phase error 

for different values of the carrier-to-noise power ratio. 
 

D.1. Modeling the phase noise of the Agilent Vector 

Signal Generator (VSG) E8267D  

The Agilent VSG model E8267D is precise, well-

fabricated and commercially available for scientific 

research purposes. It operates in the frequency band 

250 KHz to 44 GHz. The spectrum of the output signal 

and the phase noise PSD for 1 GHz frequency and 0 dBm 

power are measured using the Agilent Vector Signal 

Analyzer (VSA) model N9010A. The experimental setup 

is shown in Fig. 11 where the E8267D output is connected 

to N9010A input through a Pasternack coaxial cable 

PE300-24 (cable length: 60 cm, insertion loss 0.36 dB/m 

at 1GHz). The phase noise is measured in the offset 

frequency range 1Hz − 1MHz from the carrier frequency. 

Front-panel screen shots of the VSG and VSA showing 

the settings and measurement data are shown in Figs. 12 

(a) and 12 (b), respectively. The measured raw data and 

the averaged curve of the phase noise are plotted as 

shown in Fig. 13. The spectrum of the output signal is 

measured using the VSA with resolution bandwidth 

(RBW) of 1 Hz and video bandwidth (VBW) of 1 KHz 

over a 100 Hz span. The measured power spectrum is 

plotted as shown in Fig. 14. 
 

 
 

Fig. 11. Experimental setup for measuring the phase 

noise of the Agilent VSG model E8267D. 
 

 
(a) 

 
(b) 

 

Fig. 12. Screen shots of (a) VSG E8267D showing the 

oscillator settings, and (b) VSA N9010A, showing the 

corresponding phase noise measurements. 
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The power spectrum of the output signal from such 

a VSG can be calculated from the PSD of the associated 

phase noise over a span of 100 Hz using (14) as 

described in Section II.A. In this way, the measured PSD 

of phase noise shown in Fig. 13, is used to numerically 

obtain the power spectrum of the output signal which is 

plotted and compared with the measured spectrum as 

shown in Fig. 14. As shown in the figure the calculated 

power spectrum agrees with the measured one over the 

entire frequency band, which ensures the accuracy of the 

developed model. 
 

 
 

Fig. 13. Measured PSD of the phase noise for Agilent 

VSG model E8267D for 1 GHz frequency and 0 dBm 

power. 
 

 
 

Fig. 14. Power spectrum of the 1 GHz, 0 dBm output 

signal of the Agilent VSG model E8267D. 
 

 
 

Fig. 15. Instantaneous phase error associating the output 

signal of the Agilent VSG model E8267D. 
 

Following the procedure explained in Section II.B, 

the magnitudes 𝐴𝑘 of the spectrum is obtained from the 

measured phase noise PSD shown in Fig. 13. On the 

other hand, the phases 𝜓𝑘 are generated as uniformly 

distributed random numbers in the interval [−𝜋, 𝜋]. The 

DIFT is applied to the constructed signal spectrum to get 

the time samples of the phase error over a time span of 1 

second with resolution ∆𝑡 = 5ms. The results are plotted 

in Fig. 15. 

It is clear that the Agilent VSG model E8267D has 

very low level of phase noise and, consequently, the span 

of the phase error is about 0.7° and the corresponding 

variance is 0.02. 

 

D.2 Modeling the phase noise of the Agilent SG 

𝐍𝟗𝟑𝟏𝟎𝐀 

The Agilent SG model N9310 is commercially 

available and operates in the frequency band 9 KHz to 

3 GHz. The PSD of the phase noise associating an output 

signal of 1 GHz frequency and 0 dBm power is measured 

in the offset frequency range 1Hz − 1MHz using the same 

experimental setup described in Section III.D.1 and shown 

in Fig. 16. The measured data of the phase noise and the 

averaged curve are plotted as shown in Fig. 17. The 

instantaneous phase error is obtained from the PSD of 

the phase noise using the procedure explained in Section 

II.B and is plotted versus time as shown in Fig. 18. 
 

 
 

Fig. 16. Experimental setup for measuring the phase 

noise of the Agilent SG model N9310. 
 

 
 

Fig. 17. Measured PSD of the phase noise for Agilent SG 

model N9310 for an output signal of 1 GHz frequency 

and 0 dBm power. 
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Fig. 18. Instantaneous phase error associating the output 

signal of the Agilent SG model N9310 for a frequency of 

1 GHz and output power of 0 dBm. 
 

E. Performance assessment of 𝑴-ary PSK 

communication systems using the proposed model of 

the phase noise 

In this section, the proposed phase noise model is 

used to assess the performance of the communication 

systems employing 𝑀-ary PSK modulation techniques  

in the presence of phase noise. The swing of the 

instantaneous phase error obtained as described in 

Section II is used to study the effect of the phase noise 

on the BER for different levels of the noise power. The 

procedure is performed with 1 Hz frequency resolution. 

It should be noted that, in the following presentations and 

discussions, the phase noise is assumed to have the PSD 

described in Fig. 4. The BER and SER are calculated for 

𝑀 = 4  and 8 at different values of the NCR through 

numerical simulation of the communication process 

where 10 M symbols are to be received. The symbol rate 

is assumed to be 10 Msps. The time samples of the phase 

error are obtained for each value of the NCR following 

the procedure explained in Section II.B. At the time of 

receiving a symbol, the instantaneous value of phase 

error is added to the phase of this symbol. The calculated 

BER and SER for 𝑀 =  4 and 8 are plotted versus the 

NCR as shown in Figs. 19 and 20, respectively. The 

constellation diagrams are plotted in Figs. 21 and 22  

for phase error spans of 20𝑜 (𝑁𝐶𝑅 ≈ −28 𝑑𝐵) and 30𝑜 

(𝑁𝐶𝑅 ≈ −22 𝑑𝐵), respectively for 𝑀-ary PSK systems 

with 𝑀 =  4 and 8.  
 

 
 

Fig. 19. BER versus NCR for 𝑀-ary PSK system with 

𝑀 = 4. 

 
 

Fig. 20. BER versus NCR for 𝑀-ary PSK system with 

𝑀 = 8. 

 

 
 (a) 

 

 

 (b) 

 

Fig. 21. Constellation diagram for 𝑀-ary PSK system 

affected by phase noise at phase error swing of 20o: (a) 

𝑀 = 4 and (b) 𝑀 = 8. 
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(a) 

 

 

(b)                                                                     

 

Fig. 22. Constellation diagram for 𝑀-ary PSK for phase 

error range of 30𝑜: (a) 𝑀 = 4 and (b) 𝑀 = 8. 

 

IV. CONCLUSION 
Numerical models of the oscillator phase noise 

using two mathematical procedures to calculate the 

resulting instantaneous phase error are introduced. 

Experimental measurements of the PSD of the phase 

noise encountered in some commercially available 

oscillators have been performed and the time samples  

of the corresponding phase error are calculated. To 

demonstrate the importance and applicability of the 

proposed model of the phase noise, the effect of the 

resulting phase error on some performance measures of 

the M-ary PSK modulation techniques, such as the SER 

and BER, is investigated for 𝑀 = 4 and 8. 
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