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Abstract ─ Atmospheric attenuation of electromagnetic 

signals at the 60 GHz frequency band is dominated by 

oxygen absorption which represents a major obstacle  

to 5G communications using this band. So far, only 

empirical equations that fit the experimental absorption 

data have been reported. These empirical models are not 

suitable to employ in standard full-wave electromagnetic 

simulators based on the numerical solution of Maxwell’s 

equations. In this paper, a frequency-dependent material 

model for atmospheric absorption at the 60 GHz band  

is presented. Further, a numerical simulator that 

incorporates this multi-pole material dispersion model 

and uses the rotating boundary conditions to allow for 

long propagation distances is developed. The simulation 

algorithm is based on the auxiliary differential equation 

finite-difference time-domain (ADE-FDTD) technique 

which implements the general electric polarization 

formulation. The results are useful in the prediction  

of propagation power loss between line-of-sight 

communication links and in the planning and positioning 

of ground and air-borne facilities. 
 

Index Terms ─ 5G communications, 60GHz frequency 

band, atmospheric attenuation, FDTD method, lorentz 

model, oxygen absorption. 

 

I. INTRODUCTION 
The demand for fast data transfer and large 

bandwidth is expected to grow further and further over 

the coming decades. This is in part due to the large 

number of multi-media applications that require real-

time communications and processing, and in part due to 

the growing consumer expectations and demands. The 

fact that the unlicensed 60 GHz frequency band is a 

strong contender to satisfy such demands requires 

addressing important issues and challenges pertinent to 

this band. The sea level atmosphere is known for its 

significant attenuation of frequencies around 60 GHz 

due to high oxygen absorption. Oxygen absorption 

constitutes over 95% of this atmospheric attenuation 

which peaks around 60 GHz, with a value of over 15 

dB/km. The successful adoption of 5G communications 

using the 60 GHz frequency band for wireless and radio 

communications relies on the introduction of novel 

antenna designs and communication strategies to 

overcome the channel loss. There has been a lot of 

emphasis on measurement [1,2] and modeling [3-6] 

techniques of atmospheric attenuation. The modeling 

effort focuses on the precise representation of the 

physical phenomena involving oxygen absorption lines 

at different atmospheric conditions. The final product of 

these models is customarily represented by a large verity 

of functions and polynomials (empirical fitting) with 

several physical parameters and mixing coefficients. The 

resulting empirical models are useful and can be utilized 

to approximate attenuation levels as a function of 

frequency and elevation. On the other hand, work has 

been done on the utilization of these models in solving 

real-life propagation problems. Grishin et al. used 

experimental data for atmospheric signal attenuation in 

an analytical model based on solving an inverse problem 

to simulate satellite signal propagation [7]. The work 

done in [8,9] simulated the signal absorption and 

dispersion due to the atmosphere by embedding the 

empirical relations into a transfer function and placed it 

in the channel part of the communication system. Other 

methods based on analytical solutions can in fact utilize 

these empirical functions but only for the treatment of 

simple propagation situations. Calculations based on  

the ray tracing method and the parabolic wave 

approximation have been proposed [10-13]. The ray 

tracing method is more suited for propagation problems 

with large-size features over a smooth ground in a 

homogeneous atmosphere. For complex environments, 

the computational time drastically increases and the 

accuracy deteriorates as the number of required rays 
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significantly increases. Also, the method fails for gazing 

angles. On the other hand, although the methods based 

on parabolic approximation are good for large distance 

propagation, they become less effective in solving 

problems involving complex terrain and strong 

atmospheric dispersion. Obviously, because empirical 

models representing the atmosphere involve complicated 

expressions and functions, analytical methods become 

limited in application. Instead, the empirical models 

need to be incorporated into standard full-wave 

electromagnetic simulators using, for example, the 

finite-difference time-domain method (FDTD) and the 

finite-element method (FEM). 

The objective of this work is three-fold. First, a 

material model of atmospheric attenuation is developed 

by fitting measurement data to standard Lorentz poles. 

The reason behind this choice is that Lorentz functions 

represent the most general matter-wave interaction 

forms. Second, the material model is incorporated in the 

time-domain simulations of Maxwell’s equations and 

specifically in a FDTD algorithm. This objective is 

achieved through the general polarization formulation 

and the auxiliary differential equation (ADE) technique 

[14,17]. Finally, simulations of long-distance 

propagations in the 60 GHz frequency band are carried 

out. To the best of our knowledge, this is the first report 

of incorporating atmospheric attenuation in a FDTD 

algorithm using the Lorentz model. This model should 

find applications in many disciplines, including remote 

sensing, geophysical mapping and in point-to-point 

communications, where it can help in planning the 

positions of ground and air-borne facilities. 

 

II. ATMOSPHERIC MATERIAL MODEL 
The frequency-dependent behavior of dispersive 

materials can be described by the constituent relations. 

For non-magnetic materials, the electric polarization  

is used to represent the dielectric effects inside the 

material. Assuming a linear material response, the 

frequency-dependent electric flux density can be written 

as: 

𝐷⃑⃑ (𝜔) = 𝜀𝑜𝜀∞𝐸⃑ (𝜔) + 𝑃⃑ (𝜔),                 (1) 

where 𝜺𝒐 is the free space permittivity, 𝜺∞ is the high 

frequency dielectric constant and 𝝎 is the frequency. The 

first order linear polarization 𝑷(𝝎) is related to the 

electric field intensity, 𝑬(𝝎), in the frequency domain 

by the electric susceptibility as: 
𝑃(𝜔) = 𝜀𝑜 𝜒(𝜔) 𝐸(𝜔).                     (2) 

Combining equation (1) and equation (2), one can write: 

                             𝜀𝑟(𝜔) = 𝜀∞ +𝜒(𝜔),                        (3) 

where 𝜺𝒓(𝝎) is the frequency-dependent complex 

relative permittivity of the dispersive material. The 

dispersion relation for the electric susceptibility 𝝌(𝝎) 
that represents the material-wave interaction can be 

represented by a general Lorentz model function of the 

form: 

    𝜒(𝜔) =
𝐚

𝐛+𝑗𝐜𝜔−𝐝𝜔2 ,   (4) 

where a, b, c and d are model parameters that can be 

obtained from material properties or by fitting to 

experimental data. The atmospheric material model 

developed in this work is based on a recent report by the 

International Telecommunication Union [2]. The report 

provides empirical methods to estimate the attenuation 

of atmospheric gases on terrestrial and slant paths using 

experimental data. In the report, an estimate of gaseous 

attenuation computed by summation of individual 

absorption lines for the frequency range 1 GHz to 1 THz 

is given. Figure 1 is a reproduction of the atmospheric 

specific attenuation using several empirical formulae 

given in [2] for frequencies between 40 and 80 GHz. The 

curve in Fig. 1 is based on atmospheric conditions of dry 

air with total air pressure of 1033.6 hPa and average 

temperature of 15 °C.  

 

 
 

Fig. 1. Atmospheric specific attenuation for the 40-80 

GHz frequency range at sea level, as given by the 

empirical formulae in [2]. 

 

In this work, a fitting to the general Lorentz poles is 

performed. The strategy for using the experimental data 

is as follows. For any given frequency range and 

elevation, frequency-dependent complex permittivity 

values are obtained from attenuation readings using the 

following relations: 

    𝜀𝑟
′ = (𝑛′)2 + (𝑛′′)2, (5-1) 

   𝜀𝑟
′′ = −𝛼𝑛′𝑣/𝜔, (5-2) 

where 𝒏′ and 𝒏′′ are the real and imaginary parts of  

the complex refractive index, respectively, 𝜶 is the 

attenuation coefficient and 𝒗 is the speed of light. Those 

complex permittivity data are fitted to standard material 

models with as many poles as necessary. Out of the 

fitting process, the required parameters for the time-

domain simulator are obtained. Here, a Lorentzian 

dielectric function of the form: 
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 𝜀𝑟(𝜔) = 𝜀∞ + (𝜀𝑠 − 𝜀∞)∑
𝐴𝑖𝜔𝑖

2

𝜔𝑖
2+𝑗2𝛿𝑖𝜔−𝜔2

𝑀

𝑖=1
 , (6) 

is used, with 𝐚𝒊 = (𝜺𝒔 − 𝜺∞)𝑨𝒊𝝎𝒊
𝟐, 𝐛𝒊 = 𝝎𝒊

𝟐, 𝐜𝒊 = 𝟐𝜹𝒊 

and 𝐝𝒊 = 𝟏 being the parameters in equation (4). In 

equation (6), 𝜺𝒔 is the effective static dielectric constant, 

𝑨𝒊 is the pole strength, 𝝎𝒊 is the resonance frequency and 

𝜹𝒊 is the damping parameter for ith pole. M represents the 

total number of poles of the material dispersion relation. 

The fitting process to Lorentzian poles goes as 

follows. One can start with a Lorentzian pole that has a 

peak around the center of the curve in Fig. 1 (i.e., around 

60 GHz). This step yields the value of the resonance 

frequency of the first pole. Next, to accommodate for the 

width of the spectrum of the measurement data, other 

poles at above and below the first resonance frequency 

are added. Finally, the values of the pole strength and 

damping parameter for each pole are adjusted such that 

a reasonable fit is obtained. Table 1 shows the a, b, c and 

d parameters for the three Lorentz poles used for 

atmospheric attenuation modeling. These parameters are 

related to the pole parameters using equation (6). The 

resulting dielectric function (real and imaginary parts)  

is shown in Fig. 2, together with the reference 

measurement data. The fitting is good in general, and 

focus has been made on the frequency range around 60 

GHz where the expected bandwidth of the transmitting 

antenna is located. The obtained poles form the basis for 

the relation between the electric polarization and the 

electric field. 

Next, the frequency-domain dielectric function is 

incorporated in a time-domain simulator using the ADE-

FDTD method. Equation (2) can be expressed in the time 

domain using the Fourier transform, as reported in [16]. 

The procedure results in a second order differential 

equation for the electric polarization vector given by: 

      𝐛𝑃 + 𝐜
𝑑

𝑑𝑡
𝑃 + 𝐝

𝑑2

𝑑𝑡2 𝑃 = 𝐚 𝜀𝑜𝐸. (7) 

Using finite-difference approximations, the time domain 

update equation for the linear polarization in equation (7) 

becomes: 

     𝑃𝑛+1 = 𝐶1𝑃
𝑛 + 𝐶2𝑃

𝑛−1 + 𝐶3𝐸
𝑛 . (8) 

The constants in equation (8) are given by: 

 𝐶1 =
4𝐝

2𝐝+𝐜𝛥𝑡+𝐛𝛥𝑡2 , (9-1) 

 𝐶2 =
−2𝐝+𝐜𝛥𝑡−𝐛𝛥𝑡2

2𝐝+𝐜𝛥𝑡+𝐛𝛥𝑡2
 , (9-2) 

 𝐶3 =
2𝐚𝜀𝑜𝛥𝑡2

2𝐝+𝐜𝛥𝑡+𝐛𝛥𝑡2
 , (9-3) 

where n is the time index and 𝜟𝒕 is the time step. It 

should be noted that in deriving the expressions in 

equation (9), semi-implicit finite-differencing has been 

used. In this case, the first term on the right-hand side of 

equation (7) was approximated using the average of 

𝑷𝒏−𝟏 and 𝑷𝒏+𝟏 time instances. This scheme is known to 

improve the stability of the overall algorithm, even with 

strong dispersion. All field components and parameters 

are arranged on the FDTD computational grid using  

the standard Yee’s cell. The time-domain algorithm 

proceeds as follows. First, the electric flux densities are 

evaluated using Maxwell’s curl equation with available 

magnetic field samples. Next, the linear polarization 

vector is updated using equation (8). Third, the electric 

field intensity components are updated using the time-

domain version of equation (1) as: 

 𝐸𝑛+1 =
𝐷𝑛+1−∑ 𝑃𝑖

𝑛+1
𝑀

𝑖=1

𝜀𝑜𝜀∞
. (10) 

 

 
 

Fig. 2. Real and imaginary dielectric constant curves as 

obtained from the empirical attenuation function (Ref 2, 

dashed line) and the corresponding 3-pole Lorentz fit 

(solid line) for sea level atmospheric conditions. 

 

Table 1: Lorentz pole parameters for atmospheric 

attenuation at sea level 

Pole 

i 
𝐚𝒊 (rad/s)2 𝐛𝑖 (rad/s)2 𝐜𝑖 (rad/s) 𝐝𝑖 

1 2.02451016 1.52101023 3.01010 1 

2 2.45461016 1.36901023 3.21010 1 

3 2.79601015 1.27091023 1.21010 1 

 

Finally, the second Maxwell’s curl equation is  

used to calculate the magnetic field components. The 

flowchart in Fig. 3 describes the sequence of calculations 

in the resulting algorithm. It is important to mention here 

that solving this problem using the classical ADE 

algorithm [18] would introduce higher order time 

derivatives, the solution of which would require matrix 

inversion. When applied to the problem presented in this 

work with three Lorentzian poles, derivatives of the sixth 

order result. It would be necessary to save a large number 

of time samples and hence, using a mixed explicit-

implicit scheme, matrix inversion is needed. The FDTD 

algorithm used here is significantly more efficient and 

robust. Other ADE algorithms reported in literature 
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require complex-domain operations (for example [19]). 

In general, complex-domain operations require twice as 

much computation time and memory storage as normal 

real operations. The computational requirements are 

clearly a function of the number of poles of the 

dispersion model. For multi-pole dispersion problems, 

these FDTD algorithms would require more constants to 

be evaluated and stored in memory. 
 

 
 

Fig. 3. Flowchart of the calculation sequence in the time-

domain algorithm. 
 

III. SIMULATION RESULTS 
To test wave propagation using the proposed 

atmosphere model, the FDTD simulation algorithm 

presented in section II is implemented. A time-limited 

pulse of a Gaussian form given by: 

𝐴(𝑡) = 𝐴𝑜exp [− (
𝑡−𝑡𝑜

𝑡𝑝
)
2

] cos[𝜔𝑐(𝑡 − 𝑡𝑜)],     (11) 

is used as a point-source excitation, where 𝐴𝑜 is the 

initial pulse amplitude, t is time variable, to is the offset 

time, tp is the pulse waist and 𝜔𝑐 is the central frequency. 

The parameter tp is used to steer the frequency contents 

of the pulse. In this work, a pulse waist of 20 picoseconds 

is used such that it covers a large frequency band around 

60 GHz, which is taken as the central frequency 𝜔𝑐. A 

plane wave propagation in a one-dimensional sea-level 

atmosphere is considered. The value of the spatial step is 

set to a very small fraction of the smallest wavelength 

involved in propagation. This is required to ensure that 

numerical dispersion is significantly minimized, and that 

channel dispersion is correctly represented. Accordingly, 

a spatial step size of 0.01 mm is used. The stability of  

the algorithm is determined by the standard Courant-

Friedrichs-Lewy (CFL) condition for the FDTD method,  

which is given by [15]: 

       𝛥𝑡 ≤
1

𝑣max√
1

𝛥𝑥2+
1

𝛥𝑦2+
1

𝛥𝑧2

 . (12) 

A time step of 0.03 picoseconds satisfies this condition. 

Numerical dispersion is an artifact of the approximation 

of the spatial derivatives in finite differences. Because 

the spatial step is finite, errors in data transmission 

throughout the computational grid propagate and 

accumulate. The general guideline is to make the spatial 

step a very small fraction of the smallest wavelength 

involved in the propagation. This problem becomes 

more serious if the medium of propagation is itself 

dispersive. Consequently, with high levels of space 

resolution, the memory requirement for the simulation of 

hundreds of meters of propagation distance becomes 

unaffordable. To solve this problem, the rotating 

boundary conditions have been used. In this case, as 

shown in Fig. 4, the pulse propagates across the whole 

domain, exits the computational window from one 

boundary and re-enters from the other boundary to start 

propagating the domain again.  

 

 
 

Fig. 4. Pulse propagation in rotating boundary conditions. 

The total length of the computational window is half a 

meter. 

 

The rotating boundary conditions are thus defined as 

follows. For the first Maxwell’s equation, the curl is 

evaluated in one-dimensional case using: 

   
𝜕𝐷

𝜕𝑡
|
𝑖=𝑖1

=
𝐻(𝑖1)−𝐻(𝑖max−1)

𝛥𝑥
,   (13) 

and 

   
𝜕𝐷

𝜕𝑡
|
𝑖=𝑖max

=
𝐻(𝑖max−1)−𝐻(𝑖1)

𝛥𝑥
.   (14) 

In equations (12) and (13), i1 and imax are the first 

and last points in the computational domain, and ∆x is 

the spatial step. The curl in the second Maxwell’s 

equation is treated similarly. The initial size of the 

computational domain is set to half a meter. The choice 

of this initial domain size ensures that it is wide enough 

to comfortably accommodate the pulse at any time 

throughout the simulation, even with the resulting 

dispersion due to the channel. The pulse transpasses the 

computational domain for multiples of times to achieve 

a certain propagation distance. In this study, the pulse is 

propagated well over one kilometer. Also, a reference 

simulation in a lossless atmosphere was carried out such 

 

 

 

 

 

 

 

 

 

 

 

 

 

START 

Initializations: Calculate C1, C2, C3 

Time=0 

Max Time? 

Find Dn+1 using  
𝜕𝑫

𝜕𝑡
= 𝛻 ×𝑯 

Find En+1 using Pn+1 & Dn+1 Equation 10 

Find Hn+1 using  𝜇𝑜
𝜕𝑯

𝜕𝑡
= −𝛻 × 𝑬 

 

Find Pn+1 using Pn-1, Pn, En Equation 8 

END 
YES 

NO 
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that comparisons are possible. Figure 5 shows the time-

domain electric field waveform for the propagating pulse 

at 1000 meters. The reference waveform for a lossless 

atmosphere is also shown in the figure. The attenuation 

and dispersion of the pulse is evident. Power calculations 

have been performed to validate the numerical model. 

The spectrum of the received signal power has been 

produced after propagation of 1000 m. At any given 

location, the power density is given by: 

    𝑆 =
1

2
𝐸⃑ × 𝐻⃑⃑ ∗. (15) 

For a wave propagating along the x direction, the 

spectrum of the real power density is given by: 

 𝑆(𝑓)𝑥,𝑟 =
1

2
[𝐸(𝑓)𝑦,𝑟𝐻(𝑓)𝑧,𝑟 + 𝐸(𝑓)𝑦,𝑖𝐻(𝑓)𝑧,𝑖], (16) 

where the subscripts r and i denote the real and 

imaginary parts, respectively. The amount of received 

power at several distances are shown in Fig. 6. It is 

clearly seen from the figure that a signal at 60 GHz loses 

more than 97% of its initial power within the first 

kilometer. The propagation of the 50, 60 and 70 GHz 

frequency components are shown separately in Fig. 7, 

where normalization has been made to the input value 

for each frequency component. Table 2 and Fig. 8  

show the comparison between the amount of loss per 

kilometer, as given by the reference attenuation curve 

(Fig. 1) and by the FDTD simulation, for selected 

frequencies. The slight discrepancies in the power loss 

are attributed to the imperfections in the fitting process. 
 

 
 

Fig. 5. Time profile of the received electric field at a 

distance of 1000 meters, with and without attenuation. 
 

Table 2: Loss comparison between simulation results 

and reference data 

Frequency 

(GHz) 

Loss (dB/km) 

Reference Simulation 

57 8.78 9.00 

58 11.43 11.42 

59 15.23 14.26 

60 15.26 16.04 

61 14.89 14.61 

62 14.51 11.93 

63 10.75 9.61 

 
 

Fig. 6. Normalized signal power at different propagation 

distances versus frequency. 
 

 
 

Fig. 7. Normalized received power for the 50, 60 and 70 

GHz frequency components versus distance. 
 

 
 

Fig. 8. Estimated loss after propagation of 1000 meters, 

as given by the simulation model. The reference values 

and the difference are shown for comparison. 
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IV. CONCLUSION 
A propagation model for atmospheric absorption of 

60 GHz band signals has been presented. The model is 

incorporated in an FDTD numerical simulator as a multi-

pole material dispersion term using the ADE technique. 

The rotating boundary conditions have been used to 

allow for long propagation distances. Also, the validity 

of the model has been demonstrated. This model is  

very useful in the study of many situations involving  

free space communications with the possibility of 

incorporating different scenarios, such as reflections 

from buildings, presence of ground, terrain and water 

bodies and interference. It can be added to commercial 

electromagnetic software packages as a separate material 

module. The results are also useful in the prediction of 

propagation power loss such that methods for loss 

compensation can be devised. Work is underway to 

model atmospheric attenuation at different elevations 

and different weather conditions. 
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