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In Memory of Richard W. (Dick) Adler

By: Edmund K. Miller

Dick Adler was a long-time mainstay of ACES. Dick, his wife Pat, sometimes with the
help of one or two of their children, planned and handled all of the local arrangements
during the years that ACES met at the Nave Postgraduate School in Monterey. This ar-
rangement continued at NPS until security concerns required it to be shifted elsewhere
in Monterey, a venue that remained a favorite for ACES members. Dick was also one
of the founding members of TechEd Associates, a group of NEC users and developers
who presented “hands-on” short-course workshops in Monterey for several years. He gave
informative and entertaining presentations that could include observations like “epsilon
sauce and gamma grease” that lightened up the mathematical details.

Dick himself was a hands-on engineer who contributed to a variety of antenna and com-
munications application for military sponsors. He was an experimentalist as well as an
experienced computational modeler who guided many students at the NPS through their
degree work. His experimental results influenced modeling developments as well as pro-
viding data to validate the computed results. Dick was a valued colleague and friend.



Richard W. (Dick) Adler (1934–2021), a Founder of ACES

Richard W. (Dick) Adler, one of the founders of the Applied Computational Electromag-
netics Society, passed away on December 30, 2021, in Bountiful, Utah, USA, at the age of
87, of a combination of causes including COVID-19.

Dick was born on November 28, 1934, in Farrell, Pennsylvania. He attended Penn State
University, where he received B.S. and M.S. degrees in electrical engineering, in 1956 and
1958, respectively. He then worked in the industry, at Hughes Aircraft Company and Ford
Aeronutronic, and later returned to Penn State as an Instructor in Electrical Engineering
and received the Ph.D. in December 1970. In November 1969, he joined the faculty of
the Naval Postgraduate School (NPS), in Monterey, California, where he taught in the
Department of Electrical Engineering, and pursued research in antennas, propagation, and
computational electromagnetics.

The Applied Computational Electromagnetics Society was officially launched on March
19, 1986, at the Second Annual Review of Progress in Applied Computational Electro-
magnetics, held at NPS in Monterey and organized by Dick Adler. Adler was the first
ACES Secretary, serving with Ed Miller, the first ACES President. For decades to come,
Richard was a leading force in all ACES activities and accomplishments, including ACES
Conferences, Journal, Newsletter, organization, and finances.

Richard Adler will be remembered by all ACES Members and Friends as a leader and
visionary without whom the field of applied computational electromagnetics and the ACES
Society would not be what they have become during his most active ACES years and today.

We dedicate this issue of ACES Journal in tribute and memory of Dick Adler.

Branislav M. Notaros
President, ACES
Professor, Colorado State University
Fort Collins, Colorado, USA



In Memory of Prof. Richard “Dick” W. Adler, P.E.

It is with great sadness that I inform ACES of the passing of Prof. Richard W. Adler on
December 30th, 2021. R. W. Adler was born in Farrell, PA, in 1934. He received the BSEE
and MSEE degrees from Penn State University, University Park, PA, in 1956 and 1958,
respectively. He received a Ford Foundation Doctoral Forgivable Loan and completed the
Ph.D. degree in electrical engineering in 1970 at the same institution.

He continued graduate studies at the Ohio State University as a Research Assistant in the
ElectroScience Laboratory (ESL) until 1960, when he joined the staff at Hughes Ground
Systems Group as a Design Engineer in frequency-scanned radar antennas. Graduate stud-
ies continued at the University of California, Los Angeles, until 1962, when he became a
full-time instructor in the EE Department at Penn State University. In 1970 he accepted
a position as an Assistant Professor at the Naval Postgraduate School (NPS), Monterey,
CA. He finished as a Senior Lecturer in the Electrical and Computer Engineering Depart-
ment at NPS, with academic and research interests in antennas, radiowave propagation,
and electromagnetic environmental effects. His research projects supported the Naval Se-
curity Group (NSG) and later the Naval Information Warfare Activity (NIWA) and the
Army Intelligence and Security Command in what was known as the Signal and Noise
Enhancement Program (SNEP Team) directed at the enhancement of signal-to-noise ratio
in receiving sites and the effects of terrain and platforms on the performance of communi-
cation antennas.

Prof. Adler was a licensed professional engineer and served as the Executive Officer and
the Managing Editor of publications for the Applied Computational Electromagnetics So-
ciety (ACES). His memberships also included the IEEE, Eta Kappa Nu, Tau Beta Pi. and
Sigma Xi.

I personally remember meeting Dr. Adler as an undergraduate student at Penn State work-
ing in what was called the Ionosphere Research Laboratory (IRL) and was working with
Prof. Tony Ferraro on a project of modeling wires on a box like structure for an unnamed
government agency. Dick Adler brought a software program on magnetic tape that was



named AMP for Antenna Modeling Program, the predecessor of what would eventually
become the Numerical Electromagnetics Code (NEC). The object that we modeled was
later declassified in 2005 as a satellite operated by the National Reconnaissance Office
(NRO) named POPPY, and we received awards at a ceremony for this work that we never
knew what it was at the time. That was the first time I met Dick, and I knew I needed to
get to know him a lot more.

POPPY

Fortunately, I kept in touch with him and also developed a close relationship with Jerry
Burke and Ed Miller at Lawrence Livermore National Laboratory (LLNL) while I was a
Ph.D. student at Case Western Reserve University. LLNL was the originator of NEC, and
I knew I had to go there and work with Prof. Adler and those at LLNL. I started at LLNL
in 1983 and right away used to travel to Monterey, CA and work with Dick and learn
from him how to really model antennas. He and I used to do consulting jobs for AM and
FM broadcasting where we would try to optimize placement of antennas on towers and
try to increase signal coverage and other projects. It seemed I was spending almost every
weekend there in Monterey working with Dick and spending time at his house and with his
family. They were so hospitable that I sometimes felt like this was my second family being
with him and his wife and kids. Dick and I worked for many radio broadcasting stations
in the 1980s and pushed for the use of antenna modeling to be used in addition or in the
place of experimental proof antenna pattern measurements. We together presented several
papers at IEEE Broadcast Technology Society annual symposiums and won the Matti S.
Siukola Memorial Award for Best Paper in 1987.

The development of NEC at LLNL was funded and directed from the Army at Ft. Mon-
mouth and Ft. Huachuca and the Navy at San Diego and especially from Prof. Adler at
the Naval Postgraduate School (NPS) at Monterey. Dick was always the one instrumental
about saying what things were needed to be enhanced and put into the code. Dr. Ed Miller,
Jerry Burke, Dick Adler, Jim Logan, Dr. Jay Rockway, and myself and others came up with
the idea of starting an organization concerned mainly with antenna modeling and hands-on
work, and this became the Applied Computational Electromagnetics Society (ACES) in
1985 with a four-day workshop at LLNL.



ACES became official at the Second Annual Review of Progress, held at NPS in March
of 1986. The Review was organized by Prof. Adler, and it became an annual event for
many years in March at Monterey. None of this would have ever happened without the
painstaking planning and organization of Dick Adler. The first slate of officers included Ed
Miller, President; James Logan (Naval Ocean Systems Center or NOSC), Vice President;
Richard W. Adler, (NPS), Secretary; and James K. Breakall (LLNL), Treasurer. Dick was
a mainstay for many memorable ACES conferences for many years, an annual event that
many including myself really looked forward to. Dick and I both worked a lot behind
the scenes to make every part of these meetings something very valuable, not just for the
academic part, but also for the social gatherings. Being in Monterey/Carmel did not hurt
with its picturesque setting.

Another activity that Dick took charge of for many years was putting on antenna modeling
workshop short courses on either NEC or MiniNEC. He was involved in starting an organi-
zation named TechEd Associates to put on these courses, and it included Dick, Ed Miller,
Jerry Burke, Jim Logan, Jay Rockway, and myself. We would usually put on a week-long
series of presentations on the theory of antenna modeling and then hands-on learning how
to use the codes with personal computers that were set up by Dick on each desk. Many
were held in Monterey, but others would be held around the country too.

There are just too many projects to go into detail that Dick Adler was the catalyst and
organizer for, but I will try to touch briefly on a few. Dick and I worked together as a
team on many of these, and I know there are others that he did also with others that I was
not up on as much. We worked on a multi-volume set of antenna handbooks for both the
Army and Marine Corp that would be used by warriors to select the best antennas for the
purpose at hand. Some other projects that come to mind are working with some other close
colleagues of ours, George Hagn (SRI Intl.) and Steve Faust (Eyring Inst.) to develop
and utilize methods to measure ground constants of the earth and characterize antennas
in irregular terrain. Dick arranged all of the funding from the Navy and was again the
organizer. One of his students, Capt. Hampshire, later took charge of the TACAMO VLF
antenna that was on EC-130 and E-6A aircrafts for submarine communication, and Dick
work on that with me. Dick was instrumental in a large project from NIWA with CDR Gus
Lott, one of his Ph.D. students, named PENEX for Polar Equatorial Near Vertical Incidence
Experiment that had the purpose of validating and exploring HF propagation codes through
the auroral ionosphere and trans-equatorial paths. I remember fondly of him traveling to
Cape Wales in Alaska under some interesting weather conditions to erect antennas and set
up equipment. Dick would go anywhere to get the job done. In the 1990s to the 2000s, he
arranged for funding to put a really nice graphical user interface (GUI) around NEC2 and
NEC4 and helped set up a company, Nittany Scientific, that created NECWIN Basic and
GNEC. Many versions of these packages were sold.

In the mid-1980s, Prof. Steve Jauregui at NPS along with Dick and another Prof. Ray Vin-
cent created the Signal to Noise Enhancement Program (SNEP) to help isolate and resolve
noise and other EMI issues at the Navy Security Group’s large Wullenweber (Elephant
Cage) antenna sites around the world. Dick was a key person involved in this work and
advised many graduate students and other workers in this effort.



 

 

 

 

 

 

 

 

 

 Wullenweber “Elephant Cage” Antenna  SNEP Van Used for Site Surveys 

 

Dick (K6RWA) was an avid Amateur “Ham” Radio operator for many years and was involved in 

many activities of the Nittany Amateur Radio Club (W3YA) in State College, PA while there at 

Penn State and also one of the founding and active members of the Naval Postgraduate School 

Amateur Radio Club (K6LY) in Monterey, CA.   

 

Following are some quotes about the passing of Prof. Adler: 

 

Dean John Volakis of Florida International University said “His photo is exactly as I remember.  

As the obituary said, a helpful and very active man.  I very much enjoyed my visits at Monterey 

because of him.” 

 

Prof. Alan Christman of Grove City College said “Dick was a great guy and a good friend – he 

will be missed!” 

Prof. Emeritus Ronald Marhefka of Ohio State University said “Thanks for letting me know 

about Dick.  I think about him from time to time hoping he was doing well.  He had a good 

productive life living to 87.  I too knew him well mostly in the 80's and 90's and appreciated all 

he did for ACES and many of us early attenders to the conference.  Plus, we did a short course at 

Fort Huachuca for a week one time.  I will miss him.” 

Jay Rockway (retired Navy NOSC, NRAD, SPAWAR) said “When I became a Federal 

employee with the Navy, Dick was one of first persons with whom I worked.  It was my 

privilege to know such a creative and honorable person.  You were always amazed by what 

would be the next project/effort.” 

Prof. Emeritus Ed Miller said “Sad news.  We had many good meetings and times at the 

Postgraduate School over the years. Trying to remember when I first met Dick and think it might 

have been 1971 at a meeting or short course.” 

It is hard to believe he is not with us anymore.  I would like to speak for all of his friends in 

ACES, IEEE APS, IEEE Broadcasting, NPS, Penn State, and Amateur Radio to pass on our 

Dick (K6RWA) was an avid Amateur “Ham” Radio operator for many years and was in-
volved in many activities of the Nittany Amateur Radio Club (W3YA) in State College, PA
while there at Penn State and also one of the founding and active members of the Naval
Postgraduate School Amateur Radio Club (K6LY) in Monterey, CA.

Following are some quotes about the passing of Prof. Adler:

Dean John Volakis of Florida International University said “His photo is exactly as I re-
member. As the obituary said, a helpful and very active man. I very much enjoyed my
visits at Monterey because of him.”

Prof. Alan Christman of Grove City College said “Dick was a great guy and a good friend
– he will be missed!”

Prof. Emeritus Ronald Marhefka of Ohio State University said “Thanks for letting me
know about Dick. I think about him from time to time hoping he was doing well. He had
a good productive life living to 87. I too knew him well mostly in the 80’s and 90’s and
appreciated all he did for ACES and many of us early attenders to the conference. Plus,
we did a short course at Fort Huachuca for a week one time. I will miss him.”

Dr. Jay Rockway (retired Navy NOSC, NRAD, SPAWAR) said “When I became a Federal
employee with the Navy, Dick was one of first persons with whom I worked. It was my
privilege to know such a creative and honorable person. You were always amazed by what
would be the next project/effort.”

Prof. Emeritus Ed Miller said “Sad news. We had many good meetings and times at the
Postgraduate School over the years. Trying to remember when I first met Dick and think it
might have been 1971 at a meeting or short course.”

It is hard to believe he is not with us anymore. I would like to speak for all of his friends
in ACES, IEEE APS, IEEE Broadcasting, NPS, Penn State, and Amateur Radio to pass on
our sincere condolences to Dick’s wife and family. We all will really miss him so much.
Rest in peace our dear friend Prof. Richard W. Adler.

Jim Breakall
Professor, Electrical Engineering
Penn State University,
University Park, PA 16802
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Abstract – In this paper, we propose a reduced-
complexity finite difference time domain (FDTD) sim-
ulations of modulated metasurfaces with arbitrary unit
cells. The three dimensional (3D) physical structure of
the metasurface is substituted by a spatially varying sur-
face impedance boundary condition (IBC) in the simula-
tion; as the mesh size is not dictated by sub-wavelength
details, considerable advantage in space- and time-step is
achieved. The local parameters of the IBC are obtained
by numerical simulation of the individual unit cells of the
physical structure, in a periodic environment approxima-
tion, in the frequency domain. As the FDTD requires an
appropriate time domain impulse-response, the latter is
obtained by broad-band frequency simulations, and vec-
tor fitting to an analytic realizable time response. The
approach is tested on metasurface structures with com-
plex unit cells and extending over 10 ×10 wavelengths,
using a standard PC with 64GB RAM.

Index Terms – thin-layer model, metasurface, FDTD,
impedance boundary condition.

I. INTRODUCTION
Metasurfaces are thin-layer arrays composed of the

so called “electromagnetic meta-atoms,” which have
been proved to allow unprecedented electromagnetic
field manipulations [1, 2]. Due to their advantages of low
profile, low cost, easy fabrications, and diverse strategies
for realizations, many applications have been reported,
such as: radar cross section (RCS) reduction [3], low-
scattering antennas [4], planar antennas [5], lenses [6],
[7], imaging [8], etc.

The meta-atoms are sub-wavelength in size, and
likewise closely spaced; the resulting structure is thus
electrically thin, while typically extending over several
wavelengths in size; very often, the field manipulation
requires meta-atoms with complicated structures. As a
result, it is challenging to simulate such multiscale prob-
lems with dense discretization and large electrical size
by full-wave methods [2], [9], [10].

Most types of field manipulation require that the
metasurface be spatially varying over its surface; how-
ever, this variability is on the order of the wavelength, i.e.
slow with respect to the size of meta-atoms (hence the
term “modulated” often employed). Therefore, homog-
enization yields accurate results, and the effects of sub-
wavelength atoms is well described in terms of surface
impedance boundary conditions (IBCs) [2], [11–13], that
can take different forms [14–26]. This consideration
allows a significant reduction of computational load for
full-wave analysis; of course it requires that the prob-
lem formulation be consistent with the field boundary
conditions employed to homogenize the sub-wavelength
atoms collectively. In most applications, the underlying
lattice of the atoms remains regular, or weakly varying;
this allows to use the periodic-medium approximation in
relating the surface impedance to the features of the indi-
vidual meta-atoms.

In this short paper, we propose an FDTD method
with surface impedance boundary condition (IBC) for
the simulations of spatially varying (i.e. modulated)
metasurfaces. Specifically, we address the case of
meta-atoms with arbitrary shapes, for which no analyt-
ical expression can be found of the equivalent surface
impedance. We propose a method to insert numerical
characterization of the IBC into the scheme, including
the necessity to properly account for frequency disper-
sion in the time response. The IBC approach reduces
mesh density in the longitudinal direction by virtue of
homogenization into an IBC [24], by de facto remov-
ing the meta-atom thickness. However, we would like to
stress that in our approach we use the nature of modula-
tion to likewise reduce the necessary mesh density in the
transverse directions, as modulations are on the order of
the wavelength.

To the best of the authors’ knowledge, this use of
numerically-derived IBC to solve both thickness and
transverse meshing issues is novel in FDTD, and applied
for the first time to large metasurfaces.

The rest of this paper is organized as follows: in Sec-
tion II, the background of IBC and FDTD is summarized;
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in Section III, the numerical homogenization for wide-
band full-wave FDTD simulation of metasurface is pro-
posed; numerical results and discussions in Section
IV demonstrate the validity of the proposed method.
Finally, a brief conclusion is given in Section V.

II. BACKGROUND
A. Impedance boundary condition (IBC)

When a surface impedance boundary condition is
appropriate, the total transverse electric and magnetic
fields on the concerned surface are linked as [11–13]

Et (ω) = ¯̄Zs (ω) · [ẑ×Ht (ω)] , (1)
where Et and Ht are the fields on the outer side of the
metasurface, and ¯̄Zs is the equivalent surface impedance,
in general of tensor nature. We have explicitly denoted
frequency dependence to recall that this is naturally a
frequency domain description, while in the following
we will address time-domain solution of Maxwell equa-
tions. The one-sided description of the homogenized
structure in (1) avoids meshing the dielectric (where
FDTD would have meshing problems), and is appropri-
ate for thin layers (where spatial dispersion is negligi-
ble). Structural symmetry in the meta-atoms generates
isotropy in the boundary conditions, and the effective
surface impedance is scalar, so that

Ex (ω) = Zxx
s (ω) ·Hy (ω) (2a)

Ey (ω) =−Zyy
s (ω) ·Hx (ω) . (2b)

Analytic expressions of the surface impedance can be
obtained only for a few simple unit cells [26]. In
this paper, we consider meta-atoms with arbitrary struc-
ture, and the surface impedances will be extracted from
numerical simulation of the meta-atom unit cells, as
described below in Secs. III and IV.

B. FDTD with frequency dispersion
In this paper, we follow the classical Yee cell FDTD

[27–30], and the usual leap-frog scheme. We will also
use FDTD with 2D- or 1D-periodic boundary conditions,
which implement the method in [36]. As FDTD is time-
domain, it is necessary to express the linear IBC (1) as a
time convolution:

Ex (t) =
∫

∞

0
Zxx

s (t) ·Hy (t− τ)dτ (3a)

Ey (t) =−
∫

∞

0
Zyy

s (t) ·Hx (t− τ)dτ, (3b)

where now Z(t) represents the impulse responses, i.e.
the Fourier (back) transforms of their frequency-domain
counterparts in eqn (1).

In the following we will resort to approximations
of the dispersion that allow for closed-form expressions
of the impulse responses in eqn (3). The piecewise
linear recursive convolution (PLRC) method [31] will
be employed to evaluate the convolutions in eqn (3).
The updating equations for computation domains not

involved in the IBC surface are same as the standard
FDTD [27–30].

III. NUMERICAL HOMOGENZATION
A. Surface impedance extraction from numerical
simulation of meta-atoms

As alluded in the Introduction, we will obtain
the local values of the (spatially variable) surface
impedance via numerical simulation of the local meta-
atoms. We will employ the periodicity approximation,
which accounts for inter-element coupling, and that has
been successfully used in the design of metasurface cells
as reported in several publications [1–8]. Here we will
call “unit cell” the meta-atom in the periodic lattice;
because of the periodic approximation, the simulation
is better performed in the frequency domain. The sim-
ulation of the unit cell can be carried out with sev-
eral approaches, most usually finite-elements (FEM) and
Method of Moments (MoM); here we will use FEM as
implemented in the commercial software HFSS.

In order to reduce the associated numerical cost, we
will resort to a method that allows wide-angle response
with a limited number (two) of simulations [2], [20].
While the method is general, for the sake of illustration
we will consider isotropic meta-atoms constituted by
close ring resonators (CRRs) [32] on a grounded dielec-
tric substrate, as in Figure 1.

The approach is based on separating the metal layer
(here, the ring) from the grounded slab; as the metal fea-
tures are sub-wavelength and non-resonant, both their
frequency and spatial dispersion (dependence on inci-
dence angle) are weak; as typically higher Floquet modes
are deeply evanescent, the equivalent modal circuit is
as depicted in Figure 2. As mentioned earlier, we con-
sider explicitly symmetric meta-atoms, which yield an
isotropic impedance, and no TE-TM coupling; more
general situations are readily accounted for by this cou-
pling and modal network slightly more complex than in
Figure 2.

The wide-angle response of the metal feature (ring,
here) is conveniently expressed using the generalized
sheet transition condition (GSTC) description of the
boundary condition [2], [20], i.e. in terms of polarization
susceptibility tensors. This yields an expression valid for
any incidence angle that however requires only compu-
tation of the response for two angles: normal incidence
θ=0◦, and one oblique incidence θ=θ0 encompassing
the incidence angle range of interest [2], [20].

The polarization susceptibilities are then expressed
in terms of the reflection (R) and transmission (T) coef-
ficients as:

χ
xx
es = χ

yy
es =

2 j (T0 +R0−1)
k0 (T0 +R0 +1)

(4)
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Fig. 1. Example of meta-atoms in a periodic environ-
ment: CRR meta-atoms.

Fig. 2. Equivalent modal transmission line circuit model
of the meta-atoms under periodic boundary conditions.

χ
zz
ms = − χ

yy
es

sin2 (θ0)
+

2 j cos(θ0)(T (θ0)+R(θ0)−1)
k0 sin2 (θ0)(T (θ0)+R(θ0)+1)

,

(5)
where k0 denotes the wave number in free space, T0 and
R0 the transmission and reflection coefficients at nor-
mal incidence, T (θ0) and R(θ0) are the transmission and
reflection coefficients for incidence angle θ0. The indi-
cation of TM or TE polarization has been assumed and
omitted in the susceptibilities to avoid notation clutter-
ing, and likewise in reflection (R) and transmission (T)
coefficients. One can then pass to the impedance format
of the IBC via the following relationships [25]:

ZTE
es =− jηeff

keff
(
χ

yy
es + k2

0χ
zz
ms sin2

θ/k2
eff

) (6a)

ZTM
es =− jηeff

keffχ
xx
es

(6b)

where ηeff = η0
/√

εeff, keff = k0
√

εeff, εeff = (1+ εr)
/

2,
ZTE

es and ZTM
es denote the surface impedances of TE and

TM polarized plane wave at an oblique incidence angle
θ , respectively; note that χ terms in the equations above
are also TE and TM although that is not explicitly indi-
cated.

The surface impedances required in eqn (3) are then
obtained via the equivalent modal transmission line cir-
cuit in Figure 2:

Zxx
s = Zyy

s =
ZinZxx

es

Zin +Zxx
es
, (7)

Fig. 3. Modulated metasurface with non-uniform
complicated meta-atoms and the corresponding surface
impedance.

where Zin = jZd tan(kdzh), Z0 and Zd are the character-
istic impedances of free space and the dielectric,

Z0 =

{
ω0µ0

/
k0z, TE

k0z
/

ω0ε0, TM (8)

Zd =

{
ω0µ

/
kdz, TE

kdz
/

ω0ε , TM (9)

k0z =
√

k02− kx2,kx = k0 sinθ ,kdz =
√

k02εr− kx2.

For metasurfaces with non-uniform meta-atoms and thus
space-varying surface impedance, the projection from
the physical structure to its surface impedance descrip-
tion is depicted in Figure 3, where the meta-atoms are
substituted by a cell of surface impedance, with values
computed as described above. As a result, the metasur-
face thickness is not meshed at all, and the transverse
FDTD mesh density is dictated only by the spatial vari-
ability of the meta-atoms (e.g. modulation), which is on
the scale of the wavelength; this drastically increases the
simulation efficiency of the modulated metasurface; in
FDTD, this is even more pronounced than in frequency-
domain methods, as time step is related to space dis-
cretization by stability, as well known (e.g. [33]).

B. Full-wave simulation with dispersive FDTD
For wideband full-wave simulations of the modu-

lated metasurface, the surface impedances derived in eqn
(6) and (7) have complicated relationship with frequency,
which cannot be inserted into FDTD directly. As a result,
we fit the frequency response with a model that allows
closed-form time-domain expressions. As we expect res-
onances across the bandwidth of interest because of the
nature of the meta-atom itself, we employ the following
model:

Zs ( jω) = d +
N

∑
n=1

rn

jω− pn
, (10)

where d is a constant real number, N is the order of
rational function, rn and pn are nth residue and pole,
respectively. The expression above is fit to the actual fre-
quency response (deriving from numerical simulations)
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via the vector fitting method [34], in which the nonlin-
ear approximation in eqn (10) can be evaluated with two
stages of linear problems.

The time domain expressions read:

Zxx
s (t) = Zyy

s (t) =

(
d +

N

∑
n=1

rne−pnt)

)
u(t) . (11)

Since Zs (t) has an exponential form, the convolution
integrals can be easily solved by the recursive convo-
lution method [35]. Take Ex for example, the surface
impedance boundary condition at the mth cell is dis-
cretized with FDTD as

En
x (i+

1
2
, j,k) = dmHn

y (i+
1
2
, j,k)+ψ

n
y,m(i+

1
2
, j,k),

(12a)
where

ψ
n
y,m (i+

1
2
, j,k) =

N

∑
n=1

pm,n

rm,n

[
1+

(e−rm,n∆t −1)
rm,n∆t

]
H

n− 1
2

y (i+
1
2
, j,k+

1
2
)

+
N

∑
n=1

pm,n

rm,n

[
1

rm,n∆t
− e−rm,n∆t(1+

1
rm,n∆t

)

]
H

n− 3
2

y (i+
1
2
, j,k+

1
2
)

+
N

∑
n=1

e−rm,n∆t
ψ

n−1
y,m (i+

1
2
, j,k)

(12b)

IV. NUMERICAL RESULTS AND
DISCUSSION

In this section, numerical examples are presented
to validate the accuracy and efficiency of the proposed
scheme. In all examples, the incidence angle θ0 in eqn
(4) and (5) is chosen to45◦, which has shown to provide
good results in all cases: it is chosen as a tradeoff with
respect to the impact of sin2

θ in the denominator of eqn
(5) [2], [20]. The proposed algorithm was implemented
single thread with Intel Fortran 64-bit compiler, all the
computations were carried out on the same computer
with an Intel (R) Core (TM) i7-8700 CPU @3.7GHz
and 64 GB RAM. The logic here is progressive: (1) first
we validate the method against a fully periodic structure
(2D periodicity, infinitely extended); (2) we validate on a
1D periodic case, i.e. with periodic boundary conditions
along one direction; and (3) we finally show application
to a fully 2D variation of the impedance.

A. Uniform infinite metasurface sheet (Meta-atom
under periodic boundary conditions)

As a first test, we compare the FDTD-IBC against
a standard FDTD and HFSS in a periodic environment.
The results are shown in Figure 4, which reports the
reflection coefficient phase and amplitude of the CRR
meta-atom of Figure 1 from 5 GHz to 10 GHz (note
inclusion of nominal substrate losses). The excellent
agreement proves the accuracy of the proposed method.
Table I lists the necessary grids size, and the related com-
putational requirements, showing significant savings of
both the computation time (218 s to 2 s) and memory

Fig. 4. Accuracy validation: wideband reflection phase
and amplitude with (2D) periodic boundary conditions,
for the CRR meta-atom shown in Figure 1, with P =
6mm, a = 4.8mm, h = 2mm, w = 0.5mm, and εr =
3.5− j0.00245(note that substrate losses are included).

Table 1: Computation performance comparison of
FDTD and FDTD-IBC for the wideband simulation of
CRR meta-atom

Grid size Time Memory
(s) (MB)

FDTD 0.1mm×0.1mm×0.1mm 218 128.5
FDTD-IBC 1mm×1mm×1mm 2 4.7

Fig. 5. Gradient metasurface for reflection fields manip-
ulations, the reflection angle θr for a given incidence
angleθi is determined by the phase gradient along x̂.

(128.5 MB to 4.7 MB), which demonstrate the validity
of the proposed FDTD-IBC.

B. Wideband reflection field manipulations with gra-
dient metasurface (1D periodicity)

Next, we examine a practical example of metasur-
face device, yielding the so-called non-Snell reflection
via a gradient-phase metasurface, adopting the struc-
ture in [1]. For a plane wave with incidence angle
θi, the reflection angle θr from the designed gradi-
ent metasurface will follow the generalized law of
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(a) (b)

Fig. 6. Validation: reflection fields manipulations by the
gradient metasurface at 7.5 GHz under (a) normal inci-
dence, (b) oblique incidence θ = 15◦, both of the simu-
lated reflection angles agree well with the analytical val-
ues by generalized reflection law [1].

Table 2: Parameters of the 3 bit CRR meta-atoms for
reflection fields manipulations at 7.5 GHz
Meta-
atoms
θ = 0◦

1 2 3 4 5 6 7 8

a
(mm)

3.01 4.82 5.13 5.32 5.44 5.54 5.72 5.92

Meta-
atoms
θ =
15◦

1 2 3 4 5 6 7 8

a
(mm)

3.65 5.80 6.25 6.53 6.72 6.92 7.22 7.90

reflection [1]

sinθr− sinθi =
1

n0k0

dϕ

dx
, (13)

where n0 = 1, dϕ
/

dx is the designed phase gradient
along x̂. Here we consider periodicity along the y direc-
tion. Table II lists the relevant geometric parameters for
the reported test cases.

At first, we simulate the reflection fields from the
gradient metasurface under normal incidence. Figure
6 (a) shows the simulated reflection fields at 7.5 GHz,
the period of the meta-atom is 6 mm. The meta-atoms

Table 3: Computation performance comparison of
FDTD and FDTD-IBC for wideband simulation of gra-
dient metasurface.

Number of grids Time Memory
FDTD 1920×60×2900 50.1 h 27.7 GB
FDTD-IBC 192×6×290 314 s 639.2 MB

(a) (b)

Fig. 7. Vector fitting (VF) for the surface impedances
from 5 GHz to 10 GHz for the CRR with a = 4.8 mm,
(a) real part, (b) imaginary part.

of number 1 to 8 in Table II are placed along x̂ with
a constant phase difference of π

/
8; the length of the

metasurface is 192mm, corresponding to 4.8λ0, and the
y-period is 6 mm. The reflection angle simulated by
FDTD-IBC is56◦, which agrees well with the analytical
value of 56.4◦ evaluated by eqn (13). Then, we simu-
late the reflection fields under oblique incidence angle of
15◦ as in Figure 6 (b), the period of the meta-atom is 8
mm, the same number of meta-atoms listed in Table II
is employed. The reflection angle simulated by FDTD-
IBC is62◦, which agrees well with the analytical value of
62.1◦ evaluated by eqn (13).

For wideband simulations, the surface impedance
should be fitted as explained in Sec. III-B. Figure 7
shows the wideband surface impedances of the CRR
meta-atom when a = 4.8 mm of exact data and vector
fitting method [34]. It can be concluded that when N = 6
and N = 8, the fitted surface impedance converges to the
exact data. We choose N = 6 in the following simula-
tions, as they employ the same meta-atoms.

Figure 8 shows the reflection angle θr from 7.1
GHz to 8.5 GHz for the gradient metasurface in Fig-
ure 6 (a) evaluated by generalized reflection law [1] and
the proposed FDTD-IBC, very good agreements between
them can be found. Table III lists the computation time
and memory requirements for the wideband simulation
of gradient metasurface. The discretization sizes for
FDTD and FDTD-IBC are 0.1 mm and 1mm, respec-
tively, showing the potential for larger surfaces; in this
case computation time is reduced from 50.1 hours to 314
seconds, and the memory is reduced from 27.7 GB to
639.2 MB.

C. Reflection fields focusing with 2D metasurface
(Metareflector)

As a final application example, we consider a meta-
surface with two-dimensional variation, designed for
reflection field focusing for normal plane-wave inci-
dence. We will call “metareflector” this structure, in
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Fig. 8. Wideband simulated reflection angle θr of the
gradient metasurface with eqn (13) and FDTD-IBC from
7.1 GHz to 8.5 GHz.

(a) (b)

(c) (d)

Fig. 9. Phase distributions of the metareflector for
reflection fields focusing at 7.5 GHz with the 30× 30
CRRs, (a) GO target phase [1], (b) phase compensa-
tion with 3 bit meta-atoms, (c) log(|real(Zs

xx)|), (d)
log(|imag(Zs

xx)|).

analogy to the cognate reflectarrays. The phase distri-
bution is based on the Geometrical Optics (GO) approx-
imation, yielding

ϕ(x,y) = k0( fc−
√

x2 + y2 + f 2
c ), (14)

for a focal length fc; the surface impedance is again
designed so as to yield the desired phase. Figure 9

(a) (b)

Fig. 10. Normalized focusing fields of the metareflector
A i.e. D = 4.5λ at 7.5 GHz, (a) xoz plane, (b) yoz plane.

(a) (b)

Fig. 11. Normalized focusing fields of xoz plane by
the metareflectors B and C at 7.5 GHz, i.e. (a) D =
300mm=7.5λ , with 50× 50 meta-atoms and (b) D =
420mm=10.5λ , with 70×70 meta-atoms.

shows the resulting structure for fc =180 mm at 7.5
GHz; Figure 9 (a) plots the ideal (continuous) GO phase
compensation at the location of (x,y), and Figure 9 (b)
the realized phase distributions with 3 bit CRR meta-
atoms. The effective surface impedances distributions
of the metareflector are obtained from the precomputed
meta-atoms listed in Table II as in Figure 9 (c) and (d).
The physical structures of the metareflector are substi-
tuted by homogeneous surface impedances as indicated
earlier.

We consider three diameters: (A) D = 180mm,
i.e. 4.5 wavelengths at the operating frequency, and
fc
/

D = 1; (B) D = 300mm, i.e. 7.5 wavelengths,
and fc

/
D = 0.6; (C) D = 420mm, i.e. 10.5 wave-

lengths, and fc
/

D = 0.43. Figure 10 and Figure 11
show the normalized reflection field manipulations by
the designed metasurface reflector at the xoz and yoz
plane. For the relatively small structure A in Figure 10,
there is a significant discrepancy between the planned
focal length (180 mm) and the observed one, 109 mm;
this is to be expected from a GO-based design. Indeed,
the situation changes with larger sizes, of 7.5 and 10.5
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Table 4: Computation time and memory performance
of the FDTD-IBC for metareflectors of different dimen-
sions
Type Number of Dimensions Number Time Memory

meta-atoms [λ ×λ ] of grids [h] [GB]
A 30×30 4.5×4.5 400×400×80 0.39 12.5
B 50×50 7.5×7.5 640×640×80 1.75 32.6
C 70×70 10.5×10.5 880×880×80 3.34 54.7

wavelengths, as seen in Figure 11 yielding 161 and 175
mm focal lengths, respectively, thus actually nearing the
GO prediction [37]. Table IV lists the computation time
and memory requirements for the full wave simulations
of the proposed method, where the discretization size
is 0.5 mm.

V. CONCLUSION
In this short paper, we have presented and vali-

dated an effective surface impedance boundary condition
(IBC) for FDTD for wideband simulations of modulated
metasurface with complicated meta-atoms. The local
surface impedance is obtained via frequency domain
(FEM) simulation of the meta-atoms in the periodic
approximation, and vector fitting method for the fre-
quency dependence not get closed-form time domain
impulse responses. With the proposed method, the
thickness of the metasurface is not discretized in the
FDTD, and the transverse variation only requires space
discretization to match the modulation, which is slow.
Hence, the multiscale metasurface can be substituted
by homogenous surface impedance, and the number of
unknowns is reduced significantly. Examples of meta-
surfaces for reflected field manipulations are shown to
demonstrate the validity of the proposed method.

ACKNOWLEDGMENT
This work was supported in part by Natural Sci-

ence Foundation of China under Grant 61871222 and
61890541, the Fundamental Research Funds for the Cen-
tral Universities of 30921011101.

REFERENCES
[1] N. Yu and F. Capasso, “Flat optics with designer

metasurfaces,” Nature Materials, vol. 13, no. 2, pp.
139-150, 2014.

[2] C. L. Holloway, E. F. Kuester, J. A. Gordon, J.
O’Hara, J. Booth, and D. R. Smith, “An overview
of the theory and applications of metasurfaces:
the two-dimensional equivalents of metamaterials,”
IEEE Antennas Propag. Mag., vol. 54, no. 2, pp.
10-35, Feb. 2012.

[3] S. Zhou, X. Fang, M. Li, and R. S. Chen, “S/X
dual-band real-time modulated frequency selective
surface based absorber,” Acta Physica Sinica, vol.
69, no. 20, pp. 204101, 2020.

[4] Y. Liu, K. Li, Y. Jia, Y. Hao, S. X. Gong, and
Y. J. Guo, “Wideband RCS reduction of a slot
array antenna using polarization conversion meta-
surfaces,” IEEE Trans. Antennas Propag., vol. 64,
no. 1, pp. 326-331, Jan. 2016.

[5] G. Minatti, F. Caminita, M. Casaletti, and S.
Maci, “Spiral leakywave antennas based on mod-
ulated surface impedance,” IEEE Trans. Antennas
Propag., vol. 59, no. 12, pp. 4436-4444, Dec. 2011.

[6] M. Li, S. Li, Y, Yu, X, Ni, and R. S. Chen, “Design
of random and sparse metalens with matrix pencil
method,” Opt. Express, vol. 26, no. 19, pp. 24702-
24711, Sep. 2018

[7] M. Li, S. Li, L. K. Chin, Y. F. Yu, D. P. Tsai, and R.
S. Chen, “Dual-layer achromatic metalens design
with an effective Abbe number,” Opt. Express, vol.
28, no. 18, pp. 26041-26055, Aug. 2020

[8] L. Li, H. Ruan, C. Liu, Y. Li, Y. Shuang, A. Alù,
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Abstract – A summation technique has been developed
based on the continuous fractional expansion to acceler-
ate the convergence of infinite series involving the prod-
uct of Riccati–Bessel functions, which are common to
electromagnetic applications. The series is transformed
into a new and faster convergent sequence with a con-
tinued fraction form, and then the continued fraction
approximation is used to accelerate the calculation. The
well-known addition theorem formula for spherical wave
function is used to verify the correctness of the algo-
rithm. Then, some fundamental aspects of the practi-
cal application of continuous fractional expansion for
Mie scattering theory and electromagnetic exploration
are considered. The results of different models show that
this new technique can be applied reliably, especially in
the electromagnetic field excited by the vertical electric
dipole (VED) source in the “earth-ionospheric” cavity.
The comparison among the new technology, the Watson-
transform, and the spherical harmonic series summation
algorithm shows that this new technology only needs less
than 120 series items which is already enough to obtain a
small relative error, which greatly improves the conver-
gence speed, and provides a new way to solve the prob-
lem.

Index Terms – infinite series; Riccati–Bessel function;
Mie scattering; electromagnetic prospecting.

I. INTRODUCTION
The study of electromagnetism can be applied in

many areas, such as electromagnetic scattering [1–5],
plasmonics [6–8], seismo-ionospheric disturbance [9–
11], radio communication [12–15], and earth science
[16–20] studies. Following the pioneering work of
Lorenz-Mie [21], the subject of electromagnetic wave
propagation under spherical boundary has become a hot

spot in the fields of electromagnetism [1–5, 14–16, 22].
Since the spherical Bessel function is often used as the
eigenfunction for the spherical coordinate system, the
numerical calculation including the integral or series of
the spherical Bessel function is extremely important in
the fields of scientific calculation and engineering appli-
cations [23, 24]. Theoretically, the analytical solution of
the Helmholtz equation in the spherical coordinate sys-
tem can be obtained by the method of separating vari-
ables. However, even if modern high-performance com-
puters are used to calculate the sum of the series directly
item by item, the spherical Bessel function of high-order
complex parameters can easily lead to a numerical over-
flow in the calculation process [25, 26]. As a result,
the series expression does not converge, and it is time-
consuming to directly calculate the infinite sum.

To overcome this computational burden, predeces-
sors proposed different solutions to specific series prob-
lems [27–29]. For the Mie scattering series, for example,
Wiscombe [30] proposed to truncate the series and give
the maximum summation term Nmax. The Wiscombe
criterion is by far the most widely used, but the criterion
is based on a priori estimation [31], and Nmax is posi-
tively correlated with the frequency and the radius of the
sphere. That is, the truncation terms will increase with
the increase in frequency and radius. In addition, the
truncation formula cannot be fully applied to the spher-
ical vector wave function. For earth-scale models, it is
time-consuming to directly calculate the infinite sum.
Fock [32] put forward the Watson-transform technique
to transform the infinite series summation into a contour
integral and obtained the expression that is convenient
for engineering calculations. But the realization of the
Watson-transform depends on the solution of the poles
of the summation function in the series, which is com-
plicated. Wang [22] developed the spherical harmonic
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series acceleration convergence algorithm proposed by
Barrick, but it needs to subtract an appropriate closed-
form expression from the original accurate series, and
then add the same closed-form expression to improve the
convergence.

The principle of the infinite series acceleration
method is to transform a slowly convergent sequence into
a new, faster converging sequence. Since there is not any
general algorithm that could work well for every type of
sequence, we should try different algorithms to obtain
the optimum result for the problem under investigation
[28]. Continued fraction expansion has wide applica-
tion in the numerical calculation of special analytic func-
tions. Hänggi [27] applied the method of the continued
fraction expansion for the slow convergent series which
occurs in quantum mechanics and statistical mechanics.
In this paper, the author tries to apply the continued frac-
tion expansion to improve the convergence of infinite
series containing the product of spherical Bessel func-
tions, aiming to find a simpler and more efficient method
to converge the series. The comparison with previous
results shows that this new technology can be reliably
applied, especially for the calculation of the field excited
by the electric dipole source in the “earth-ionospheric”
cavity, and provides a new way to solve the problems.

II. BASIC PROPERTIES OF THE
CONTINUED FRACTIONS

A. Continued fraction expansion of the series
If the infinite series S∞satisfies the form:

S∞ =
1
y

∞

∑
n=1

gn (x)
y2n−1 . (1)

Expand the series (1) into continued fraction form at y
=1, we have:

Sn =
d1

1+ d2

1+
. . .. . .
1+dn

, (2)

where dn is the nth continued fraction factor [27], n is
the total number of factors, and eqn (2) is named the limit
periodic continued fraction. Define a global array X with
an initial value of “0,” intermediate variables Dn and L,
then the relationship between the continued fraction fac-
tor dn and the series gn is [27]:
when n < 5,

n = 1, D1 = g1, d1 = D1
n = 2, D2 = g2, d2 =−D2/D1
n = 3 D3 = g3 +g2d2, d3 =−D3/D2
n = 4 D4 = g4 +g3 (d2 +d3) , d4 =−D4/D3
n≥ 5,
L = 2∗ INT [(n−1)/2]

X(k) = X(k−1)+dn−1 ∗X(k−2) (k = L,L−2, . . . ,4)
X(2) = X(1)+dn−1
X(k)↔ X(k+1) (k = 1,3,5, . . . ,L−1)

Dn = gn +
L/2
∑

i=1
gn−iX(2i−1)

dn =−Dn/Dn−1,
(3)

where k and i are loop variables, INT is a rounding func-
tion, and X(k)↔ X(k+ 1) means interchange X(k) and
X(k+1).

B. Convergence algorithm for continued fractions
Starting from the right side of eqn (2), one can grad-

ually approach the convergence value of the series S∞,
but each additional term in the calculation means recal-
culating the entire continued fraction. Therefore, Wal-
lis [33] proposed a fast recursive algorithm, define the
array An and Bn with an initial value: A−1 = 1, B−1 = 0,
A0 = 1, B0 = 1. And the relationship between An, Bn and
dn is:

An = An−1 +dnAn−2
Bn = Bn−1 +dnBn−2

(4)

And we have:

fn = 1+Sn =
An

Bn
. (5)

From eqn (2), (4), and (5), the successive approx-
imation to infinite continued fraction can be calculated
until the required accuracy is obtained. But the recursive
algorithm is easy to cause calculation overflow because
the values of An and Bn are too large or too small. Define
Cn = An

/
An−1, Dn = Bn

/
Bn−1, we have [34]:

Cn = 1+
dn

An−1
/

An−2
= 1+

dn

Cn−1
(6)

Dn = 1+
dn

Bn−1
/

Bn−2
= 1+

dn

Dn−1
(7)

Cn

Dn
=

An
/

An−1

Bn
/

Bn−1
=

An
/

Bn

An−1
/

Bn−1
. (8)

Define C1 = 1+d1, D1 = 1, f0 = 1, from eqn (5) and (8)
we have:

fn =
Cn

Dn
· fn−1. (9)

Eqn (9) describes the nth approximate value represented
by the continued fraction, where the value of n depends
on the oscillation of the Bessel function and the required
accuracy. Therefore, it is necessary to specify a small
positive number ε according to the required calculation
accuracy. When the relative error of the last two cal-
culation results is less than or equal to ε , that is, when
the eqn (10) is established, the series is considered to be
convergent, and S∞

∼= fn−1.
fn

fn−1
−1≤ ε. (10)
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III. EXAMPLES
To investigate the approximation effect of the con-

tinued fraction expansion of infinite series containing
Bessel function, we choose the addition theorem formula
[15] of the spherical wave function in free space to verify
the correctness of the algorithm:

e−ikR

R
=

∞

∑
n=0
−ik (2n+1) jn (kr)h(2)n (krs)Pn(cosθ),r < rs,

(11)
where jn and h(2)n are the spherical Bessel functions,
k = 2π f · √µε is the wavenumber of free space, r is
the radius of the earth, rs is the position of the field
source, R =

√
r2−2rrs cosθ + rs2 is the distance from

the observation point to the source.
Figure 1 shows the calculation results of direct

series summation and continued fraction expansion sum-
mation. The frequency f = 1 Hz(a), 300Hz(b), r =
6371km, rs = r + 10m. To further show the numerical
characteristics of the technique in this paper, in Figure 2,
we show the number of items in the continued fraction
expansion required at different frequencies and different
observation positions and the number of terms required
for the direct summation of the series.

It can be seen from Figure 1 and Figure 2 that the
result of the continued fraction expansion is completely
consistent with the analytical solution. As the frequency
increases, the oscillation of the spherical Bessel func-
tion increases. It is necessary to increase the calcula-
tion items to obtain higher accuracy. It is worth not-
ing that even at 300 Hz, the continued fraction expan-
sion method only needs no more than 100 items, the
effect and speed are much better than the direct summa-
tion method. At the same frequency, the farther away
from the field source, the faster the series converges, and
the closer to the field source, the slower the convergence

1
n

n n

n

C
f f

D
               (9) 

Eqn (9) describes the nth approximate value 

represented by the continued fraction, where the 

value of n depends on the oscillation of the Bessel 
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according to the required calculation accuracy. When 

the relative error of the last two calculation results is 
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and 1nS f   . 

1

1n

n

f

f



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where nj and 
 2

nh are the spherical Bessel functions, 

2k f   is the wavenumber of free space, r  
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Fig. 1. Comparison of the free-space spherical wave function obtained by the continued fraction expansion method 

and the direct summation. N is the number of items, and the relative accuracy is 10-10. (a) f = 1 Hz, (b) f = 300 Hz. 
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and the direct summation. N is the number of items, and the relative accuracy is 10−10. (a) f = 1Hz, (b) f = 300Hz.

speed. That is, we need to accurately calculate the high-
order spherical Bessel function.

IV. APPLICATION OF CONTINUED
FRACTION EXPANSIONS FOR
ELECTROMAGNETIC FIELD

A. Expressions for Mie series
The Lorenz–Mie theory [21] is a complete theoret-

ical framework for studying the electromagnetic scatter-
ing of plane waves by a uniform isotropic media sphere.
Consider a uniform sphere of radius a and embedded
in a non-absorbing medium with a dielectric constant of
εM. For an incident monochromatic plane wave of wave-
length λ , the electromagnetic characteristics of the inci-
dent beam can be described by a set of dimensionless
scattering coefficients Qsca, extinction coefficients Qext,
absorption coefficients Qabs, and backscattering coeffi-
cients Qb [5]:

Qsca =
2
x2

∞

∑
n=1

(2n+1)
(
|an|2 + |bn|2

)
Qext =

2
x2

∞

∑
n=1

(2n+1)(Re(an)+Re(bn))

Qabs = Qsca−Qext

Qb =
1
x2

∣∣∣∣∣ ∞

∑
n=1

(2n+1)(−1)n (an−bn)

∣∣∣∣∣
2

, (12)

where an and bn are the Mie coefficients that characterize
the optical response of the sphere:

an =
mĴn (mx) Ĵn

′
(x)− Ĵn (x) Ĵn

′
(mx)

mĴn (mx) Ĥ1
n
′
(x)− Ĥ1

n (x) Ĵn
′
(mx)

bn =
Ĵn (mx) Ĵn

′
(x)−mĴn (x) Ĵn

′
(mx)

Ĵn (mx) Ĥ1
n
′
(x)−mĤ1

n (x) Ĵn
′
(mx)

,
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Fig. 2. Comparison of the number of items required for the continued fraction expansion and the direct summation. 
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where an and bn are the Mie coefficients that 

characterize the optical response of the sphere: 
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where 2x R   is the particle size parameter， 

m  is the relative refractive index， ˆ
nJ  and 1ˆ

nH  are 

the Riccati–Bessel functions. 

Figure 3 shows the calculation results of metal 

materials (m = 50+50i) in the range of particle size 

parameter x from 0 to 30 and compares them with 

the calculation results of Christian Mätzler [5]. It can 

be seen from Figure 3 that the two algorithms are in 

good agreement. The parameter with the maximum 

value and the maximum fluctuation is Qb. The curves 

of Qext and Qsca are closely connected near the value 

2 and increase rapidly. For x = 30, Nwis = 44, and Ncf 

= 58. For the Mie series, the convergence of the 

original series is good enough, so the application of 

the continued fraction method does not bring a 

significant improvement in convergence, but it 

proves the correctness and practicability of our 

method. Note that as the particle size parameter x 

increases, the number of truncation items required 

for the series will increase. In Mätzler [5], for large 

parameters, the high-order spherical Bessel function 

leads to the overflow. The accurate calculation of 

high-order spherical Bessel functions can be found in 

Fig. 2. Comparison of the number of items required forthe continued fraction expansion and the direct summation.

where x = 2πR
/

λ is the particle size parameter, m is
the relative refractive index, Ĵn and Ĥ1

n are the Riccati–
Bessel functions.

Figure 3 shows the calculation results of metal mate-
rials (m = 50+50i) in the range of particle size parame-
ter x from 0 to 30 and compares them with the calcu-
lation results of Christian Mätzler [5]. It can be seen
from Figure 3 that the two algorithms are in good agree-
ment. The parameter with the maximum value and the
maximum fluctuation is Qb. The curves of Qext and
Qsca are closely connected near the value 2 and increase
rapidly. For x = 30, Nwis = 44, and Nc f = 58. For
the Mie series, the convergence of the original series is
good enough, so the application of the continued frac-
tion method does not bring a significant improvement
in convergence, but it proves the correctness and prac-
ticability of our method. Note that as the particle size
parameter x increases, the number of truncation items
required for the series will increase. In Mätzler [5], for
large parameters, the high-order spherical Bessel func-
tion leads to the overflow. The accurate calculation of
high-order spherical Bessel functions can be found in the
literature [25], [26].

B. Propagation of ELF/SLF electromagnetic waves
In recent years, the propagation of ELF/SLF elec-

tromagnetic waves in the “earth-ionospheric” cavity has
attracted much attention in the fields of submarine com-
munication, resource exploration, earthquake precursor

the literature [25, 26].  

 
Fig. 3. Mie Efficiencies for a metal-like material 

(m=50+50i) over the x range from 0 to 30. The solid 

lines are computed with the Wiscombe criterion, the 

dotted lines are calculated using the continued fraction 

expansion. 

 

B. Propagation of ELF/SLF electromagnetic waves 

In recent years, the propagation of ELF/SLF 

electromagnetic waves in the “earth-ionospheric” 

cavity has attracted much attention in the fields of 

submarine communication, resource exploration, 

earthquake precursor monitoring, and space weather 

disaster investigation [14, 15, 19, 22, 35]. 

Considering the vertical electric dipole source 

(VED) located near the spherical surface, the 

electromagnetic field on the earth's surface can be 

represented as [14]: 
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(13) 

where bn and cn are coefficients related to the 

electrical characteristics of the ionosphere and the 

earth, and ˆ
nJ and 1ˆ

nH  are the Riccati–Bessel 

function. 

Different from the Mie scattering series, which 

only contains the product of the spherical Bessel 

function once, the ELF/SLF electromagnetic field 

excited by an electric dipole contains the product of 

the spherical Bessel function multiple times and the 

product of the Legendre function. Due to the scale of 

the earth, it is difficult to obtain accurate spherical 

Bessel function values of high-order complex 

parameter unless it is properly approximated [36]. 

Therefore, even with a high-performance computer, 

it is hard to converge the series by calculating the 

sum of the sequence item by item. Wait [15] adopted 

the classical modal theory and applied the 

Watson-transform to solve the radial electric field 

excited by a VED. Barrick [36] derived the spherical 

harmonic series expression of ELF/SLF 

electromagnetic wave field under ideal boundary 

conditions. Wang [22] developed Barrick’s method 

and proposed a numerical convergence algorithm, 

but it needs to subtract a closed-form expression 

from the original exact series, and then add the same 

closed expression to modify the summation. 

To verify the correctness and practicability of 

the new sequence, Figure 4 compares the radial 

electric field strength at 5 and 50 Hz with the 

asymptotic solution of Wait [15] and the numerical 

sum of Barrick [36]. At 50 Hz, the approximate 

solution obtained by Wait [15] using the classic 

Watson transform works well far away from the 

source, but it fails to show the rapid attenuation trend 

of the field in the region closer to the source. That is, 

near the source point, the electromagnetic field has 

the largest value and then decays rapidly, and finally 

shows the well-known resonance phenomenon. At 5 

Hz, the difference of approximate solution increases 

significantly. Since both the paper and Barrick’s 

research adopt precise series solutions, the two 

curves are in good agreement, and the 

electromagnetic field near the source shows a clear 

downward trend. However, Barrick achieved 

sufficient accuracy and convergence by taking 650 

items in the sequence, while it only needs no more 

than 120 items to obtain a relative accuracy of 10-15 

by the algorithm in this paper, of which no more than 

50 items in the far-field. Therefore, the algorithm in 

this paper can greatly improve the convergence 

speed. Therefore, only a few items are already 

enough to obtain a small relative error, which greatly 

improves the convergence speed. 

Fig. 3. Mie Efficiencies for a metal-like material
(m=50+50i) over the x range from 0 to 30. The solid lines
are computed with the Wiscombe criterion, the dotted
lines are calculated using the continued fraction expan-
sion.

monitoring, and space weather disaster investigation
[14, 15, 19, 22, 35].

Considering the vertical electric dipole source
(VED) located near the spherical surface, the electro-
magnetic field on the earth’s surface can be represented
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as [14]:
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n (v)

] }

Eθ =
ηk2Idl
4πv2

s v
·

∞

∑
n=1

{
(2n+1) ·P′n (cosθ) ·[
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(13)

where bn and cn are coefficients related to the electrical
characteristics of the ionosphere and the earth, and Ĵn and
Ĥ1

n are the Riccati–Bessel function.
Different from the Mie scattering series, which only

contains the product of the spherical Bessel function
once, the ELF/SLF electromagnetic field excited by
an electric dipole contains the product of the spheri-
cal Bessel function multiple times and the product of
the Legendre function. Due to the scale of the earth,
it is difficult to obtain accurate spherical Bessel func-
tion values of high-order complex parameter unless it
is properly approximated [36]. Therefore, even with a
high-performance computer, it is hard to converge the
series by calculating the sum of the sequence item by
item. Wait [15] adopted the classical modal theory and
applied the Watson-transform to solve the radial electric
field excited by a VED. Barrick [36] derived the spheri-
cal harmonic series expression of ELF/SLF electromag-
netic wave field under ideal boundary conditions. Wang
[22] developed Barrick’s method and proposed a numer-
ical convergence algorithm, but it needs to subtract a
closed-form expression from the original exact series,
and then add the same closed expression to modify the
summation.

To verify the correctness and practicability of the
new sequence, Figure 4 compares the radial electric field
strength at 5 and 50 Hz with the asymptotic solution of
Wait [15] and the numerical sum of Barrick [36]. At 50
Hz, the approximate solution obtained by Wait [15] using
the classic Watson transform works well far away from
the source, but it fails to show the rapid attenuation trend
of the field in the region closer to the source. That is, near
the source point, the electromagnetic field has the largest
value and then decays rapidly, and finally shows the well-
known resonance phenomenon. At 5 Hz, the difference
of approximate solution increases significantly. Since
both the paper and Barrick’s research adopt precise series
solutions, the two curves are in good agreement, and
the electromagnetic field near the source shows a clear
downward trend. However, Barrick achieved sufficient
accuracy and convergence by taking 650 items in the
sequence, while it only needs no more than 120 items
to obtain a relative accuracy of 10−15 by the algorithm

 
Fig. 4. Compare the radial electric field strength at 5 

and 50 Hz with the asymptotic solution of Wait [15] 

and the numerical sum of Barrick [36]. 

 

C. Application in electromagnetic prospecting 
As one of the important methods of resource 

and energy exploration, electromagnetic exploration 

is based on the difference in resistivity and 

polarizability between the ore body and the 

surrounding rock. Different from signal transmission 

in the communication field, geophysical prospecting 

needs to construct the electrical parameters of 

underground media from the information carried by 

electromagnetic waves. 

As a new electromagnetic exploration method, 

the wireless electromagnetic method (WEM) has the 

advantages of high signal strength, good consistency, 

wide application range, large exploration depth, etc., 

and has a broad application prospect in deep resource 

exploration [19]. By measuring the spatial 

distribution of electromagnetic fields caused by 

different rocks and ores, the electrical parameters of 

underground media can be constructed, thus to detect 

underground targets. Following the expression (13), 

define the ratio of the orthogonal electric field to the 

magnetic field on the earth’s surface as the spherical 

wave impedance [15] ： eZ E H  , in the 

extremely low-frequency range: 
0e eZ    

[35]. Although it is not possible to define an  

idealized plane wave source on the spherical earth 

model, fortunately, Di [19] pointed out that when the 

transmission distance is greater than six skin depths, 

the ELF/SLF electromagnetic wave field can be 

regarded as a plane wave source. And the apparent 

resistivity and phase in the spherical coordinate are: 

21
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Re( )

e

e

Z

Z
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To verify the feasibility of WEM in the 

spherical earth and analyze its response 

characteristics, Figure 5 shows the apparent 

resistivity and phase of the WEM in the 

homogeneous earth model with earth resistivity of

10 m , 100 m  and 1000 m . 

Figure 5 (a) shows that in the ELF/SLF range, 

the apparent resistivity curve of WEM at different 

frequencies is completely coincident with the 

resistivity of the earth. Because in eqn (14), it can be 

seen that the ratio of the electric field and the 

magnetic field is closely related to the emission 

frequency and the resistivity of the underground 

medium. Therefore, when the emission frequency is 

known, the resistivity of the underground medium 

can be obtained, which reveals that WEM can detect 

the electrical parameters of underground targets. In 

addition, following the definition of skin depth

2  , it can be known that in the earth media, 

the attenuation rate of electromagnetic waves is 

proportional to the square root of its working 

frequency. Therefore, WEM has obvious advantages 

in deep resource exploration due to its lower 

operating frequency. Figure 5 (b) shows that for a 

homogeneous earth model, the phase is π/4, which is 

independent of the frequency and the electrical 

parameters of the underground media. This is 

consistent with the conclusion that the phase of the 

magnetic field in a homogeneous medium lags the 

phase of the electric field by π/4, and further proves 

the correctness of WEM.

 

Fig. 4. Compare the radial electric field strength at 5 and
50 Hz with the asymptotic solution of Wait [15] and the
numerical sum of Barrick [36].

in this paper, of which no more than 50 items in the far-
field. Therefore, the algorithm in this paper can greatly
improve the convergence speed. Therefore, only a few
items are already enough to obtain a small relative error,
which greatly improves the convergence speed.

C. Application in electromagnetic prospecting
As one of the important methods of resource and

energy exploration, electromagnetic exploration is based
on the difference in resistivity and polarizability between
the ore body and the surrounding rock. Different from
signal transmission in the communication field, geophys-
ical prospecting needs to construct the electrical param-
eters of underground media from the information carried
by electromagnetic waves.

As a new electromagnetic exploration method, the
wireless electromagnetic method (WEM) has the advan-
tages of high signal strength, good consistency, wide
application range, large exploration depth, etc., and has a
broad application prospect in deep resource exploration
[19]. By measuring the spatial distribution of electro-
magnetic fields caused by different rocks and ores, the
electrical parameters of underground media can be con-
structed, thus to detect underground targets. Following
the expression (13), define the ratio of the orthogonal
electric field to the magnetic field on the earth’s surface
as the spherical wave impedance [15]:|Ze| =

∣∣Eθ

/
Hϕ

∣∣,
in the extremely low-frequency range: |Ze| ≈

√
ωµ0

/
σe

[35]. Although it is not possible to define an idealized
plane wave source on the spherical earth model, fortu-
nately, Di [19] pointed out that when the transmission
distance is greater than six skin depths, the ELF/SLF
electromagnetic wave field can be regarded as a plane
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(a)                                     (b) 

Fig. 5. WEM apparent resistivity (a) and phase (b) calculated for the homogeneous models. The transmit frequency 

is 2n Hz, n = -0.5:0.5:8.5, and the interval is 0.5, and the observation azimuth is 10 degrees. 

 

 

V. CONCLUSION 
In this paper, a summation technique based on 

Continued fraction is developed to accelerate the 

convergence of infinite series containing the product of 

Riccati–Bessel functions, which are common in 

electromagnetic problems. And the recursive algorithm 

needed for effective calculation of Continued fraction 

coefficients is presented, so that the series is 

transformed into a new and faster convergent sequence 

in the form of continued fractions, then the Continued 

fraction approximation is used to accelerate the 

calculation. In addition, some main aspects of the 

practical application of continuous fractional expansion 

in Mie scattering theory and electromagnetic 

exploration are considered. The results show that in the 

Mie scattering model, since the convergence of the 

original series is good enough, the application of the 

Continued fraction expansion does not bring significant 

improvement. However, the new technology has 

powerful advantages for the calculation of extremely 

low-frequency electromagnetic fields. It only needs no 

more than 120 series items to obtain a relative accuracy 

of 10-15, of which no more than 50 items in the far-field. 

Therefore, only a few operations can be performed to 

obtain a small relative error, which greatly improves the 

convergence speed. 
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Fig. 5. WEM apparent resistivity (a) and phase (b) calculated for the homogeneous models. The transmit frequency
is 2n Hz, n = -0.5:0.5:8.5, and the interval is 0.5, and the observation azimuth is 10 degrees.

wave source. And the apparent resistivity and phase in
the spherical coordinate are:

ρa =
1

ωµ
|Ze|2 ,φ = tan−1

∣∣∣∣ Im(Ze)

Re(Ze)

∣∣∣∣ . (14)

To verify the feasibility of WEM in the spherical
earth and analyze its response characteristics, Figure 5
shows the apparent resistivity and phase of the WEM in
the homogeneous earth model with earth resistivity of
10Ω ·m, 100Ω ·m and 1000Ω ·m.

Figure 5(a) shows that in the ELF/SLF range, the
apparent resistivity curve of WEM at different frequen-
cies is completely coincident with the resistivity of the
earth. Because in eqn (14), it can be seen that the ratio
of the electric field and the magnetic field is closely
related to the emission frequency and the resistivity of
the underground medium. Therefore, when the emission
frequency is known, the resistivity of the underground
medium can be obtained, which reveals that WEM can
detect the electrical parameters of underground targets.
In addition, following the definition of skin depth δ =√

2
/

ωµσ , it can be known that in the earth media, the
attenuation rate of electromagnetic waves is proportional
to the square root of its working frequency. Therefore,
WEM has obvious advantages in deep resource explo-
ration due to its lower operating frequency. Figure 5 (b)
shows that for a homogeneous earth model, the phase
is π/4, which is independent of the frequency and the
electrical parameters of the underground media. This is
consistent with the conclusion that the phase of the mag-
netic field in a homogeneous medium lags the phase of
the electric field by π/4, and further proves the correct-
ness of WEM.

V. CONCLUSION
In this paper, a summation technique based on

Continued fraction is developed to accelerate the con-
vergence of infinite series containing the product of

Riccati–Bessel functions, which are common in electro-
magnetic problems. And the recursive algorithm needed
for effective calculation of Continued fraction coeffi-
cients is presented, so that the series is transformed into
a new and faster convergent sequence in the form of con-
tinued fractions, then the Continued fraction approxima-
tion is used to accelerate the calculation. In addition,
some main aspects of the practical application of contin-
uous fractional expansion in Mie scattering theory and
electromagnetic exploration are considered. The results
show that in the Mie scattering model, since the conver-
gence of the original series is good enough, the applica-
tion of the Continued fraction expansion does not bring
significant improvement. However, the new technology
has powerful advantages for the calculation of extremely
low-frequency electromagnetic fields. It only needs no
more than 120 series items to obtain a relative accuracy
of 10−15, of which no more than 50 items in the far-field.
Therefore, only a few operations can be performed to
obtain a small relative error, which greatly improves the
convergence speed.
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Abstract – In this paper, we presented an improved
hybrid optimization method to construct distributed
array with two identical sub-arrays, which is mainly
applied on airplanes as the front-end of communication
and detection system. According to different demands
on array’s gain and operating distances, the proposed
method presents a scheme of implementation of two
operate modes by optimizing elements’ positions and
excitations. Two sub-arrays are able to work together to
realize high gain when the object is quite far away, and
one sub-array is able to work alone when the object is rel-
atively close. This method is presented based on Particle
Swarm Optimization (PSO) method and convex method,
accomplishing that peak sidelobe level (PSLL) of whole
array is lowered under -10 dB, and PSLLs of sub-arrays
are lowered under -20 dB by supplementing some aux-
iliary units and re-optimizing array’s excitation distribu-
tion. In the procedure of optimization, the hybrid method
is designed catering to multiple constraints according
to the requirements of practical application. A spe-
cific example for synthesizing reconfigurable distributed
array is provided and the sensitivity of obtained perfor-
mance affected by interference of optimized results is
discussed.

Index Terms – convex optimization, differential evolu-
tion algorithm, distributed array synthesis, grating lobe
suppression, PSO Optimization Algorithm.

I. INTRODUCTION
With the requirements of radar and communica-

tion systems applied on complex platform, distributed
array is attracting more and more attention and research
nowadays[1, 2]. Different from traditional array, dis-
tributed array has better flexibility of array configuration
and enlarges array’s aperture on account of the coop-
eration of sub-arrays. With large array aperture, dis-
tributed array has higher directivity and narrower main
lobe width, realizing desirable features like good spatial
resolution and angular accuracy[3]. As for distributed
array with a few sub-arrays, it has broad application

prospects because of its good flexibility on array arrange-
ment. For example, when applied on airplane as the
front-end of radar system, distributed array is able to
be arranged on a side of the fuselage, taking full advan-
tage of the available space to make the aperture as large
as possible. In [4], we have proposed a hybrid method
to optimize distributed array, the optimized PSLL is
–10 dB.

Considering that optimized distributed array’s PSLL
is still higher than traditional antenna array, it will be
helpful to enhance array’s applicability if it can operate
in different modes in which array’s PSLL can be sup-
pressed lower. For example, when the target is relatively
close to the plane, the detecting result obtained from
a single sub-array might be better since the sub-array
has the potential of reaching lower PSLL, ensuring sub-
arrays’ ability of isolated operation would be a good way
of improvement. However, performance of sub-arrays
with elements’ locations and excitation distribution pre-
sented in [4] is not good enough to put into practical
application. Therefore, the optimized distributed array
should be further improved to cater to the demand.

Nowadays, a lot of optimization researches have
been done to improve the performance of large-spaced
antenna array. Many global optimization algorithms
are used on array synthesis, such as Genetic Algorithm
(GA), Simulated Annealing (SA), Particle Swarm Opti-
mization (PSO) and Differential Evolution (DE) [5–15].
Considering that array optimization problem has high
degree of freedom, global optimization methods will be
helpful to improve array’s performance. Furthermore,
distributed array synthesis is a high-dimensional non-
linear problem, convex optimization method has been
considered and widely researched for array synthesis.
As proposed in [16–19], convex optimization is usually
applied to improve the sparsity of array. According to
its optimization principle of using l1-norm, convex opti-
mization is also able to be leverage to solve the problem
of distributed array synthesis.

In this paper, based on the result in [4], we propose
a hybrid optimization method specially for designing
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and constructing distributed array with multiple operat-
ing modes. Considering that the array to be modified is
sparse, and only change the locations and excitations of
original elements will badly affect the whole array’s pat-
tern, it is possible to improve sub-arrays’ performance by
interpolating elements and adjusting their parameters. To
accomplish the model switch of array, binary codes are
adopted to control the on-off state of array elements to
make the whole array reconfigurable and normally oper-
ate in different mode. Meanwhile, in order to guarantee
both whole array and sub-arrays perform well, the dis-
tributed array should be holistically optimized after sub-
array construction. With this method, the performance
of sub-arrays are significantly improved and the pattern
of the whole array is almost unaffected. Since elements’
positions and excitations are optimized and fixed, it is
also convenient to switch operation mode by just chang-
ing the on-off state of array elements.

The paper is organized as follows: In Section II,
configuration and performance of array to be improved
are introduced and the hybrid method to design reconfig-
urable distributed array are proposed. Optimized numer-
ical results are presented in Section III. Array’s tolerance
to excitation error and element position error are statis-
tically analyzed in Section IV. Conclusions are given in
Section V.

II. ARRAY’S CONFIGURATION AND
HYBRID METHOD TO DESIGN

MULTI-MODE DISTRIBUTED ARRAY
Uniform distributed array is formed by two identi-

cal sub-arrays arranged in line, as shown in Figure 1.
Each sub-array has N isotropic elements, and the dis-
tance between two adjacent units equals to half wave-
length. The far-field pattern of distributed array can be
calculated by

S(θ) =
2N−1

∑
n=0

Ine− jkxnsinθ

= Se(θ)(1+ e− jkDsinθ ),

(1)

where Se(θ) represents sub-arrays’ pattern and D is the
distance between two sub-arrays. The whole distributed

Fig. 1. Model of distributed array with two identical sub-
arrays.

Fig. 2. Normalized Patterns of distributed array and sub-
array. All elements are evenly spaced arranged and uni-
formly excited.

array can be regarded as a large binary array. The radia-
tion performance of the distributed array factor is coher-
ent with the typical pattern of a binary array. If all ele-
ments in every sub-array are evenly spaced arranged and
uniformly excited, patterns of whole array and sub-array
are shown in Figure 2. PSLL of distributed array is -2.47
dB.

In [4], we proposed a new hybrid method to opti-
mize the global performance of distributed array, in
which every sub-array has 25 elements. PSLL of the
whole array is lower than -10 dB, exactly equal to -
10.6624 dB, far lower than original PSLL of -2.1594 dB.
However, both sub-arrays are badly deteriorated, where
the PSLL of left and right sub-arrays are respectively
equal to -6.5776 dB and -2.5718 dB. The patterns of two
sub-arrays resulted from global optimization are shown
in Figure 3.

In order to accomplish the reconfiguration of
distributed array, sub-arrays’ performance should be
improved first. Based on the sparsity of sub-arrays, we
present a hybrid method to improve the performance of
sub-array method by adding supplementary units into
sub-arrays and presenting binary code to control the on-
off state of array’s elements.

A. Reconfigurable sub-array design
For the optimized distributed array, inter-element

distances of sub-arrays are enlarged, the sparsity of
which gives enough space to interpolate more elements.
After presetting minimum inter-element spacing, supple-
mentary elements should be added as much as possi-
ble to ensure enough degrees of freedom of sub-array
optimization. According to test, not all elements are
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Fig. 3. Normalized directivity pattern of left and right
sub-arrays. Elements’ positions and excitations are
respectively as Table 1 and Table 2 shows.

required to get involved in sub-arrays. Therefore, sub-
arrays with added elements should be thinned in the next
step to find optimal sparse scheme.

During the process, global optimization algorithms
will be helpful to interpolate elements. In this paper,
PSO is adopted with advantages of simpleness and
quickness. To accomplish optimization of sub-arrays, we
take PSLL as an indicator to search the optimal result.
Therefore, PSLL and the fitness function are

PSLL = max[20log10
S∆(θ)θ∈ΩSL

S∆max
], (2)

f (x) = min(PSLL). (3)
The iterative formula of PSO is shown as

vid(t +1) = w× vid(t)+ c1× rand1×
(pbest(t)− xid(t))+ c2× rand2

× (gbest− xid(t)),
(4)

where vid and xid are velocity vector position vector of
ith element, pbest is the best individual in one iteration
and gbest is the best individual during the whole process
of optimization, and k is the inertia weight to control the
search capability of algorithm.

During the process, we set that the interval between
two adjacent elements is no less than 0.4λ . The fitness

function and constraints are described as
f (x) = min(PSLL)

s.t. did(n)−did(n−1)≥ 0.4λ

did(n+1)−did(n)≥ 0.4λ .

(5)

After this procedure, optimal result of element interpo-
lation is obtained. All added elements are temporarily
uniform excited in the result. In the next step, both orig-
inal elements and added elements are getting involved
in the selection to form new sub-arrays. In this process,
binary PSO (BPSO) is used to determine the selection of
sub-arrays’ elements, which is presented by Kennedy in
1997 [20] and used for antenna and array design to get
better radiation performance[21–24].

Here a logistic transformation sigmoid(x) is used to
constrain xid to the integer 1 or 0, and the relationship
between the value of xid and sigmoid(x) is shown as fol-
low.

sigmoid(vid) = (1+ exp(vid))
−1, (6)

xid =

{
0, i f rand()≥ sigmoid(vid)

1, otherwise
. (7)

During the interpolation and selection of elements, two
weight vectors should be recorded. One is the thinning
weight vector describing sub-arrays’ sparsity, named as
ws. The other is to mark interpolated elements, named as
wi. Two vectors are defined as follows.

wt(n) =

{
1, i f the element is turned on
0, otherwise

, (8)

wi(n) =

{
0, i f the element is added
1, otherwise

. (9)

Assuming that the sum of elements making up new
sub-array is N, the pattern of new sub-array will be cal-
culated by

S(θ) =
N−1

∑
n=0

wt(n)Ine− jkxnsinθ . (10)

B. Excitation Optimization
In order to get optimal performance of sub-arrays,

elements’ excitations should be optimized as well.
Assuming Dini is the directivity of sub-array before opti-
mized, the constraints can be expressed as{

R{S(θmax)}= Dini

|S(θ)| ≤ PSLL−q ∀θ ∈ΩSL,
(11)

where q is the preset parameter to help finding the lowest
PSLL. Assuming sub-arrays’ excitation vector is w. To
identify elements whose excitations should be optimized,
weight vector w1 are obtained by

w1 = wt ∩wi. (12)
By vectorizing eqn (10) and adding the weight vector w1,
constraints in eqn (11) can be rewritten as{

R{A(θ T
0 w1w)}= Dini

A(θ T w1w)≤ PSLL−q ∀θ ∈ΩSL.
(13)
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The optimization problem is described as
min

w
‖w‖1 under eqn (13). (14)

Here l1 minimization optimization is considered to opti-
mize the excitations of array. To get a better solution,
a range of favorable weighting matrices α for a fixed w
when w is unknown and iterative computation procedure
that alternates between obtained w and redefining new
weights are adopted. The optimization problem in ith
iteration is

min
wi

2N−1

∑
n=0

α
i
nw0wn under eqn (13), (15)

α
i
n = 1/(|wi−1

n |+ ε) f or i > 1. (16)
It should be noticed that excitation optimization is

supposed to proceed simultaneously with element selec-
tion to find the optimal result. After this process, excita-
tions of original elements getting involved in restructur-
ing sub-arrays are changed, resulting in bad influence to
the performance of the whole array. Therefore, original
elements not involved in new sub-arrays will be helpful
to reduce the deterioration by tweaking their excitations.
Here, convex optimization method is also suitable for the
operation. Assume that wh is the weight vector to mark
elements to be adjusted, in which 1 represents elements
whose excitations will be tweaked and 0 represents ele-
ments which remain unchanged. The adjustment prob-
lem is described as

min
wi

2N−1

∑
n=0

α
i
nwhwn under eqn (13). (17)

The iteration during the process is the same as eqn (16).
After all procedures proposed above, the design of

distributed array with multiple operation modes is fin-
ished. Binary codes controlling elements’ on-off state
are also obtained. The design process is summarized as
follows:

1. Add supplemental elements into sub-arrays as
much as possible and adjust their locations.

2. Select proper elements to reassemble new sub-
arrays.

3. Solve convex problem (15) to get optimal result
under arrangement designed in step 2.

4. If the optimal result meet the demand, end the
iteration.

5. If not, repeat steps 1 to 3 until the desirable PSLL
is obtained or the number of iterations is reached.

6. Get weight vectors to control the working state of
elements.

7. Solve convex problem (17) to optimize perfor-
mance of the whole array.

III. NUMERICAL RESULTS
Here, results of designing the multi-mode dis-

tributed array are presented to assess the capability and
effectiveness of the hybrid method. Distance between

two sub-arrays is 30λ . The number of elements in the
whole array is 50 and both original sub-arrays contain
25 elements.

To keep the scale of reconstructed sub-arrays as the
same as the original, the number of elements getting
involved in new sub-arrays are artificially preset as 25.
During the process, the desired PSLLs of sub-arrays are
set as -20 dB and the PSLL of the whole array after
sub-array design is hoped to be maintained under -10
dB. In the procedure of element interpolation, the min-
imum inter-element distance is preset as 0.4λ . Accord-
ing to practical calculation tests, 100 times of PSO itera-
tions and 20 times of convex optimization iterations are
enough to get optimal result.

Figure 4 shows the comparisons of original sub-
arrays and the optimized reconstructed sub-arrays. Opti-
mization results of elements’ positions and excita-
tions of reconstructed two sub-arrays are presented
in Table 1 and Table 2, in which the supplemen-
tary elements are marked “1” and original elements

Fig. 4. Comparison of normalized original pattern and
optimized pattern of two sub-arrays. First figure is pat-
tern of left sub-array and the other is pattern of right sub-
array.



FANG, LI, REN, XUE: DESIGN AND ANALYSIS OF MULTI-MODE DISTRIBUTED ARRAY WITH HYBRID OPTIMIZATION METHOD 1530

Table 1: Optimized positions and excitations of left sub-
array
No. Posit. Excit. If added
1 8.50 0.0758 0
2 9.69 0.4898 0
3 10.84 0.7541 0
4 11.24 0.2145 1
5 11.64 1.0805 1
6 12.05 0.1824 0
7 12.47 0.8190 1
8 12.91 0.3002 1
9 13.50 0.8716 0
10 13.99 0.2831 1
11 14.40 0.9619 1
12 15.37 1.0704 1
13 16.21 0.9172 0
14 17.20 1.1829 0
15 17.70 0.8281 1
16 18.12 0.9002 0
17 18.63 0.3515 1
18 19.10 0.7759 1
19 19.57 0.0726 0
20 20.16 0.7240 0
21 20.76 0.6283 1
22 21.23 0.4384 0
23 21.89 0.4468 0
24 22.41 0.2567 0
25 22.95 0.6680 0

are marked “0”. The unit of element position
is D/λ .

For the left sub-array, PSLL of original pattern is
-6.5776 dB, while the PSLL of optimized pattern is -
20.1245 dB. For the right sub-array, PSLL of original
pattern is -2.5718 dB, and PSLL of optimized pattern is
-20.3247 dB. Compared with original sub-arrays, per-
formance of reconstructed sub-arrays has significantly
improved.

Affected pattern and optimized pattern of whole
array are shown in Figure 5. The PSLL of affected pat-
tern is equals to -6.91 dB. By optimizing excitations of
other elements, PSLL of the whole array is lowered to
-10.12 dB. Optimized results are listed in Table 3. Com-
pared with original distributed array, whose PSLL is -
10.6624 dB, result obtained from design method pro-
posed in this paper is slightly higher, which is accept-
able.

To research if optimized pattern would be affected
when main beam points at different angles, we calculated
distributed array’s pattern when directions of main beam
are 15 deg, 30 deg and 60 deg. Results are shown in
Figure 6. It clearly shows that when array’s elements

Table 2: Optimized positions and excitations of right
sub-array
No. Posit. Excit. If added
1 43.30 0.4787 0
2 43.81 0.4661 0
3 44.44 0.3169 0
4 44.99 0.5370 0
5 45.60 0.6914 0
6 46.42 0.9867 0
7 47.59 0.8062 0
8 48.06 0.5422 1
9 48.51 0.9421 1
10 48.98 0.1754 0
11 49.39 0.9837 1
12 49.80 0.0306 1
13 50.20 1.0501 0
14 50.71 0.1044 1
15 51.17 0.8562 1
16 51.59 0.4388 0
17 52.19 1.1783 1
18 52.61 0.3757 1
19 53.02 1.1090 0
20 53.45 0.3466 1
21 53.85 0.9394 1
22 54.25 0.1085 0
23 54.78 0.7255 1
24 55.20 0.0366 1
25 55.61 0.5992 0

Fig. 5. Comparison of normalized pattern of distributed
array. The black line shows the deteriorated pattern of
distributed array without second optimization, and the
red line shows optimized pattern.

are isotropic, main beam deflection is of no influence on
PSLL of optimized distributed array.

The entire process of optimization is based on
MATLAB 2018b on Windows 10, with hardware
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Fig. 6. Normalized pattern of distributed array when its
main beam points at 15 deg, 30 deg, and 60 deg respec-
tively.

configuration of Intel Core i7-8700 CPU @ 3.20GHz and
48.0GB RAM. The convex optimization problems dis-
cussed above can be solved by professional MATLAB
toolbox efficiently, such as CVX Toolbox.

With sufficient sampling point on array’s pattern,
computation time of a single circulation from step 1 to
step 3 is around 55 seconds. Meanwhile, the process in
step 7 with 20 iterations needs around 17 seconds.

IV. INFLUENCE OF POSITION AND
EXCITATION ERRORS

Considering that all results obtained from the
method proposed before are too accurate, when designed
distributed array works in different modes, performances
of both sub-arrays and whole array will be sensitively
affected by errors in elements’ positions and excitations,
which should be estimated to further analyze the stability
of distributed array. Therefore, we will give error analy-
sis on array performance in this section.

Based on optimized results in Tables 1, 2 and 3, ran-
dom errors obeying Gaussian distribution are added. The
mean value µ of Gaussian distribution is set as 0. As
for variance, We set 3δ of excitation errors respectively
equaling to 0.05, 0.1, and 0.5, and 3δ of position errors
respectively equaling to 0.1, 0.5, and 1 (d/λ ), where δ

is the variance of Gaussian distribution.
Statistical results including mean value, median, and

standard deviation are calculated and presented to mea-
sure the sensitivity in varying degrees of random errors.
Each result is obtained by 100 repetitive calculations
considering the particularity of single experiment.

Table 4 shows how far the performance of the whole
array is affected by excitation errors, Table 5 and Table
6 show the impacts on sub-arrays. According to these
results, with errors becoming larger, performances of
whole array and sub-arrays are all deteriorated more seri-
ously. Meanwhile, performances of sub-arrays are more

Table 3: Optimized positions and excitations of right
sub-array
No. Posit. Excit. No. Posit. Excit.
1 0 0.2673 26 42.01 4.1974
2 1.00 1.3577 27 42.60 1.9057
3 1.81 0.7584 28 43.30 0.4787
4 2.82 0.2774 29 43.81 0.4661
5 3.62 0.8353 30 44.44 0.3169
6 4.35 0.4523 31 44.99 0.5370
7 5.58 0.6042 32 45.60 0.6914
8 7.07 0.6341 33 46.42 0.9867
9 8.50 0.0758 34 47.59 0.8062
10 9.69 0.4898 35 48.97 0.1754
11 10.84 0.7541 36 50.20 1.0501
12 12.05 0.1824 37 51.59 0.4388
13 13.50 0.8716 38 53.02 1.1090
14 14.91 1.7641 39 54.25 0.1085
15 16.21 0.9172 40 55.60 0.5992
16 17.20 1.1829 41 56.73 2.5817
17 18.12 0.9002 42 57.79 1.8934
18 19.57 0.0726 43 59.26 0.9398
19 20.16 0.7240 44 60.42 0.9546
20 21.23 0.4384 45 61.84 0.7879
21 21.89 0.4468 46 63.32 0.0533
22 22.41 0.2567 47 64.47 0.5555
23 22.95 0.6680 48 65.61 0.2845
24 23.51 2.1102 49 66.51 0.3983
25 24.01 2.3182 50 67.71 3.5303

Table 4: Statistical results of influence of performance of
whole array affected by excitation errors
3σ Mean Median STD
0.05 -9.5865 dB -9.5899 dB 0.0297
0.1 -9.5887 dB -9.5849 dB 0.0513
0.5 -9.2738 dB -9.3218 dB 0.2327

Table 5: Statistical results of influence of performance of
left sub-array affected by excitation errors
3σ Mean Median STD
0.05 -19.5693 dB -19.5953 dB 0.1879
0.1 -18.9642 dB -19.0321 dB 0.3873
0.5 -15.0161 dB -15.1379 dB 1.0454

Table 6: Statistical results of influence of performance of
right sub-array affected by excitations with errors
3σ Mean Median STD
0.05 -19.6902 dB -19.6956 dB 0.1983
0.1 -19.0137 dB -19.0164 dB 0.3547
0.5 -14.8955 dB -14.8412 dB 1.2031
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Table 7: Statistical results of influence of performance
of whole array affected by position errors
3σ Mean Median STD
0.1 -9.3233 dB -9.4196 dB 0.3074
0.5 -7.9334 dB -8.0707 dB 1.0199
1 -7.3616 dB -7.4806 dB 0.9001

Table 8: Statistical results of influence of performance
of left sub-array affected by position errors
3σ Mean Median STD
0.1 -16.6991 dB -16.8060 dB 1.1429
0.5 -10.2251 dB -10.4522 dB 1.9255
1 -7.9909 dB -7.4586 dB 1.5969

Table 9: Statistical results of influence of performance
of right sub-array affected by position errors
3σ Mean Median STD
0.1 -17.0452 dB -17.2262 dB 1.2713
0.5 -9.9021 dB -9.8193 dB 1.7144
1 -7.6588 dB -7.7431 dB 1.6792

easily to be affected. Compared with optimized results
in Table 3, it is indicated that the optimized distributed
array can tolerate excitation errors to some extent.

Then the statistical results of influence caused by
element position errors are displayed in Tables 7, 8 and
9. According to the results, obviously element position
error can lead to more serious deterioration of array’s
performance than excitation error. With the variance of
error becoming larger, PSLL of optimized whole array
and sub-arrays are rapidly increased, especially for sub-
arrays, their PSLLs are raised over 10 dB. As shown in
these three tables, when 3δ equals to 1(d/λ ), PSLLs of
whole array and sub-arrays are all higher than -8 dB,
the optimized performances of every operating mode are
deteriorated.

V. CONCLUSION
In this paper, a hybrid method for designing dis-

tributed array with different operating modes is pro-
posed. The working modes are conveniently switched
by changing on-off state of elements. After array opti-
mizing, PSLLs of sub-arrays can be lowered under -20
dB, making their patterns significantly improved. Mean-
while, performance of the whole array is hardly influ-
enced, PSLL of which maintains under -10 dB. Then,
array’s sensitivity to excitation errors and element posi-
tion errors are tested, and its tolerance to these two
errors are given via statistical results, in which the effec-
tiveness and capability of proposed method are proved.
Therefore, the proposed method gives a new solution

of designing distributed array with multiple operating
modes, improving performance of distributed array and
broadening its applicability on a variety of practical
applications.
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Abstract – This study proposes a patch antenna with an
irregular shape on a radiating metal patch for 2.4 GHz
WLAN applications. The proposed antenna is optimized
using our in-house designed particle swarm optimization
(PSO) method. By optimizing the coordinates of each
vertex of the hexagon radiating metal patch, the PSO
algorithm successfully extends the impedance bandwidth
and antenna gain without increasing the size, cost, and
complexity of the antenna. The optimized antenna has a
unique and irregular shape. Measured impedance band-
width of 7.71% (2.37–2.56 GHz) and peak gain of 2.84
dBi of the proposed irregular-shaped patch antenna are
obtained. The simulated and measured results of reflec-
tion coefficient, gain, and far-field radiation are found
to be in good agreement with each other, hence evi-
dently confirming the validity of the proposed method.
The proposed irregular shaped hexagon patch antenna
demonstrates superior performance of impedance band-
width and antenna gain compared to those of the regular-
shaped hexagon patch antenna.

Index Terms – antennas, optimization methods, PSO,
and wireless LAN.

I. INTRODUCTION
Patch antennas have been widely applied for wire-

less communication systems. Patch antennas have
advantages of light weight, low profile, and easy fabrica-
tion. However, one of the drawbacks of patch antennas is
their narrow impedance bandwidth (typically 3–5%). To
overcome this drawback, broadening band techniques,
such as stacking layers, adding parasitic elements, using
slots and short pins, and increasing the thickness of the
substrate, can be used. However, these broadening band
techniques will complicate the antenna configuration.

The shape of the radiating element on conventional
patch antennas is usually regular, such as square, rect-
angle, circle, triangle, and polygon, on a radiating metal
patch. However, irregular shapes and curve shapes can
provide more flexibility to achieve wide band specifica-

tions. To date, irregular shapes have been less applied to
radiators since they are difficult to design.

Transmission-line and cavity models [1] have been
commonly used to analyze and design conventional
patch antennas. An alternative method is to apply an
optimization algorithm in conjunction with a full-wave
electromagnetic (EM) simulator to design patch anten-
nas. Using this method, complicated configuration and
satisfactory performance of an antenna can be achieved.
Many optimization algorithms have been applied to
design antennas. In [2] and [3], the numerical electro
magnetics code (NEC) was used as the EM simulator
for the genetic algorithm (GA) [4, 5] for the design and
optimization of a planar monopole antenna and an elec-
trically small wire antenna. In [6], Taguchi’s method [7]
in conjunction with a method of moments (MoM)-based
EM simulator, IE3D, was applied to optimize CPW-
fed slot antennas. Particle swarm optimization (PSO)
method [8] is another popular and effective algorithm to
optimize patch antennas [8–12]. Recently, invasive weed
optimization (IWO) algorithm was also applied to opti-
mize a U-slot patch antenna [13] and a meander-shaped
MIMO antenna [14].

In this design, we employed our in-house designed
PSO method in conjunction with the finite element
method (FEM) based EM simulator, HFSS, to design
and optimize a regular-shaped hexagon patch antenna.
The focus of the proposed approach is to apply the
PSO optimizing the coordinates of six vertices of the
hexagon radiating patch to extend the impedance band-
width (BW) and increase gain of the regular-shaped
hexagon patch antenna for 2.4 GHz WLAN applications
without using any broadening band techniques. In con-
trast to other optimization works that optimize dimen-
sions of the antenna, the proposed approach, which
optimizes the coordinates of vertices, provides more
flexibility to design the antenna, since the dimensions
and shape of the radiating structure are simultaneously
changed by the PSO. This approach does not constrain
the shape of the antenna during optimization, and the
PSO algorithm is free to produce the optimized antenna.
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The optimized antenna will have the characteristics of
low cost, compact size, and simple configuration. There-
fore, this design can be considered a challenging task.
After optimization, the optimized patch antenna will
have a unique and irregular shape on the radiating metal
patch. The proposed design method successfully extends
the impedance bandwidth and antenna gain. Com-
pared with the regular-shaped hexagon patch antenna,
the optimized irregular-shaped patch antenna has wider
impedance bandwidth and higher antenna gain. There-
fore, the proposed irregular hexagon patch antenna can
be considered as a novel patch antenna. The optimiza-
tion settings of the PSO method and characteristics of
the proposed irregular-shaped hexagon patch antenna are
presented and discussed. Moreover, this study could
serve as a helpful example to design a new patch antenna
with satisfactory performance using an optimization
method.

II. ANTENNA DESIGN AND PSO
OPTIMIZATION

Figure 1 shows a regular-shaped hexagon patch
antenna, which is denoted as the initial antenna here.
The initial antenna is to be fabricated on a cheap FR4
substrate with a thickness of 0.8 mm, a relative dielec-
tric constant of 4.4, and a loss tangent of 0.02. The
initial antenna consists of a ground plane printed on the
bottom side of the substrate and a metal hexagon patch
with six vertices or edges printed on the upper side of
the substrate. The center of the antenna structure is
located at the origin of the coordinates. The coordi-
nates of the six vertices are located on the x-y plane and
measured in millimeters (mm). The initial antenna was

Fig. 1. The geometry of initial antenna with a regular
hexagon patch.

Table 1: Coordinates of six vertices for the initial and
optimized hexagon patch antenna

Coordinates (x, y) Initial (mm) Optimized (mm)
(x1, y1) (–18.0, 0) (–22.81, 6.46)
(x2, y2) (–9.0, 15.59) (–14.03, 10.65)
(x3, y3) (9.0, 15.59) (1.86, 13.69)
(x4, y4) (18.0, 0) (13.96, –3.14)
(x5, y5) (9.0, –15.59) (9.07, –7.74)
(x6, y6) (–9.0, –15.59) (–12.74, –23.67)

designed using the trial-and-error approach. Each edge
has a length of L (18 mm) so that the initial antenna
can operate in the 2.45 GHz WLAN band with a good
impedance matching less than –25 dB. The coordinates
of the six vertices for the initial antenna are shown in
Table 1.

In our optimization approach, the coordinates of
six vertices are to be optimized by using our in-house
designed PSO method, which was performed using Mat-
lab version R2016b, to achieve the desired specifications.
The main reason of choosing a hexagon-shaped radiat-
ing patch instead of a rectangular-shaped radiating patch
for the initial antenna is that the hexagon-shaped shape
has six vertices, which are two vertices more than the
rectangular shape, and can offer more degrees of free-
dom for optimization. Although a greater number of
vertices for the patch shape, such as octagon or decagon,
can be utilized, the solution dimensions will also be
increased. And it will cause more complexity of the
problem. Hence, it is appropriate to use the hexagon
shape patch in this design. The optimization range of
each vertex is set to be 0.5 L, which can be considered
as the radius of the circle in solution space and hence for
searching the optimal antenna shape the center of the cir-
cle is located at each vertex. This arrangement prevents
the edges of the patch from overlapping. It is worth not-
ing that the initial values of the vertices are only applied
to easily create the geometry of the initial antenna in a
full-wave electromagnetic (EM) simulator and to set the
optimization range for each vertex. It is not necessary
to require the initial antenna to perform well. The PSO
method will try to find the optimal solution in the given
optimization range, since the PSO method is a global
optimizer. The interval between each vertex and the edge
of the substrate for clearance is set to be 5 mm as shown
in Figure 1. This interval setting can ensure that the
location of each vertex will not exceed the edge of the
substrate. The metal patch is excited by an SMA con-
nector. The location of the SMA connector is fixed at the
coordinates (4, 0).

The desired specifications of the proposed hexagon
patch antenna are that the magnitude of reflection
coefficient of the antenna (|S11 ( f )|) should be less than
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–10 dB, while the antenna gain (gain( f )) should be
at least 3 dBi at frequencies between 2.35 and 2.55
GHz. Therefore, based on the desired specifications,
the fitness function for the PSO method is described as
follows:

Fitness

=
f=2.55 GHz

∑
f=2.35 GHz

( |S11 ( f )|− |S11d| )[1+ sgn( |S11 ( f )|− |S11d| )
2

] ∆ f1

+2 ( gaind − gain( f ) )[
1+ sgn( gaind − gain( f ))

2
] ∆ f2,

(1)
where, ∆ f1 and ∆ f2 are the frequency interval set to be
0.05 GHz and 0.1 GHz, respectively; |S11d| is –10 dB;
is 3 dBi. sgn () equals 1 if the entry is positive, whereas
sgn () equals -1 if the entry is negative. The fitness value
is a parameter related to the antenna to be designed, such
as the reflection coefficient and the antenna gain of the
antenna. If |S11( f )| is higher than |S11d| , computing the
fitness value is calculated at frequencies between 2.35
GHz and 2.55 GHz. However, computing the fitness
value is not performed when |S11( f )| is less than –10
dB. The same process is applied to the calculation of the
fitness value for the antenna gain. Therefore, a smaller
fitness value reflects better antenna performance. In the
PSO optimization process, the coordinates of each ver-
tex are varied on the basis of the fitness value in each
EM simulation performed by HFSS, and the final solu-
tion of the present simulation is then obtained after the
iterative operation is completed. In the PSO settings,
the maximum number of iterations is set to be 50. The
reflecting boundary condition [8] and 36 particles were
used.

This study focuses on the design and optimization
of the proposed hexagon patch antenna. Therefore, for

Fig. 2. Fitness curve of the PSO optimization for the
hexagon patch antenna design. The embedded figure is
the geometry of the optimized patch antenna.

a concise reason, other detailed concepts and procedures
of the PSO method are not shown here and they can be
found in [8] and [10].

III. RESULTS AND DISCUSSIONS
The antenna optimization was performed on a per-

sonal computer with a 2.9 GHz Intel i7 870 CPU and
8 GB of memory. Figure 2 shows the fitness curve
of the PSO optimization for the hexagon patch antenna
design. The PSO process was terminated after 39 iter-
ations since the fitness value was convergent. The
optimized antenna was then fabricated on the FR4 sub-
strate based on the optimized vertices coordinates pre-
sented in Table 1. Figure 2 also reveals the geometry
of the optimized hexagon patch antenna, which shows
that the shape of its metal radiating patch is irregular.
The overall antenna size with 5 mm clearance in each
direction of the optimized antenna is 46.7 mm (in the
x direction) by 47.4 mm (in the y direction). Mea-
sured |S11| and radiation patterns were obtained using
an Agilent N5230A vector network analyzer (VNA) and
an MVG SG-24 antenna measurement system, respec-
tively. Figure 3 exhibits the |S11| curves of the opti-
mized antenna and the initial antenna. The embed-
ded photograph shown in Figure 3 is the optimized
patch antenna. Good agreements between measured
and simulated |S11| of the two antennas are observed,
which demonstrates the validity of the proposed design.
The measured impedance bandwidth (below –10 dB) of
the optimized antenna is 0.19 GHz (7.71%, 2.37–2.56
GHz), which is 2.6 times wider than that of the initial
antenna.

To better understand the operating principle of the
optimized antenna, the input impedance Zin and sur-
face currents of the optimized antenna were simulated.

Fig. 3. Reflection coefficients |S11| of the initial and opti-
mized antennas. The embedded photograph is the opti-
mized patch antenna fabricated on the FR4 substrate.
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Fig. 4. Simulated input impedance of the optimized
antenna.

Fig. 5. Simulated surface currents of the optimized
antenna at (a) 2.38 GHz, (b) 2.45 GHz, and (c) 2.55 GHz.

Figure 4 shows the input impedance Zin of the antenna,
where Zin= Rin + j Xin. Three resonant frequencies (at
Xin= 0) excite at 2.38, 2.42, and 2.52 GHz close to the
design frequency at 2.45 GHz, while the real parts (Rin )
of Zin are near 50 ohms. Hence, the irregular radiating
patch excites multi-resonant frequencies around the cen-
ter frequency of 2.45 GHz resulting in a wide impedance
bandwidth.

Figure 5 reveals the simulated surface currents of
the optimized antenna at 2.38 GHz, 2.45 GHz, and 2.55
GHz, respectively. There are two modes in the operating
band. One mode exists at 2.38 GHz, which is the domi-
nant resonant frequency, and the other one exists around
2.45 GHz to 2.55 GHz. The directions of surface cur-
rents in each mode are almost orthogonal to each other.

Figure 6 exhibits the simulated three-dimensional
(3D) gain patterns of the initial antenna and the opti-
mized antenna at 2.45 GHz, respectively. Three-
dimensional gain patterns of the two antennas are similar
to each other. Two antennas have a wide beamwidth and
a symmetric pattern in the boresight direction. Figure 7
(a), (b) reveals two-dimensional radiation patterns of the
optimized antenna in the x-z and y-z planes, respectively.

Fig. 6. Simulated three-dimensional gain patterns of (a)
initial antenna and (b) optimized antenna at 2.45 GHz.

In addition to 2.45 GHz, two frequency points 2.38 and
2.55 GHz are chosen based on the –10 dB limit of |S11|.
Again, good agreements between simulated and mea-
sured gain patterns at 2.45 GHz are observed, as shown
in Figure 7 (a). The measured 3 dB beamwidth is 100
degrees in both the x-z and y-z planes. Meanwhile, the
radiation patterns of the optimized antenna do not change
much, with the frequencies at 2.38, 2.45, and 2.55 GHz

Fig. 7. Radiation patterns of the optimized antenna in the
x-z and y-z planes, respectively. (a) Gain patterns with
different frequencies and (b) normalized co- and cross-
polarization radiation patterns at 2.45 GHz.
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Fig. 8. Measured and simulated peak gains of the initial
and optimized antennas.

Table 2: Measured results comparison between initial
and optimized hexagon patch antennas

Antenna Bandwidth
(GHz)

Peak gain
(dBi)

Size (mm)

Initial 3.02
%,2.44-2.52

2.21 46.0 × 41.2

Optimized 7.71
%,2.37-2.56

2.84 46.7 × 47.4

showing stable patterns over the working band.
For the normalized co- and cross-polarization fields

of the optimized antenna at 2.45 GHz shown in Figure 7
(b), the level difference between co-polarization and
cross-polarization is around 5 dB in the bore sight direc-
tion. The cross polarization level in the x-z and y-z
planes is higher than that of the regular shape initial
antenna. The high level of cross-polarization fields is
mainly due to the irregular radiating structure of the
antenna [15, 16]. Meanwhile, the polarization condi-
tions are not included in the fitness function shown in
(1) when optimizing the proposed antenna. Ideally, the
level difference of the two orthogonal fields should be
maximal for linear polarization. However, these high
cross-polarization fields could be an advantage in
WLAN communications [16] and a potential property for
designing a circularly polarized antenna.

The measured peak gains of the optimized antenna
are 2.07 dBi at 2.45 GHz and 2.84 dBi at 2.55 GHz,
which are usually higher than those of the initial antenna,
as shown in Figure 8. Additionally, the bandwidth of
peak gain of the optimized antenna is also wider than that
of the initial antenna, while the optimized antenna almost
maintains the same antenna size. Comparisons of mea-
sured results, such as impedance bandwidth, peak gain,
and overall size of the two antennas at 2.45 GHz, are

tabulated in Table 2. Apparently, the performance of the
optimized irregular-shaped hexagon patch antenna out-
performs the initial antenna in impedance bandwidth and
antenna gain. The proposed optimization approach suc-
cessfully achieves the desired specifications of the pro-
posed antenna. The optimized irregular-shaped hexagon
antenna is suitable for 2.4 GHz WLAN applications.

IV. CONCLUSION
This paper presents a novel irregular-shaped

hexagon patch antenna for 2.4 GHz WLAN applications.
The in-house designed PSO code has been combined
with the electromagnetic simulator, HFSS, to design and
optimize the proposed antenna. By optimizing the coor-
dinates of the vertices, the proposed irregular-shaped
hexagon patch antenna has been designed via the PSO
method on the unconstrained shape of the antenna. Opti-
mization settings for the PSO method have been pro-
vided. The proposed approach successfully extends the
impedance bandwidth and antenna gain without using
any other broadening band techniques, such as stack-
ing layers, adding parasitic elements, using slots and
shorting pins, and increasing the thickness of the sub-
strate. Therefore, the proposed approach has achieved
the characteristics of compact size, low profile, simple
structure, and low cost of the proposed antenna. The
proposed irregular hexagon patch antenna has exhib-
ited superior performance in impedance bandwidth and
antenna gain compared to those of the regular hexagon
patch antenna. Meanwhile, the fabrication process of
the proposed irregular-shaped patch antenna is the same
as that of regular-shaped patch antennas. Hence, there
are no extra costs or challenges in the antenna fabrica-
tion process. This study also shows that the irregular
shapes adopted for antenna designs can provide better
antenna performance in the case of the proposed antenna.
The proposed irregular-shaped hexagon patch antenna
can be a promising candidate for applications in 2.4 GHz
WLAN systems.
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Abstract – This article presents a method of obtain-
ing an equivalent lumped element circuit to model the
electrical connector-line transitions in the ultra-high fre-
quency (UHF) band. First, the scattering matrices of two
microstrip transmission lines that are otherwise identi-
cal but have the physical lengths of d and 2d are mea-
sured. Next, the theoretical model of the lines cascaded
with the connector-line transitions modeled as lumped
element circuits is established. The selection of the line
lengths to be d and 2d results in an over determined sys-
tem of equations that links the circuit component val-
ues to the two-port network parameters of the cascaded
system. Finally, the least-squares data fitting procedure
yields the best-fit component values. The results show
that in our tested scenario, 3-component reactive circuit
models well the transitions. Compared with the previ-
ous methods, the proposed approach does not require
knowledge of the dielectric properties of the substrate
of the measured transmission lines. This property inte-
grates the method with our previous work on estimat-
ing a microstrip line substrate’s relative permittivity and
loss tangent. The obtained transition circuit model is also
validated through the testing of two quarter-wave trans-
formers. The lines and transformers are implemented on
a textile substrate to highlight the method’s applicability
to wearable textile-based electronics.

Index Terms – microstrip line, electrical transitions,
equivalent circuit, data fitting, least-squares method,
over determined system, ABCD parameters, SMA con-
nector, textile electronics.

I. INTRODUCTION
The research and development of high-frequency

electronic and electromagnetic systems rely heavily on
computer-aided engineering to predict and optimize

their electrical response. In this process, the electrical
responses are typically observed at the terminals that
are internal to the modeled structure. In experiments,
however, the signals are recorded through connectors.
Although the physical distance to the system’s internal
terminal through the connector is usually very short, its
impact on the high-frequency signal transmission can be
appreciable. The discontinuity in waveguide characteris-
tics between the connector and the transmission line con-
figuration internal to the system exacerbates the effect of
this non-ideality further [1, 3].

Depending on the target application and the required
precision of the numerical prediction of the system’s
electrical response, the assumption that the connectors
have a negligible impact on the high-frequency sig-
nal may be acceptable. Alternatively, the effect on
the impedance matching, for instance, can be han-
dled through post-manufacturing tuning. On the other
hand, the connectors could be characterized with full-
wave electromagnetic field simulations, but this is time-
consuming and requires accurate knowledge of the
structure and materials of the connector.

Finally, the measurement-based de-embedding pro-
cess could be used to characterize the connectors and
subsequently remove their influence on the system’s
electrical response. However, this requires custom-built
test fixtures where the connector is mounted on and then
measured with a vector network analyzer (VNA) under
the conditions of various pre-determined terminations,
such as short, open, and matched load. The termina-
tions, however, are challenging to implement with high
precision at high frequencies over significant band-
widths. Moreover, the method is subject to the accuracy
of the fixture characterizations, and in general, it is not
straightforward to apply in practice [1, 2].

Recent literature proposes several approaches to
more effectively characterize the electrical transitions
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due to connectors [2–6]. Most of the works ([2], [4–
6]) incorporate simulations in the process of identifying
the suitable model parameters that match the simulation
outcome with the experiments. The authors of [5] used a
semi-analytical approach tailored to the studied scenario
of a Sub-Minature type A (SMA) connector, including
a 90° corner. In the article [6], the authors considered
a hybrid lumped-distributed circuit as a coupling model
between a transverse electromagnetic (TEM) wave and
two types of transmission lines. Still, they used a pre-
defined numerical model of the entire SMA connec-
tor based on its structure and materials to account for
its contribution to the electrical response. The arti-
cle [2] presents a broadband model for the electrical
transition through SMA connectors based on the cas-
cade of several hybrid lumped-distributed circuits. How-
ever, the resources and expertise needed for the numer-
ical optimization of the multi-stage circuit model and
the implementation and testing of several fixtures are
significant.

In contrast to the methods presented in [2], [4]–[6],
the authors of [3] proposed a direct approach, which does
not involve simulations or data fitting. The method is
based on measuring two transmission lines of different
lengths and using algebraic manipulations on the gov-
erning equation system comprising the cascade of the
connectors and the lines to invert it. Consequently, they
obtained the two-port network parameters for the elec-
trical transitions due to the connectors. The method
was demonstrated up to a notably high frequency of
30 GHz.

However, similar to the works [2], [4]–[6], where
the dielectric properties of the test structures need to be
accurately known, the approach [3] requires the exact
knowledge of the characteristic impedance and propaga-
tion constant of the transmission lines as a function of
frequency. Still, they are not straightforwardly measured
[7, 8]. Similarly, the measurement of the dielectric prop-
erties of materials at high frequencies remains a chal-
lenging task [9, 10]. As a result, with these approaches,
significant time and effort must be dedicated to prior
experiments, and combining the results with the charac-
terization of the electrical transitions leads to the accu-
mulation of uncertainty.

This article presents a new method of obtaining an
equivalent circuit model to the connector-line transition
and demonstrates it in the UHF band. Our method uses
two transmission lines, but in contrast to the prior art,
it is entirely independent of the EM properties of the
materials involved in the lines. Therefore, the line width
can be selected considering the ease of manufacturing,
e.g., avoiding excessively narrow lines instead of opti-
mizing the width to provide a particular characteristic
impedance. These features make the method compelling

for the emerging textile electronics applications, where
the high-precision manufacturing and material charac-
terization are even more challenging than the conven-
tional high-frequency electronics applications [9–10].
The proposed method is simple to apply as it requires
only the VNA measurement of two transmission lines
and data fitting based on the well-known least-squares
method. The fitting is based on basic circuit analysis
considerations and does not involve circuit or EM field
simulations.

II. METHOD
A. Data fitting approach

The method we propose for characterizing the
connector-line transitions as lumped element equivalent
circuits is two-fold. First, we implemented the two
microstrip transmission line structures, MSL1 and MSL2
illustrated in Figure 1, and measured their two-port S-
parameters with a VNA. Second, we performed the least-
squares type model fitting for several circuit topologies
to determine the type of the equivalent circuit and its
component values that best represents the connector-
line transitions. As illustrated in Figure 1, the two
microstrip transmission line structures comprise identi-
cal RF connectors and the internal lines L1 and L2 with
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Fig. 1. Top view of the microstrip line structures of the
proposed two-line method. The boldface symbols denote
the associated chain matrices used in the analysis.
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the respective physical lengths of d and 2d. All the
other aspects of the lines, i.e., the substrate and conduc-
tor materials and the line widths, are equal. Importantly,
we note that, in addition to this, no other properties, such
as the substrate dielectric properties, need not be known.
Overall, no numerical simulations are involved in the
process.

For further analysis, we denote the chain (or ABCD)
matrix of L1 as M so that using the cascading property
of the chain parameters [11], [12, pp. 188–190], the
chain matrix of L2 is given by the matrix product MM.
Referring to Figure 1, we denote the chain matrix of the
connector-to-line transition as P= (Pi j), i= 1,2, j = 1,2.
Given the assumption of identical connectors, we have
for the chain matrix of the reverse, i.e., line-to-connector
transition,

Pr =

(
P22 P12
P21 P11

)
. (1)

Thus,
A = PMPr and B = PMMPr= (PM)(MPr) (2)

from which we can solve
PM = AP−1

r and MPr = P−1A, (3)
so that

B =
(
AP−1

r
)(

P−1A
)
. (4)

Consequently,

P−1
r P−1 = A−1BA−1 =⇒ PPr=AB−1Adef

=U. (5)
This equation links the connector-line transition to the
measured two-port network parameters of MSL1 and
MSL2 through the matrix U.

Next, we note that M, P, and Pr are reciprocal
two-port networks because they are passive and are
expected to comprise only regular bulk conductor and
linear isotropic dielectric materials. Therefore, they
exhibit determinants equal to one [11]. Moreover, since
M is symmetric, A, B, and U are reciprocal and symmet-
ric. Using these facts we obtain

P =

(
P11 P12
P21 P22

)
=

(
P11 P12

P21
1+P12P21

P11

)
, (6a)

Pr =

(
P22 P12
P21 P11

)
=

( 1+P12P21
P11

P12

P21 P11

)
, (6b)

U =

(
U11 U12
U21 U11

)
=

(
U11 U12

U2
11−1
U12

U11

)
, (6c)

and

PPr =

(
1+2P12P21 2P11P12

2P21
1+P12P21

P11
1+2P12P21

)
. (6d)

The entry-wise comparison of the left- and right-hand
sides of the matrix equation PPr = U (eqn (5)) reveals
that we can express three of the entries of P as functions
of the fourth. However, the number of the independent
equations does not suffice for solving all the elements of
P. In other words, PPr = U defines an over determined

system of equations. By defining x def
= P21 as a free vari-

able and applying regular algebraic manipulations on the
equation PPr = U, we obtain

P(x) =

( xU12
U11−1

U11−1
2x

x U2
11−1

2U12x

)
, (7)

where x is an arbitrary non-zero complex number.
Because the connector-line transitions must be pas-

sive two-port networks, we hypothesize that they can be
approximated as passive lumped element equivalent cir-
cuits over a range of frequencies. We denote the chain
matrix modeling the forward, i.e., connector-to-line tran-
sition, as Q = (Qi j), i=1,2, j=1,2. Because we model
the transition as a passive lumped element circuit, it
is a reciprocal two-port network that satisfies det(Q) =
1 [11]. Consequently, an entry-wise inspection of the
matrix equation P(x) = Q, where P(x) is given in eqn (7),
yields four solutions for the variable x:

x1 =
Q11(U11−1)

U12
, x2 =

U11−1
2Q12

,

x3 = Q21, x4 =
U2

11−1
2U12Q22

.
(8)

Ideally, for perfectly identical connectors, in the absence
of any measurement uncertainty, and with a perfect
agreement between the circuit model and reality, all four
equations would yield the same solution for x. In prac-
tice, however, this is not possible. Therefore, we seek the
component values that bring the four solutions as close
as possible to each in the complex plane.

The centroid of the solution quadruplet is given by
the mean value

C (ωk)
def
=

1
4 ∑

4
m=1 xm (ωk) , (9)

where k is the frequency index in the list of N measured
frequency points. Now, the least-squares type estimate
for the solution can be obtained by identifying the set
of circuit component values that minimizes the sum of
the squared residuals defined as the sum of the squared
distances from the centroid given by

E =
N

∑
k=1
|C (ωk)− x1 (ωk)|2 + |C (ωk)− x2 (ωk)|2

+ |C (ωk)− x3 (ωk)|2 + |C (ωk)− x4 (ωk)|2

=
1

16

N

∑
k=1

4

∑
n=1

4

∑
m=1
m 6=n

|xm (ωk)−3xn (ωk)|2.

(10)

The implementation of the model fitting for particular
circuit topologies will be discussed further in Section III

B. Preconditioning of the measured data
The initial assumption of our analysis is that MSL1

and MSL2 are symmetric two-port networks. Still, in
practice this assumption cannot be satisfied precisely
due to the measurement uncertainty and manufacturing
tolerances. This non-ideality could lead to unexpected
propagation of error through the governing system of



LE, POURNOORI, SYDÄNHEIMO, UKKONEN, BJÖRNINEN: EQUIVALENT CIRCUIT APPROXIMATION TO THE CONNECTOR-LINE... 1544

non-linear equations. Therefore, we precondition the
measured S-matrices of MSL1 and MSL2 by enforc-
ing the symmetry condition (equal diagonal and anti-
diagonal entries). Let S(1)

mes and S(2)
mes be the measured

S-matrices of MSL1 and MSL2, respectively. Now, the
entries of the corresponding symmetrized matrices can
be estimated as the mean values of the relevant entries of
the measured matrices

S(i)def
=

1
2

(
S(i)mes,11 +S(i)mes,22 S(i)mes,12 +S(i)mes,21

S(i)mes,21 +S(i)mes,12 S(i)mes,22 +S(i)mes,11

)
, (11)

where i = 1,2. By using S(1) and S(2) as the source
data for computing the corresponding chain matrices A
and B for the model fitting procedure through the well-
known two-port network parameter transformations [12,
p. 192], the numerical values of the entries of U will
necessarily follow the form defined in eqn (6c).

For assessing how much the symmetrized data dif-
fers from the original raw measured data at each fre-
quency, we can inspect the value

Wi (ωk)
def
=

1∥∥∥S(i)
mes (ωk)−S(i) (ωk)

∥∥∥ , i = 1,2, (12)

where ||·|| denotes the matrix 2-norm [13, Ch. 2]. The
larger the value, the better the initial symmetric network
assumption holds in the original measured data. Thus,
we can use this information to form weights for each fre-
quency point in the model fitting. For this purpose, let
NT be the number of elements of a subset T of the mea-
sured frequency indices (1 ≤ NT ≤ N) such that

ti ≤Wi (ωk) for all k∈T. (13)
By this definition, for a particular portion of the mea-
sured frequency points, we have ti ≤Wi. For example, if
t1 = 15 and t2 = 20, and one would list W1 and W2 in the
ascending order, then for more than NT frequency points
on the lists, W1 and W2 would take values greater than
15 and 20, respectively.

For the measured data that would fulfill the initial
assumption of symmetric S-matrix very closely, ti would
take large values throughout the frequency range. Still,
in practice ti may also take very low values at some
frequencies. Consequently, these frequencies should
have proportionally less influence on the outcome of the
model fitting. On the other hand, considering only the
frequencies among the highest values of Wi would not
be a balanced approach because it could over-emphasize
the data from a limited sub-band of the total frequency
range of interest in the model fitting. Given this, in the
definition of ti, we consider NT to be rounded to the inte-
ger nearest to N/2. This way, considering at least half of
the measured frequency points, if t1 ≤ t2, then the mea-
surement of MSL1 was in a relatively closer agreement
with the initial assumption than MSL2, and vice versa.

Thus, we can first use the threshold numbers t1 and
t2, to compare for which one of the measured struc-
tures, the symmetrization yields smaller/larger deviation
from the original data considering the whole frequency
range. Second, with this information, we can compute
the weighted average

W (ωk)
def
=

t1W1 (ωk)+ t2W2 (ωk)

t1 + t2
, k = 1,2, . . . ,N, (14)

which measures the fitness of the initial assumption of
MSL1 and MSL2 both being symmetric two-port net-
works. This approach considers both structures but
places proportionally more weight on the one for which
the assumption holds true closer for 50% of the mea-
sured frequencies. Therefore, we can incorporate values
W(ωk) as frequency weights in the computation of the
sum of the squared residuals for the model fitting as

EW
def
=

N

∑
k=1

W (ωk)
4

∑
n=1

4

∑
m=1
m 6=n

∣∣∣∣ xm (ωk)
−3xn (ωk)

∣∣∣∣2, (15)

where, for simplicity, we have left out the multiplication
with the constant scaling factor of 1/16 of the whole sum
that appeared in the non-weighted eqn (10).

III. RESULTS FROM THE MODEL FITTING
A. Candidate circuit for the model fitting

Transmission line theory establishes that over an
infinitesimal length, a transmission line can be approxi-
mated as a lumped element equivalent circuit made up of
series inductance and shunt capacitance [12, pp. 48–50].
The component values are determined by the structure
and materials of the cross-section of the line. Series
resistance and shunt conductance can be included in the
model to account for the energy dissipation in the con-
ductor and the dielectric material, respectively. Still, for
electrically short lines, they are often negligible. Moti-
vated by this and the fact that the connectors are cer-
tain types of transmission line or waveguide structures,
we considered lumped element circuits that are combi-
nations of series inductance and shunt capacitance as
viable candidates to model the connector-to-line transi-
tion. In addition, we limit the study to the six cases listed
in Figure 2, which are all the combinations of series
inductance–shunt capacitance circuits with the number
of components between two and four. The circuit for the
reverse transition, i.e., line-to-connector, is obtained by
reversing the order of the components.

As an example, we derive here the chain matrix Q
of Circuit 3 by cascading the three two-port networks
representing shunt-connected capacitance Cs, series-
connected inductance L, and shunt-connected capaci-
tance Ce, in left-to-right order [12, p. 199]:

Q =

(
1 0

jωCs 1

)(
1 jωL
0 1

)(
1 0

jωCe 1

)
. (16a)
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Fig. 2. Circuits considered for modeling the connector-
to-line transition. The connector is on the left and the
line is on the right side of each circuit.

Regular algebraic manipulations yield

Q =

(
1−ω2LCe jωL

jω
(
Cs +Ce−ω2LCsCe

)
1−ω2LCs

)
. (16b)

By substituting the elements of Q into eqn (8), we obtain

x1 =
(U11−1)

(
1−ω2LCe

)
U12

(17a)

x2 =
U11−1

j2ωL
, (17b)

x3 = jω
(
Cs +Ce−ω

2LCsCe
)
, (17c)

and x4 =
U2

11−1
2U12 (1−ω2LCs)

. (17d)

These are the four solutions for the variable x that will
determine the sum of the squared residuals for any given
circuit component values from eqn (15). The chain
matrices of all considered circuits and the correspond-
ing solution quadruplets for x are found analogously. We
list them in Tables A.1 and A.2 in the Appendix.

B. Implementation and results
In this work, we targeted characterizing the

connector-line transitions in the ultra-high frequency
(UHF) range. For the experiments, we chose the fre-
quency range from 800 MHz to 3 GHz. It covers several
critical modern wireless applications, such as the UHF
radio-frequency identification (RFID) at 866/915 MHz
bands, L1-signal of the global positioning system (GPS)
at 1575.42 MHz, and the industrial, scientific, and medi-
cal (ISM) band at 2.45 GHz. To highlight the fact that we
do not need to know the electromagnetic properties of the
line substrate for applying the proposed two-line method,
we implemented the test structures MSL1 and MSL2
on textile type of material, ethylene-propylene-diene-
monomer (EPDM) foam [14]. The connectors were

Structure d w g h

MSL1 80 3 1.5 60

MSL2 160 3 1.5 60

Substrate thickness: 3 mm
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h
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Substrate thickness: 3 mm

g
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Fig. 3. Top view of the microstrip line structures used
in the measurement with the geometrical parameters
reported in millimetres.

SMA connectors used in the mounted-through configu-
ration, i.e., the connectors’ body soldered to the ground
plane and the center pin inserted through the substrate to
the line terminal. Figure 3 shows the tested structures
and their dimensions.

The S-parameter measurements were conducted
with Keysight ENA Network Analyzer E5080A. For
implementing the model fitting procedure, we used
Mathworks MATLAB version R2018a. The search of
the equivalent circuit component values that minimize
the sum of the squared residuals was based on the direct
computation of the residual given in eqn (15) over a
uniformly spanned grid of the component values. The
search was initiated considering the range of 0–800 fF
and 0–2500 pH for the capacitors and inductors. Fig-
ure 4 illustrates the relationship between the component
values and the residual error of the model fitting in the
case of Circuit 3.

Fig. 4. The residual (top left) from fitting the component
values to Circuit 3 in the ascending order and the corre-
spondingly ordered component values L, Cs, and Ce.
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Table 1: Component values of the field circuits in [pH]
and [fF]

Circuit L or Ls C or Cs Le Ce Ew [dB]
1 3724 537 N/A N/A 2.64
2 2131 964 N/A N/A –0.4
3 2033 398 N/A 383 –6.1
4 661 763 1383 N/A –5.5
5 2027 397 6 385 –6.1
6 71 412 1973 368 –6.1

For the best 10,000 indices, EW remains within 0.5
dB from the optimum. Thus, the fit is not highly sen-
sitive toward the component values. The minimum-to-
maximum variation of the component values for the best
10,000 induces are approximately 350 fF, 200 fF, and
300 pH, for Cs, Ce, and L, respectively. Comparison of
the deviations relative to the optimum values indicates
that the fit is most sensitive toward L and least sensitive
toward Cs.

Table 1 shows the outcome of the model fitting for
all the studied circuits. The conclusions we draw from
the results are summarized as follows:

1. The residual for Circuits 1 and 2 is large compared
with others.

2. Circuit 4 achieved a notably smaller residual than
Circuits 1 and 2 but higher than Circuits 3, 5, and 6.

3. Circuits 3, 5, and 6 achieved low and nearly equal
residuals.

4. For Circuit 5, the value of the ending inductor (Le)
is small. Thus, Circuit 5 is approximately Circuit 3.

5. For Circuit 6, the value of the starting inductor (Ls)
is small. Thus, Circuit 6 is approximately Circuit 3.

Based on these observations, we conclude that Circuit 3
is the best choice for modeling the connector-line tran-
sitions for our studied microstrip line structures. Addi-
tionally, we note that our analysis converged to the same
circuit topology adopted for a coaxial-to-microstrip tran-
sition by the authors of [3]. In the next section, we will
demonstrate the applicability of the equivalent circuit in
two microwave engineering scenarios.

IV. EXPERIMENTAL DEMONSTRATIONS
A. Estimation of the dielectric properties of the line
substrate

In our previous work [10], we presented a method
of estimating the frequency-dependent relative permit-
tivity and loss tangent of the substrate of a microstrip
transmission line. We did this by parameterizing the
numerical simulation model of a transmission line as a
function of these quantities, sweeping them over a range
of values in the simulator, and then fitting the results to
the measured data using the least-squares method. Since

obtaining the equivalent circuit models for the connector-
line transitions using the approach presented in this work
does not require any prior knowledge of the dielectric
properties of the substrate material, we can re-use the
measured S-parameters of MSL1 and MSL2 for esti-
mating the dielectric properties of the substrate material.
This way, we can enhance the accuracy of our previous
method [10] in two ways: first, by having the equivalent
circuit models of the connector-line transitions, we can
remove their parasitic contribution, and second, since we
measure two lines as compared with a single one in [10],
we can combine the data to reduce uncertainty.

The procedure described in Sections II and III pro-
vides the equivalent circuit models for the connector-to-
line (chain matrix Q) and the reverse transition (chain
matrix Qr), such that we have P≈Q and Pr ≈Qr in eqn
(2). Thus, we obtain

M≈Q−1AQ−1
r and MM≈Q−1BQ−1

r , (18)
which approximate the chain matrices of the transmis-
sion lines L1 and L2 internal to the measured structures
MSL1 and MSL2 in Figure 1, respectively. Here A and
B are the chain matrices corresponding with the sym-
metrized measured S-parameters of MSL1 and MSL2,
respectively (eqn (11)).

Following the procedure described in [10], we
sweep the values of the relative permittivity and loss
tangent of the line substrate in a numerical simula-
tion to find the values that provide the best fit between
the simulation and measurement in the least-squares-
sense. Moreover, the frequency-dependency of the rel-
ative permittivity and loss tangent will be defined by
the Svensson/Djordjevic model based on the dielectric
relaxation phenomenon [15, 16]. Thus, for parameter-
izing the simulation model, we sweep the values of the
relative permittivity (εr0) and loss tangent (td0), which
define the dielectric properties of the substrate material
at the given center frequency of the Svensson/Djordjevic
model.

For most engineering applications, the critical fea-
tures of transmission line circuits and components are the
reflection coefficient, signal attenuation due to the inter-
nal power loss of the line given by the maximum attain-
able gain of the two-port network (Gmax) [12, pp. 571–
575], and the transmission phase angle. In this regard, at
each frequency, we can define the following percentage
differences

ei,1 (ωk) =

∣∣∣∣∣ S̃
(i)
11 (ωk)−S(i)11 (ωk)

S(i)11 (ωk)

∣∣∣∣∣ , (19a)

ei,2 (ωk) =

∣∣∣∣∣ G̃(i)
max (ωk)−G(i)

max (ωk)

G(i)
max (ωk)

∣∣∣∣∣ , (19b)

and ei,3 (ωk) =

∣∣∣∣∣∣
Arg

(
S̃(i)21 (ωk)

)
−Arg

(
S(i)21 (ωk)

)
Arg

(
S(i)21 (ωk)

)
∣∣∣∣∣∣ , (19c)
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where the accent mark “∼” identifies the simulated quan-
tities while the other quantities are derived from M and
MM. Further, 1 ≤ k ≤ N is the frequency index, and i =
1,2 refers to L1 and L2, respectively. Any of these three
percentage differences can be used to form the sum of
squared residuals for the model fitting as

Ei,m (εr0, td0) = ∑
N
k=1 Wi (ωk) |ei,m (ωk)|2, (20)

where i = 1,2 and m = 1,2,3. In eqn (20), the weights
Wi computed from eqn (11) give relatively more impor-
tance to the frequencies where the initial assumption of
the symmetric two-port network holds true closer in the
original measured data.

To consider Ei,1, Ei,2, and Ei,3 simultaneously, we
can combine them as the sum

Ei (εr0, td0) = ∑
3
m=1

Ei,m (εr0, td0)

max{εr0,td0}Ei,m (εr0, td0)
, (21)

where i = 1,2, and the three summands are normalized to
their respective maxima over the considered model vari-
ations to uniformize their impact on the combined resid-
ual Ei. For each line, the pair of values εr0 and td0 that
minimizes Ei is the least-squares estimate to the substrate
material properties. However, for achieving a single esti-
mate for εr0 and td0, we can define the total residual E as
the weighted average

E (εr0, td0) =

E1/

(
min
{εr0,td0}

E1

)
+E2/

(
min
{εr0,td0}

E2

)
1/
(

min
{εr0,td0}

E1

)
+1/

(
min
{εr0,td0}

E2

) ,

(22)
which gives proportionally more weight to the data mea-
sured from the line that yields a smaller residual. The
pair of values εr0 and td0 that minimizes E is the least-
squares estimate to the substrate material properties at
the center frequency of the Svensson/Djordjevic model
with respect to the measured data from both lines.

We implemented the model fitting routine in Math-
works MATLAB version R2018a using Circuit 3 (Fig-
ure 2) with the component values listed in Table 1 to
model the connector-line transitions. The frequency
range we considered was from 800 MHz to 3 GHz, and
the center frequency for the Svensson/Djordjevic dielec-
tric relaxation model was set to 1 GHz. The trans-
mission line simulations were performed using Keysight
Advanced Design System (ADS) version 2013.06, where
the relaxation model is internally implemented [17]. In
the simulation, we swept εr0 and td0 over the intervals
1–3 (25 points) and 0.01–0.025 (20 points), respectively.
The outcome is presented in Table 2 with a comparison
to other works. Overall, the estimated values agree with
the reported values in the literature. In comparison with
our previous estimate [10], we note that removing the
connector-line transitions through eqn (18) brought the
estimated dielectric properties closer to the other works.

Table 2: The dielectric properties of EPDM
Reference Frequency Relative Loss

permittivity tangent
[10] 1GHz 1.534 0.01
[18] 900MHz 1.23 0.02
[19] 868MHz 1.21 N/A

This work 1GHz 1.2821 0.0195

B. Computer-aided design and design verification of
two quarter-wave transformers

Quarter-wave transformer is a typical passive trans-
mission line component that transforms a given load
resistance (RL) to desired input resistance (Rin). It com-
prises a single transmission line section, which has an
electrical length of 90◦ and the characteristic impedance
of Z0 =

√
RinRL [12, pp. 246–249]. Thus, optimiz-

ing the transformer requires accurate knowledge of the
dielectric properties of the line substrate to enable find-
ing the required physical width and length of the line that
yields the targeted Z0 and the electrical length of 90◦.
As an example, we considered transforming RL = 50 Ω

Rin = 200 Ω at 1 GHz and 2.45 GHz. For this transfor-
mation, we need Z0 = 100 Ω.

Next, we designed the transformers in Keysight
Advanced Design System (ADS) version 2013.06 using
the estimated dielectric properties of the substrate pre-
sented in the previous sub-section. Figure 5 shows the
tested structures and their dimensions. Following the
standard engineering practice, we optimized the trans-
formers, excluding the connector-line transition circuits,
and inspect their impact later by comparing the sim-
ulated and measured performance of the transformers.
Figures 6 and 7 show the simulated and measured input
impedance. The results show that the simulation without
the connector-line transition circuits does not accurately
predict the measured input impedance.

In contrast, the simulation, including the transition
circuits, is in excellent agreement with the measurement.
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Fig. 5. Top view of the implemented quarter-wave trans-
formers with the geometrical parameters reported in mil-
limeters.
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Fig. 6. Input impedance of the quarter-wave transformer
operating at 1 GHz.

Fig. 7. Input impedance of the quarter-wave transformer
operating at 2.45 GHz.

Fig. 8. Electrical length of the quarter-wave operating at
1 GHz (left) and 2.45 GHz (right).

A similar conclusion holds for the measured electrical
length of the transformers presented in Figure 8. Further-
more, the agreement in the results extends well beyond
the frequency range of 800 MHz to 3 GHz, which was
considered in the data fitting to obtain the transition cir-
cuit model and the dielectric properties of the substrate.
Thus, we conclude that including the connector-line tran-
sition equivalent circuit in the simulation model notably
improves the computer-aided design process and is read-
ily applicable to the textile electronics application.

V. CONCLUSION
The VNA is a standard tool for the electrical

characterization of high-frequency circuits and devices.
Despite the device calibration, any residual physical sep-
aration between the VNA’s calibrated electrical contact
point and the actual input terminal of the device under

test causes a residual error in the measurement. We
presented a new method of obtaining a lumped element
equivalent circuit to model the electrical transition due
to the connector. The method is based on the analysis
and measurement of two microstrip transmission lines,
one of which has precisely double the physical length of
the other. It does not require knowledge of the dielectric
properties of the line substrate or numerical simulations
but relies on basic circuit analysis and the least-squares
data fitting.

In the experiments, we found a 3-component reac-
tive circuit to model well the electrical transition due to
an SMA connector in a through mount configuration on
a 3 mm thick textile substrate in the UHF band. Fur-
ther, we applied the transition circuit model to augment
our previously proposed method of estimating the rel-
ative permittivity and the loss tangent of the line sub-
strate. Finally, we tested two quarter-wave transform-
ers. The results showed that including the transition cir-
cuits in the computer-aided design process significantly
improved the agreement between the simulated and mea-
sured results.

In our future work, we will consider replacing the
transmission line as a test structure with a reconfigurable
transmission line component to produce a larger set of
data for the model fitting.
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APPENDIX

Table A.1 Chain matrices (Q) of the lumped element equivalent circuits listed in Figure 2

Circuit 1
(

1 jωL
jωC 1−ω2LC

)
Circuit 2

(
1−ω2LC jωL

jωC 1

)
Circuit 3

(
1−ω2LCe jωL

jω
(
Cs +Ce−ω2LCsCe

)
1−ω2LCs

)
Circuit 4

(
1−ω2LsC jω

(
Ls +Le−ω2LsLeC

)
jωC 1−ω2CLe

)
Circuit 5

(
1−ω2LsCe jω

(
Ls +Le−ω2LsLeCe

)
jω
(
Cs +Ce−ω2LsCsCe

)
1−ω2 (Le (Cs +Ce)+LsCs)+ω4LsLeCsCe

)
Circuit 6

(
1−ω2 (Ls (Cs +Ce)+LeCe)+ω4LsLeCsCe jω

(
Ls +Le−ω2LsLeCs

)
jω
(
Cs +Ce−ω2LeCsCe

)
1−ω2CsLe

)

http://edadocs.software.keysight.com/display/ads2009/Conductor+Loss+Models+in+Momentum.
http://edadocs.software.keysight.com/display/ads2009/Conductor+Loss+Models+in+Momentum.
http://edadocs.software.keysight.com/display/ads2009/Conductor+Loss+Models+in+Momentum.
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Table A.2 Solution quadruplets to equation P(x) = Q, where P(x) and Q are given in equation (7) and Table A.1

Circ. 1 x1 =
(1−ω2LC)(U11−1)

U12
x2 =

U11−1
j2ωL

x3 = jωC x4 =
U2

11−1
2U12

Circ. 2 x1 =
U11−1

U12
x2 =

U11−1
j2ωL

x3 = jωC x4 =
U2

11−1
2U12(1−ω2LC)

Circ. 3 x1 =
(U11−1)(1−ω2LCe)

U12
x2 =

U11−1
j2ωL

x3 = jω
(
Cs +Ce−ω2LCsCe

)
x4 =

U2
11−1

2U12(1−ω2LCs)

Circ. 4 x1 =
(U11−1)(1−ω2LsC)

U12
x2 =

U11−1
j2ω(Ls+Le−ω2LsLeC)

x3 = jωC x4 =
U2

11−1
2U12(1−ω2LeC)

Circ. 5 x1 =
(U11−1)(1−ω2LsCe)

U12
x2 =

U11−1
j2ω(Ls+Le−ω2LsLeCe)

x3 = jω
(
Cs +Ce−ω2LsCsCe

)
x4 =

U2
11−1

2U12(1−ω2(Le(Cs+Ce)+LsCs)+ω4LsLeCsCe)

Circ. 6 x1 =
(U11−1)(1−ω2(Ls(Cs+Ce)+LeCe)+ω4LsLeCsCe)

U12
x2 =

U11−1
j2ω(Ls+Le−ω2LsLeCs)

x3 = jω
(
Cs +Ce−ω2LeCsCe

)
x4 =

U2
11−1

2U12(1−ω2CsLe)
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Abstract – This paper presents a study of linear antenna
array (LAA) synthesis with a seagull optimization algo-
rithm (SOA) to achieve radiation patterns having low
maximum sidelobe levels (MSLs) with and without
nulls. The SOA is a new optimization technique based
on the moving and attacking behaviors of the seagull in
the nature. In this study, the original mathematical model
of SOA is modified by compensating the exploration and
exploitation features to improve the optimization perfor-
mance. The optimization ability of the modified SOA
(MSOA) is tested with seven numerical examples of
LAA. In the first three examples, the amplitude values
of the array elements are optimized by MSOA whereas
the element position values are calculated by MSOA for
the last four examples. The numerical results obtained by
MSOA are compared with those of different algorithms
from the literature. The results reveal that MSOA algo-
rithm is very good at optimizing antenna array parame-
ters to obtain a desired radiation pattern. Additionally, it
is seen that MSOA finds better results than the compared
algorithms in terms of MSL and single and multiple null
depth levels (NDLs). The contribution of the modifi-
cation of MSOA is shown with a convergence curve to
compare with the original one.

Index Terms – antenna array synthesis, linear antenna
arrays, maximum sidelobe level, null depth level, seagull
optimization algorithm.

I. INTRODUCTION
Antenna arrays are widely used in many communi-

cation and radar systems to improve the quality of the
signal [1]. The quality of antenna array design signif-
icantly effects the performance of these array systems.
In recent years, a lot of research has been carried out on
the design of antenna arrays to achieve desired radiation
pattern synthesis. These parameters are mainly ampli-
tude, phase, and position values of array elements. From
this perspective, calculating proper array parameters is

an optimization problem. Therefore, many optimization
methods have been used to obtain the desired antenna
array radiation pattern. Modifications on the radiation
pattern are performed for different purposes. Maximum
sidelobe level (MSL) reductions are basically used to
diminish the negative effect of the electromagnetic pol-
lution. Additionally, the radiated power can be better
focused on the main beam direction with the help of
sidelobe reduction. Placing nulls on the radiation pat-
tern are generally used to prevent interferences caused
by unwanted signals received from other communication
systems.

There are several different geometrical structures
of antenna arrays used in the wireless systems such as
linear [2–12], circular [13–18], elliptical [19–21], and
planar antenna arrays [22, 24]. Linear antenna arrays
(LAAs) are very common geometry among the array sys-
tems. Several antenna elements are placed in a straight
line for this geometry. Because of its simple structure,
LAAs are used in a wide range of applications. Hence,
the synthesis problem of LAA has received remarkable
attention throughout the years. Different optimization
methods such as grey wolf optimizer (GWO) [2], moth-
flame optimization (MFO) [3], ant lion optimization
(ALO) [4], biogeography-based optimization (BBO)[5],
tabu search algorithm (TSA) [6], memetic algorithm
(MA) [6], genetic algorithm (GA) [6], fitness-adaptive
differential evolution algorithm (FiADE) [7], parti-
cle swarm optimization (PSO) [7, 8], harmony search
algorithm (HSA) [9], backtracking search algorithm
(BSA) [10], comprehensive learning particle swarm
optimizer (CLPSO) [11], and mean variance mapping
optimization (MVMO) [12] have been proposed and
employed to solve these synthesis problems. GWO is
used to obtain an optimal pattern synthesis of LAA with
a reduced MSL and nulls in the desired directions [2].
The side lobes of two LAAs with different sizes are sup-
pressed by MFO algorithm [3]. Sidelobe reduction and
null placement are also carried out by means of ALO
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evolutionary algorithm in [4]. BBO is employed in [5]
to achieve an optimum pattern synthesis with low MSLs
by using amplitude as well as phase and position values
of array elements. Cengiz and Tokat [6] have employed
TSA, MA, and GA to synthesis three LAAs with differ-
ent number of array elements. FiADE by Chowdhury et
al. [7], which is a modified version of the classical DE
algorithm, is also used for LAA. The element positions
of the LAA elements are determined by using PSO algo-
rithm to get a low MSL and null placement [8]. HSA
is also employed to obtain lower MSLs and deeper null
levels [9]. Guney and Durmus [10] have used BSA for
pattern nulling of LAA. CLPSO, an improved variant of
PSO, is employed by Goudos et al. to optimize three dif-
ferent LAAs [11], and MVMO has been applied to LAA
synthesis by Guney and Basbug [12].

This paper presents a simple and effective method
using the seagull optimization algorithm (SOA) to design
an LAA by optimizing only the amplitude and posi-
tion values of the antenna array elements. Generally,
variable attenuators are used to control amplitude val-
ues of the array elements in practice. A symmetrical
linear array ensures cheaper practical implementations
and less computational effort for calculations. If the
design is desired to be dynamic, mechanical driving sys-
tems are needed to move antenna array elements for the
position-only control techniques. The SOA is a novel
bio-inspired metaheuristic algorithm proposed by Dhi-
man and Kumar [25]. The simple structure of SOA with
few parameters makes it applicable to different engineer-
ing problems [26–28]. Nine well-known optimization
algorithms are chosen for different benchmark compar-
isons with SOA to validate its performance [25]. The
algorithms compared with SOA are GA, differential evo-
lution algorithm, PSO, spotted hyena optimizer, multi-
verse optimizer, MFO, sine cosine algorithm, GWO, and,
gravitational search algorithm [25]. In this paper, a mod-
ified version of SOA (MSOA) is employed. The modifi-
cation is on the step size of SOA that defines the move-
ment behavior of population elements. The original ver-
sion of SOA has already a linear changing strategy for
the parameter of the movement behavior. However, this
strategy is limited with a linear decrease. In this paper, a
nonlinear changing is proposed to improve search qual-
ity of SOA with a better exploration in the early phase of
the algorithm and a better exploitation in its later phases.
The enhancement that achieved by the modification is
shown with two pairs of convergence curve comparisons
in the first and second examples.

In this paper, seven different LAA optimization
examples are considered. For the first three examples,
the amplitude values of LAA are calculated by MSOA
to achieve low MSLs. The fourth example includes the
optimization of the element positions in the LAA to

reduce sidelobe levels. In the last three examples, ele-
ment positions are determined by MSOA to locate nulls
at the desired directions of the radiation pattern. The
results of MSOA are compared with those of GWO [2],
MFO [3], ALO [4], BBO[5] , MA [6], GA [6], TSA [6],
FiADE [7], PSO [8], HSA [9], BSA [10], CLPSO [11],
and MVMO [12]. It was shown that MSOA can obtain
better results than those of the other compared algo-
rithms.

II. PROBLEM FORMULATION
A symmetrical LAA that consists of even number

(2N) isotropic elements is illustrated in Figure 1. The
array elements are placed symmetrically along the x-
axis. Because of the symmetrical structure, LAA has a
symmetrical radiation pattern. The elements placed sym-
metrically can also reduce the computational cost since
it is sufficient to optimize only N elements. The array
factor of LAA shown in Figure 1 is given by [1]:

AF(θ) = 2
N

∑
n=1

In cos(kdn sinθ +δn) , (1)

where In and δ n are amplitude and phase of nth element,
respectively. dn is the distance from the array center to
the nth element. θ is the scanning angle from broadside
and k is the wave number which equals to 2π/λ . In the
first three examples of this study, the main purpose is to
obtain optimum amplitude values (In) of equally spaced
antenna array elements to generate diagrams with low
MSL values. For the fourth example, the position val-
ues (dn) of the array elements are optimized by using
MSOA to obtain patterns with low MSL values. In the
last three examples, in order to achieve radiation pat-
terns with low MSLs and deep nulls placed in desired
directions, the element positions (dn) of the antenna
arrays with constant excitations are calculated by means
of MSOA.

Fig. 1. Geometry of a symmetric linear antenna array
with elements positioned along x-axis.
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A general fitness function is formulated for the all
examples as

Fitness = fMSL + fFNBW + fNULL , (2)
where f MSL, f FNBW , and f NULL functions are used to sup-
press the MSL, limit the first null beamwidth (FNBW),
and place nulls at desired directions, respectively. The
function f MSL can be formulated as follows:

fMSL =
∫

π/2

θNULL

EMSL(θ)dθ , (3)

where θ NULL is the first null point in degree on the right
side of the main beam. EMSL(θ ) is formulated as follows
to calculate the values that are greater than the desired
MSL (MSLd) on the sidelobes:

EMSL(θ) =

{
(AFdB(θ)−MSLd)

2, for AFdB(θ) > MSLd
0, elsewhere,

(4)

where
AFdB(θ) = 20log(AF(θ)normalized). (5)

The function f FNBW in (2) can be given by

fFNBW =

{
(FNBW0− fFNBWmax)

2, for FNBW0 > fFNBWmax
0, elsewhere,

(6)

where FNBW0 and f FNBW max are the FNBW calculated
by MSOA and the desired maximum FNBW, respec-
tively. f NULL in (2) is defined as

fNULL(θ)=

{
(AFdB(θ)−NULLd)

2, for AFdB(θ) > NULLd
0, elsewhere,

(7)

where NULLd is the desired NDL at the predetermined
null angle.

III. METHOD
A. Seagull optimization algorithm

Seagulls are sea birds with many species with differ-
ent masses and lengths that can live all over the planet.
They are omnivores that feed on insects, fish, lizards,
frogs, and eggs. The body of seagulls is generally cov-
ered with white plumages. Seagulls are highly intelligent
animals. They use their intelligence to find and attack the
prey. For example, they use breadcrumbs to attract and
hunt the fishes. They can also produce sounds like rain
to deceive and catch the earthworms. Generally, seagulls
live in colonies and there are two most important behav-
iors for seagulls in terms of swarming. They migrate
to other locations and attack their preys together accord-
ing to a plan. The migration and hunting behaviors of
the seagulls are illustrated in Figure 2 [25]. During
the migration, the seagulls instinctively consider three
different points. First, they try to avoid collision with
other population members. Second, each seagull tends
to approach the neighbor that has better fitness. Lastly,

Fig. 2. Schematic models of seagulls for their migration
and attacking behaviors.

all seagulls try to sustain their near positions to the seag-
ull which has the best fitness in the flock. When one of
the seagulls searches and attacks the prey, it follows a
spiral path in the air.

The mathematical model of SOA [25] is based on
the pattern of seagull behavior. First of all, the seagulls
in the population are distributed randomly as population
members through the solution space. The cost function
values are calculated for each seagull by using their posi-
tions. The cost function as an objective function for the
metaheuristic optimization algorithms is the reciprocity
of fitness function. In this study, the cost function spe-
cialized for antenna array synthesis problems is used.

The migration is a movement of seagulls to find a
better hunting place in terms of rich prey populations.
The members of seagull population try to avoid a colli-
sion with the other members. To model this behavior α

parameter is used as follows:

~Cs = α .~Ps(x), (8)
where ~Cs denotes the position of the seagull that tries to
prevent from colliding with other search member. ~Ps, x,
and α represent the current position of search member,
the current iteration, and the movement behavior of the
search member in a given search space, respectively. The
parameter α is given by

α = fc − (x(
fc

Maxiteration
)), x = 0,1,2, ...,Maxiteration,

(9)
where f c is the starting value for the parameter α . α

linearly decreases as iteration progress to 0 as defined
in eqn (9). After the collision avoidance mechanism is
assured, the search members fly in the direction of the
best neighbor. The next position of the search member
~Ms can be written as

~Ms = B . (~Pbs(x) − ~Ps(x)), (10)
where B, ~Pbs, and ~Ps represent scaling factor, member
having the best cost function value, and current position
of search member, respectively. B value is randomized
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as follows:
B = 2.α2.rd, (11)

where rd is a pseudo random number in [0, 1]. After
these processes, the search member changes its position
according to the best search member in the population
with the following distance formula between the search
member and the best member:

~Ds =
∣∣∣ ~Ms + ~Cs

∣∣∣ . (12)

The attack is performed by the seagulls to the prey
through a spiral-shaped track. This path is modeled as
the following formula:

~Ps(x) = (~Ds x′ y′ z′) + ~Pbs(x), (13)
where ~Ps(x)is the best solution. x’, y’, and z’ in eqn are
used to generate the spiral motion:

x′ = r cos(k)
y′ = r sin(k)
z′ = r.k

, (14)

with
r = u ekv, (15)

where r, k, u, and v are variable radius of each turn,
random number in [0, 2π], scaler, and power constants,
respectively.

B. Modification on seagull optimization algorithm
This paper also proposes a modification to improve

the searching ability of SOA in terms of exploration and
exploitation. For this purpose, instead of using eqn (9),
α parameter in eqn (8) is decreased gradually by tracing
a special nonlinear curve defined as follows:

α = fc .e
(

−7x
2Maxiteration

)2

, x = 0,1,2, ...,Maxiteration ,
(16)

The main idea of this modification is providing a
better exploration in the beginning of the iteration pro-
cess and a finer tunning at the rest of the optimization.
In order to achieve this aim, the formulation in eqn (16)
is used to provide large steps in the beginning and small
steps through the rest of the process as shown in Figure 3.
The performance contribution of this modification is val-
idated by comparing the convergence curves of SOA and
MSOA solutions for the first example in the following
section.

IV. NUMERICAL RESULTS
The results of seven LAA synthesis examples

obtained by MSOA are presented in this section. The
computer hardware used for the simulations is a Core i5
microprocessor with 16 GB RAM and 2.10 GHz clock
speed. The MSOA is implemented on MATLAB version
R2020a. The number of iterations for each run is set
to 1000. The simulation results for the first three exam-
ples and the last four examples are obtained within 35–40
and 50–55 seconds, respectively. The algorithm is run 20
times for each example and the best results are evaluated.

Fig. 3. The changes of α that models the movement
behavior of the search member for the MSOA and SOA.

The movement behavior (α) and control frequency (fc)
parameter of MSOA are set to [2, 0] and 2, respectively.
The population size is fixed to 30. Schematic models of
seagulls for their migration and attacking behaviors.

The synthesis results of MSOA are compared
with those of 13 different algorithms, GWO [2],
MFO [3], ALO [4], BBO [5], MA [6], GA [6],
TSA [6], FiADE [7], PSO [7, 8], HSA [9], BSA [10],
CLPSO [11], and MVMO [12]. In the first three exam-
ples, MSOA is used to calculate the amplitude values of
the array elements to achieve radiation patterns with low
MSL values and the results are compared with those of
GWO [2], MFO [3], ALO [4], and BBO [5]. For the
last four examples, the position values of the array ele-
ments are optimized by MSOA and the achieved results
are compared with MA [6], GA [6], TSA [6], FiADE [7],
PSO [7, 8], HSA [9], BSA [10], CLPSO [11], and
MVMO [12].

A. Amplitude only control
In this section, three examples that demonstrate

the LAA synthesis with MSL reduction by controlling
amplitude-only are given. The phase and interelement
position values of the array elements are fixed to δ n =
0 and λ /2, respectively. The radiation patterns are plot-
ted by using the best amplitude values achieved by 20
different optimization runs.

For the first example, the synthesis of 10-element
LAA is considered to achieve low MSL values. The
cost function given by eqn (2) is used to optimize with
MSOA. Thanks to the array symmetry, it is enough
to consider only five elements to optimize their ampli-
tude values. The radiation pattern with low MSL value
obtained by MSOA is given in Figure 4. For a com-
parison, the radiation patterns of GWO [2], MFO [3],
and ALO [4] are also given in Figure 4. The MSL
results achieved by MSOA are compared with those of
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Fig. 4. Radiation patterns optimized by MSOA and the
compared algorithms GWO [2], MFO [3], and ALO [4]
for 10-element LAA.

Fig. 5. Convergence curve plots of MSOA and SOA for
the first example with 10-element LAA.

GWO [2], MFO [3], ALO [4], and uniform array in
Table 1. From the table, it can be said that the MSL value
achieved by MSOA is better than those of GWO [2],
MFO [3], and ALO [4]. For this example, the conver-
gence curves of the original SOA and MSOA can be seen
in Figure 5. It can be concluded from the figure that
MSOA can converge faster than the original SOA.

In the second example, a 16-element LAA is opti-
mized by using MSOA method to obtain radiation pat-
tern with low MSL. Figure 6 shows the patterns obtained
by MSOA, GWO [2], and MFO [3]. Table 2 presents
a comparison between the MSL results achieved by
MSOA and those of GWO [2], MFO [3], and uniform
array. As shown in Figure 6 and Table 2, the MSL value
calculated by MSOA is –40.65 dB which is better than

Table 1: Comparison of the MSL values for 10-element
symmetrical LAA design

Algorithm MSL (dB)
MSOA –27.52

GWO [2] –26.05
MFO [3] –26.07
ALO [4] –26.08
Uniform –12.97

Table 2: Comparison of the MSL values for 16-element
symmetrical LAA design

Algorithm MSL (dB)
MSOA –40.65

GWO [2] –40.50
MFO [3] –40.25
Uniform –13.15

Fig. 6. Radiation patterns optimized by MSOA and com-
pared algorithms GWO [2] and MFO [3] for 16-element
LAA.

the other compared values. In Figure 7, the convergence
curves of the MSOA suggested in this article and original
SOA are illustrated. It is very clear from Figure 7 that the
MSOA leads to better convergence and that 1000 itera-
tions are needed to find the optimal solutions.

The difference of the third example from the second
example is only that the main beam is limited in a fixed
region. The third example is designed for a fair compar-
ison with the similar examples from the literature. The
main beam is confined as another optimization constraint
in addition to the sidelobe restriction. The radiation pat-
tern obtained by MSOA is shown in Figure 8 in com-
parison with ALO [4] and BBO [5]. The MSL value
obtained by MSOA is given in Table 3. In the same
table, the MSL results from the literature obtained by
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Fig. 7. Convergence curve plots of MSOA and SOA for
the second example with 16-element LAA.

Fig. 8. Radiation patterns optimized by MSOA and com-
pared algorithms ALO [4] and BBO [5] for 16-element
LAA with constraint FNBW.

other compared algorithms can also be seen. From the
table, it can be noted that MSOA has found better MSL
value than ALO [4] and BBO [5] algorithms.

The amplitude values of array elements obtained by
MSOA for the patterns in Figures 4, 6, and 8 are listed in
Table 4.

B. Position only control
In this section, four examples in which position val-

ues of the array elements are adjusted by MSOA are
given. The amplitude (In) and phase (δ n) values of the
array elements are fixed to 1 and 0◦, respectively.

For the fourth example, 2N = 12 element linear array
is considered to achieve a radiation pattern with low
MSL values. The cost function given in eqn (2) is used
to obtain low MSL by calculating the position values

Table 3: Comparison of the MSL values for 16-element
symmetrical LAA with constraint FNBW

Algorithm MSL (dB)
MSOA –33.53

ALO [4] –30.85
BBO [5] –33.06

Table 4: The element amplitudes (In) for the array pat-
terns given in Figures 4, 6, and 8

Number of elements Optimized amplitude values
10 (Figure 4) [1.0000 0.8887 0.6944 0.4657

0.3154]
16 (Figure 6) [1.0000 0.9342 0.8121 0.6543

0.4835 0.3220 0.1888 0.1026]
16 (Figure 8) [1.0000 0.9466 0.8465 0.7125

0.5606 0.4071 0.2681 0.2055]

Fig. 9. Radiation patterns optimized by MSOA and com-
pared algorithms TSA [6], MA [6], GA [6], PSO [7], and
FiADE [7] for 12-element LAA.

of array elements (dn). Figure 9 illustrates the array
radiation patterns achieved by using MSOA, TSA [6],
MA [6], GA [6], PSO [7], and FiADE [7]. Table 5
presents the MSL values of the radiation patterns cal-
culated by MSOA and the other compared algorithms.
From Table 5, it is clear that MSOA has achieved a better
MSL value than the other algorithms. It is observed that
the physical dimension of antenna array synthesized by
MSOA in this work is more compact than those of other
antenna arrays optimized by TSA [6], MA [6], GA [6],
PSO [7], and FiADE [7].

In the fifth example, the element positions of 2 N =
22 element LAA are optimized by means of MSOA to
obtain a radiation pattern with nulls at 9◦ as well as the
low MSL values. Figure 10 presents the radiation pattern
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Table 5: Comparison of the MSL values for 12-element LAA design by controlling the positions of array elements
Algorithm MSOA TSA [6] MA [6] GA [6] PSO [7] FiADE [7]
MSL (dB) –19.25 –18.40 –19.10 –18.77 –17.90 –18.96

Table 6: MSL and NDL values of the patterns achieved by MSOA and other optimization algorithms for 22-element
LAA with null at 9◦

Algor ithm MSOA TSA [6] MA [6] PSO [7] HSA [9] BSA [10]
MSL (dB) –23.90 –17.17 –18.11 –20.68 –23.28 –23.54

NDL (dB) (9◦) –119.80 –67.94 –73.92 –49.94 –103.30 –104.61

Fig. 10. Radiation patterns with null at 9◦ optimized
by MSOA and compared algorithms TSA [6], MA [6],
PSO [7], HSA [9], and BSA [10] for 22-element LAA.

calculated by MSOA. The figure also includes the radi-
ation patterns produced by TSA [6], MA [6], PSO [7],
HSA [9], and BSA [10]. Table 6 gives the MSL and NDL
comparisons between MSOA and the other algorithms.
From the table, it can be said that MSOA achieved better
MSL and NDL values than the other algorithms.

There are two differences between the fifth and sixth
examples. The first one is that the LAA considered in
the sixth example is 2N = 28 element antenna array. As
a second difference from the fifth example, in the sixth
example, multiple nulls (30◦, 32.5◦, and 35◦) are placed
on the radiation pattern instead of a single null. The

Fig. 11. Radiation patterns with nulls at 30◦, 32.5◦,
and 35◦ optimized by MSOA and compared algorithms
BSA [10], CLPSO [11], and MVMO [12] for 28-element
LAA.

resultant array pattern with a low MSL value and multi-
ple nulls at 30◦, 32.5◦, and 35◦ is given in Figure 11. The
figure also owns the array patterns obtained by BSA [10],
CLPSO [11], and MVMO [12]. For a more precise com-
parison, The MSL and NDL values obtained by MSOA
and the other algorithms are tabulated in Table 7. From
Table 7, it can be concluded that MSOA has achieved
better values than the other algorithms in terms of MSL
and NDL parameters.

For the last example, the number of elements is
increased to 2N = 32 to test MSOA for a larger paramet-
ric dimension. The target in this example is to achieve a

Table 7: NDL and MSL values of the patterns obtained by MSOA, BSA [10], CLPSO [11], and MVMO [12] for
28-element LAA with nulls at 30◦, 32.5◦, and 35◦

Algorithm MSOA BSA [10] CLPSO [11] MVMO [12]
MSL (dB) –22.57 –21.90 –21.63 –21.63

NDL (dB) (30◦) –87.10 –82.49 –60.04 –70.19
NDL (dB) (32.5◦) –103.30 –93.59 –60.01 –78.79
NDL (dB) (35◦) –86.56 –80.49 –60.00 –71.79
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Table 8: Comparison of results of different algorithms for 32-element LAA with null at 9◦

Algorithm MSOA PSO [8] HSA [9] BSA [10]
MSL (dB) –21.49 –18.80 –19.51 –20.50

NDL (dB) (9◦) –114.50 –62.20 –88.08 –107.50

Table 9: Element positions optimized by MSOA for the array patterns given in Figures 9–12
Number of elements [d1, d2, . . . , dN]

12 (Figure 9) [0.4206 1.2580 2.2039 3.1671 4.4298 5.7448]
22 (Figure 10) [0.2804 0.8094 1.3807 1.9663 2.4326 3.2601 3.7161 4.6507 5.3881 6.5371 7.6742]
28 (Figure 11) [0.5756 1.0542 2.1406 2.7600 3.7187 4.4164 5.3123 6.1621 7.3610 8.2936 9.3923

11.0114 12.5343 14.0927]
32 (Figure 12) [0.2150 1.2795 1.9403 2.7564 3.2846 4.2449 5.0273 5.7899 6.4887 7.2680 8.1098

8.9617 10.4744 11.9414 13.7327 15.3084]

Fig. 12. Radiation patterns with null at 9◦ optimized by
MSOA and compared algorithms PSO [8], HSA [9], and
BSA [10] for 32-element LAA.

pattern with a low MSL and a deep NDL at 9◦. Figure 12
presents the radiation patterns calculated by MSOA and
the other algorithms including PSO [8], HSA [9], and
BSA [10] from the literature. Table 8 gives the MSL and
NDL values of the radiation patterns given in Figure 12.
It is apparent from the figure and the table that MSOA
has obtained better MSL and NDL results than the com-
pared algorithms.

The element position values calculated by the
MSOA for the patterns given in Figures 9, 10, 11, 12
are tabulated in Table 9.

V. CONCLUSION
In this paper, MSOA, a modified version of SOA,

is employed to optimize the array amplitude and posi-
tion values in order to achieve desired radiation patterns.
Seven examples including 10-, 12-, 16-, 22-, 28-, and 32-
elements LAA are considered for different purposes. The

main idea in this work is to produce radiation patterns
with low MSL and deep NDL values. From the over-
all results, it can be concluded that MSOA has a good
performance to synthesize LAA radiation patterns.

It is also shown that the modification on SOA pro-
posed in this article ensures that the algorithm converges
faster. The comparisons with the other algorithms from
the literature show that MSOA is a very good competitor
in the engineering optimization field. Although MSOA
is used for LAAs in this study, it can be apparently said
that the algorithm is suitable to be used for the other array
geometries such as circular, elliptical, and planar.
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Abstract – A simple pattern analysis method is presented
for conformal antenna arrays, considering mutual cou-
pling effects based on the characteristic modes of iso-
lated elements. There are many methods to analyze
the performance of conformal antenna arrays, but they
seldom provide a clear insight into the coupling mecha-
nism. Thus, the overall characteristic modes of the con-
formal array are calculated from the characteristic modes
of the isolated elements and coordinate transformation,
which are different from the traditional modal analysis
for the entire array. And the radiation field of the con-
formal array is given. The modal coupling matrix which
depends on the structural parameters and relative pose
of conformal elements is used to characterize the mutual
coupling effect between elements and explain the cou-
pling mechanism from the perspective of the character-
istic currents. Finally, the effectiveness and efficiency
of the proposed method is verified by some numerical
examples.

Index Terms – conformal array, characteristic modes,
coordinate transformation, mutual coupling.

I. INTRODUCTION
Conformal antennas have been widely used in radio

communications and avionics due to their remarkable
electrical performance [1, 2]. Although a wealth of
research has been conducted on the analysis of the
electromagnetic characteristics of conformal antennas,
they rarely provide a clear insight into the coupling
mechanism. The simple and intuitive understanding of
the mutual coupling mechanism of the conformal array
antenna is helpful for further research on its radiation
performance [1].

State-of-the-art conformal array analysis methods
fall under two main categories. The first one includes
use of an approximate method that can serve as a refer-
ence for the pattern analysis of the conformal array. The
simplest technique is to apply coordinate transformation
into the classical pattern theory [3]. But it can only be
applied in the absence of mutual coupling effects. The

diffraction ray solution based on the uniform geometrical
theory of diffraction (UTD) is often used to analyze con-
formal arrays on the surface of typical geometric models
[1, 4]. UTD can analyze the pattern of conformal antenna
arrays including mutual coupling, as a high-frequency
approximation method, but it has higher requirements for
antenna operating frequency. The higher the frequency
is, the more accurate the result is. In addition, there are
special analysis methods for conformal antennas, such as
cavity model analysis which is discussed in detail. The
microstrip antenna is equivalent to a 2×2 dipole array.
The relative pose of dipoles is optimized to simplify pat-
tern analysis of the conformal antenna [5]. The other
strategy includes an accurate analysis method that can
help achieve the pattern analysis according to the electro-
magnetic field control equation and boundary conditions,
for example, the method of moments (MoM) is used to
model the conformal array as a whole system and ana-
lyze its radiation performance [6].

However, the methods mentioned above do not show
a clear insight into the coupling mechanism. Thus,
an analysis method to explore the coupling relation-
ship between radiating elements has been developed.
For example, domain decomposition method combined
with generalized scattering matrix (GSM) is used to
analyze the conformal antennas performance on aircraft
[7]. Although the overall generalized scattering matrix
of an array constructed by the GSM of an isolated
radiating element can accurately characterize the elec-
tromagnetic field of the array, it requires that the min-
imum spheres surrounding each radiating element do
not overlap [8]. Further analysis is needed if the min-
imum spheres overlap [9, 10], which increases the dif-
ficulty of using this method in conformal arrays. And
the coupling matrix given in GSM can only represent
the position relationship of elements. That is, the cou-
pling mechanism is mathematically perfect, but its phys-
ical insight is still unclear. A method of sampling
the far-field data of an isolated element to analyze the
mutual interactions between the array elements in the
far-field region is mentioned [11]; it does not present
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a clear physical insight into the coupling mechanism
either.

The theory of characteristic modes has been widely
used in antenna analysis and design lately, providing
a physical explanation for the antenna radiation mech-
anism [12–14]. However, these applications treat the
array or antenna as a multiport network and analyze
the entire array or antenna. Then we do a research on
the characteristic modes of a planar array; the correla-
tion model between the electrical performance parame-
ters of an entire array and the characteristic modes of
isolated radiating elements is established [15]. On the
basis of this solution strategy and coordinate transforma-
tion, this paper analyzes the overall characteristic modes
of conformal arrays and describes the coupling mecha-
nism from the perspective of the characteristic currents
clearly.

This paper is organized as follows. First, the radi-
ation pattern and modal coupling matrix of conformal
antenna arrays are analyzed based on the characteristic
modes of an isolated conformal element and coordinate
transformation. Second, the proposed method is verified
by some numerical experiments. Finally, some meaning
conclusions are given.

II. THEORY
A. Process of the proposed method

Figure 1 shows the flow chart of the application of
the proposed method to the analysis of conformal arrays.
The process is as follows.

Firstly, the characteristic modes of the isolated radi-
ating element are analyzed using the MoM. Secondly, the
modal coupling matrix is constructed based on the modal
current and coordinate transformation. On this basis,
the modal excitation matrix is constructed, and then the
modes are superimposed to obtain the radiation field of
the conformal array.

B. Modal excitation matrix of a conformal array
Considering a conformal array on an arbitrary sur-

face in the coordinate system shown in Figure 2 (a), refer
to the planar array [15], under the influence of other
elements, the incident field of the nth element can be
expressed as

Einc
n = Edn +

N

∑
k=1
k 6=n

TnkEnk, (1)

where Edn is the incident field of the nth isolated
element. Enk is the scattered field from other ele-
ments in the corresponding local coordinate system.
N defines the number of elements. And Tnk which
requires three Euler rotations is the rotation matrix of
the kth element relative to the nth element. Rotate Enk
aroundx, y and zbyαnk, βnk and χnk, respectively. The
three angles are the rotation angles of the outside nor-

Fig. 1. Process of the proposed method.

mal vector of the kth element relative to the nth element,
as shown in Figure 2 (b). The coordinate transformation
process can be expressed as [16]

Tnk = T s1 (χnk)T s2 (βnk)T s3 (αnk) , (2)
where

T s1 (χnk)=

 cos χnk sin χnk 0
−sin χnk cos χnk 0

0 0 1

 , (3)

T s2 (βnk)=

 cosβnk 0 −sinβnk
0 1 0

sinβnk 0 cosβnk

 , (4)

T s3 (αnk)=

 1 0 0
0 cosαnk sinαnk
0 −sinαnk cosαnk

 . (5)

Refer to [15], the modal excitation coefficient of mth
mode for the nth element in a conformal array environ-
ment can be written as

V m
n =

∫
Sn

Jm
n ·

Edn +
N

∑
k=1
k 6=n

TnkEnk

dS, (6)

where Jm
n is the characteristic current of mth mode for

the nth element.
The scattered field of the kth element is [15]

Enk =
L

∑
l=1

V l
k El

k

1+ jλ l
k
, (7)
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where V l
k , El

k and λ l
k are the modal excitation coefficient,

characteristic field and eigenvalue of lth mode for the kth
element, respectively.L represents the number of modes
for the kth element.

Substituting eqn (7) into (6), the modal excitation
coefficient of mth mode for the nth element in an array
environment is composed of two parts: the initial modal
excitation coefficient of the isolated element and the
modal excitation coefficient affected by other elements,
which can be further expressed as

V m
n =V m

dn +
N

∑
k=1
k 6=n

L

∑
l=1

V l
kCml

nk

1+ jλ l
k
, (8)

wherein
V m

dn =
∫

Sn

Jm
n ·EdndS, (9)

Cml
nk =

∫
Sn

Jm
n ·
(

TnkEl
k

)
dS, (10)

where V m
dn is the initial modal excitation coefficient of

mth mode for the nth element, and Cml
nk is the modal cou-

pling coefficient between the elements.
Further, eqn (9) and (10) can be written as

V m
dn=vport

n Im
n , (11)

Cml
nk =

∫
Sn

Jm
n Z
(

Jl
k

)
dS, (12)

where vport
n is the delta-gap voltage at the feeding port of

the nth element. Im
n is the modal electric current at feed-

ing port of mth mode for the nth element, details shown
in [17]. Z represents an operator that converts Jl

k into
TnkEl

k [18] which has the dimension of impedance. Jl
k

is the characteristic current of lth mode for the kth ele-
ment. Eqn (10) shows the mutual coupling is related to
the characteristic current.

Extending eqn (8) to the conformal array, we can get
V = Vd +CΛΛΛV, (13)

where V,Vd ,C and ΛΛΛ are respectively given by the fol-
lowing matrix.

V =
[

V1 · · · Vn · · · VN
]T

, (14)

Vd =
[

Vd1 · · · Vdn · · · VdN
]T

, (15)

C =



0 C12 · · · · · · C1N

C21 0
. . . Cnk

...
...

. . . . . . . . .
...

... Ckn
. . . 0 CN−1N

CN1 · · · · · · CNN−1 0


, (16)

ΛΛΛ = diag(ΛΛΛn). (17)
and

Vn=
[
V 1

n V 2
n · · · V M

n
]T

, (18)

Vdn =
[
V 1

dn V 2
dn · · · V M

dn
]T

, (19)

ΛΛΛn = diag

(
1

1+ jλ l
k

)
, (20)

Cnk =


C11

nk C12
nk · · · C1L

nk
C21

nk C22
nk · · · C2L

nk
...

...
. . .

...
CM1

nk CM2
nk · · · CML

nk

 . (21)

where M represents the number of modes for the nth ele-
ment.

In practical applications, the number of modes can-
not be infinite, so the empirical truncation rule is given
by [15]

M = N0

(
MS≥ 1/

√
2
)
+n0, (22)

where N0 is the number of modes with the modal
significanceMS not less than 1/

√
2, and a positive inte-

ger n0 depends on the required accuracy of the solution.
Further solving the implicit equation (13), the modal

excitation matrix of the array can be obtained
V = (I−CΛΛΛ)−1 Vd , (23)

where Iis the identity matrix.

Fig. 2. Mutual coupling of conformal elements, (a) con-
formal array on an arbitrary surface, (b) position rela-
tionship of two elements.
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C. Radiation field of a conformal array
Thus, the radiation field of the conformal array on

arbitrary curved surface at R is

E(R,θ ,ϕ) = T(F)ΛΛΛV
e− jβR

R
, (24)

where

T(F)=
[
T1F1e jβr1•r, ... , TnFne jβrn•r, ... , TNFNe jβrN•r

]
,

(25)
and

Fn =
[
F1

n (R,θ ,ϕ) ... Fm
n (R,θ ,ϕ) ... FM

n (R,θ ,ϕ)
]
,

(26)
herein β is the free-space wave number. rn is the posi-
tion vector. r is the unit vector of the observation direc-
tion. Fm

n (R,θ ,ϕ) is the characteristic field of mth mode
for the nth element. Tn represents the transformation
matrix between the local coordinate system (xn,yn,zn)
and the global coordinate system (x,y,z), which can be
expressed as

Tn = T s3 (γxn)T s2 (γyn)T s1 (γzn) , (27)
where the definition of T s3 (γxn) , T s2 (γyn) and T s1 (γzn)
is similar to eqn (3), (4) and (5). γxn, γyn and γzn are
the angles between xn, yn, zn and x, y, z respectively, as
shown in Figure 2 (b).

III. NUMERICAL RESULTS AND
VALIDATION

This section presents two numerical examples to
verify the effectiveness of the proposed method. The
numerical results are compared with those of the MoM
[19] and the finite element method (FEM) [20].

A. Example 1
The structure of the element with the feed amplitude

of 1 V and the phase of 0 degree is shown in Figure 3. A
symmetrical 5×5 antenna array conformal on a parabolic
cylinder at 2 GHz with a spacing of 0.5λ between ele-
ments was analyzed, as shown in Figure 4 (a). λ is the
wavelength and the number of modes is M = 1. The cir-
cumferential curve equation is

z2 =−0.02(x−0.1). (28)
where the variable unit is m and x≤ 0.1.

The parabolic cylinder has different circumferential
curvatures, so conformal radiating elements are not iden-
tical in the circumferential direction. Considering the
symmetry of the 5×5 array, three types of Rao–Wilton–
Glisson (RWG) basis function need to be processed, and
then extended to axial elements through rotation and
translation.

Figure 4 (b), (c) and (d) show the normalized
electric-field pattern analysis results of a 5×5 confor-
mal array calculated by the proposed method, FEM and
MoM considering mutual coupling effects at planes φ =
0◦, φ = 90◦ and θ = 90◦. Observing the pattern of the

Fig. 3. Geometry and dimensions of the bowtie antenna
before conformed to the surface [15].

Fig. 4. Parabolic conformal array and normalized
electric-field pattern, (a) parabolic cylindrical conformal
array, (b) φ = 0◦ cut, (c) φ = 90◦ cut, (d) θ = 90◦ cut.

three main planes, we found that the results analyzed by
the proposed method are basically the same as those of
FEM and MoM. This demonstrates the effectiveness of
the proposed method in multiple conformal elements of
different curvatures.

To further verify the effectiveness of the proposed
method, the array shown in Figure 4 (a) is still used and
only the element spacing is changed. Table 1 shows
the errors of radiation fields obtained by the proposed
method, FEM and MoM. The error [15] of radiation
fields were calculated by

ErrR =

√√√√Nsam

∑
i=1

∣∣∣∣ Ei

Emax
−

E tar
i

E tar
max

∣∣∣∣2, (29)

where Nsam is the number of sample points in three main
cuts. Ei and E tar

i are the electric field values obtained by
the proposed and existing methods, respectively. Emax
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Table 1: The errors of radiation fields obtained by differ-
ent methods

Spacing ErrMoM
R (%) ErrFEM

R (%)
0.5λ 1.46 1.42
0.6λ 2.15 2.17
0.7λ 1.83 1.79
0.8λ 2.31 2.19

Table 2: Computation cost for the conformal arrays
(CPU: i5-6500 3.20 GHz, RAM:8.00 GB)

Size Number
of RWG

CPU Time
with FEKO

(sec.)

CPU Time
with the
proposed

method (sec.)
9×9 1863 8.42 0.46

15×15 5175 63.77 4.94
21×21 10143 270.30 21.25
27×27 16767 815.44 97.90

and E tar
max are the maximum values of Ei and E tar

i , respec-
tively.

In order to validate the efficiency of the proposed
method, according to Figure 1, the proposed method is
divided into three steps in general. Firstly, the general-
ized characteristic equation is solved to obtain the modal
current of the isolated radiating element by the implicitly
restarted Arnoldi method [21, 22]. The number of basis
functions is set as Ne, and the time complexity of this step
is O

(
N3

e
)
. Secondly, the modal coupling matrix is con-

structed to derive the modal excitation matrix, and the
time complexity of this step is O

(
(NMNe)

2 +(NM)3
)

.
Finally, the superposition principle is used to obtain the
radiation field of the entire conformal array, and its time
complexity is O(NM). Therefore, when the number of
array elements is N→∞, NM�N2

e , the time complexity
of the entire algorithm is O

(
(NM)3

)
. The time com-

plexity is O
(
(NNe)

3
)

for the classical MoM. So, the
proposed method is more efficient than the method of
moments for electrically small-sized radiating elements
(Ne�M).

The following takes the calculation time of differ-
ent sizes of array composed of bowtie antenna shown in
Figure 3 as an example to illustrate the efficiency of the
proposed method, as shown in Table 2.

B. Example 2
The ground effect is not considered in the above

example. So, we consider a more complex array. The
coaxially fed microstrip antenna is used as conformal
array elements, as shown in Figure 5 (a). The feed ampli-
tude is 1 V, and the phase is 0◦; the array element works

Table 3: Optimized parameters of the equivalent model
for the microstrip antenna

Xs (mm) Ys (mm) θt (o)
31.31 35.66 14.86

Fig. 5. A microstrip antenna and its equivalent model,
(a) the microstrip antenna, (b) its equivalent 2×2 dipole
array model, (c) side view of the equivalent model.

at 2.4 GHz. The geometrical parameters of a microstrip
antenna are consistent with those of [5].

An equivalent method of a microstrip antenna is pro-
posed in [5] on the basis of the cavity model method. The
microstrip antenna can be equivalent to the 2×2 electric
dipoles on the ground of a perfect electrical conductor,
as shown in Figure 5 (b) and (c).

It’s noted that the dipole in the equivalent model
adopts a strip dipole with a width of 2 mm to apply
the proposed method, which is different from [5]. The
optimized parameters of the equivalent model for a
microstrip antenna are shown in Table 3. The root-mean-
square error of normalized electric-field pattern for the
abovementioned equivalent model is 0.45%. And the
normalized near-field distribution of the microstrip patch
antenna and its equivalent model are shown in Figure 6.

A 3×5 microstrip antenna array is conformal on a
cylinder with a radius of 83.33 mm, as shown in Figure
7 (a). The element spacing is 0.5λ . Then, we feed the
2×2 equivalent model with the uniform amplitude and
the number of modes is M = 6. It is clear that the results
calculated by the proposed method, MoM and FEM are
consistent on the three main planes from Figure 7 (b),
(c) and (d), which shows the effectiveness of the pro-
posed method. The abovementioned model has a certain
deviation in the region that is far from the main lobe.
This occurs owing to the error caused by the equivalent
model of the microstrip antenna.
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Fig. 6. The normalized near-field distribution, (a) the
microstrip antenna, (b) its equivalent 2×2 dipole array
model.

Fig. 7. Microstrip conformal array and normalized
electric-field pattern, (a) cylindrical conformal array, (b)
φ = 0◦ cut, (c) φ = 90◦ cut, (d) θ = 90◦ cut.

IV. CONCLUSION
This paper presents a method for analyzing the per-

formances of conformal array antennas based on the
characteristic modes of isolated elements. Combin-
ing the coordinate transformation, the modal coupling
matrix is constructed to derive the field formula of the
conformal array. The modal coupling matrix is only

related to the structural parameters of the elements and
relative pose, and presents a clear physical insight into
the coupling mechanism of conformal radiating ele-
ments from the perspective of the characteristic currents.
Finally, some examples are used to validate the proposed
method. This provides a basis for further research on the
conformal array.
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Abstract – In this paper, a compact dual-band multiple-
input multiple-output (MIMO) diversity antenna is pro-
posed. Each of the two MIMO antennas consists of
two folded strips working as radiating elements that
are fed by a microstrip line. The antennas operate in
three WLAN bands: ISM 2.45 GHz, 5.25 GHz, and
ISM 5.775 GHz. To improve the isolation at WLAN
(2.4–2.48 GHz), two L-shaped slots are etched in the
ground plane while a U-shaped slot is cut in the ground
plane to enhance isolation at WLAN (5.15–5.35 GHz
and 5.725–5.825 GHz). Three slots on the substrate
between radiating patches are also employed for an
extra reduction in the mutual coupling at 2.45 GHz.
The antenna performance was examined by simulation
employing CST Microwave Studio Software. The pro-
posed antenna offers minimum isolation of more than
19.5 dB, a low envelope correlation coefficient (ECC) of
less than 0.0016, and good radiation efficiency (∼80%)
through the operating frequency bands. The antenna is
compact, thin, and suitable for portable devices.

Index Terms – dual-band antennas, folded monopoles,
L-slots, mutual coupling, U-slot.

I. INTRODUCTION
The use of high-bit-rate wireless communication

systems is rapidly increasing. To increase channel capac-
ity and reduce multipath fading effects, multiple-input-
multiple-output (MIMO) systems are desirable. The
MIMO antenna array requires a compact structure, high
isolation between the signal ports, low envelope corre-
lation, and high radiation efficiency [1]. The mutual
coupling and antenna size are the major challenges for
MIMO antenna design. As the mutual coupling and cor-
relation between the elements increase, the performance
of the MIMO antenna systems degrades [2]. Various
techniques have been recommended by the researchers

to reduce the mutual coupling between antenna ele-
ments. Threefold fork-shaped stubs are employed for
mutual coupling reduction in MIMO antenna applica-
tions [3]. A coupled strip resonator is loaded at the
top hybrid two-antenna system for isolation enhance-
ment was demonstrated in [4], while a fractal-shaped
EBG and a mushroom-shaped electromagnetic bandgap
(EBG) have been explored in [5] to improve the isola-
tion between the elements in 2×2 MIMO antenna sys-
tem. A line slot DGS (Defective Ground Structure)
was used to reduce the mutual coupling between the
antenna elements [6]. A dumbbell-shaped parasitic ele-
ment is inserted between the circular patches to sup-
press the unavoidable mutual coupling [7]. A parasitic
element was implanted between two band antennas to
improve port-to-port isolation in the 2.4–2.5 GHz and
5.15–5.825 GHz WLAN bands [8]. The use of parasitic
elements and defected ground structure was presented in
[9]. A slot splitting the meandered lines defected ground
was developed in [10] to reduce the mutual coupling
between two microstrip antennas. The proposed struc-
ture was improved and expounded by the common and
differential mode theory. A rectangular parasitic ele-
ment with ten square slots was proposed to minimize
the mutual coupling to about –25 dB at 2.4 GHz in
[11]. A dual-band coupled resonator structure was sug-
gested to decouple a pair of dual-band closely spaced
MIMO monopole antennas employed for the WLAN
2.45/5.25 GHz bands. The edge-to-edge distance is set
to be 9 mm and is 0.0735λo at 2.45 GHz and 0.1575λo
at 5.25 GHz [12]. A slotted complementary split-ring
resonator (CSRR) was inserted on the ground plane
to enhance the isolation for WLAN applications [13].
A modified U-shaped resonator as decoupling structure
between the two MIMO elements to reduce the unde-
sired coupling was presented in [14]. The MIMO ele-
ments were kept at a distance of λ0/10 (edge to edge)
and a coupling suppression of 14 dB was achieved.
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Four monopole antenna elements were placed orthogo-
nally at the corners of the substrate in [15]. A decou-
pling structure composed of a circular patch and four
L-shaped branches placed counterclockwise is printed
on the upper surface of the substrate to reduce coupling
between antenna elements. A two-port dual-band char-
acteristics MIMO antenna was reported in [16]. Each
radiator of the MIMO configuration consists of a dome-
shaped monopole antenna element. A T-shaped stub is
placed between the two radiators to achieve high isola-
tion. In [17], the decoupling element for enhancing the
port isolation is based on the neutralization line, where
two series lumped capacitors are inserted in the structure
to enhance the isolation between the two strongly cou-
pled antennas. An open stub meandered (OSM) band
stop filter (BSF) design for MIMO applications has been
implemented in [18]. This technique demonstrated high
isolation of 60 dB at 2.4 GHz across the 30% band-
width and ECC of 0.0093 at 2.42 GHz, while main-
taining edge-to-edge spacing as 0.19λo. The method of
the parasitic structure to improve antenna isolation has
been studied in [19]. Two-port MIMO antennas were
designed in [20] for the sub-6 GHz 5G band covering
the 3.3–5 GHz frequency range. A connected meander
ground slot was introduced as a decoupling structure. A
technique to reduce mutual coupling between two anten-
nas for WLAN and WIMAX applications with fractional
wavelength spacing has been proposed in [21]. An S-
shaped slot is inserted into the feed line of each antenna,
and it is tuned to resonate at the same frequency as the
other antenna. Despite the tiny antenna spacing of 9 mm
(0.0735 wavelengths at 2.45 GHz frequency), the slots
were able to reduce the coupling sufficiently. In [22], two
interlaced U-shaped slots are etching in the feed line of
each antenna to reduce the effect of mutual coupling. A
simple microstrip C-shaped resonator between the radi-
ating patches and an inverted C-shaped slot DGS on the
ground plane have been proposed in [23] to increase the
isolation between two microstrip patch antennas oper-
ating at dual-frequency. In [24], a multi-layered elec-
tromagnetic bandgap (ML-EBG) structure was incorpo-
rated into two MIMO antenna array elements to confirm
its usefulness in surface wave suppression, and enhance
the isolation. Three EBG layers were stacked on top of
the antenna layer resulting in a 9.6 mm thick antenna,
and three stacks were placed between the two microstrip
patch antennas.

In this paper, a compact two-element MIMO
antenna for WLAN applications at 2.45, 5.25, and 5.775
GHz is proposed. Each of the two MIMO antennas con-
sists of two folded strips working as radiating elements.
The overall volume of the MIMO antenna is equal to
0.33λo×0.2λo×0.012λo and the edge-to-edge distance is
0.055λo, where λo is the free space wavelength at 2.45

GHz. The proposed MIMO antenna has isolation greater
than 20 dB in the two operating frequency bands and a
peak gain of 1.99 dBi for the first band and 3.49 dBi for
the second band. The envelope correlation coefficient
(ECC) is less than 0.0016.

II. DESIGN OF THE TWO-ELEMENT MIMO
ANTENNA

A compact two-element MIMO folded antenna is
designed on an FR4 substrate of dielectric constant 4.3
and loss tangent 0.02 as shown in Figure 1 and the
parameters of the proposed antenna are shown in Table1.
The overall dimensions of the MIMO antenna are 41 mm
× 25.5 mm ×1.5 mm. The design steps are explained in
the following sections.

A. Single-element folded strip antenna.
The basic radiating part of the antenna is a monopole

formed of two conducting strips for the two desired
bands. To achieve a miniaturized design, the radiat-
ing strips were folded. Figure 2 shows a single-element
folded strip antenna (SEFSA) which is used in the pro-
posed MIMO system. The overall size of the antenna is
24 mm ×18 mm. The upper strip of the antenna is used
to excite a resonance at the first operating frequency (f r1
= 2.45 GHz) band while the lower strip is used to excite
the second resonance frequency (f r2 = 5.25GHz) band.
The effective relative permittivity εe and effective wave-
length λe were calculated using the following relations

εe = (1+εr)/2, (1)
λe = C/

√
εe. (2)

where εr is the relative permittivity of the used substrate.
The total average length of the upper strip (Ls1 + Lp) was
set to be λe/2 and optimized to 37.77 mm ∼= λe/2 (where
λe is the effective wavelength at 2.45 GHz). The total
average length of the lower strip (Ls2 + Lp) was set to be

Fig. 1. Configuration of the proposed MIMO antenna.
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Table 1: Dimensions of the proposed MIMO antenna (in
millimeters)

Parameters Values
Length (l) Width (w) Length (l) Width (w)

l1 w1 3.7 0.95
l2 w2 3.3 1.3
l3 w3 14.25 1.7
l4 w4 3.3 9.7
l5 w5 7.85 0.7
l6 w6 3.2 0.5
l7 ws 3.3 3.2
l8 w 2.3 41
l9 d 13.2 6.8
l10 5.8
l11 9
l12 4.48
l13 14.8
ls 2
l 25.5
lg 15
lf 3.2

Fig. 2. Geometry of the dual-band antenna element.

λe/2 and optimized to 15.63 mm = 0.45λe at 5.25 GHz.
The feed line position is adjusted carefully to obtain the
required dual-band property. The antenna performance
was examined and optimized by extensive simulations
employing the CST Microwave Studio Software. The
Transient Solver was used. The reflection coefficient plot
in Figure 3 shows two operating bands within S11< –
10 dB limit. These bands have bandwidths of 120 MHz
(2.39–2.51 GHz) and 2.05 GHz (4.13–6.18 GHz), which
cover all the 2.4/5.25/5.775 GHz WLAN bands. In the
upper frequency band, the resonance frequency is deter-
mined by a combination of two factors. The first is the

Fig. 3. Variation of the antenna reflection coefficient with
frequency for the proposed antenna element SEFSA.

Fig. 4. Simulated surface current distributions at; (a)
2.45 GHz, (b) 5.25 GHz, and (c) 5.775 GHz.

second resonant frequency due to the lower strip while
the other frequency corresponds to the higher mode of
the upper strip.

The surface current distributions in Figure 4 show
that the folded strip antenna is resonating at 2.45 GHz
and 5.25 GHz frequencies. The upper (long) strip has
a higher current density at the lower band (2.45 GHz),
while the lower (short) strip carries a high current density
at the upper band. The radiation patterns of the SEFSA
antenna are displayed in Figure 5 which shows that the
radiation pattern in the XZ-plane is omnidirectional and
in the YZ-plane is bidirectional. Moreover, the radiation
patterns are stable for the three desired frequencies.

B. Two-element MIMO antenna
Using the above SEFSA as a reference unit, the two-

element MIMO antenna is designed. At first (step 1),
two SEFSA antennas are located in adjacent face to face
positions with edge to edge distance of 6.8 mm as shown
in Figure 6 (a). The overall size of antenna1 in step 1 is
39 mm × 24.5 mm.

The surface current distribution in Figure 7 (a) and
the S-parameters plot in Figure 8 (a) show that this
antenna has a high mutual coupling of –4 dB for the first
band and –10 dB for the second band. In order to reduce
the mutual coupling at the first band, two L-shaped slots
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Fig. 5. Simulated radiation patterns of the SEFSA at the
frequency of 2.45 GHz, 5.25 GHz, and 5.775 GHz for
the; (a) XZ plane, (b) YZ plane, and (c) XY plane.

were cut in the ground plane. These L- shaped slots
introduce a high impedance region between the feeding
lines of the two antennas and enhance the isolation. The
length of each slot is set at λe/4 at the frequency of 2.45
GHz that is desired to have higher isolation. Thus, the

Fig. 6. Evolution of the proposed MIMO antenna; (A) Antenna1, (B) Antenna2, and (C) Antenna3.

length of the slot L can be calculated using the following
relations [25], and found to be 17.9 mm.

L =
C

4fcenter.
√
εe
, (3)

εe=
εr+1

2
+
εr−1

2

(
1+

12h
w3

)− 1
2
. (4)

To increase the isolation at the frequency of 5.25
GHz a U-shaped slot in the middle of the ground plane
was introduced. The U-shaped slot changes the current
distribution on the ground plane resulting in higher iso-
lation between the two antennas at 5.25 GHz (Fig. 6 (b)).
The length of the U-shaped slot was calculated using eqn
(4) and eqn (5), and found to be 16.1 mm. Thus, the
MIMO antenna2 is obtained in step 2

L =
C

2fcenter
√
εe
. (5)

The surface current distribution in Figure 7 (b)
proves that the mutual coupling due to the surface
current propagation and near-field coupling between the
antenna elements has been reduced. The S-parameters
plot of the proposed MIMO antenna2 in Figure 8 (b)
shows that good impedance matching is obtained in
the two frequency bands and isolation greater than 19
dB between elements is obtained in the two operating
frequency bands. At the 2.45 GHz frequency, the
mutual coupling decreased from –4 dB to –24.26
dB, while at the 5.25 GHz band the mutual coupling
decreased from –10 dB to –60.37 dB, but at 5.775
GHz it drops from –14.5 dB to –19.9 dB. To obtain a
further reduction in the mutual coupling at 2.45 GHz,
three slots between the two patches were inserted in
the substrate. The length of each slot is equal to 14.8
mm, which is approximately about λ0/4 at 2.45 GHz
isolated frequency, thus the proposed MIMO antenna-3
is obtained in step3. Figure 8 (c) displays the simulated
S-parameters for double-antenna3. The minimum
mutual couplings are –47.8 dB, –61 dB, at 2.47 GHz
and 5.2 GHz, respectively. Better isolation has been
obtained at the lower band in this case as compared
with the previous case. It is 36.86 dB at 2.45 GHz,
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Fig. 7. The surface current distributions at 2.45, 5.25, and 5.775 GHz when port 1 is excited and port 2 is terminated
to 50Ω load. (a) Antenna1, (b) Antenna2, and (c) Antenna3.

which represents a 12.6 dB enhancement over the perfor-
mance of antenna2.

The simulated radiation pattern of the proposed
antenna is shown in Figure 9. Due to the symmetrical
structure, the radiation pattern is obtained by exciting
one antenna element with the other terminated to a 50
Ω matched load. The results show similar performance
at the three bands. Figure 10 shows the simulated effi-
ciency and gain. In the lower band, the minimum effi-
ciency is 81.1% and the minimum gain is 1.84 dBi. In
the upper band, the minimum efficiency is 72.3% and
the minimum gain is 3.14 dBi.

III. DIVERSITY PERFORMANCE
The performance of the proposed antenna3 was fur-

ther evaluated by studying the following figure of merits.
In each case the antenna performance results were taken
from the CST software and applied to codes written in
MATLAB to determine, Envelope Correlation Coeffi-
cient, Mean Effective Gain, and Total Active Reflection
Coefficient, as shown in the next subsections:

A. ECC (Envelope Correlation Coefficient).
For MIMO systems, ECC is an important figure

of merit in characterizing the mutual coupling effect
between the antenna elements. The value of ECC was
calculated from the obtained S-parameters using the fol-
lowing relation:

ECC =
|S∗11S12+S∗21S22|2[

1−
(
|S11|2+|S21|2

)][
1−
(
|S22|2+|S12|2

)] .
(6)

The ECC must be below 0.5 for good diversity per-
formance [26].

Figure 11 shows the obtained values of ECC. It can
be seen that the ECC is less than 0.0043 for the first
band (2.4–2.48) GHz, less than 0.00037 for the sec-
ond band (5.15–5.35) GHz, and less than 0.0023 for the
third band (5.725–5.825) GHz. Considerable improve-
ment has been achieved by antenna3 in comparison with
antenna1.
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B. MEG (Mean Effective Gain).
When contrasted to an isotropic antenna, the mean

effective gain (MEG) is the ratio of accepted mean power
to average incident power by the radiating element of
MIMO. The following equations were used to calculate
MEG [27]:

MEGi= 0.5 [1−
N

∑
j=1

∣∣Sij
∣∣2] < −3dB, (7)∣∣MEGi−MEGj

∣∣ < 3dB. (8)
MEG1 and MEG2 can be written as,

MEG1= 0.5
[
1−|S11|2−|S12|2

]
, (9)

MEG2= 0.5
[
1−|S21|2−|S22|2

]
. (10)

As can be seen from Figure 12, the MEG is under
–3 dB.
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Fig. 10. Simulated gain and efficiency of proposed
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Table 2: Comparison of the performance of the proposed MIMO antenna with some published work
Ref. f0

(GHz)
Edge to

edge
spacing
(mm)

Overall antenna
dimensions &
volume (mm)

Isolation
(dB)

Gain
(dBi)

Radiation
efficiency

[%]

ECC

[2] 5.7 4 26×26×0.8 = 540 15.4 1.6 NA 0.01
[3] 8.97 1 34×22 ×1.5 =

1122
43 4.5 86.96 0.018

[5] 2.44 8.4 38.2×95.94 ×1.6.
= 5863

24 4.68 54.99 0.008

[9] 2.45,
5.5

17.9 50×30×1.59 =
2385

24, 27 0.26, 3.1 32.9, 63.8 0.027, 0.005

[12] 2.45,
5.25

9 100×55×1.5 =
8250

30, 35 68, 74 0.0003, 0.0001

[16] 2.45,
5.5

4.8 20×34×1.6 =
1088

21,25 2.75–4.19 >70% <0.004

[17] 2.4, 5 18 60×7.5×4.5 =
2025

16, 23 3.6, 4.1
5–6

70
67–78%

NA

[18] 2.42 18 120×60 ×1.52 =
10944

60 6.95 90 0.0093

[19] 16.05 6 15×30×1.57 =
7065

23.92 7.28 80.4 0.00016

[23] 2.78,
4.12

7 75×60×1.6 =
7200

22, 40 N.A N.A N.A

[24] 2.55 15.29 ≈57×47 ×9.6 =
25718

31 N.A N.A N.A

This
work

2.45,
5.25

6.8 25.5×41 ×1.5 =
1568.25

36.8, 60.37 1.9,
3.26

82.22,
79.78

1.9 × 10−5,
8.58 × 10−7

Fig. 11. The calculated envelope correlation coefficient
of the proposed MIMO antenna.

C. TARC (Total Active Reflection Coefficient)
The total active reflection coefficient (TARC)

denotes the significance of non-variance of the resonance
frequency and IBW (Impedance Bandwidth) even when
the phase of the input signals, for example, θ , varies with
regard to the other antenna elements [27]. The following
formulae can be used to calculate it.

Fig. 12. The calculated mean effective gain of antenna3.

TARC =

√∣∣S11+S12ejθ
∣∣2+∣∣S21+S22ejθ

∣∣2
√

2
. (11)

In Figure 13, θ is consistently changed by 30o steps,
but the calculated TARC preserves the reflection coeffi-
cient pattern in each case, preserving the resonance char-
acteristic even when the phase of the signal changes.

The comparisons between the proposed antenna and
the previously reported MIMO antennas are listed in
Table2. Compared with [5,9,12,17,18,23,24] the pro-
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Fig. 13. Variation of total active reflection coefficient
with a phase angle of antenna3.

posed MIMO antenna has a smaller edge-to-edge dis-
tance and size. Compared with [2,5,9,16,17,19,23,24]
the proposed MIMO antenna shows higher isolation and
efficiency. It is clear that the proposed design provides a
low correlation coefficient as compared to those achieved
by the other listed works.

IV. CONCLUSIONS
A proposed design of a multi-input multi-output

(MIMO) antenna system for wireless devices operating
at WLAN (2.45, and 5.25 GHz) bands has been demon-
strated in this paper. Each of the two antennas has
the shape of two-folded monopoles that cover the 2.45
GHz, and the 5.25–5.775 GHz bands. A new decoupling
mechanism in the form of two L-shaped slots and a U-
shaped slot is investigated. Three slots on the substrate
are inserted between the radiating patches of the MIMO
antenna to provide a further reduction in the mutual cou-
pling. The MIMO elements were placed at a small dis-
tance of 0.055λ0 (edge to edge). The mutual coupling at
the 2.45, 5.2, and 5.775 GHz bands was suppressed to
–36.86 dB, –60.3, and –20.61 dB, respectively. The sim-
ulated antenna gain is equal to 1.96 dB and the efficiency
is 85.85% within the WLAN 2.45 GHz band while the
gain is 3.3 dB and the efficiency is 78.16% within the
WLAN 5.25 GHz band. The proposed MIMO antenna
provides compact size, simple structure, high isolation,
and low ECC.
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Abstract – In this paper, a compact dual-band planar
antenna loaded with magnetodielectric ferrite is pro-
posed for ISM/GSM/UMTS. Slot and ring structures
are dual-resonant mode generators of the antenna. And
the characteristic mode analysis is used for the model-
ing, analysis, and optimization of the proposed antenna.
Because of the loading of a piece of rectangular Co2W
hexaferrite medium, this antenna can be used in lower
frequency bands. The electromagnetic parameters of this
ferrite are measured by the transmission line method.
Finally, the antenna is fabricated and measured. The
operation frequency band (S11<−10 dB) is determined
to be 80 MHz (890–970 MHz) and 370 MHz (1.87–2.24
GHz) with the dual resonance frequencies of 925 MHz
and 2.175 GHz, respectively, which is capable for ISM
(915 MHz)/GSM900/UMTS applications.

Index Terms – dual-band, miniaturized antenna, magne-
todielectric ferrite, characteristic mode analysis, planar
antenna.

I. INTRODUCTION
With the arrival of 5G, wireless communication

equipment integrates more and more applications. A
communication device needs to work in multiple fre-
quency bands. Many multiple-input–multiple-output
(MIMO) antennas have been proposed to solve this prob-
lem [1–4]. MIMO antenna conforms to the development
trend of communication. At the same time, the compat-
ibility design of MIMO antenna elements is relatively
complex. And broadband antenna is also an inevitable
trend [5–7]. The design of a miniaturized planar broad-
band antenna is very difficult and demanding. There-
fore, to make full and accurate use of spectrum resources,
the design of a multi-frequency antenna is more in line
with the actual needs. In recent years, many types of
research on multi-frequency antennas have been pro-
posed. In comparison with patch antennas, slot anten-
nas have advantages including easier implementation of
multiband, wider potential bandwidth, and more stability
to fabrication tolerances [8]. Among them, the slot struc-

ture composed of multiple rings is widely used. A com-
pact multiband circularly polarized (CP) slot antenna
loaded with metallic strips and a split-ring resonator
(SRR) is proposed in [9]. The use of SRR or new struc-
tures derived from SRR can enlarge bandwidth, produce
resonance frequency, and change radiation polarization,
etc. In [10], a ring monopole antenna coupled with
an electric-inductive-capacitive (ELC) meta material ele-
ment achieves better return loss characteristics. In [11],
the use of a hexagonal complementary split-ring res-
onator (HCSRR) is capable of creating a new resonance
frequency for an antenna. The paper [12] shows that the
combination of multiple structures can produce multi-
frequency characteristics. The change of the ground
plane can also affect the resonance characteristics of the
antenna. In article [13], the design of using SRRs on
the partial ground plane generates multiple circularly
polarized bands. In [14], the metasurface (MS)-based
artificial ground composed of CRRS is loaded on the
dual-band antenna. SRR and MS structures have great
advantages for the design of multi-frequency antennas.

With the rapid development of circuit integration,
the size of wireless communication equipment is get-
ting smaller and smaller, leaving less and less space
for the antenna. The existing miniaturized antenna has
been difficult to meet the space given by the increasingly
highly integrated equipment. The dielectric material
loading method is a useful and promising technique to
make a better performance for antennas [15]. Mag-
netic and dielectric properties are the two main phys-
ical properties used by many electronic components.
In the past, the research on the miniaturization of
microwave devices relatively focuses on the innova-
tion of device structure and advanced manufacturing
and packaging technology. More attention should be
paid to new media materials with high performance.
Ferrite with both dielectric and magnetic properties
deserves attention. At present, the research of antenna
miniaturization by improving the structure has reached
the bottleneck, and the research of antenna miniatur-
ization by using high-performance media is becom-
ing more and more important. Recently, some novel
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high-frequency magnetodielectric properties ferrites for
RF and microwave device applications have been synthe-
sized [16, 17].

The research of high-frequency magnetodielectric
properties ferrites loaded antenna will be of great sig-
nificance. In this paper, a compact dual-band antenna
with magnetodielectric ferrite loaded is proposed for
ISM (915 MHz)/GSM900/UMTS. Because of the load-
ing of a piece of magnetodielectric ferrite, the presented
antenna can be used in lower frequency bands. The
arrangement of ferrite affects the radiation character-
istics of an antenna. The proposed antenna is fabri-
cated and measured. For the operation band, the pro-
posed antenna provides very relatively small size and
good performance. The antenna is designed and ana-
lyzed in Section II. The results of the antenna are
analyzed in Section III, followed by conclusion in
Section IV.

II. DESIGN AND ANALYSIS OF DUAL-BAND
ANTENNA

The configuration of the proposed compact dual-
band antenna with magnetodielectric ferrite loaded is
illustrated in Figure 1. The antenna is fabricated in an
FR4 substrate with the thickness of 1.6 mm, dielectric
constant of 4.4 and dielectric loss of 0.02. The top layer
of the antenna as shown in Figure 1 (a) consists of two
square rings (TSRs) and a patch connected by stubs. The
feed mode of the antenna is side feed, and the feed line
is also on the upper surface of the antenna. The bottom
layer of the antenna as shown in Figure 1 (b) consists of
a square ring ground plane (SRGND) and an H-shaped
structure with an angle of 45◦ to the feed line. Figure 1
(c) is the side view of this antenna. A rectangular Co2W
hexaferrite medium with thickness of 0.6 mm, relative
dielectric constant of 14, and relative permeability fre-

Fig. 1. Configuration of the proposed antenna. (a) top
view, (b) bottom view, (c) side view. (Unit: mm W = 50,
H = 1.6, LFe = 33, WFe = 7, Lsr1 = 34, Lsr2 = 28.6, d =
1.5, Wst = 1.5, L f = 10.7, Wf = 1.5, Wsrt = 5, LH = 18, Lp
= 22.6, Ws1 = 1.2, Ws2 = 1.7, WH = 1, Lh = 7.).

Fig. 2. The measurement results of the permittivity and
permeability of the ferrite used in this paper.

quency dependent was loaded at the gap of TSRs on
the upper surface. The Key sight materials measurement
suite is used to measure the electromagnetic parameters
of this ferrite. The result of the measurement is shown in
Figure 2.

A. Analysis of the dual-band antenna without ferrite
The resonant mode generated by the discrete ele-

ments of the antenna is the basis for generating dual
bands [8, 18]. This can be analyzed by applying the the-
ory of characteristic mode (TCM) to the elements under
consideration. A more convenient way to measure the
resonant frequency and potential contribution to the radi-
ation of a mode is to define the Modal Significance (MS)
whose range is 0 to 1. The mode resonates and radiates
the most efficiently when MS = 1 [19, 20].

TSR and SRGND structures are designed to apply
the ferrites mentioned above. As shown in Figure 3,
the resonant mode of the TSR is at 2.4 GHz, which is
a half-wavelength resonance, and that of the SRGND are
at 1.6 GHz and 2.7 GHz, which are a half-wavelength
resonance and a full-wavelength resonance. It can be
observed that the resonant modes of the two main ele-
ments of the antenna are distributed at about 1.6 GHz
and 2.5 GHz. In order to make the resonant modes of
the two elements work together, a patch is designed in
the center of the TSR, forming a TSR + Patch structure
(TSRP). Two square slots formed by TSRP can generate
two resonant modes [8]. It can be seen from Figure 3
that the resonant modes of TSRP designed in this paper
are 2.13 GHz and 1.68 GHz. According to the refer-
ence [21, 22], an asymmetric structure can affect the
mechanism of dual-band resonance; this paper designs
a tilted H-shaped structure at the bottom to form an
asymmetric ground plane and adjust the dual-band res-
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Fig. 3. The modal significance of TSR, SRGND, and the
antenna without ferrite. (The frequency range from 0.5
GHz to 3 GHz.).

Fig. 4. The simulation S11 of the proposed antenna with-
out ferrite and the simulation S11 of the antenna with
different permeability ferrite (Other parameters of ferrite
keep the same as the Co2W hexaferrite).

onance point of the antenna. Finally, Ant is obtained.
It can be seen from Figure 3 that there are two reso-
nant modes of the Ant, one at 1.4 GHz and the other
at 2.2 GHz. It can be seen that the resonant frequency of
the whole antenna migrates toward the lower frequency.
Through the above method we design a dual-band
antenna, and the simulation S11 parameters are shown in
Figure 4.

B. Compact dual-band planar antenna with ferrite
loading

The wavelength of the electromagnetic wave in a
medium is largely affected by a factor (n = n(µ

′
ε
′
)1/2,

where µ
′

is the real part of permeability and ε
′

is the
real part of permittivity). The size of the antenna is
also closely related to the n of the loaded medium [17].
In this paper, a Co2W hexaferrite is used. As can be
seen from Figure 2, the value of permittivity is relatively
stable with frequency, while the permeability decreases
sharply with the increase of frequency. Therefore, the
ferrite load should have a greater impact on the antenna’s
low-frequency operating band. The simulation S11 of the
antenna loaded with a ferrite having the same permittiv-
ity and different permeability is shown in Figure 4. In the
simulation, only the permeability of ferrite is changed.
As the permeability increases, the resonance frequency
of the antenna in the low frequency operation band shifts
to the left. When Co2W hexaferrite is loaded on the
proposed antenna, the low frequency operation band of
the antenna will move to a lower frequency band. The
miniaturization of the antenna is realized in this way.
To study the effect of ferrite loading on the radiation
characteristics of the antenna, the current distribution
comparison of the antenna before and after ferrite load-
ing is shown in Figure 5. Through the comparison of
Figure 5 (a) and (b), it can be concluded that the cur-
rent of the antenna with the proposed structure is con-
centrated near the ferrite when the ferrite is loaded. It
can be seen from Figure 5 (c) and (d) that the effect

Fig. 5. The current distribution comparison of the pre-
sented antenna. (a) at 0.925 GHz, without ferrite, (b) at
0.925 GHz, with ferrite, (c) at 2.175 GHz, without fer-
rite, (d) at 2.175 GHz, with ferrite.
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Fig. 6. The simulation and measurement S11 of the pro-
posed compact dual band antenna with magnetodielec-
tric ferrite loading.

of ferrite loading on the antenna is not obvious around
2.175 GHz. The S11 of the simulation and measure-
ment of the proposed compact dual-band antenna with
magnetodielectric ferrite loading is shown in Figure 6.
The error between simulation result and measurement
result is caused by processing technology and the test
environment.

III. RESULTS
The radiating performance of the proposed antenna

is measured in Satimo anechoic chamber. As observed,
the yoz-plane is the E-plane while the xoy-plane is the
H-plane of the antenna. The 2-D radiation patterns (yoz-
and xoy-planes) of the antenna simulation and mea-
surement are plotted in Figure 7. It can be seen from
Figure 7 that in the low-frequency operation band, the
radiation characteristics of the antenna loaded with fer-
rite are better than that of the antenna without ferrite,
while in the high-frequency operation band, the influ-
ence of loaded ferrite on the radiation characteristics
of the antenna is not significant. It can be seen from
Figure 7 (a) that in low-frequency band, the simulation
trend of the antenna loaded with ferrite is consistent with
the measured radiation patterns of the E-plane, but the
measured co-polarization radiation pattern of the antenna
shows sawtooth, which is caused by the irregular sur-
face of ferrite material. This is a problem caused by the
processing process, which can be avoided by improv-
ing the technology. Figure 8 shows the measurement
results of the peak gain of the proposed antenna in this
letter. Through comparison, it is found that the radi-
ation performance of the antenna with ferrite is more

The wavelength of the electromagnetic wave in a 

medium is largely affected by a factor n (n = (µˊεˊ)1/2, 
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Fig. 7. 2-D radiation patterns of antenna simulation and
measurement. (a) E-plane (yoz-plane) at 0.925 GHz,
(b) E-plane (yoz-plane) at 2.175 GHz, (c) H-plane (xoy-
plane) at 0.925 GHz, (d) H-plane (xoy-plane) at 2.175
GHz.

Fig. 8. The measurement peak gain of the proposed
antenna.

stable. Furthermore, in Table 1, a comparison of the
proposed antenna with the existing multiband anten-
nas is given and it is found that the designed antenna
shows improved miniaturized size and fair impedance
bandwidth.
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Table 1: Performance comparison of the proposed antenna with other reported multi-band antennas
Ref. Size Num. of bands (GHz) Impedance BW(%) app Efficiency(%)
[9] 0.093λ 2 three–1.83, 2.5, 3.1 21.4, 12.8, 4.5 —— 75, 90, 82

[10] 0.14λ 2 two–3.74, 5.1 13.1, 16.7 WiMAX/WLAN 80, 75
[11] 0.066λ 2 two–2.56, 4.64 7.2, 51.7 ISM/WiMAX/WLAN ——
[12] 0.054λ 2 two–1.66, 5.69 31.3, 64.85 Bluetooth/WLAN/WiMAX ——
[14] 0.109λ 2 two–1.88, 2.5 7.5, 12.6 —— ——

This work 0.024λ 2 two–0.925, 2.175 8.6, 18 ISM/GSM/UMTS 22, 54
λ—wavelength in free space corresponding to the lowest resonant frequency.

IV. CONCLUSION
In this letter, a compact dual-band planar antenna

loaded with magnetodielectric ferrite has been fabri-
cated and measured. The characteristic mode analysis
(CMA) is used for the modeling, analysis, and optimiza-
tion of the proposed antenna without ferrite in order to
reveal the underlying modal behaviors of each radiat-
ing element and to guide the mode excitation. The fer-
rite used in this paper is a ferrite with high frequency,
high permeability, high dielectric, and low loss made
by our research group. By studying the simulation
and measurement data of the antenna loaded with fer-
rite and not loaded with ferrite, it is verified that the
loaded ferrite has a good influence on the radiation per-
formance of the antenna designed in this paper. At the
same time, it is proved that the antenna structure com-
bined with Co2W hexaferrite can realize the antenna
miniaturization.
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Abstract – In this paper, antenna gain enhancement using
a metasurface (MS) which is designed over the FR4
dielectric by introducing a periodic arrangement of unit
cells on a microstrip patch antenna is presented. Com-
bined with the theoretical proof, a method of loading
low-frequency MS structure on microstrip antenna is
proposed and the antenna gain is improved by using
the superposition principle of electric field above the
antenna. The proposed antenna is fabricated and mea-
sured. It achieves a 4.49 dBi gain enhancement and 8.27
dBi gain enhancement when the superstrate is added over
the microstrip antenna at the design frequency of 2.4
GHz and 1.8 GHz, respectively. Since there are a large
number of electromagnetic waves in this frequency band
in the environment, it can be extended to the study of RF
energy collection and other aspects.

Index Terms – antenna gain, microstrip antennas, slotted
fractal patch.

I. INTRODUCTION
In the modern technology era, the demand for effi-

cient, low-cost, and high-gain operating antennas is
quite high. This can significantly reduce the waste of
communication resources. Increasing antenna gain has
the advantages of increasing transmission distance and
reducing transmitter power consumption [1–5]. One of
the methods of increasing the gain is to use an array
antenna. However, the loss and complexity of the feed
network increase with the increase in the number of
antenna units. To overcome the drawbacks of the feed-
ing network, a Fabry–Perot cavity antenna is proposed
[6, 7].

In recent years, metasurface (MS) structures have
been incorporated into various processes, such as the
optical and microwave frequency domain; manipulating
incident electromagnetic waves and reaching the phase
reflection of the surface wave can be controlled [2–
5]. The surface impedance of the MS can be executed
by structuring the MS unit cells that also enable beam

shaping [9–11]. In addition, the MS structure with dou-
ble negative (DNG) electromagnetic characteristics is
superior to the MS structure with single negative (SNG)
electromagnetic characteristics in terms of gain, band-
width, and antenna efficiency [8]. Hence, the MS can be
found in a broad range of applications, namely surface
wave absorbers, surface waveguides, cloaking, polariza-
tion converters, antennas, modulators, and so on [9–13].

In this paradigm, a miniaturized and high-gain dual-
band microstrip antenna with MS structure is proposed in
which the square patch array of 1×5 is designed above
and below it and integrate geometric figures with short-
circuit via on the surface of the patch [14–16]. So as
to achieve the control of the required frequency band
parameters. By loading two semi-circular grooves on the
ground, reflectance is controlled by merging two semicir-
cular slots on the ground. The antenna gain is enhanced
by a 9×9 MS as the upper layer of the antenna [17–
22]. The design uses HFSS2020 software to simulate the
return loss of 17 dB and 27 dB at 1.8 GHz and 2.4 GHz,
respectively. In addition, in this design, the bandwidth of
the model under MS coverage increases by 6.9%. At 1.8
GHz, the single radiation gain of the antenna increases to
4.49 dBi, and at 2.4 GHz, the antenna gain increases to
8.27 dBi. Since there are a large number of electromag-
netic waves in this frequency band in the environment, it
can be extended to the study of RF energy collection and
smart sensing.

II. THEORETICAL APPROACH
A. In-phase calculations on different effective permit-
tivity superstrates

The electric-field distribution of the antenna aper-
ture and the radiation pattern have a Fourier transform
relationship. To create a high-gain antenna, it is not only
necessary to have a larger antenna aperture, but there
should also be an in-phase electric field on the aperture.
Assume a point source as shown in Figure 1. The phase
of the electric field some distance away from the point
source is dependent on the distance. The phase differ-
ence (∆ε) between points P1 and P2 can be expressed by
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Fig. 1. (a) Phase difference between two points for the
air. (b) Proposed superstrate [7].

the following equation [7]

2nπ+∆ε=β0

(√
d3−d1

)
. (1)

Where β 0 is the propagation constant in the air, d is the
distance between the point source and P1. l is the dis-
tance between P1 and P2. According to Figure 1 (a), the
phase difference is always nonzero when the distance l
is not zero. When a dielectric layer, which has a thick-
ness of d2 with a different permittivity determined by its
position is located above the point source at a distance
of d, the phase difference (∆ε) between points P1 and P2
can be expressed by the following equation [7], assum-
ing that there is no reflection between the dielectric layer
and the air:

2nπ+∆ε=β0

(√
d3−d1

)
+d2β0

(√
ε1−
√

ε2
)
, (2)

where ε2 is the permittivity at P2 and ε1 is the permittiv-
ity at P1. According to Figure 1 (b), the phase difference
∆ε can be set to zero by changing ε2.

B. Principle of gain increase
An ideal Fabry–Perot resonator is composed of two

parallel infinite uniform and an ideal point antenna. It is
assumed that the electromagnetic wave has no loss in the
transmission state, and the edge effect is ignored. The
radiation source rice emits electromagnetic waves with
a wavelength of λ and a frequency of f. In the case
of GND total reflection, its reflection coefficient is e jϕ2 .
The reflection coefficient of FSS is p, that is, the reflec-
tion coefficient is pe jϕ1 . Since the distance between the
radiation plates is d, According to eqn (3) the electric
field amplitude E0 changes to E, after multiple reflec-
tions and transmissions [8].

E=
∞

∑
n=0

f (α)E0pn
√

1−pne jϕn . (3)

Among them, ϕn is the phase difference between
electromagnetic beam n and beam 1, f (α) is the direc-
tional pattern in the direction of a degree from the radi-
ation source and the GND normal line, and the electric
field amplitude is E0. Therefore, the phase difference
between any beam and beam 1 can be written as [8]

ϕn=nϕ=n
(
−4π

λ
dcosα−ϕ1+ϕ2

)
. (4)

Thus, the far-field energy density S can be obtained
as

S=
1−p2

1+p2−2pcos
(
ϕ1+ϕ2− 4π

λ
dcosα

) . (5)

So when α is 0, S will be the maximum [8]

Smax=
1+p
1−p

S0. (6)

Where S0 is the energy density in this direction when
the overburden is not load. According to eqn (6), the far-
field energy density of the antenna is related to the value
of p. Therefore, the antenna gain can be improved by
carrying FSS matching with the antenna [9]. In addition,
the height of MS distance from the antenna L can also be
calculated from eqn (7)

L =
c

2 f
(

ϕ1 +ϕ2

2π
−n). (7)

III. DESIGN AND SIMULATION OF THE
PROPOSED ANTENN

The designed antenna is fed by a coaxial feed-
ing mode and is divided into the metal–dielectric–metal
three-layer structure. GND regulates resonant frequency
and increases the impedance bandwidth by slot. The
middle metal patch at the top of the antenna is set
with four annular slots for parameter regulation, and
the square patch with regular arrangement is set up to
improve the antenna gain. The primary radiating element
and the bottom layer of the antenna are separated by a 1.6
mm thick FR4 dielectric layer (loss tangent = 0.002 and
relative permittivity 4.4).

An MS was used in the structure by combining a
periodic structure of unit cells which is composed of
a symmetric curl structure to significantly improve the
gain of the antenna. The MS layer is also organized on
the FR4 dielectric with a thickness of 1.6 mm. Moreover,
the bottom layer of the antenna is separated by a 1.6 mm
thick FR4 dielectric layer (loss tangent = 0.002 and rel-
ative permittivity 4.4). The optimized geometric dimen-
sions of the 3-D structure and the back view and top view
of the traditional antenna are shown in Figure 2 (a)–(c),
respectively.

A 50 Ω lumping feed was fed into this antenna using
an SMA connector through the substrate and ground
layer. The designed antenna works in WIFI and GSM
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Fig. 2. (a) 3-D antenna model, (b) Conventional antenna
back view, (c) Top view of the conventional patch
(Design optimization parameters: Ws = 74.52 mm, Ls
= 51.8 mm, D1 = 3.0 mm, R1 = 8 mm, Ws1 = 7 mm,
Ws2 = 37.26 mm, Ld = 5.3 mm, Ls2 = 25.9 mm, D2 =
16.06 mm, D3 = 8 mm, L1 = 6 mm).

1800 MHz, two regions in which the operational band
can be tuned by just adjusting the location of the shorting
via and dimensions of the periodic slots. The designed
evolution. Further study is carried out to identify the
effects of various parameters in terms of the impedance
bandwidth and return loss.

The designed evolution of the conventional patch
antenna and with three different steps. The correspond-
ing return loss responses are shown in Figure 3. It is clear
from that the introduction of the MS just above the con-
ventional patch results in the lowering of the operating
frequency of the antenna. In the low frequency band, the
bandwidth changes from 1.83–1.87 GHz to 1.79–1.83
GHz without significant reduction. Further study shows
that the bandwidth of the proposed antenna at 2.4 GHz
increases by 4.1%, and the return loss reaches 27 dB. It is
further observed that the introduction of the 9×9 order of
the MS improves the bandwidth of the proposed antenna.
For further study, the parametric studies are carried out
to identify the effects of various parameters in terms of
the impedance bandwidth and return loss.

A. Layout of the microstrip patch
Initially, microstrip patch antenna was patterned on

a 1.6 mm thick low-cost FR4 substrate, which is shown
in Figure 2 (c). Antenna operates at 2.4 GHz with a –
10 dB impedance bandwidth of 3.2% and a realized gain
of 5.07 dBi. The microstrip patch was reformed into a

Fig. 3. Plot of S11(dB) with respect to the frequency
(GHz) of the proposed antenna.

fractal shape by etching the four different fractal square-
shaped slots, the antenna gain increases to 5.27 dBi. The
impedance bandwidth is increased by 3.02% at 2.4 GHz.

Under this arrangement, as shown in Figure 4 (a),
firstly, change the feeding position to achieve impedance
matching. Then adjust the patch size to the experimen-
tal band as shown in Figure 4 (b). Finally, the antenna
parameters are further optimized to obtain better far-field
gain.

B. Layout of the MS unit design
In this design, the performance of the conventional

patch antenna shown as in Figure 2 was enhanced by the
inclusion of the MS. Initially, the MS layer is separated
from the conventional patch by an air spacer and is fur-
ther replaced by the insulation pillar.

The MS consists of periodic unit cells with a 9×9
order. The unit cell consists of a centrosymmetric curl
structure as shown in Figure 5 (a), (b). According to
the directional coefficient ∆D of the previously designed
antenna, the theoretical reflection coefficient p that the
reflector should reach is about 0.57 from the eqn (8) [8].

p =
10∆D/10−1
10∆D/10 +1

. (8)

Then the corresponding structure of the metama-
terial is obtained by LC equivalent circuit analysis as
shown in Figure 5 (a), (b) and the optimization sim-
ulation results are close to the theoretical calculation
results. The primitive electromagnetic properties, such
as the effective permittivity and permeability, the con-
cerned MS layer have been studied. The real and imag-
inary parts of the effective permittivity are shown in
Figure 5 (c), while the same for effective permeability
are shown in Figure 4 (d). At the left and right resonant
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Fig. 4. (a) Plot of S11(dB) with respect to the frequency
at constant Ld = 5.3 mm and L1 variations. (b) Plot of
S11(dB) with respect to the frequency at constant Ld =
5.3 mm and Ls2 variations.

frequency band of 3.3 GHz metamaterial, its effective
permeability and effective permittivity are negative, that
is (DNG) structure.

It can be clearly observed from Figure 5 (c) and (d)
that the MS layer about 3.3 GHz is DNG material. DNG
material is suitable for producing narrow beam radiation
in far field. As a consequence, the engineered struc-
tures can be utilized for making small and reconfigurable
antennas.

C. Design antenna combined simulation with MS
Due to the low frequency of the antenna, this exper-

iment needs to achieve the design of metamaterial unit
miniaturization according to theoretical derivation. By
adjusting the shape of the metamaterial, the FSS mate-
rial can reduce the stopband to a lower frequency band
in a limited space. It is found that the FSS material can
be miniaturized by bending the patch and increasing the
effective electric length of the patch.

Under this arrangement, as shown in Figure 6,
firstly, the gap GS of the symmetric metamaterial struc-

Fig. 5. (a) Unit cell of MS (designed parameters: L0 =
8 mm, W1 = 3.8 mm, Gs = 0.4 mm, L2 = 3.1 mm L4
= 2.5 mm, L5 = 2.8 mm) with (b) 9×9 order MS, (c)
effective permittivity of the unit cell, and (d) effective
permeability of the unit cell.

Fig. 6. Plot of mag with respect to the frequency at con-
stant H = 5.3 mm and GS variations.

ture was changed to make the simulation data coincide
with the theoretical calculation data. Then, the model
was simulated by using the master–slave boundary to
achieve the appropriate reflection amplitude. Combined
with theoretical derivation and simulation results, the
MS reflection coefficient is about 0.57 at 2.4 GHz, and
according to eqn (7), the MS coverage height L is about
15.5 mm.

The electric field distributions of the top and bot-
tom surfaces of the conventional patch antenna at various
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Fig. 7. Surface current distributions at (a) top and (b) 9×9 order MS at different operating frequencies within the
proposed structure.

operating frequencies of 1.8 GHz, 2.1 GHz, and 2.4 GHz
are shown in Figure 7 (a), respectively. With the increase
of antenna frequency, the distribution of the antenna
electric field shifts from the left and right edges of the
antenna to the upper and lower edges [8, 9]. The electric
field distributions in the top MS layer at the aforemen-
tioned frequencies are also shown in Figure 7 (b). It is
observed from Figure 7 that the field distribution is max-
imum along the edge of the antenna and the intensity of
the fields is very high among the unit cells of the MS
layer.

In Figure 7 (a), (b), as shown in the same frequency,
we also studied respectively on the surface of the patch
antenna designed three surface current [23, 24]. The
results show that the surface currents around the antenna
feed and MS layer are stronger at the corresponding fre-
quencies. The current distribution path on the top surface
increased as the four-unit cell slot of the fields is very
high among the unit cells of the MS layer.

IV. FABRICATION AND TEST OF THE
PROPOSED ANTENNA

The antenna prototype shown in Figure 2 was fab-
ricated using the PCB prototyping instrument [25]. The
top and rear views of the fabricated sample are shown in
Figure 8 (a), (b), respectively. The complete 3-D sam-

ple is shown in Figure 8 (c). The antenna prototype was
tested by HP Network Analyzer as shown in Figure 8 (e).
The return loss profile of the prepared sample as shown
in Figure 8 (e) was measured, and it can be seen that
the 10 dB impedance bandwidth measured by the exper-
iment in the range of 1.8 GHz and 2.4 GHz matched well
with the corresponding simulation.

The E-plane and H-plane radiation pattern measure-
ments of the fabricated antenna were carried out within
the anechoic chamber. The test environment is shown in
Figure 9 (a), (b). The far-field antenna gains of the pro-
posed prototype with respect to frequencies are shown
in Figure 10. It can be seen that the gain of the sim-
ulated quantity increased nearly three times before and
after adding MS, and the simulated quantity was basi-
cally consistent with the real measurement.

As shown in Table 1, the maximum gain of analog
image and measured image of antenna at 1.8 GHz is 4.49
dBi and 4.13 dBi, respectively. The maximum gain in 2.4
GHz analog mode and measurement mode is 8.27 dBi
and 6.32 dBi. The maximum efficiency of analog image
and measured image at 1.8 GHz is 45.15% and 41.31%,
respectively. The maximum efficiency in 2.4 GHz analog
mode and measurement mode is 69.15% and 62.17%,
respectively. Table 2 shows the performance comparison
between the proposed antenna and other antennas. It can
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Fig. 8. (a) Top view. (b) Rear view. (c) 3-D view of the
proposed antenna. (d) S-parameter measurement using
VNA (e) Plot of measured S11(dB) with respect to fre-
quency.

Fig. 9. (a) Microwave anechoic chamber measures far-
field radiation. (b) The transmitting antenna serves as
the signal source.

Fig. 10. Gain in the antenna bandwidth for the patch
antenna with and without the superstrate.

be concluded from the table that the proposed TA has the
advantages of high gain and reflection efficiency. Most
importantly, it has dual frequency characteristics.

Table 1: The simulation results are compared with the
measured results

Results Frequency Return loss Max. gain Efficiency
(GHz) (dB) (dBi) (%)

Simulated 1.8 17.1 4.49 45.15
Measured 1.8 14.3 4.13 41.31
Simulated 2.4 27.1 8.27 69.15
Measured 2.4 17.3 6.32 62.17

Fig. 11. (a) Antenna far-field simulation and measured
figure at 1.8 GHz. (b) Antenna far-field simulation and
measured figure at 2.4 GHz.

In addition, as shown in Figure 11, the simulated
radiation mode is very consistent with the measured radi-
ation mode.

The difference between the simulation and design
results may occur due to the fabrication tolerances
(which can be due to the slight air gap between these
dielectric layers at the time of fabrication, soldering
between the dielectric substrate and the SMA connec-
tor, or the copper loss of the FR4 dielectric at the time
of polishing). In addition, the shift may be due to the
insertion loss of the SMA connector.
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Table 2: The comparison between the proposed TA and
other published TA

Ref. Frequency
(GHz)

Return
loss
(dB)

Max.
gain
(dBi)

Relative
bandwidth
(–10dB)
(%)

[7] 5.7 13 8.9 3.8
[19] 10.5 24 7.57 7.6
[23] 4.5 24 7.5 2.8
This
Work

1.8
2.4

17.1
27.1

4.49
8.27

2
7.6

V. CONCLUSION
This communication proposed a low-frequency MS

structure and the use of a hyperlayer to increase the
antenna gain. By adjusting the MS characteristic, the
reflection coefficient can be changed to form a large
area of in-phase electric field on the hyperlayer surface.
The proposed antenna operates at 2.4 GHz frequency
with a fractional bandwidth of 6.9% and a significantly
enhanced gain of 8.27 dBi at the same operating fre-
quency. The simulated and the experimental results val-
idate well, therefore, demonstrating a good antenna per-
formance. Since there are a large number of electromag-
netic waves in this frequency band in the environment, it
can be extended to the study of RF energy collection and
other aspects.
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Abstract – In this work, computationally efficient design
optimization of frequency selective surface (FSS)-loaded
ultra-wideband Vivaldi antenna via the use of data-
driven surrogate model is studied. The proposed design
methodology consists of a multi-layer FSS structure
aimed for performance improvement of the Vivaldi
design, which makes the design a multi-objective multi-
dimensional optimization problem. For having a fast
and accurate optimization process, a data-driven surro-
gate model alongside the metaheuristic optimizer honey-
bee mating optimization (HBMO) had been used. The
optimally designed antenna had been prototyped and its
performance characteristics had been measured. The
obtained experimental results are compared with the sim-
ulated results of the proposed method. Results show that
the obtained FSS-loaded structure has enhanced direc-
tivity compared with the design without FSS structure,
without any performance losses in the return loss char-
acteristics. The FSS-loaded Vivaldi antenna operates
at 2–12 GHz band with a maximum gain of 10 dBi at
10 GHz which makes the design a good solution for
RADAR applications.

Index Terms – Frequency selective surface, optimization,
surrogate modeling, ultra-wideband, Vivaldi antenna.

I. INTRODUCTION
Due to their high-performance characteristics

Vivaldi antenna designs are being used in many

communication applications such as microwave imag-
ing and ground penetrating radar (GPR) [1], [2]. In
order to analyze the composition of underground soil,
GPR requires to propagate high-power EM wave to the
ground. In order to have a wide range of characteriza-
tion of soil the signals need to go deep into the ground
and have high resolution. For such capability the GPR
antenna requires to operate in low frequency, have ultra-
wideband characteristics, and high gain performance [3].
There are different types of antennas suitable for GPR
applications with respect to their characteristics such as
o GPR antenna dipole [4], bowtie [5], [6], and Vivaldi
antennas [7], [8]. Due to its high gain, ultra-wideband
characteristic, Vivaldi antenna can be named as one of
the most commonly used antenna design for GPR appli-
cations. It should be noted that such designs usually
require a large design space or smaller size with lower
performance measures. Usage of lens structures can be
named as one of the methods for performance improve-
ment of antenna designs [9], [10]. However, although
the placement of dielectric lens structures can increase
the gain performance of antenna but their improvements
are limited [11].

Another well-known solution for performance
enhancement of antenna designs is the placement of fre-
quency selective surfaces (FSS) to the aperture of the
antenna in an optimally determined configuration such
as: antenna design with a multi-layer S-type resonator
with zero index for gain enhancement [12], design with
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multi-layers [13], [14] for gain enhancement, and [15]
for sidelobe suppression of the antenna design. Although
the application of FSS can provide a significant per-
formance improvement to the design, the placement
and the geometrical design of FSS structures must be
optimized to reach their full performance of improve-
ment. Achieving such task requires a multi-objective
multi-dimensional optimization process, which requires
a considerable amount of trial and error. This process
usually forces researchers to make a decision for their
models. Either they should use a course model with low
accuracy for achieving fast and computationally efficient
design optimization or they must use fine meshed design
with high accuracy at expanse of relatively long or infea-
sible design optimization process [16].

One of the most efficient solutions for having an
accurate, reliable, and computationally efficient opti-
mization process is the usage of data-driven surrogate
models. Data-driven surrogate models had been used
by many researches for applications such as parameter
tuning [17], statistical analysis [18], [19], and multi-
objective design [20]. In literature, there are many Artifi-
cial Intelligence (AI)-based methods for surrogate-based
modeling of microwave structures such as polynomial
regression [21], kriging interpolation [22], radial basis
functions [23], support vector regression [24], polyno-
mial chaos expansion [25], and artificial neural networks
(ANN) [26].

In this work, for optimal determination of geomet-
rical design variables of an FSS structure to be applied
to an antipodal Vivaldi antenna (AVA) for performance
improvements have been achieved via the use of data-
driven surrogate modeling [27]. Firstly, an FSS-loaded
Vivaldi antenna have been presented in Section II, along-
side the design variables of FSS structure. By using
Latin-hypercube sampling method, a data set generated
with a 3D full-wave EM simulator is created to be used
for data-driven surrogate model to create a mapping
between geometrical design parameters of FSS structure
and performance measures of scattering and maximum
gain of the FSS-loaded Vivaldi antenna design. In Sec-
tion III, some of the commonly used state of the art AI
regression algorithms had been used and bench marked
to obtain a model with best performance for creating a
mapping between input and output of the data set. In
Section IV, the optimal selected surrogate model will be
used to drive the design optimization search alongside a
meta-heuristic optimizer. Finally, the work ends with a
brief conclusion in Section V.

II. FSS-LOADED VIVALDI ANTENNA
In Figure 1, a typical AVA design modeled in 3D

CST MWS environment is presented. AVA is designed
on a PLA Filament–Polar White RBX-PLA-WH002 (εr

Fig. 1. A typical antipodal vivaldi antenna.
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C1 = 5, C2 = 0, R = 0.03; and C1 = 15, C2 = –8, R = 

0.1, respectively. In Figure 2, the simulated performance 

of the Vivaldi antenna without FSS structure had been 

presented. 
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= 2.5) with two noncoplanar exponentially tapered edge
arms on both top and ground plane (symmetrically) of
the antenna. The exponentially tapered edges of the
design are defined as exponential factor R, P1(x1, y1),
and P2(x2, y2), initial and final points of the exponential
tapered shape respectively. Design equations are given
below as eqn (1)–(3) [28, 29]:

y =C1eRx +C2, (1)
where

C1 =
y2− y1

eRx2 − eRx1
(2)

C2 =
y1eRx2 − y2eRx1

eRx2 − eRx1
(3)

C1 = 5, C2 = 0, R = 0.03; and C1 = 15, C2 = –8, R =
0.1, respectively. In Figure 2, the simulated performance
of the Vivaldi antenna without FSS structure had been
presented.

In Figure 3, the schematic of the proposed FSS
structure to be placed in top and ground layer sides of
Vivaldi antenna is presented. The variables of the FSS
structure and their lower and upper limitations are pre-
sented in Table 1. For ease of modeling, L2 is taken as
equal to L1. Here, for having computationally efficient
modeling, the total number of training and test samples
are taken as 600 where 500 of the samples are used for

Table 1: Design variables and their variation limits
Variable Min Max Variable Min Max
W1 5 15 L1 2 8
S1 0.5 2 H2 2 6
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Section II, alongside the design variables of FSS 

structure. By using Latin-hypercube sampling method, a 

data set generated with a 3D full-wave EM simulator is 

created to be used for data-driven surrogate model to 

create a mapping between geometrical design 

parameters of FSS structure and performance measures 

of scattering and maximum gain of the FSS-loaded 

Vivaldi antenna design. In Section III, some of the 

commonly used state of the art AI regression algorithms 

had been used and benchmarked to obtain a model with 

best performance for creating a mapping between input 

and output of the data set. In Section IV, the optimal 

selected surrogate model will be used to drive the design 

optimization search alongside a meta-heuristic 

optimizer. Finally, the work ends with a brief conclusion 

in Section V.  

II. FSS-LOADED VIVALDI ANTENNA 
In Figure 1, a typical AVA design modeled in 3D 

CST MWS environment is presented. AVA is designed 

on a PLA Filament—Polar White RBX-PLA-WH002 (εr 
= 2.5) with two noncoplanar exponentially tapered edge 

arms on both top and ground plane (symmetrically) of 

the antenna. The exponentially tapered edges of the 

design are defined as exponential factor R, P1(x1, y1), 

and P2(x2, y2), initial and final points of the exponential 

tapered shape respectively. Design equations are given 

below as eqn (1)–(3) [28–29]: 
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C1 = 5, C2 = 0, R = 0.03; and C1 = 15, C2 = –8, R = 

0.1, respectively. In Figure 2, the simulated performance 

of the Vivaldi antenna without FSS structure had been 

presented. 

 
Fig. 1. A typical antipodal Vivaldi antenna. 

 
Fig. 2. Simulated performance of the Vivaldi antenna. 
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Table 1: Design variables and their variation limits 
Variable Min Max Variable Min Max 

W1 5 15 L1 2 8 

S1 0.5 2 H2 2 6 

 

In Figure 3, the schematic of the proposed FSS 

structure to be placed in top and ground layer sides of 

Vivaldi antenna is presented. The variables of the FSS 

structure and their lower and upper limitations are 

presented in Table 1. For ease of modeling, L2 is taken 

as equal to L1. Here, for having computationally 

Fig. 3. Schematic of the proposed FSS-loaded Vivaldi
antenna.

Table 2: Design variables and their variation limits
Model HP K-fold/Holdout

MLP 2 layers with 15 and
20 neurons, trained with
“Levenberg–Marquardt”

9.1%/10.5%

SVRM Epsilon SVR, Epsilon =
0.15, with radial basis
kernel

7.9%/8.5%

Gradient
boosted tree

Learning rate of 0.05
1500 number of estima-
tors and depth of 7

10.6%/11.5%

Random for-
est

Max depth 10, 200 num-
ber of estimators, leaf
size of 20

11.1%/11.9%

Gaussian
process
regression

Kernel function of
“matern3/2,” Prediction
method of Block coordi-
nate descent with block
size of 2500

8.3%/9.0%

training and 100 are taken as “hold-out” data for eval-
uation of over-fitting performance of surrogate models.
For sampling method, Latin-Hyper cube sampling (LHS)
method is used. The frequency range is 1–12 GHz with
a step size of 0.1 GHz.

III. SURROGATE MODELING
In this section, some of the commonly used AI

regression algorithms have been used for creating a sur-
rogate model for creating a mapping between design
variables of FSS structure and the outputs of maximum
gain and scattering parameters of the antenna design. For
creating the surrogate model of the FSS-loaded Vivaldi
antenna, the algorithms given in Table 2 are trained with
K = 5 K-fold cross validation. Furthermore, a holdout
data set with 100 samples is used for testing the over-
fitting performance of the models. Relative Mean Error
(RME) metric (Eqn (4)) have been used for performance

study of models.

RME=
1
N

N

∑
i=1

|Ti−Pi|
|Ti|

. (4)

Here, Ti is the ith sample targeted value, Pi is the ith
sample predicted value, N is the total number of tested
samples over the given operation frequency. Here, the
obtained RME values are combined values for both S11
and maximum gain at each frequency sample. With
respect to the obtained results in Table 2, support vec-
tor regression machine (SVRM) had been taken as the
best surrogate model to be used in the design optimiza-
tion process due to having the lowest K-fold and hold out
RME.

IV. DESIGN OPTIMIZATION
Herein, for determination of optimal design vari-

ables of the proposed antenna, a powerful population-
based hybrid metaheuristic algorithm HBMO had been
used [30, 31]. HBMO is an algorithm based on the
mating habits of honey bees in which the new born mem-
bers of the bee colony (usually assumed that all mem-
bers are female) are ranked based on their fitness to be
the new queen of the colony. The search for the new
queen can be considered a global search strategy where
there is no initial knowledge of the optimal solution [30].
When, the nurse bee finds a candidate with better fit-
ness values than the current queen the candidate will be
crowned as the queen. After the coronation, in order
to enhance the development of the new queen and her
breeding capabilities, the nurse bees start to feed the
queen with “Royal Jelly,” a nutrition that can signifi-
cantly enhance the fitness of the new queen. This pro-
cess can be considered as a local search where there is
an initial knowledge about a global or local optimum
which can be furthered enhanced [31]. It should be
noted that, although there are many novel and recently
published global search metaheuristic optimization algo-
rithms in literature that might have better convergence
speed than the used HBMO algorithm, the main concern
of this work is not focused on the convergence perfor-
mance nor the selection of optimal metaheuristic opti-
mization algorithm. In this work, with the usage of the
proposed data-driven surrogate modeling technique, the
simulation time required for the prediction of scatter-
ing and directivity characteristics of the antenna would
be much less than a second while single EM simulation
for the selected antenna might take up to 5 minutes or
more with respect to the mesh size and the used hard
ware setup. Thus, in a case that hundreds of function
evaluations would took less than a minute the conver-
gence speed of the algorithm can be neglected. Thus,
here HBMO algorithm is taken as an example of a meta-
heuristic optimization algorithm for the selected prob-
lem. The cost function that had been used for HBMO
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range for RADAR applications. The flowchart of the 

proposed optimization algorithm is given in Figure 4. 

The optimally selected design variables of the design are 

as follows: W1 = 8.75, L1 = 4, S1 = 1, H = 23.7 all in 

[mm]. These values are obtained after 15 iterations, 25 

Drone bees, and Royal jelly step size of ±0.1 using 

HBMO optimization [30]. 
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Fig. 4. Flow chart of the proposed optimization process. 

     

 Furthermore, for justification of the proposed 

method, the obtained geometrical results are given to 3D 

EM model in CST and the performance measures of both 

CST and SVRM surrogate models are compared with 

each other. As it can be seen from Figure 5, the proposed 

method has the same performance characteristics as the 

3D EM simulator tool.  
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V. FABRICATION AND MEASUREMENT 

In this section, for further evaluation of accuracy 

and stability of the proposed design optimization 

method, the optimally designed antenna in section IV 

have been prototyped (Fig. 6). The measurement devices 

(a Network Analyzer with a measurement bandwidth of 

9 KHz–13.5 GHz, and LB-8180-NF Broadband Horn 

Antenna 0.8–18 GHz as reference antenna) available in 

Microwave Laboratories of Yildiz Technical University 

had been used. 

 
Fig. 6. The prototyped FSS-loaded Vivaldi antenna. 

In Figure 7, the measured experimental results of 

maximum gain, and scattering parameter of the 

optimally designed FSS-loaded Vivaldi antenna are 

presented. As it can be seen from the figure, the 

measured performances of the antenna are in agreement 

with the simulated results obtained in previous sections. 

Furthermore, a performance comparison table of the 

Fig. 4. Flow chart of the proposed optimization process.

search is presented in (5)–(7),
x∗= argmin

x
[w1C1(x)+w2C2(x)] (5)

C1(x) = max{ f ∈ [ fc1, fc2] : |S11(x, f )|} (6)
C2(x) = max{ f ∈ [ fc1, fc2] : Directivity(x, f )|} , (7)

where C is the cost function, x is the input vector of vari-
ables of [W1 L1 S1 H2], fc1 and fc2 denote the lower and
upper frequency determining the target-operating band.
The coefficients w1 and w2 are weighing of cost func-
tions, these coefficients are taken as w1 = 0.7 while w2
= 0.3, due to the large possible difference between S11,
which can have low values such as –30 dB, and directiv-
ity for this design might be as high as 10 dBi. Here, the
aimed operation bands of FSS-loaded Vivaldi antenna is
to achieve an ultra-wideband operation frequency of 2–
12 GHz which is an optimal operating range for RADAR
applications. The flowchart of the proposed optimization
algorithm is given in Figure 4. The optimally selected
design variables of the design are as follows: W1 =
8.75, L1 = 4, S1 = 1, H = 23.7 all in [mm]. These val-
ues are obtained after 15 iterations, 25 Drone bees, and
Royal jelly step size of ±0.1 using HBMO optimization
[30].

Furthermore, for justification of the proposed
method, the obtained geometrical results are given to 3D
EM model in CST and the performance measures of both
CST and SVRM surrogate models are compared with
each other. As it can be seen from Figure 5, the pro-
posed method has the same performance characteristics
as the 3D EM simulator tool.

V. FABRICATION AND MEASUREMENT
In this section, for further evaluation of accuracy and

stability of the proposed design optimization method,

range for RADAR applications. The flowchart of the 

proposed optimization algorithm is given in Figure 4. 

The optimally selected design variables of the design are 

as follows: W1 = 8.75, L1 = 4, S1 = 1, H = 23.7 all in 

[mm]. These values are obtained after 15 iterations, 25 

Drone bees, and Royal jelly step size of ±0.1 using 

HBMO optimization [30]. 
 

NO

YES

Start

Calculate Cost Function 

Using Equation  (5)

Cost<Costreq

t>treq

Extract the Optimal 

Geometrical Design 

Parameters of FSS Structure

End

Geometrical Design 

Parameters, Max iteration, 

Population, Costreq, treq

Data Driven Surrogate 

Model

 

Fig. 4. Flow chart of the proposed optimization process. 

     

 Furthermore, for justification of the proposed 

method, the obtained geometrical results are given to 3D 

EM model in CST and the performance measures of both 

CST and SVRM surrogate models are compared with 

each other. As it can be seen from Figure 5, the proposed 

method has the same performance characteristics as the 

3D EM simulator tool.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(a) 

 
(b) 

 

(c) 

Fig. 5. Simulated (a) scattering, (b) directivity, (c) 

polarization of FSS loaded, antenna designs. 

 
V. FABRICATION AND MEASUREMENT 

In this section, for further evaluation of accuracy 

and stability of the proposed design optimization 

method, the optimally designed antenna in section IV 

have been prototyped (Fig. 6). The measurement devices 

(a Network Analyzer with a measurement bandwidth of 

9 KHz–13.5 GHz, and LB-8180-NF Broadband Horn 

Antenna 0.8–18 GHz as reference antenna) available in 

Microwave Laboratories of Yildiz Technical University 

had been used. 

 
Fig. 6. The prototyped FSS-loaded Vivaldi antenna. 

In Figure 7, the measured experimental results of 

maximum gain, and scattering parameter of the 

optimally designed FSS-loaded Vivaldi antenna are 

presented. As it can be seen from the figure, the 

measured performances of the antenna are in agreement 

with the simulated results obtained in previous sections. 

Furthermore, a performance comparison table of the 

Fig. 5. Simulated (a) scattering, (b) directivity, (c) polar-
ization of FSS loaded, antenna designs.

Fig. 6. The prototyped FSS-loaded Vivaldi antenna.

the optimally designed antenna in section IV have been
prototyped (Figure 6). The measurement devices (a
Network Analyzer with a measurement bandwidth of
9 KHz–13.5 GHz, and LB-8180-NF Broadband Horn
Antenna 0.8–18 GHz as reference antenna) available in
Microwave Laboratories of Yildiz Technical University
had been used.

In Figure 7, the measured experimental results
of maximum gain, and scattering parameter of the
optimally designed FSS-loaded Vivaldi antenna are
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proposed antenna design with the counterpart designs 

from the literature [32–41] is presented in Table 4. As it 

can be deduced from the performance comparison table, 

the proposed antenna design achieves high gain, wide 

operation band performance compared to the counterpart 

designs in the literature with smaller size and lower cost 

material for substrate. 

 

(a) 

 

(b) 

Fig. 7. Measured (a) maximum gain, (b) scattering 

parameters, over the operating band. 

 

(a) 

 

(b) 

Fig. 8. Measured radiation pattern at (a) 7 GHz, (b) 10 

GHz. 

Table 4: RF performance comparison table  

Work 
f 

[GHz] 

Gain 

[dBi] 
Material Size [mm] 

Here 2–12 2–11.8 FR4 Eps:4.4 50×58×1.8 

32 3.5–16 3.5–12.5 RO4003C Eps: 3.38 80.5×52×14.5 

33 1–12 1.5–5.1 FR4 Eps: 4.6 45×40×1.6 

34 0.8–12 6.32 
ARLON 600 Eps: 

6.15 
190×128×1.57 

35 1.9–5.5 3.6–/4.6 FR4 Eps: 4.4 
68.3×112.2×0.

8 

36 2–18 3/12.3 RO4003C Eps: 3.38 100×140×0.8 

37 1.8/5.2 –/5.5 FR4 Eps: 4.3 80×60×1.6 

38 2.9–11.6 –/3 
Taconic RF-35 Eps: 

3.5 
26×26×0.76 

39 2.4/5.2 3.6/2.5 FR4 Eps: 4.3 94.5×100×1.6 

40 2.9–14.2 5–9 FR4 Eps: 4.3 40×50×1.6 

41 0.8–3.4 2.4–8.1 FR4 Eps: 4.4 150×150×0508 

* Most of the antenna designs have achieved similar S11 

characteristics. Therefore, in this table S11 is not included. 

 

VI. CONCLUSION 
Herein, design optimization of an FSS-loaded 

Vivaldi antenna had been achieved using both SVRM-

based surrogate model and a metaheuristic optimization 

algorithm HBMO. By using a multi-layer structured FSS 

design, the performance of a Vivaldi antenna has been 

increased without a distortion in the gain and scattering 

performance of the design. Furthermore, for justification 

of the proposed method the optimally designed antenna 

had been prototyped and its performance characteristics 

are measured. As a result, the measured characteristics 

are found to be in agreement with the simulated results 

of the proposed method. The proposed design achieves a 

maximum gain characteristic of 10 dBi with an operation 

bandwidth of 2–12 GHz which makes this design a 

suitable candidate for RADAR applications. 
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can be deduced from the performance comparison table,
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designs in the literature with smaller size and lower cost
material for substrate.

VI. CONCLUSION
Herein, design optimization of an FSS-loaded

Vivaldi antenna had been achieved using both SVRM-
based surrogate model and a metaheuristic optimization
algorithm HBMO. By using a multi-layer structured FSS
design, the performance of a Vivaldi antenna has been
increased without a distortion in the gain and scattering
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Abstract – A new design of dual-band antenna array with
3D-coverage beam steering characteristic for millimeter-
wave (MM-Wave) communications is proposed in this
manuscript. The antenna covers frequency bands of 18
GHz and 28 GHz. Its configuration contains three subar-
rays of patch radiators along the edge area of the smart
phone printed circuit board (PCB). Each sub-array con-
tains eight elements of dual-band patch antennas with
C-shaped slots. The resonant frequencies of the single
element radiator can be adjusted by tuning the sizes of
the embedded C-shaped slot and the main patch radi-
ator. The beam-steerable antenna is designed on an
N9000 PTFE dielectric. In order to achieve high gain
beams and also for covering wider beam-steering area,
each sub-array is deployed in different top-sides of the
PCB with a dimension of 55×110 mm2. Using three
uniform linear eight element sub-arrays, hemispheri-
cal beam pattern coverages can be achieved. The pro-
posed antenna provides good performances in terms of
gain, radiation and total efficiencies, and beam steer-
ing properties which make it suitable for use in the fifth
generation (5G) mobile-phone platforms.

Index Terms – 5G networks, dual-band patch antenna,
hemispherical beam coverage, mobile terminals.

I. INTRODUCTION
In line with the abbreviations of the past and current

mobile communication standards (for instance 1G, 2G,
3G, and 4G), the term 5G, used here denotes the next
generation mobile communication systems after current
4G systems [1]. One key feature of 5G communications
systems is using the millimeter-wave (MM-Wave) spec-
trum along with beam-steerable array antennas at the
user equipment and also the base stations [2, 3]. The

use of MM-Wave spectrum leads to new challenges in
the 5G antenna designs for wireless communication sys-
tems [4]. To our knowledge, little is known on the design
of arrays for 5G mobile terminals [5, 6]. We represent
below how to employ MM-Wave for 5G cellular com-
munication systems using microstrip antenna arrays.

In this study, a dual-band array antenna design with
beam-steerable property in a standard PCB technology
for MM-Wave mobile communications is proposed. The
proposed antenna design contains three dual-band sub-
arrays located along the edge region of the handset PCB.
The array elements are divided into three sub-arrays,
and each sub-array is employed in different sides of
PCB edge region. S-parameters, realized gain, radiation
beams, directivity and beam steering properties of the 5G
antenna are studied. The antenna operates at the frequen-
cies of 18 GHz and 28 GHz which are suitable for the
5G mobile communications. This manuscript has been
organized as follows: The schematic of the single patch
antenna element and its radiation performances along
with the measured and simulated S11 characteristics are
presented in Section II. The performance of the proposed
dual-band 5G antenna with hemispherical beam pattern
coverage is described in Section III. The last Section is
the conclusion.

II. DUAL-BAND PATCH ANTENNA
Printed patch antennas with different feeding types

are increasing popularity for use in narrow and band
microwave wireless links. They are also often employed
in MM-Wave communications as well. A simple
microstrip patch antenna configuration is basically com-
posed of a printed conductor on top layer of dielectric
with a full metal plane on the back side. The fundamen-
tal radiation mechanism from the patch antenna is the
same as the small electric dipole [7]. The energization
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of the patch will establish a charge pushing the charges
from the bottom to the top region of the radiator. Due
to this charge-movement, the currents can flow on the
upper and lower surfaces of the patch as well as on the
surface of the ground plane [8]. In this paper, the 50 Ohm
coaxial feeding type has been employed for the antenna
elements where the inner-conductor of the coaxial cable
is contacting the radiation patch and the outer-conductor
is connected to the ground plan. In order to achieve good
matching as well as lowest input impedance, we have
used a 50 Ohm probe feeding with diameters of 0.5 and
1.72 for inner and outer conductors, respectively. The
proposed dual-band patch antenna is designed on N9000
PTFE substrate with thickness, loss tangent, and dielec-
tric constant of 0.787 mm, 0.0018, and 2.2, respectively.
The configuration of the antenna is shown in Figure 1.
The parameter values of the proposed antenna layout are
specified in Table 1.

The essential parameters for designing a probe-fed
printed patch antenna are: operation frequency (f0),
thickness, and dielectric constant of the employed sub-
strate [9]. The selected resonant frequency for the
proposed antenna design is 18 GHz (lower resonance
frequency). Hence, the essential parameters of the dual-
band patch antenna design are: f0 = 18 GHz, εr = 2.2
and h = 0.787 mm. The width of the patch can be
given by:

Wsub =
C

2 f0

√
(εr+1)

2

, (1)

where C, εr, and f0 are the speed of light, the
dielectric constant (permittivity) of the substrate,
and the desired resonant frequency, respectively.
For a rectangular microstrip antenna, the value of
the effective permittivity (εre f f ) can be calculated
using:

εreff =
(εr +1)

2
+

(εr−1)
2

[
1+12

hsub

Wsub

]− 1
2
. (2)

The overall size of the radiation patch along its
length is extended on each end by a distance ∆L, which

Fig. 1. Transparent schematic of the antenna.

Table 1: Parameter values of the antenna
Parameter Wsub Lsub hsub WP LP
Value (mm) 55 110 0.787 4.32 2.5
Parameter WP1 LP1 W L W1
Value (mm) 4.32 2.5 4 1.5 3
Parameter L1 W2 W3 L3 d
Value (mm) 2.25 4 3 2 0.8
Parameter dr d1 dr1 d2 dS
Value (mm) 1.72 4 0.5 1.7 4

can be given by:

∆L = 0.421hsub

(εeff + 0.3)
(

Wsub
hsub

+ 0.264
)

(εeff − 0.258)
(

Wsub
hsub

+ 0.8
) , (3)

where hsub is the substrate height and Wsub is the sub-
strate width. For the resonant, the effective length is:

Leff =
C

2 f
√

εreff
, (4)

Then, the length of the patch resonator can be calculated
as follows:

Leff =
C

2 f
√

εreff
. (5)

The final step of the dual-band patch antenna design is
choosing the length of the second resonator element. By
cutting a C-shaped slot at the antenna radiating patch,
the second resonance at the higher frequencies (28 GHz)
is generated. In the proposed design, the optimized
length Lresonance is set to resonate at 0.25λresonance, where
Lresonance = L1+W1−0.5(L1−L). λresonance corresponds
to the second resonance frequency (28 GHz). The S11
result of the proposed antenna simulated using CST soft-
ware [10] is illustrated in Figure 2(a), (b). As illustrated,
using the proposed design, a good dual-band function
with improved bandwidth has been achieved.

The simulated S11 curves of the proposed dual-band
patch antenna for different values of radiation patch
length (WP) are plotted in Figure 3 (a). As seen, when
the length of the radiation patch (main radiator) increases

Fig. 2. Simulated S11 of the dual-band patch antenna.
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Fig. 3. Simulated S11 for values of (a) WP and (b) W1.

from 3.5 to 4.5 mm, the center of the first resonance
decreases from 21 to 16 GHz. Based on this result we
can conclude that the first resonance can be adjusted by
changing the length of the main radiator (patch). Another
important parameter of the proposed dual-band design
is the C-shaped slot. The main effect of this structure
occurs on the second resonance. In the proposed struc-
ture, the length of W1 is the critical parameter to control
the upper operation band. Figure 3 (b) shows the simu-
lated S11 results of the dual-band antenna with different
lengths of W1. As the width of the C-shaped slot changes
from 1.5 to 2.5 mm, the operation frequency of the sec-
ond resonance is varied from 25 to 32 GHz. Therefore,
the operation frequency of second-resonance is tunable
by changing the size of the embedded C-shaped slot.

In order to realize the phenomenon for the dual-band
performance of the antenna, the current distributions of
the dual-band antenna at 18 and 28 GHz are depicted
in Figure 4. As seen, at the first frequency (18 GHz),
the current is concentrated on the edge regions of the
rectangular radiating patch. Therefore, due to the res-
onant characteristics of the rectangular patch length, the
impedance of the antenna can be tuned at this frequency
[10]. As illustrated in Figure 4 (b), at the upper res-
onance frequency (28 GHz), the currents flow mainly
around the modified C-shaped slot structure and justify
the impact of the embedded slot on the generation of the

Fig. 4. Current densities at (a) 18 GHz and (b) 28 GHz.

Fig. 5. 3D radiations at (a) 18 GHz and (b) 28 GHz.

second resonance. The simulated radiation patterns at 18
and 28 GHz are represented in Figure 5. As can be seen,
the antenna provides a good radiation behavior in both
of the operation frequencies. In addition, sufficient real-
ized gains (more than 6 dB) are obtained for the designed
dual-band antenna at the operation bands. The antenna
element is fabricated and its return loss characteristics
are measured. Figure 6 (a) illustrates the fabricated pro-
totype. The measured and simulated S11 characteristic
of the antenna are illustrated in Figure 6 (b). As seen,
the antenna provides a dual-band performance around 18
and 28 GHz.

Figure 7 (a), (b) depicts polar views of the antenna
radiation patterns including both, the co-polarized and
cross-polarized, x-z plane (E-plane) and y-z plane (H-
plane), respectively. As illustrated, the antenna has good
radiation performance with stable co-polarization and
low-level cross polarization. Furthermore, as can be
seen, the effect of the probe feeding on the field pat-
tern shapes at different operation frequencies is insignif-
icant.

The dual-band patch antenna maximum gain, and
its efficiencies (radiation and total) over the operation
frequency range are shown in Figure 8. In theory, the
antenna efficiencies are related according to:

e = erecd , (6)
and the gain of the radiator can be calculated using the
total efficiency and the directivity as follows:

G0(dB) = 10log(e0D0), (7)
where e0 is the total efficiency of the antenna, er is the
reflection efficiency = (1−|Γ|2), ecd is the radiation effi-
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Fig. 6. (a) Top view of the fabricated antenna elements 

and (b) measured/simulated S11 of the single antenna. 

 

Figures 7 (a) and (b) depicts polar views of the 

antenna radiation patterns including both, the co-

polarized and cross-polarized, x-z plane (E-plane) and y-

z plane (H-plane), respectively. As illustrated, the 

Fig. 6. (a) Top view of the fabricated antenna elements
and (b) measured/simulated S11 of the single antenna.

Fig. 7. Simulated 2D radiation patterns of the dual-band
antenna, (a) co-polarization, (b) cross-polarization.

ciency, and D0 is the antenna directivity [11]. As can be
seen from Figure 8, the antenna has desirable radiation
properties with more than 6 and 7 dBi maximum gains
at lower and upper operation frequencies, respectively.
Furthermore, the antenna has a high-efficiency function
at the frequencies of the antenna operation bands.

III. PROPERTIES OF THE 5G MOBILE
PHONE PHASED ARRAY ANTENNA
The schematic of the presented 5G array antenna is

illustrated in Figure 9. The design is composed of three

Fig. 8. Simulated efficiencies and maximum gains of the
antenna at, (a) lower and (b) upper operation bands.

dual-band patch antenna sub-arrays deployed at differ-
ent edge regions of smartphone PCB. Eight elements of
dual-band microstrip patch antennas are used for each
sub-array. For the proposed design λ is the guided wave-
length at the middle frequency (23 GHz). As can be
observed in Figure 9 (a), the compact antenna package
(Fig. 9 (b)) is deployed at the edge side of the PCB. The
proposed mobile-phone 5G antenna has a full ground
plane. The antenna design has an overall dimension of
Wsub×Lsub=55×110 mm2.

The simulated S-parameter of a single sub-array
is illustrated in Figure 10 (a). As shown, the pro-
posed phased array dual-band antenna provides good S-
parameters with low mutual-couplings between antenna
elements.

Figure 10 (b) illustrates couplings among the
antenna elements. The maximum mutual couplings
between radiation elements of the design are occurred
among “Antenna A1-Antenna A2,” “Antenna A1-
Antenna B1,” and “Antenna A1-Antenna C1.” As
illustrated, all of the mutual couplings are less than –25
dB, –13 dB, and –24 dB, respectively. It can be seen

Fig. 9. (a) Side view of the proposed mobile phone
antenna, (b) antenna package configuration, (c) top and
(d) bottom layers of each sub-array.
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Fig. 10. Simulated (a) S-parameters and (b) mutual-
couplings of a sub-array.

that the coupling between sub-array A elements and
sub-array B elements are higher than the other couplings
which occurred mainly because of the distance between
two sub-array elements. As seen, the proposed antenna
has good S-parameters and also it is not sensitive to the
mutual coupling of the radiation elements.

Based on re-simulated results of the proposed
design, it should be noted that the mutual coupling on an
element within a sub-array when it is scanned and also
the coupling between sub-arrays when one sub-array is
scanned while monitoring coupling on an adjacent sub-
array element have been investigated. According to the
results, the antenna provides sufficient and low coupling
between the elements and adjacent sub-arrays and its
effects in the final conformal array is not significant to
lead to a potential multi-path problem [12].

Figure 11 shows the simulated directivity character-
istics of the dual-band design for sub-arrays at the main
scanning angle (0o). As illustrated, the antenna provides
a good directivity property for all of the sub-arrays at
0◦. The antenna directivities for different sub-arrays are
greater than 13.5 and 15.5 dBi at 18 and 28 GHz, respec-
tively. The efficiencies (radiation and total) of the mobile
phone antenna are illustrated in Figure 12. As shown,
the antenna efficiencies are greater than –0.3 and –0.7
dB for radiation efficiency and total efficiency, respec-
tively. From these results, it can be seen that the antenna
provides good efficiencies at 18 and 28 GHz.

Fig. 11. Directivities of the antenna at 0◦ for (a) 18 GHz,
and (b) 28 GHz of operation bands.

The 3D radiation beams of the proposed dual-band
antenna array at 18 and 28 GHz for each sub-array are
depicted in Figure 13 (a), (b), respectively. As seen, the
proposed 3D beam coverage antenna package with the
compact dual-band sub-arrays is highly effective to pro-
vide the required beam coverage for 5G handsets.

Figure 14 shows the 3D radiation beams of the dual-
band antenna array at 18 and 28 GHz, respectively. As
can be seen, the proposed dual-band antenna array pro-
vides a wide-scan beam steering function with the high
gains for the scanning angles of 0, 30, and 60 degree.
In the range of 0 to 30 degrees, the gain values are

Fig. 12. Simulated efficiencies of the different sub-arrays
at 0◦ scanning angle.
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Fig. 13. Radiation beams of each dual-band sub-arrays
for different angles, (a) 18 GHz and (b) 28 GHz.

almost stable with the values of 13 dB at 18 GHz and
15 dB at 28 GHz. As shown, the sub-arrays possess rel-
atively low side-lobe levels at the lower frequency (18
GHz). As illustrated, the side-lobe levels in the scan-
ning range of 0◦ to 60◦ is less than 0 dB. However, as
illustrated in Figure 14 at 28 GHz, the sub-arrays beams
provided relatively high side lobes at the scanning degree
<400 which is mainly because of the distance of the ele-
ments.

In general, the radiation-element distance should be
chosen as λ /2 of the operation frequency [13, 14]. How-
ever, as the antenna provides dual-band function, it is
difficult to achieve wide-scanning property at both oper-
ation frequencies. Therefore, high side-lobe levels will
be appeared, especially at higher scanning angles of the
lower frequency band.

Fig. 14. Simulated realized gains for, (a) sub-array A at
18, (b) sub-array B at 18, (c) sub-array C at 18, (d) sub-
array A at 28, (e) sub-array B at 28, and (f) sub-array C
at 28 GHz.

IV. CONCLUSION
The design and characteristics of a dual-band

microstrip antenna array for 5G cellular communication
systems is introduced in this paper. Three uniform lin-
ear eight-element dual-band patch antenna sub-arrays are
used to achieve hemispherical radiation beams with 3D
beam-coverage. The simulated result analysis of the pro-
posed 5G antenna gives good fundamental properties in
terms of impedance bandwidth, antenna gain/directivity,
radiation pattern, and steering of the radiation beams.
The obtained results show that the presented dual-
band 5G antenna array could be used in the future
5G cellular communication systems. The proposed
mobile phone phased array antenna is strongly effec-
tive to cover the required beam-coverage for 5G smart
phones.
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Abstract – Automatic design of planar directional cou-
pler can be implemented by multi-objective optimization
searching for the optimal planar fragment-type structure
(FTS). The 2-bit FTS description scheme may include
necessary fine structures in fragments to enhance the
FTS design. By coding the coupler design space on
PCB in 2-bit FTS, defining the FTS design matrix, and
searching for the optimal structure, directional coupler
can be designed without any structure presetting or artifi-
cial intervention. The scheme is demonstrated by design-
ing 10-dB wideband directional coupler with 2-bit FTS
scheme. The designed directional couplers are fabricated
and tested to show maximum directivity of 58 dB with
36% operation bandwidth.

Index Terms – directional coupler, fragment-type, direc-
tivity, modeling, optimization.

I. INTRODUCTION
Microstrip directional couplers are widely used in

RF/microwave systems. Traditional microstrip direc-
tional couplers are based on coupled lines, which have
limited directivity and bandwidth due to the phase veloc-
ity difference between the odd and even modes [1].

In order to improve the directivity and bandwidth,
different design techniques have been proposed to seek
more appropriate coupler structure. Based on the idea of
distributed compensation, planar artificial transmission
lines [2] and lumped elements [3–5] have been used to
enhance the coupler performance, and generate directiv-
ity higher than 20 dB. Multilayer structure is proposed

in [6] to improve the minimum directivity to 20 dB over
a bandwidth of 10% for coupling of 14.3 dB. A 10-dB
directivity-enhanced coupler is designed in [7] by using
epsilon negative transmission line, which yields a direc-
tivity above 20 dB in a bandwidth of 8.7%. A 15-dB
coupler of directivity higher than 22 dB is designed in
[8] by using multiple narrow strips and an open slot on
the ground. Asymmetric multi-section stripline is pro-
posed in [9] to improve the minimum directivity to 25
dB over a bandwidth of 55% for 18.5 dB coupling. A
10-dB coupler using multi-mode resonator is reported in
[10] to present a minimum directivity of 25 dB within
a bandwidth of 24%. Periodic metallic cylinders are set
on microstrip lines to design 12dB coupler of directivity
of 46 dB in [11]. For all these designs, canonical struc-
tures of certain types play important roles in the coupler
designs.

Recently, a design scheme by using fragment-type
structure (FTS) is proposed in [12] to challenge the high
directivity and broad bandwidth. The FTS-based planar
directional coupler presents a minimum directivity of 37
dB in a relative bandwidth of 45% for 20 dB coupling,
and directivity of 28.7 dB in 29% bandwidth for 10 dB
coupling [12]. In the FTS designs, appropriate narrow
slots are preset to ensure efficient searching for the opti-
mal FTS structure to define the coupler.

To improve the design performance and optimiza-
tion efficiency, 2-bit FTS has been considered in planar
low-pass filter design [13]. It is shown that the design of
low-pass filter with the 2-bit FTS elements can acquire
higher roll-off rate, wider stopband width, and higher
stopband suppression with shorter optimization time, if
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Fig. 1. Elements proposed for the 2-bit FTS scheme.

compared with the design using conventional 1-bit FTS
scheme.

In this paper, 2-bit FTS design scheme is proposed
for automatic design of high-performance microstrip
directional coupler. The appropriate 2-bit FTS elements
for directional coupler, the coding for the enhanced FTS
design matrixes, and the multi-objective optimization
searching for the optimal FTS directional couplers are
presented in Section II. In Section III, the proposed 2-bit
FTS scheme is demonstrated by challenging the 20 dB
and 10 dB planar directional couplers.

II. MULTI-OBJECTIVE OPTIMIZATION
SCHEME FOR FTS-BASED DIRECTIONAL

COUPLER
With no loss of generality, we consider a design

space of dimensions a×b on PCB for directional cou-
pler. Suppose the design space is to be discretized into
cells of dimensions w×l, the design space is gridded into
cells of number of m×n=(a/w)×(b/l).

When 2-bit FTS is used for high performance
design, appropriate fine or subtle structures on FTS ele-
ments are required.

A. Structure description with 2-bit FTS
For planar directional coupler, we may choose the 2-

bit FTS elements as shown in Figure 1, where two of the
FTS elements bear thin metal lines of the width s in verti-
cal and horizontal directions, respectively. By assigning
binary codes 00, 01, 10, and 11 to different elements, the
2-bit FTS can be coded.

For the 2-bit FTS elements, different thin lines and
slots can be defined by setting different fine structure
parameters g and s. The vertical thin line in element “10” is
set to extend outside the cell in y-axis direction by w1 and
w2, which ensure the connection with the adjacent cell
“01.” The gap coupling can be formed between adjacent
cells “01” and “11.” Note that the line width s may be set
according to the machining precision for PCB processing.
In the following design, it is set as s = 0.2 mm.

Figure 2 shows the structure coding for the 2-bit
FTS description by combining the 1-bit FTS coding and
a control matrix, which can be implemented in the fol-
lowing steps:

i. Discretize the space on PCB reserved for the
coupler.

Fig. 2. Structure coding for the 2-bit FTS scheme.

ii. Assign every cell with either “0” or “1” to form the
1-bit matrix, where “1” = metal and “0” = empty.

iii. Assign control code “1” or “0” to the 1-bit codes,
to form the 2-bit coding: “11” => full metal,
“10”=>vertical thin line, “01”=>horizontal thin
line, “00”=>empty.

iv. Define a control matrix with the control code “1”
and “0”.

v. Combine the 1-bit design matrix and the control
matrix to yield the 2-bit FTS design matrix.

The above 2-bit coding scheme clearly shows that
the 2-bit FTS design matrix is always twice the 1-bit
design matrix. To include the same thin lines and gaps
with the conventional 1-bit scheme, it will need a design
matrix enlarged at least to the size of (w/s)×(l/s), which
could be a huge and impractical decision space for multi-
objective optimization searching.

B. Objective functions for MOEA/D-GO
Multi-objective optimization searching can be used

for design of high-performance planar directional cou-
pler. The specifications of a directional coupler, such
as coupling level, return loss (RL) and isolation, can be
set as the key indicators for optimization. The objec-
tive functions for a directional coupler can be specified
as follows [12]:

f1 (x) = max
(

max
ω∈[ω1,ω2]

|S31|dB−C0,0
)
, (1)

f2 (x) = max
(

max
ω∈[ω1,ω2]

|S31|dB− min
ω∈[ω1,ω2]

|S31|dB ,δ

)
,

(2)

f3 (x) = max
(

Q− max
ω∈[ω1,ω2]

|S41|dB ,0
)
, (3)

f4 (x) = max
(

R0− min
ω∈[ω1,ω2]

|S11|dB ,0
)
, (4)

f5 (x) = max
(

BW − ω2−ω1

ω0
,0
)
, (5)

where [ω1, ω2] defines the desired band of the microstrip
directional coupler, |S31|dB indicates the coupling level,
|S41|dB indicates the isolation, and |S11|dB indicates the
return loss (RL).
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Objective function f 1(x) guarantees a coupling level
of C0 (in dB) in the desired band. The objective func-
tion f 2(x) ensures the stability of coupling level, and δ

is the maximum allowable fluctuation of coupling level.
Objective function f 3(x) controls the desired isolation is
greater than Q (in dB). Objective function f 4(x) ensures
that RL is greater than R0 (in dB). Objective function
f 5(x) assures the operation bandwidth, ω0 denotes the
center frequency and BW is the desired fractional band-
width.

With the above defined objective functions, the deci-
sion matrix for FTS can be optimized to yield the optimal
coupler structure. The multi-objective evolutionary algo-
rithm based on decomposition combined with enhanced
genetic operators (MOEA/D-GO) for 2-bit FTS [13] can
be used to search for the optimal design matrix.

III. COUPLER DESIGNS WITH 2-BIT FTS
For demonstration, the directional coupler is sup-

posed to be printed on a PCB of FR4 substrate (εr = 4.4,
tan δ = 0.02) and thickness of 1.6 mm. The design space
on PCB is 10.3 mm × 16.4 mm. In addition, the coupler
structure on PCB is supposed to have both the horizontal
and vertical symmetry so that the real design space for
FTS optimization searching is 5.15 mm × 8.2 mm.

For FTS modeling, the design space 5.15 mm × 8.2
mm is discretized into 12 × 6 cells so that the 2-bit FTS
scheme needs a design matrix of 12× 12, in which 12×
6 matrix is the control matrix, as shown in Figure 2.

The parameters defining the 2-bit FTS elements in
the Figure 2 are: w = 0.44 mm, l = 1.54 mm, l1 = 1.34
mm, s = 0.2 mm, g = 0.1 mm, w1 = 0.34 mm and w2 = 0.3
mm. By setting w = 0.44 mm and l = 1.54 mm, necessary
overlap between the adjacent cells can be guaranteed for
side or diagonal connection. In addition, g = 0.1 mm
ensures a small gap can be yielded.

A. Design of 20-dB directional coupler
For the 20-dB directional coupler, the design objec-

tives are set with C0 = 20 dB in eqn (1), with δ = 0.5
in eqn (2), Q = 70 in eqn (3), R0 = 40 in eqn (4), and
BW = 40% in eqn (5) to challenge high performance.
The coupler is desired to operate in band [ω1, ω2] =
[1.6 GHz, 2.4 GHz], which is a quite wide bandwidth for
PCB directional coupler. The bandwidth is evaluated in
terms of ±0.5 dB coupling level variation, 20 dB return
loss, and 20 dB directivity.

After implementing the MOEA/D-GO optimization
with the objectives in eqn (1)–(5), one of the optimal
layouts of the FTS-based 20-dB directional coupler is
shown in Figure 3. The optimization searching takes 50
iterations (around 65 hours on the computer with Intel
Core I7-8700@3.2GHz).

Figure 4 presents the simulated and measured S-
parameters. In the operation band, the simulated mini-

Fig. 3. The layout of 20-dB director with 2-bit FTS
scheme.

Fig. 4. S-parameters of the 20-dB directional coupler
with 2-bit FTS.

mum return loss is 33 dB, the maximum insertion loss
is 0.8 dB, the isolation is greater than 45 dB, and the
maximum isolation is 69 dB. The coupling level is
20 dB ± 0.5 dB in frequency band ranging from 1.5
GHz to 2.5 GHz, which gives a fractional bandwidth
of 50%.

Directivity of the 20-dB coupler can be calculated
from the S-parameters in Figure 4. The minimum direc-
tivity is Dmin = 27.5 dB and the maximum directivity is
Dmax = 49 dB in the operation bandwidth. Therefore,
the proposed 2-bit FTS can be used in design of wide-
band high-directivity 20-dB directional coupler without
any slot presetting.

B. Design of 10-dB directional coupler
For the 10-dB directional coupler, the design objec-

tives are set with C0 = 10 dB in eqn (1), with δ = 0.5
in eqn (2), Q = 70 in eqn (3), R0 = 40 in eqn (4), and



1613 ACES JOURNAL, Vol. 36, No. 12, December 2021

Fig. 5. The 10-dB directional coupler designed with 2-bit
FTS.

Fig. 6. S-parameters of the 10-dB directional coupler
with the 2-bit.

BW = 40% in eqn (5) to challenge high performance.
The coupler is desired to operate in band [ω1, ω2] = [1.6
GHz, 2.4 GHz].

After implementing the MOEA/D-GO optimization
with the same objectives, optimal layout of the 10-dB
directional coupler is obtained and prototype is fabri-
cated, as shown in Figure 5. The optimization searching
takes 50 iterations (around 80 hours on the abovemen-
tioned computer).

Figure 6 presents the simulated and measured S-
parameters. In the operation band, the simulated mini-
mum return loss is 40 dB, the maximum insertion loss
is 0.8 dB, the isolation is greater than 41 dB, and the
maximum isolation is 69.5 dB. The measured minimum
return loss is 37 dB, the isolation is greater than 38 dB,
and the maximum isolation is 68 dB.

Directivity of the fabricated coupler is calculated
from the measured S-parameters in Figure 6. The
minimum directivity is Dmin = 27.5 dB and the max-
imum directivity is Dmax = 58 dB in an operation
bandwidth of 36% (from 1.62 GHz to 2.34 GHz).

Table 1: Comparison between different 10-dB direc-
tional couplers

Designs f 0 Bandwidth Dmin Dmax Design area
(GHz) (dB) (dB) (λ g×λ g)

[4] 1 27.7% 20 28 0.2×0.03
[7] 2 8.7% 20 40 0.35×0.46

[10] 6.2 24% 15 30 0.9×0.29
[12]∗ 2 29% 28.7 44.6 0.25×0.1

2-bit FTS 2 36% 27.5 58 0.25×0.1
∗simulation results only.

The phase difference between Port 2 and Port 3 is
90◦±0.5◦.

C. Reference formatting
Since the 20-dB directional coupler design with 1-

bit FTS in [12] provides the most competitive perfor-
mance, we may just compare the designed coupler with
the 1-bit FTS coupler in [12]. We find that the 2-bit FTS
coupler presented in this paper acquires broader band-
width of 50%, which is 40% provided by 1-bit FTS
coupler in [12]. And the maximum directivity is 49
dB, which is slightly higher than that obtained by 1-bit
FTS coupler in [12]. But lower minimum directivity is
obtained to be 27.5 dB, which is 37 dB acquired by 1-bit
FTS coupler in [12]. However, it is still higher than the
minimum directivities (around 20 dB) of wideband pla-
nar directional couplers designed by using conventional
structures and techniques.

As for the 10-dB coupler, comparison with other
10-dB directional couplers reported in literatures are
listed in Table 1. The FTS couplers designed with
the 2-bit FTS scheme provide broader bandwidth and
higher directivity. In addition, they have a compact
size.

IV. CONCLUSION
The 2-bit FTS scheme can be used for automatic

design of microstrip directional coupler. With the 2-bit
FTS coding, design matrix of size twice that for conven-
tional 1-bit FTS can be acquired, which is very efficient
for treating fine or subtle structures in the multi-objective
optimization searching. The automatic design of planar
directional couplers can complete in days without any
apriority about coupler structures, any structure preset-
ting or artificial intervention.
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directional coupler with high directivity,” Fifth
International Electromagnetic Compatibility Con-
ference (EMC Turkiye), Sep. 2019.

[9] A. Agharasuli, M. K. Mehr, O. Manoochehri,
and D. Erricolo, “UWB stripline coupler with
low loss and ripple,” Proc. International Confer-
ence on Electromagnetics in Advanced Applica-
tions (ICEAA), Sep. 2019.

[10] P. Mondal and S. Parui, “Multi-mode resonator
based asymmetric broadband 10db directional cou-
pler,” 3rd International Conference on Microwave
and Photonics (ICMAP), Feb. 2018.

[11] J. Shi, X. Y. Zhang, K. W. Lau, J. X. Chen, and
Q. Xue, “Directional coupler with high directiv-
ity using metallic cylinders on microstrip line,”

Electron. Lett., vol. 45, no. 8, pp. 415-417, Apr.
2009.

[12] L. Wang, G. Wang, and J. Siden, “Design of high-
directivity wideband microstrip directional cou-
pler with fragment-type structure,” IEEE Trans.
Microw. Theory Tech., vol. 63, no. 12, pp. 3962-
3970, Oct. 2015.

[13] W. Zhang and G. Wang, “Design of compact pla-
nar lowpass filters by using fragment-type structure
with multi-bit scheme,” IEEE Access, vol. 9, pp.
74143-74154, 2021.

Yonghui Tao received the Ph.D.
degree from University of Science
and Technology of China, Hefei,
China, in 2014. From 2015 to 2017,
she worked at University of Science
and Technology of China as a Post-
doctoral Research Fellow supported
by the Chinese government.

She is currently an instructor with Jinling Insti-
tute of Technology. Her research interests involve
radio-frequency identification, microwave hyperther-
mia, metamaterials and its applications in biomedical
engineering.

Wenjuan Zhang received the
B.S. degree from Xidian University,
Xi’an, China, in 2016. She is cur-
rently pursuing the Ph.D. degree in
electrical engineering with the Uni-
versity of Science and Technology of
China, Hefei, China. Her research
interests include microwave/RF cir-

cuit theory and design technique, RFID, and sensor
design.

Johan Sidén (M’00) received the
M.Sc. degree in telecommunica-
tion, the Licentiate of Technology
degree in electronics, and the Ph.D.
degree in electronics from Mid Swe-
den University, Sundsvall, Sweden,
in 2000, 2004, and 2007, respec-
tively.

He is currently an Associate Professor with Mid
Sweden University. His current research interests
include radio-frequency identification technology, wire-
less sensor networks, antenna technology, printed pas-
sive electronic systems, and optical fiber installation
systems.



1615 ACES JOURNAL, Vol. 36, No. 12, December 2021

Gang Wang (M’98) received the
B.S. degree from the University of
Science and Technology of China,
Hefei, China, in 1988, and the
M.S. and Ph.D. degrees in electrical
engineering from Xidian University,
Xi’an, China, in 1991 and 1996,
respectively.

From 1996 to 1998, he was with Xi’an Jiaotong
University, as a Postdoctoral Research Fellow, supported
by the Chinese Government. From 1998 to 2000, he was
an Associate Professor with Xi’an Jiaotong University.

In 2001, he was a Visiting Researcher with the Depart-
ment of ITM, Mid-Sweden University. From 2002 to
2003, he was a Postdoctoral Research Associate with
the Department of Electrical and Computer Engineer-
ing, University of Florida. From 2003 to 2010, he was
with Jiangsu University, China, as a Chair Professor. He
is currently a Full Professor with the University of Sci-
ence and Technology of China. His current research
interests include autonomous driving, RFID/sensor
technology, and microwave circuit, and antenna
design.



1623 ACES JOURNAL, Vol. 36, No. 12, December 2021

Compact Dual-Band Bandpass Filter Based on SSL-SIR With Sharp Roll-Off

Juan Yue, Guanmao Zhang, Zonge Che, Yupeng Lun, Zhihang Li, and Junhong Suo

Institute of Optoelectronics and Electromagnetics Information, School of Information Science and Engineering,
Lanzhou University, Lanzhou 730000, P. R. China

zhanggm@lzu.edu.cn

Abstract – A compact dual-band bandpass filter (DB-
BPF) is studied and implemented by using shorted
stub-loaded stepped impedance resonator (SSL-SIR) and
0
◦

feed structure in this paper. The resonance frequen-
cies of SSL-SIR can be analyzed and explained by
odd−even mode analysis method and it is used in the
design of BPF I. Then, the BPF II is created using the
theory of 0◦feed structure. Finally, the two structures
are combined together to form a DB-BPF by reasonably
adjusting the coupling between them and the position of
the feed points. The simulation results suggest that the
center frequencies of the two passbands are 3.45 and 5.2
GHz, respectively, which are suitable for modern wire-
less communication systems like 5G and WLAN. Com-
pact size, strong passband isolation, and large stopband
bandwidth are all advantages of the proposed DB-BPF
filter. A prototype is created and constructed to validate
this. The simulated results are in good agreement with
the measured results.

Index Terms – Dual-band bandpass filter (DB-BPF),
0◦feed structure, stub-loaded stepped impedance res-
onator (SSL-SIR).

I. INTRODUCTION
As we all know, filters play an essential role in

many radio frequency (RF) or microwave systems with
the development of modern technology. The filters are
widely utilized in many sectors such as WiFi, sensing
radars, and transceivers due to their great qualities such
as compact size, low cost, low insertion loss, superior
frequency selectivity, and ease of production. Recently,
with the continuous progress of multi-function wireless
communication networks, the single band transceiver
system has been unable to meet the requirement. There-
fore, the diversified function and excellent performance
of wireless devices become the focus of attention. To
meet various demands, filters that possess multiple func-
tions have been developed by researchers, such as
lowpass filters with good out-of-band suppression [1],
band-stop filters [2], tunable filters [3], reconfigurable
filters [4], and bandpass filters (BPFs) [5].

Dual-band bandpass filters (DB-BPFs) have a lot of
promise due to the growing demand for RF transceivers
that operate in several frequency bands. Many methods
have been developed, and a variety of DB-BPF structures
have been proposed using various techniques, such as
the DB-BPF based on the hexagonal split ring resonator
[6], the dual wide-band BPF based on the cross-shaped
resonator [7], the compact DB-BPF based on shorted
and open stub-loaded resonators [8, 9], and the DB-BPF
based on dual-mode resonators [10].

The DB-BPFs based on the shorted stub-loaded
stepped impedance resonator (SSL-SIR) have also been
presented in [11–14], in addition to the filters men-
tioned above. SIRs have the advantages of a simple
design, easy manufacture, and a high stopband attenu-
ation level. The DB-BPF in [11] was combined by a
pair of open stub-loaded stepped impedance resonators
(OSLSIRs) and two SSL-SIRs are embedded between
the coupled OSLSIRs to generate quasi-elliptic response
at two diverse frequencies, but its whole frame was suf-
fered from great size and complicated structure. In [12],
a pair of stub-loaded SIRs and a pair of dual-feedline
structures (DFSs) were used to design DB-BPF. How-
ever, it was lack of passband selectivity and compact-
ness. A novel compact DB-BPF based on SSL-SIR and
a pair of tri-section stepped impedance resonator (T-SIR)
was presented in [13], whereas its circuit was not com-
pact enough and simple. In [14], the DB-BPF was con-
structed by a quad-mode stub-loaded resonator, yet, it
occupied a large area.

As previously stated, the DB-BPF built by oth-
ers required a considerable dimension due to the large
number of resonators required. A miniaturized DB-
BPF based on SSL-SIR and 0◦feed structure is pro-
posed in this paper. First, the theory of odd−even mode
analysis is used to analyze SSL-SIR, and then the low
passband centered at 3.45 GHz is designed. Based on
the theory of 0◦feed structure, the upper passband cen-
tered at 5.2 GHz is formed. The two passbands are
combined together to form a DB-BPF by reasonably
adjusting the coupling between them and the position of
the feed points. Finally, a prototype is fabricated and
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and the measured results verify the rationality of the 

design. 

II. DESIGN OF BPF I 
A DB-BPF which composed of SSL-SIR and a 

two-mode resonator based on a 0
。

feed structure. Its 

topology was depicted in Figure 1. The typical SSLR, 

as shown in Figure 2, is made up of a uniform 

microstrip line and a shorted stub-loaded resonator in 

the center, with physical lengths defined as 2L1 and L2. 

Its impedances are Z1 and Z2, respectively. By replacing 

the short one to the open one, the diagram is named 

OSLR. Due to the symmetrical structures of SSLR and 

OSLR, the resonant characteristics can be easily 

analyzed by the odd−even mode analysis method.    
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Fig. 1. Geometry of the proposed DB-BPF. 
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Fig. 3. (a) Structures of SSL-SIR. (b) Odd-mode 

equivalent circuit of SSL-SIR. (c) Even-mode 

equivalent circuit of SSL-SIR. 

Here, the SSL-SIR is used to form BPF I and its 

topology and the odd−even mode equivalent circuit are 

shown in Figure 3. The two characteristic impedances 

and electrical lengths of SIR are Z1, Z2, 2 θ1, and θ2. The 

impedance of the loaded short circuit uniform 

impedance stub microstrip line is Z3, and the electric 

length of corresponding microstrip line is θ3. Since 

SSL-SIR is symmetric about A, A', the resonant 

frequency of this structure can also be analyzed by 

using the odd−even mode analysis method. According 

to the transmission line theory, the input impedance of 

odd mode can be given by 
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ino 1

1 2 1 2

tan tan
.
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Based on the resonance condition 1/Zino = 0, it can 

be deduced that when the resonator resonates, its 

electric length should meet condition (2). Further, 

define the electric length ratio α, θT = θ1 + θ2, α = θ1/θT, 

and formula (2) can be converted into formula (3). The 

odd-mode equivalent circuit structure is also known as 

a quarter wavelength SIR 

 1
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tan tan
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Z
   ，                      (2) 

1 2tan tan[(1 ) ] / .T T Z Z            (3) 

It can be seen from formula (3), which determines 

the odd mode resonance frequency (fodd), that when the 

structural parameters of the loaded shorted uniform 

impedance stub of microstrip line are changed, the odd-

mode resonant frequency will not change at all. It is 

mainly determined by the impedance ratio Z1/Z2 of SIR 

and the electric lengths θ1 and θ2. 

Similarly, the input impedance of even mode can 

be given by 
2

1 1 1 2 2 1 3 3 2 3 1 2 3
ine 2 2
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According to the resonance condition 1/Zine = 0, it 

can be computed that when the resonator resonates, its 

electric length should meet the following condition: 

 
2

1 2 1 1 2 2 3 1 3 1 3 2 3tan tan 2 tan tan 2 tan tan 0.Z Z Z Z Z Z Z        

(5) 
Further obtained: 

2 1 2 1 1 3 2 3 1 2tan tan 2 tan tan 2tan tanZ Z Z ZR R R R       

(6) 

where RZ1 = Z2/Z1 and RZ2 = Z1/Z3; hence, Z2/Z3 = RZ1RZ2. 

From (6), we can see that the even mode, resonance 

condition of SSL-SIR is not only related to the 

impedance ratio RZ1 and the electrical length θ1 and θ2 

of SIR but also related to the impedance ratio RZ2 and 

the electrical length θ3 of the loaded shorted stub. We 

first calculated the electrical parameters based on the 

fodd and feven determined by formula (3) and formula (6) 

and then optimized the final electrical parameters in the 

simulation software. In this study, the impedance ratio 

of the SSL-SIR RZ1 and RZ2 are set as 0.8 and 1.6, 

respectively, and the electric lengths θ1, θ2, and θ3 are 
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According to the resonance condition 1/Zine = 0, it 

can be computed that when the resonator resonates, its 

electric length should meet the following condition: 
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Fig. 2. Diagram of a typical SSLR.

measured, and the measured results verify the rationality
of the design.

II. DESIGN OF BPF I
A DB-BPF which composed of SSL-SIR and a two-

mode resonator based on a 0◦feed structure. Its topology
was depicted in Figure 1. The typical SSLR, as shown
in Figure 2, is made up of a uniform microstrip line and
a shorted stub-loaded resonator in the center, with phys-
ical lengths defined as 2L1 and L2. Its impedances are
Z1 and Z2, respectively. By replacing the short one to
the open one, the diagram is named OSLR. Due to the
symmetrical structures of SSLR and OSLR, the resonant
characteristics can be easily analyzed by the odd−even
mode analysis method.

Here, the SSL-SIR is used to form BPF I and its
topology and the odd−even mode equivalent circuit are
shown in Figure 3. The two characteristic impedances
and electrical lengths of SIR are Z1, Z2, 2 θ 1, and
θ 2. The impedance of the loaded short circuit uniform
impedance stub microstrip line is Z3, and the electric
length of corresponding microstrip line is θ 3. Since
SSL-SIR is symmetric about A, A’, the resonant fre-
quency of this structure can also be analyzed by using
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Based on the resonance condition 1/Zino = 0, it can 

be deduced that when the resonator resonates, its 

electric length should meet condition (2). Further, 

define the electric length ratio α, θT = θ1 + θ2, α = θ1/θT, 

and formula (2) can be converted into formula (3). The 

odd-mode equivalent circuit structure is also known as 

a quarter wavelength SIR 
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Fig. 3. (a) Structures of SSL-SIR. (b) Odd-mode equiva-
lent circuit of SSL-SIR. (c) Even-mode equivalent circuit
of SSL-SIR.

the odd−even mode analysis method. According to the
transmission line theory, the input impedance of odd
mode can be given by:

Zino = jZ1
Z1 tanθ1 +Z2 tanθ2

Z1 −Z2 tanθ1 tanθ2
. (1)

Based on the resonance condition 1/Zino = 0, it can
be deduced that when the resonator resonates, its elec-
tric length should meet condition (2). Further, define
the electric length ratio α , θ T = θ 1 + θ 2, α = θ 1/θ T ,
and formula (2) can be converted into formula (3). The
odd-mode equivalent circuit structure is also known as a
quarter wavelength SIR.

tanθ1 tanθ2 =
Z1

Z2
, (2)

tanαθT tan[(1−α)θT ] = Z1/Z2. (3)

It can be seen from formula (3), which determines
the odd mode resonance frequency (f odd), that when
the structural parameters of the loaded shorted uniform
impedance stub of microstrip line are changed, the odd-
mode resonant frequency will not change at all. It is
mainly determined by the impedance ratio Z1/Z2 of SIR
and the electric lengths θ 1 and θ 2.

Similarly, the input impedance of even mode can be
given by:

Zine = jZ2
Z2

1 tanθ1 +Z1Z2 tanθ2

Z1Z2 −Z2
1 tanθ1 tanθ2

(4)

+2Z1Z3 tanθ3 −2Z2Z3 tanθ1 tanθ2 tanθ3

−2Z2Z3 tanθ1 tanθ3 −2Z1Z3 tanθ2 tanθ3
.

According to the resonance condition 1/Zine = 0,
it can be computed that when the resonator res-
onates, its electric length should meet the following
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condition:
Z1Z2 −Z2

1 tanθ1 tanθ2 −2Z2Z3 tanθ1 tanθ3 (5)
−2Z1Z3 tanθ2 tanθ3 = 0.

Further obtained:
RZ2 tanθ1 tanθ2 +2RZ1 tanθ1 tanθ3 (6)
+2tanθ2 tanθ3 = RZ1RZ2,

where RZ1 = Z2/Z1 and RZ2 = Z1/Z3; hence, Z2/Z3 =
RZ1RZ2. From (6), we can see that the even mode res-
onance condition of SSL-SIR is not only related to the
impedance ratio RZ1 and the electrical length θ 1 and θ 2
of SIR but also related to the impedance ratio RZ2 and the
electrical length θ 3 of the loaded shorted stub. We first
calculated the electrical parameters based on the f odd and
f even determined by formula (3) and formula (6) and then
optimized the final electrical parameters in the simula-
tion software. In this study, the impedance ratio of the
SSL-SIR RZ1 and RZ2 are set as 0.8 and 1.6, respectively,
and the electric lengths θ 1, θ 2, and θ 3 are obtained as
27◦, 57◦, and 11◦independently at 3.45 GHz.

In comparison to a traditional SSLR, the design of a
filter employing SSL-SIR will have more flexibility and
degrees of freedom, which will considerably improve the
adjustable range of filter performance in actual applica-
tions.

A small size BPF with a center frequency of 3.45
GHz was designed by reasonably selecting the electri-
cal length, impedance ratio of SSL-SIR and utilizing the
coupling of source/load. SSL-SIR bending is designed to
reduce the size of the circuit. Simultaneously, the geom-
etry of the proposed filter and its simulation results are
shown in Figure 4. The feed lines on the left and right
ends are 50 Ω. It can be seen that there are two trans-
mission zeros on the left and right sides of the passband.
The transmission zeros are introduced through the source
load coupling, which can significantly improve the selec-
tivity and out-of-band rejection response of the filter.

III. DESIGN OF BPF II
As shown in Figure 5, the design of BPF II was

inspired by [15] based on the theory of 0◦feed structure
and electric coupling. According to the previous research
results, the frequency responses of the filters designed
with different tap-line feed points may be significantly
different. It has been found in [16] that by using a 0◦feed
structure, two transmission zeros near the passband can
be generated and the stopband rejection has been signif-
icantly increased. The electrical delays of the upper and
lower paths of the coupling structure in Figure 5 are sim-
ilar to those at its fundamental resonant frequency which
has a 0◦ difference between the electric delays of the
lower and upper paths. Also, the coupling gaps between
the two resonators are modeled as π-networks, as shown
in the inset of Figure 5, where the values of C1 and C2

(a)

(b)

Fig. 4. Geometry of the proposed BPF I and its simu-
lation results. (a) Geometry of the filter (a1 = 0.11, b1 =
7.4, a2 = 1.55, b2 = 0.5, a3 = 7.91, b3 = 0.3, radius = 0.1,
W0 = 0.15, g1 = 0.1, and g2 = 0.1 all in millimeter). (b)
Simulated S parameters of the passband I.

Fig. 5. The topology structure of BPF II.

could be found from [17]. For a lower microwave fre-
quency range, the value of ωC1 is very small due to C1 <
0.01 pF, and it will be neglected.
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Fig. 6. Simulated results of BPF II with 0◦feed structure
and without 0◦feed structure. (The insets are simulated
electric field distribution in 5.2 GHz.)

The transmission matrix of BPF II can be derived
from [18], and its transmission coefficient can be further
obtained. Figure 6 is the comparison of the BPF2 with-
out 0◦ feed structure and with 0◦ feed structure at the
center frequency 5.2 GHz. One resonator is resonant at
the frequency when θ 4 approaches π/2 and the other is
resonant at the frequency when θ 5 is approximately π/2.

It can be clearly seen that two transmission zeros
which are located at 4.47 and 6.18 GHz, respectively,
which are close to the passband and on both sides of the
passband; therefore, significant increase has occurred in
the stopband injection.

IV. DB-BPF AND EXPERIMENTAL
VERIFICATION

A DB-BPF, as shown in Figure 1, is proposed based
on the study of the previous two BPFs. The coupling gap
between the two filters and the electrical coupling gap
of the second filter are tuned by combining the two pre-
viously stated BPF I (3.45 GHz) and BPF II (5.2 GHz)
together, and the DB-BPF is simply created. The sim-
ulated transmission coefficients of the sub-BPF1, sub-
BPF2, and DB-BPF are shown in Figure 7. The proposed
DB-BPF’s two passbands are clearly in good accordance
with the passbands of the two sub-filters. At the same
time, the selectivity between the two passbands and the
isolation between the two passbands are significantly
improved. The final optimized dimensions of the DB-
BPF demonstrated in Figure 1 are as follows: g = 0.1
mm, g1 = 0.4 mm, g2 = 0.12 mm, g3 = 0.3 mm, d = 2.44
mm, W1 = 0.15 mm, L1 = 0.8 mm, W5 = 0.15 mm, L5 =
8.14 mm, W4 = 0.15 mm, and L4 = 9.78 mm, where the
dimensions of BPF I are the same as Figure 4.

Fig. 7. EM simulated results of transmission coefficients
of the proposed DB-BPF and sub-filters.

For verification, a DB-BPF is fabricated and mea-
sured. Considering the advantages of dimensional sta-
bility, low loss, low water absorption, low cost of printed
circuit manufacturing, and easy drilling and plating oper-
ations. We used Taconic RF-35 substrate with a rel-
ative dielectric permittivity of 3.5 and a thickness of
0.508 mm. Figure 8(a) shows the photograph of the
fabricated DB-BPF and the comparison between the
simulated and measured results. Good agreements are
obtained between them, while the slight deviation of
the upper passband may be due to the fabrication tol-
erance and soldering errors at the two 50 Ω input–output
ports.

The two measured passbands are centered at 3.46
and 5.34 GHz with the fractional bandwidths of 6.9%
and 4.4%. The measured minimum insertion losses in
the passband are 1 and 1.21 dB. Meanwhile, the return
losses are better than 11 and 15 dB, respectively. Four
transmission zeros that are located at 2.86, 4.05, 4.8,
and 6.05 GHz improve the selectivity of each passband
and the isolation between the two passbands. Figures
8(b) and (c) show the simulated in-band group delay
responses of low passband and high passband, and the
minimum group delays in the two passbands are 1.1 and
0.96 ns, respectively. In addition, it has a wide upper
stopband ranging from 5.73 to 9.86 GHz with −15 dB
injection. The overall size of the filter is 7.74 mm ×
8.54 mm, which occupies 0.15 λg × 0.16 λg, where λg is
the guided wavelength at the center frequency of the first
passband. A performance comparison between the pub-
lished DB-BPFs and the proposed one is shown in Table
1. It shows that the proposed DB-BPF has the advan-
tages of compact size, low insertion loss, simple circuit
topology, and easy fabrication. Comparing with [13], the
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check. Fig. 8. Responses and group delays of the proposed
filter. (a) Simulated and measured S-parameters of the
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structure required to design the low passband is simpler
and easier to design.

Table 1: Comparison of some previous dual-band filters
CF

(GHz)
FBW
(%)

IL
(dB)

TZs Size
(λg*λg)

[11] 1.63/
2.73

7.5/
5.1

1.5/
2.15

7 0.25*
0.25

[12] 2.3/3.5 2.98/
2.64

1.25/
1.72

3 0.25*
0.23

[13] 2.4/3.5 15.6/
5.2

1.07/
1.05

4 0.32*
0.11

[14] 2.4/5.2 14.8/
12.9

1.43/
1.34

4 N.A.

This
work

3.46/
5.34

6.9/
4.4

1/1.21 4 0.15*
0.16

V. CONCLUSION
A compact DB-BPF which is composed of BPF I

and BPF II, based on the SSL-SIR and 0◦feed struc-
ture, is presented in this article. SSL-SIR is first ana-
lyzed using the odd−even mode analysis approach, and
then the low passband, centered at 3.46 GHz, is built
on this premise. A high-selectivity high passband cen-
tered at 5.37 GHz is presented based on the 0◦feed struc-
ture. Without increasing the size of the circuit, a small
DB-BPF with good selectivity is created by combin-
ing two independent passbands. After all, a DB-BPF
is designed, manufactured, and tested. The measured
results are in good agreement with the simulation results.
The proposed DB-BPF has the merits of compact size,
high selectivity, and independent control of the pass-
band, making it suitable for 5G, WLAN, and narrowband
applications.
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Abstract – Microwave-assisted chemical reactions have
been widely used, but the inhomogeneous heating limits
further applications. The aim of this paper is to inves-
tigate the power transfer behavior in the simple polar-
molecule reactions whose polarization changes with the
proceeding of the reactions. At the temporal boundary,
based on the continuity of charge and flux and the equiv-
alent transmission line approach of the simple polar-
molecule reactions, we discover the power changes in the
reactions. The numerical results are in agreement with
the theory of the temporal boundary. When the time scale
of the component concentration variation is smaller than
the wave period, the polarization is not continuous at
the temporal boundary. The impedance of the reactions
across the temporal boundary changes, and the reflec-
tion occurs. Moreover, when the dielectric property of
the reactions decreases, the power of the waves increases
after the temporal boundary and the waves experience a
net energy gain. The results may be helpful in disclosing
the non-uniform electromagnetic energy distribution in
chemical reactions.

Index Terms – Electromagnetic power propagation,
power changes, a temporal boundary, simple polar-
molecule reactions.

I. INTRODUCTION
Microwaves have been used increasingly in chem-

ical engineering for a series of advantages, such as
improvement in reaction rates, yields, and energy sav-
ing [1–3]. However, inhomogeneous heating and hot
spots have been limiting the utilization of microwaves in
chemical engineering [4, 5]. In order to study these prob-
lems, it is essential to investigate the behavior of electro-
magnetic power transfer in chemical reactions.

The electromagnetic energy propagation through
general media with dispersion and loss has been

studied extensively for decades [6, 7]. The previous
studies are mainly focused on electromagnetic media
characterized by permittivity and permeability. How-
ever, most of chemical reactions are non-stationary
media, of which dielectric properties are different from
the media reported before [8–10]. Recently, the
time-varying and dispersive characteristics of chemical
reactions have been demonstrated theoretically [11]. Per-
haps, the most outstanding features of chemical reactions
are time-varying characteristics, which cause changes in
the amplitude and frequency of electromagnetic waves.
And the reflection and transmission of electromagnetic
waves at a temporal boundary have been discussed in
chemical reactions [12]. What is more important, the
internal reflections caused by time-varying characteris-
tics lead to the non-uniform distribution of electromag-
netic waves in chemical reactions. To the best of our
knowledge, the effects of time-varying characteristics on
electromagnetic energy in chemical reactions are barely
mentioned. It is the first time that the simple polar-
molecule reactions are chosen as the research object to
study the effect of the time-varying characteristics on
the power changes. Moreover, the power changes at
such temporal characteristics will further stimulate an
intense investigation in the non-uniform distribution of
electromagnetic energy in spatially homogenous chemi-
cal reactions. In order to obtain the power changes across
the temporal boundary in the homogenous reactions, the
impact of component concentration variation on the con-
ditions and trends of power changes are shown for the
first time.

In recent years, the transmission line theory has
evolved into a very powerful modeling tool to analyze
energy flux in dynamic systems, such as the mechani-
cal and hydraulic systems [13–15]. The unit equivalent
circuit of a transmission line can be connected to the
resistors, inductors, and capacitors under constraints of a
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physical meaning of systems to be modeled [16, 17]. In
this approach, electromagnetic field quantities are sub-
stituted by the analogous incident and reflected voltage
and current propagating through this unit circuit [18, 19].
This conceptually new approach greatly simplifies calcu-
lations by the definite physical meaning of circuit ele-
ments in the unit circuit. And the fundamental elec-
tromagnetic properties of the reactions are reviewed by
a unit equivalent circuit approach [20]. The equivalent
transmission line approach provides an efficient analysis
tool for the power transfer in chemical reactions.

In this letter, we investigate the unique proper-
ties of the power transfer through homogenous polar-
molecule reactions based on an equivalent transmission
line approach. Then the propagation of electromagnetic
energy in the reactions is simulated to validate the theo-
retical results.

II. POWER CHANGES ACROSS A
TEMPORAL BOUNDARY IN REACTIONS

The power of electromagnetic waves in media can
often be calculated by permittivity. However, many
chemical reactions are non-equilibrium process. Dur-
ing this process, the concentrations of reactants and
products are changing with time. Based on the mod-
ified Smoluchowski−Debye equation, the polarization
expression of polar-molecule reactions is indicated by
the response function in the time domain. The expres-
sion of the polarization in polar-molecule reactions is
given as
PPP(t) =∑

i
ϕAi(t)∗ [cAi(t)EEE(t)]+∑

j
ϕB j(t)∗ [cB j(t)EEE(t)].

Here, ∗ denotes the convolution. ϕAi(t) and ϕB j(t) rep-
resent the rotational diffusion properties of the reactant
and product, while cAi(t) and cB j(t) denote the concen-
trations of the reactant and product, respectively [10].
To make the polarization expression easily, the simple
polar-molecule reactions are considered, in which only
one component (Xi) has the polarization

PPPXi(t) = ϕXi(t)∗ [cXi(t)EEE(t)]. (1)
ϕXi(t) and cXi(t) are the rotational diffusion function
and concentration of Xi. ∗ represents the convolution.
ϕXi(t) = ε0χXi exp(−t/τXi)/τXi , where χXi is the elec-
tric susceptibility, ε0 is the vacuum permittivity, and τXi is
the dielectric relaxation time. Xi denotes the reactants or
products [10]. Furthermore, the reactions are considered
to be more general media of composite dispersive and
time-varying characteristics [11]. To show the effects
of time-varying characteristics on the power transfer, we
consider an instant t0 as the temporal boundary in chem-
ical process. Figure 1(a) shows the polarization of reac-
tion changes from PPPXi(t

−
0 ) to PPPXi(t

+
0 ) between a temporal

boundary t0, which lead to the intrinsic impedance of the
reactions varied from η(t−0 ) to η(t+0 ).

Fig. 1. (a) Propagation processes at the temporal bound-
ary in space-invariant reactions. (b) Schematic of time-
varying transmission line. (c) The equivalent circuit unit.

To indicate the features of power changes result-
ing from the time-varying characteristics of the reac-
tions, the reactions are treated as spatially homoge-
nous and isotropic nonmagnetic media, being without
free charges and currents. The transmission line theory
can be employed to explain the electromagnetic prop-
agation behavior in media [21, 22]. The homogenous
reactions can be represented by an equivalent transmis-
sion line (continuous and invariant along the direction
of propagation) to gain an immediate insight into the
fundamental properties of reactions. The time-varying
transmission line represented in Figure 1(b) corresponds
to the model of Figure 1(a). We denote the charge and
flux before t0 with Qi(t−0 ) and φi(t−0 ). After t0, the
transmitted and reflected charges are denoted by Qt(t+0 )
and Qr(t+0 ), respectively, with a similar notation for the
fluxes.

Figure 1(c) shows the unit circuit of the transmission
line presenting a per-unit length for media as described
by eqn (1). In such a transmission line circuit, the
magnetization and polarization are represented by the
distributed series impedance (Z′) and shunt admittance
(Y ′) per unit length, respectively [16, 17], according
to the constitutive relation of the reactions. Since the
time-varying characteristics of the reactions, the princi-
ple of the time-varying transmission line is to make its
characteristic parameters, such as impedance and admit-
tance, being time changing. Z′(t−0 ) and Z′(t+0 ) denote
the impedances before and after the temporal boundary
located at t0, similarly for the admittances Y ′(t−0 ) and
Y ′(t+0 ). The transmission line’s characteristic impen-

dence (Z0 =
√

Z′
/

Y ′) changes from Z0(t−0 ) to Z0(t+0 )

at t = t0, which correspond to the reactions’ intrin-
sic impedance. In its unit equivalent circuit, the series
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impedance (Z′) and shunt admittance (Y ′) can be rep-
resented as the combination of equivalent time-varying
resistance (R(t)), conductance (G(t)), capacitance (C(t)),
and inductance (L(t)) of per-unit length, which can be
derived mathematically by Maxwell equations and the
constitutive relations of the reactions. The equivalent
capacitance changes from C(t−0 ) to C(t+0 )at t = t0, with
a similar notation for the inductance. For a time-varying
equivalent circuit, the relationships between charge and
voltage is Q(z, t) =C(t)u(z, t) as well as the flux and cur-
rent is φ(z, t) = L(t)i(z, t) [23, 24]. Thus, the instanta-
neous power is given by

P(t) = u(t)i(t) =
u2(t)
Z0(t)

=
Q2(t)

C2(t)Z0(t)
. (2)

∇×EEE =−∂BBB/∂ t and ∇×HHH = ∂DDD/∂ t indicate that
the electric displacement (D) and magnetic induction (B)
require the continuity at a temporal boundary [25, 26].
As the charge Q =

∫
DDD · dSSS and the flux φ =

∫
BBB · dSSS,

the charge (Q) and flux (φ ) are conserved at a temporal
boundary t0 [27]. Accordingly, we have

Qi(t−0 ) = Qr(t+0 )+Qt(t+0 ) (3a)
and

φi(t−0 ) =−φr(t+0 )+φt(t+0 ). (3b)
Thus, the ratio of the reflected power (Pr) and transmit-
ted power (Pt ) to the incident power (Pi) at t0 are derived
as

Pr

Pi
=

C2(t−0 )Z0(t−0 )

C2(t+0 )Z0(t+0 )

1
4

(
1−

C(t+0 )Z0(t+0 )

C(t−0 )Z0(t−0 )

)2

(4a)

and
Pt

Pi
=

C2(t−0 )Z0(t−0 )

C2(t+0 )Z0(t+0 )

1
4

(
1+

C(t+0 )Z0(t+0 )

C(t−0 )Z0(t−0 )

)2

. (4b)

To get a deeper insight, we add the eqn (4a) and (4b)
and obtain

Pr +Pt

Pi
=

C(t−0 )

C(t+0 )

1
2

(
C(t−0 )Z0(t−0 )

C(t+0 )Z0(t+0 )
+

C(t+0 )Z0(t+0 )

C(t−0 )Z0(t−0 )

)
.

(5)
Eqn (4a) and (4b) indicate that the reflected and

transmitted powers change due to an abrupt change of
impedance. When the time scale of the component
concentration variation is greater than the wave period,
the time-varying characteristics of the reactions can be
neglected and PPPXi(t

−
0 ) = PPPXi(t

+
0 ) [11]. The unit param-

eters of the transmission line circuit do not change at t0,
that is, C(t−0 ) = C(t+0 ) and Z0(t−0 ) = Z0(t+0 ). As shown
in eqn (4a) and (4b), Pr = 0 and Pt = Pi are obtained
subsequently. Thus, (Pr +Pt)/Pi=1 by eqn (5), indicat-
ing conservation of energy. It is important to realize that
in the absence of the time-varying property of the reac-
tions, PPPXi(t

−
0 ) = PPPXi(t

+
0 ) and the temporal boundary is

switched off. The reflectivity vanishes and the energy of
the waves is conserved.

On the other hand, while the time scale of the
component concentration variation is smaller than the

wave period, the time-varying characteristics of the reac-
tions are obvious, and PPPXi(t

−
0 ) 6= PPPXi(t

+
0 ) [11]. Thus,

C(t−0 ) 6=C(t+0 ) and Z0(t−0 ) 6= Z0(t+0 ). The incident power
is changed into two parts: the reflected power (Pr) and
the transmitted power (Pt ). (Pr +Pt)/Pi 6= 1 by eqn (5),
indicating the non-conservation of energy for the waves.
As the energy is conserved for the whole waves and
media, eqn (5) can be interpreted as an energy exchange
between the waves and the time-varying media [28−30].
Furthermore, an energy exchange occurs between the
waves and reactions, which has been demonstrated to
lead to either amplification or attenuation of electromag-
netic waves depending on whether the dielectric prop-
erty of the reactions decrease or increases with time
[11, 31]. More specially, if the relaxation time of the
reactions is much smaller, the characteristic impedance
Z0(t−0 ) andZ0(t+0 )are assumed as real numbers approxi-

mately. Thus, 1
2

(
C(t−0 )Z0(t

−
0 )

C(t+0 )Z0(t
+
0 )

+
C(t+0 )Z0(t

+
0 )

C(t−0 )Z0(t
−
0 )

)
≥ 1. Partic-

ularly, when C(t−0 ) > C(t+0 ), we can get Pt + Pr > Pi.
Here, it is worth remarking that the sum of the reflected
and transmitted power is greater than the incident power.
Thus, the reactions bearing the time-varying characteris-
tic act as a source of energy for electromagnetic waves.
This fact should be considered in microwave heat-
ing to achieve the homogeneous power transfer in the
reactions.

To clarify the physical meaning of the derived
expression, parametric phenomena of electromagnetic
waves in active media can be realized by a time mod-
ulation of media parameters [32]. In fact, the number
of dipoles would be changed with the proceeding of
chemical reactions. It can be inferred that the equiva-
lent time-varying capacitance of the reaction is weak-
ened with the decrease of dipoles’ quantity; that is,
C(t−0 )>C(t+0 ). What is more, the electromagnetic waves
propagate in the reactions bearing time-varying charac-
teristics, just as if they were in contact with a reser-
voir (time-dependent background media) [33, 34]. The
decrease of the time-varying capacitor leads to reduc-
tions of the reservoir energy. This essentially leads to
an energy flow from the reservoir to the electromagnetic
waves. Therefore, the time-varying capacitors through
the bounded discontinuities have an additional contri-
bution as active circuit elements to the electromagnetic
power.

III. RESULTS AND DISCUSSIONS
As discussed above, to indicate the unique features

of power propagation originating from the time-varying
characteristics of the reactions, the effects of compo-
nent concentration variation on the transmitted power
are discussed by the numerical simulations. We con-
sider a monochromic wave incident into the reactions,
so as to understand the influence of the time-varying
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characteristics on the transmitted and reflected powers.
For the electric field, the single cycle sine wave Ei(t) is
employed as

Ei (t) =
{

sin
(
2π×5×109× t

)
t ≤ 0.1ns

0 t > 0.1ns . (6)

In the calculation, the reactions with the electric
susceptibility χXi=10 and the dielectric relaxation time
τXi=1fs are used. This paper selects an instant t0 in
chemical process and the temporal boundary t0 is set
as 2 ns. To investigate the power changes in the sim-
ple polar-molecule reactions, without loss of generality,
the reactions are considered as the first-order reaction.

A. Power changes when Xi is the reactant
The normalized concentration cXi(t) = exp(−Kratet)

can be obtained when Xi is the reactant. Krate is the
rate constant of the reactions. The electromagnetic pow-
ers in the simple polar-molecule reactions are shown in
Figure 2.

When Krate is chosen as 0s−1, 1×103s−1, and
1×108s−1, power changes cannot be seen in Fig-
ure 2(a)−(c). We find that the reflected power (Pr) is
zero and the transmitted power (Pt ) is matched with the
incident power (Pi). As the time scale of the concentra-
tion variation is greater than the wave period, the polar-
ization PXi(t)is continuous at t0. Since the impedance
of the reactions does not change at t0, no reflection
occurs. Moreover, using this condition employed in the
unit equivalent circuit of the reactions, Pr = 0 and Pt =
Pi are obtained by eqn (4a) and (4b), indicating that there
are no power changes. When Krate = 1×1011 s−1, the
reflected power (Pr) is observed clearly, and the transmit-
ted power (Pt ) is not equal to the incident power (Pi) in
Figure 2(d). As the time scale of the concentration vari-
ation is smaller than the wave period, i.e., cXi(t) changes
rapidly with time, the polarization PXi(t) is not continu-
ous at the temporal boundary, inducing the discontinuous
impedance change. For this situation, Pr 6=0 and Pt 6=Pi
are obtained by eqn (4a) and (4b), and (Pr+Pt)/Pi 6= 1 by
eqn (5) indicates power changes. Another phenomenon
of interest is that the transmitted power is greater than
the incident power.

B. Power changes when Xi is the product
On the other hand, when Xi is the product, the

expression of cXi(t) = 1−exp(−Kratet) can be achieved
and the electromagnetic powers in the simple polar-
molecule reactions are shown in Figure 3. The reflected
power is not observed as Krate = 0s−1, 1×103s−1, and
1×108s−1 in Figure 3(a)−(c). And we cannot see the
power changes. When Krate = 1×1011s−1, the reflected
power can be observed, and the transmitted power (Pt ) is
smaller than the incident power (Pi) in Figure 3(d). We
can find the power changes across the temporal boundary
in the reactions in Figure 3(d).

additional contribution as active circuit elements to the 

electromagnetic power.  

 

III. RESULTS AND DISCUSSIONS 
As discussed above, to indicate the unique features 

of power propagation originating from the time-varying 

characteristics of the reactions, the effects of 

component concentration variation on the transmitted 

power are discussed by the numerical simulations. We 

consider a monochromic wave incident into the 

reactions, so as to understand the influence of the time-

varying characteristics on the transmitted and reflected 

powers. For the electric field, the single cycle sine wave 

Ei(t) is employed as  

 
 9sin 2 5 10 0.1ns

.
0 0.1ns

i

t t
E t

t

    
 



     (6) 

In the calculation, the reactions with the electric 

susceptibility
iX =10 and the dielectric relaxation time 

iX =1fs are used. This paper selects an instant t0 in 

chemical process and the temporal boundary t0 is set as 

2 ns. To investigate the power changes in the simple 

polar-molecule reactions, without loss of generality, the 

reactions are considered as the first-order reaction.  

A. Power changes when Xi is the reactant 

The normalized concentration 
rate( ) exp( )

iXc t K t   

can be obtained when Xi is the reactant. Krate is the rate 

constant of the reactions. The electromagnetic powers 

in the simple polar-molecule reactions are shown in 

Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. The electromagnetic powers in the simple polar-

molecule reactions when Xi is the reactant. (a) Krate = 

0s−1. (b) Krate = 1 × 103s−1. (c) Krate = 1 × 108s−1. (d) Krate 

= 1 × 1011s−1. 
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Pr = 0 and Pt = Pi are obtained by eqn (4a) and (4b), 

indicating that there are no power changes. When Krate 
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Fig. 2. The electromagnetic powers in the simple polar-
molecule reactions when Xi is the reactant. (a) Krate =
0s−1. (b) Krate = 1 × 103s−1. (c) Krate = 1 × 108s−1.
(d) Krate = 1 × 1011s−1.

A temporal variation of the dielectric property is cre-
ated because the component concentrations change in
chemical process. When Xi is the reactant, the com-
ponent concentration of Xi decreases gradually in the
reactions. It can be inferred that the dielectric prop-
erty is weakened with the decrease of dipoles’ quantity
when Xi is the reactant. For this situation, the equiva-
lent time-varying capacitance of the reaction decreases
as the dielectric property becomes smaller. Based on eqn
(5), Pt +Pr > Pi is obtained, indicating the increase of
power across the temporal boundary t0 in the reactions.
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clearly, and the transmitted power (Pt) is not equal to 
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Fig. 3. The electromagnetic powers in the simple polar-

molecule reactions when Xi is the product. (a) Krate = 

0s−1. (b) Krate = 1×103s−1. (c) Krate = 1×108s−1. (d) Krate = 

1×1011s−1. 

A temporal variation of the dielectric property is 

created because the component concentrations change 

in chemical process. When Xi is the reactant, the 

component concentration of Xi decreases gradually in 

the reactions. It can be inferred that the dielectric 

property is weakened with the decrease of dipoles’ 

quantity when Xi is the reactant. For this situation, the 

equivalent time-varying capacitance of the reaction 

decreases as the dielectric property becomes smaller. 

Based on eqn (5), 
t r iP P P  is obtained, indicating the 

increase of power across the temporal boundary t0 in 

the reactions. When the reactions decrease media’s 

dielectric property, the power of electromagnetic waves 

Fig. 3. The electromagnetic powers in the simple polar-
molecule reactions when Xi is the product. (a) Krate =
0s−1. (b) Krate = 1×103s−1. (c) Krate = 1×108s−1. (d)
Krate = 1×1011s−1.

When the reactions decrease media’s dielectric property,
the power of electromagnetic waves increases after the
transition, and, thus, the electromagnetic waves expe-
rience a net energy gain [35]. This should come as a
surprise since decreasing the dielectric property of the
reactions is an energy-releasing process. For the reverse
case, when Xi is the product, the opposite occurs and
the wave experiences a net energy loss because increas-

ing the dielectric property of the reactions consumes
energy.

IV. CONCLUSION
Based on the continuity of charge and flux at a

temporal boundary and the equivalent transmission line
approach of the simple polar-molecule reactions, this
paper focuses on the power changes across the temporal
boundary. According to the time-varying characteristics
of the reactions, the effects of component concentration
variation on the power changes are discussed. When the
time scale of the concentration variation is smaller than
the wave period, the polarization of the reactions is not
continuous at the temporal boundary, inducing the dis-
continuous impedance change. Importantly, when the
reactions decrease media’s dielectric property, the trans-
mitted power is greater than the incident power; thus, the
wave experiences a net energy gain. These results may
be helpful in disclosing the non-uniform distribution of
electromagnetic energy in chemical reactions.
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