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Macro-Modeling of Electromagnetic Domains Exhibiting Geometric 
and Material Uncertainty  

 
 

Juan S. Ochoa and Andreas C. Cangellaris  
 

Department of Electrical and Computer Engineering 
University of Illinois, Urbana, IL, 61801, U.S.A.  

jsochoa2@illinois.edu, cangella@illinois.edu 
 

 
Abstract ─ A methodology is presented for the 
development of stochastic electromagnetic macro-
models for domains exhibiting geometric and ma-
terial uncertainty. Focusing on the case of domains 
exhibiting geometric/material invariance along one 
of the axes of the reference coordinate system, the 
methodology makes use of the theory of polyno-
mial chaos expansion and the concept of a global 
impedance/admittance matrix relationship defined 
over a circular surface enclosing the cross-
sectional geometry of the domain of interest. The 
result is a stochastic global impedance/admittance 
matrix, defined on the enclosing circular surface, 
whose elements are truncated polynomial chaos 
expansions over the random space defined by the 
independent random variables that parameterize 
the geometric and material uncertainty inside the 
domain. Use is made of sparse Smolyak grids to 
reduce the computational cost of constructing the 
stochastic macro-model. Numerical examples are 
used to demonstrate some of the attributes of the 
proposed stochastic macro-models to the numeri-
cal solution of electromagnetic scattering prob-
lems by an ensemble of cylindrical targets exhibit-
ing uncertainty in their shape and relative position-
ing.  
  
Index Terms ─ Finite elements, global impedance 
matrix, macro-modeling, polynomial chaos expan-
sion, random geometry, scattering/RCS.  
 

I. INTRODUCTION 
Over the years the term macro-modeling has 

been used in scientific and engineering modeling 
and simulation to describe a variety of things. In 
the context of electromagnetic (EM) modeling and 

simulation, macro-modeling is widely understood 
to mean the process through which a compact 
physical or mathematical model is defined to de-
scribe the EM attributes of a portion of the system, 
the detailed description of which requires a large 
number of degrees of freedom (state variables) for 
its modeling. In this context, low-order, EM mac-
ro-models have been used extensively for a variety 
of applications. These include, expedient calcula-
tion of the broadband response of passive EM de-
vices; use of domain decomposition techniques for 
the EM field modeling of electrically-large struc-
tures of high complexity; and the abstraction of 
distributed portions of composite systems that in-
clude both lumped circuit components and distrib-
uted electromagnetic structures. 

For the purposes of this paper, we are interest-
ed in the macro-modeling of portions of linear, 
passive EM structures that exhibit geometric 
and/or material uncertainty. In particular, we are 
interested in structures formed as an ensemble of 
multiple domains, with the aforementioned mate-
rial and geometric uncertainty occurring in some 
or all of these domains but not in the medium in 
which these domains are immersed.  Figure 1 de-
picts a representative example of such a composite 
structure.  

The problem of electromagnetic modeling of 
structures that exhibit randomness is one of signif-
icant interest to the electromagnetics community 
because of its relevance to several application do-
mains such as remote sensing, EMI/EMC in elec-
tronic systems, and EM wave propagation in ran-
dom media.  For the case of EM wave scattering 
by composite random structures like the one de-
picted in Fig. 1, the complexity of a Monte Carlo 
numerical solution is compounded by the need to 
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generate a discrete numerical model for each one 
of the geometries resulting from the sampling of 
the multi-dimensional random space defining the 
randomness of the structure. For example, in the 
context of the finite element solution of the EM 
boundary value problem (BVP), a new finite ele-
ment grid needs to be generated for each one of 
the realizations of the geometry during the Monte 
Carlo sampling of the random space. An alterna-
tive approach, presented by Miller [1], makes use 
of an adaptive methodology capable of constrain-
ing an estimated radiation or scattering pattern to 
satisfy an uncertainty specification by employing 
appropriate fitting models to minimize the re-
quired number of samples.  

In this paper, a macro-modeling methodology 
is proposed as a means of alleviate the repeated 
discretization of the computational domain in the 
numerical solution of the stochastic EM BVP. The 
proposed methodology makes use of the mathe-
matical framework of polynomial chaos expan-
sions and stochastic collocation [2– 6], which has 
been applied recently to the numerical solution of 
a variety of EM BVPs (see [7–11] for representa-
tive examples). These are combined with the con-
cept of network matrix representation of passive 
EM structures to develop a compact stochastic 
impedance (or admittance) matrix macro-model on 
a fixed boundary enclosing each one of the do-
mains that exhibits randomness. In this manner, 
only a single numerical grid is needed for the 
Monte Carlo solution of the EM scattering by the 
ensemble of the random domains.  

The proposed approach is described in Section 
II. Section III presents examples from the applica-
tion of the method to the two-dimensional scatter-
ing by arrays of conducting cylinders exhibiting 
geometric randomness. The paper concludes with 
some remarks on future extensions of the method. 
 

II. STOCHASTIC MACRO-
MODELING 

As suggested in the introduction, the electro-
magnetic structures of interest to this discussion 
are composite structures comprising several sub-
domains, with a good number of them exhibiting 
uncertainty in their material and/or geometric 
composition. The EM analysis of such a structure 
using, for example, a Monte Carlo (MC) process, 
requires the development of as many FE/FD mod-
els (including the generation of an FE/FD mesh for 

each model) as the samples in the random space 
used in the MC process. One way to reduce the 
associated computational cost is by removing the 
need for the repeated mesh generation. The way 
stochastic macro-modeling makes this possible is 
demonstrated in this section.  

To fix ideas, we will consider the case of elec-
tromagnetic wave scattering by a collection of tar-
gets embedded in an unbounded linear host medi-
um. While the geometric and material attributes of 
each one of the targets exhibit a statistically de-
fined randomness, the host medium does not. Fig-
ure 1 serves as a representative example of such a 
structure. Any randomness in geometric attributes 
or material properties occurs only inside the N re-
gions 1 2, , NV V V bounded by surfaces 1 2, , ,NS S S  
respectively. The exterior medium, including the 
volume bounded by surface 0 ,S is assumed to be 
fixed in terms of its geometric attributes and its 
electromagnetic properties. In view of this, it is 
immediate apparent that, under the assumption 
that the N surfaces 1 2, , NS S S are fixed, the domain

EV bounded by these N surfaces and the surface at 
infinity is a fixed domain free from any geometric 
or material uncertainty. The way the randomness 
of the interiors of the domains , 1, 2, , ,nV n N= 

manifests itself in the solution of the exterior BVP 
in EV is through the boundary conditions on the 
surfaces. This, then, suggests the idea of a stochas-
tic macro-model for each one of the N sub-
domains , 1, 2, , ,nV n N=  in terms of a global sur-
face impedance relationship on , 1, 2, , .nS n N=   
The way this is done is described next. 

 
 
Fig. 1. Reference geometry for the discussion of 
the concept of stochastic macro-modeling.  
 
 

 

 
 

x 

y 
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A. Global impedance matrix 

For the purposes of this discussion, let the ge-
ometry of Fig. 1 be the cross-sectional geometry 
of an infinitely long cylindrical scatterer. Under 
the assumption that both the cross-sectional geom-
etry of the scatterer and the exciting electromag-
netic field are z invariant, the pertinent electro-
magnetic boundary value problem is a two-
dimensional one. Focusing on the case of TEz po-
larization, where the magnetic field is linearly po-
larized in the z direction, we assume, without loss 
of generality, that Sn is a circle. A local reference 
coordinate system is introduced, with origin the 
center of the circular boundary Sn. Fourier series 
expansions in the polar angleφ are used to repre-
sent the tangential electric and tangential magnetic 
fields on Sn. For each Fourier mode in the expan-
sion of the tangential magnetic field on Sn the solu-
tion of the interior BVP in Vn yields a tangential 
electric field on Sn. In this manner, a global im-
pedance condition is established on Sn, defined in 
terms of the matrix relationship, 

( ) , 0, 1,...,
M

n
k km m

m M
Z h k Mξ

=−

= = ± ±∑ ,     (1) 

where ,m mhξ are, respectively, the coefficients in the 
Fourier series expansions of the tangential electric 
field and the tangential magnetic field on Sn, 

 , .
M M

jm jm
m z m

m M m M
E e H h eφ φ

φ ξ
=− =−

≈ ≈∑ ∑  (2)  

The truncation of the expansions in (2) is neces-
sary for the numerical implementation of (1). The 
important observation here is that the global im-
pedance matrix, ( ) ,nZ  defined through (1), (2), 
serves as an electromagnetic macro-model for the 
region Vn. Once the impedance matrices for all 
domains , 1, 2, , ,nV n N=   are available, the solu-
tion to the exterior electromagnetic BVP in VE due 
to an arbitrary excitation at the frequency of inter-
est is computed in a straightforward fashion. In the 
presence of geometric and/or material uncertainty 
in Vn, the elements of the global impedance matrix

( )nZ can be used to account for the impact of the 
randomness of the region to the electromagnetic 
response of the overall structure. By abstracting 
the randomness of the interior region on the global 
impedance matrix defined on a fixed boundary, a 
single numerical grid is necessary for the solution 
of the exterior BVP.  In the next subsection, a pro-
cess is described for abstracting the randomness in 

the geometric and/or material properties of the 
region Vn to the elements of the global impedance 
matrix ( )nZ on the fixed boundary Sn.   
 
B. Stochastic global impedance matrix 

Let ( )1 2, , , Dχ χ χ=χ  denote the set of inde-
pendent random variables necessary for describing 
the uncertainty in Vn. Furthermore, let ( )ρ χ denote 
their joint probability density function. The objec-
tive is to develop a systematic and expedient pro-
cess for obtaining a global impedance matrix ( )nZ  
that serves as an accurate macro-model of the elec-
tromagnetic attributes of Vn for any point in the D-
dimensional probability space Ω defined by

( )1 2, , , Dχ χ χ=χ  .  
Toward this objective, use is made of the ma-

chinery of polynomial chaos expansion of random 
functions in Ω. Following the ideas in [4], a trun-
cated polynomial chaos expansion of ( )n

kmZ is of the 
form  

 ( )( )

0
,

Q
n

km i i
i

Z c
=

≈ Ψ∑ χ  (3) 

where ( )iΨ χ  are multidimensional orthogonal 
polynomials with regard to the inner product, 

 2, ( ) ( ) ( ) .i j i j ij idρ δ
Ω

Ψ Ψ ≡ Ψ Ψ = Ψ∫ χ χ χ χ  (4) 

The type of random variables dictates the family 
of the polynomials to be used [6]. For example, for 
the case of Gaussian random variables, Hermite 
polynomials are used. The number of terms, Q, 
included in the truncated polynomial chaos expan-
sion depends on the dimensionality D of the ran-
dom space and the highest order p of the multi-
dimensional polynomials used, and is given by 

 ( )!
1 .

! !
D p

Q
D p

+
+ =  (5) 

In view of (3), the coefficients in the polynomial 
chaos approximation of ( )n

kmZ  are computed using 
the orthogonality relation (4), 

( )
2

1 ( ) ( ) ( )n
i i km

i

c Z dρ
Ω

= Ψ
Ψ ∫ χ χ χ χ .            (6) 

Clearly, the expedient calculation of the inte-
gral in (6) calls for an efficient multivariate quad-
rature rule on Ω. For example, use of the Smolyak 
algorithm [12] leads to the approximation of (6) 
through the summation,  
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2
1

1 ( ) ( ) ( ) ,i r i r km r r

i

R

r
c Z wρ

=
≈ Ψ

Ψ
∑ χ χ χ          (7) 

where the number of nodes, R, is significantly less 
than the one required by a tensor product rule. The 
selection of the quadrature points, their weights wr, 
and the level of accuracy that dictates the sparsity 
of the Smolyak grid are well documented in the 
literature and will not be repeated here (see [12–
14] for details).  

Equations (3) and (7) define the desired sto-
chastic global impedance matrix macro-model of 
the random domain Vn. The process for its con-
struction is summarized in terms of the following 
algorithm.  

 

C. Algorithm  
The stochastic global impedance matrix macro-

modeling of domain Vn bounded by Sn is summa-
rized next. 

1. Choose the dimension of the global imped-
ance matrix and, hence, the number of Fouri-
er modes used in the expansion of the tangen-
tial electric and magnetic fields on Sn.  

2. Represent geometric/material randomness in 
terms of D independent random variables 

( )1 2, , , .Dχ χ χ=χ   
3. Choose polynomial family and order for 

truncated polynomial chaos expansion. 
4. Generate Smolyak grid on probability space 

Ω defined by ( )1 2, , , .Dχ χ χ=χ   
5. For each point , 1, 2, , ,r r R=χ  on the Smoly-

ak grid, solve the deterministic interior BVP 
to obtain ( ) ( ).n

rZ χ  
6. Using the matrices obtained in Step 5, calcu-

late the coefficients in the polynomial chaos 
expansion of ( )nZ using (7).  
 

D. Solution of the exterior stochastic BVP 
Once the stochastic global impedance matrices 

on the fixed circular boundaries , 1, 2, , ,nS n N=   
have been constructed, the numerical solution of 
the electromagnetic scattering problem by the un-
ion of the N+1 targets, , 0,1, 2, , ,nV n N=  amounts 
to solving an exterior electromagnetic BVP in VE. 
As already stated, since the circular boundaries are 
fixed, the finite element solution of this exterior 
BVP requires a single numerical grid. The ran-
domness of each one of the N regions manifests 
itself in terms of the polynomial chaos expansions 

of the elements of its stochastic impedance matrix. 
With Dn denoting the number of independent ran-
dom variables used to parameterize the uncertainty 
in Vn, the dimension of the random space ΩE for 
the exterior stochastic BVP is 

1
.

N

E n
n

D D
=

= ∑ Irrespec-

tive of the process used for the solution of the ex-
terior stochastic BVP, the global impedance ma-
trix on each one of the circular boundaries is readi-
ly computed ΩE from its polynomial chaos expan-
sion for each sample in the random space.  
 

III. NUMERICAL VALIDATION AND 
DEMONSTRATION STUDIES 

In this section, several numerical examples in-
volving electromagnetic wave scattering by arrays 
of infinitely long cylinders are used to validate the 
proposed methodology and demonstrate its key 
attributes.  

We begin with the problem of TEz time-
harmonic uniform plane wave scattering by a per-
fect electric cylindrical conductor of circular cross 
section and of random radius, a = 0.80 (1+χ) m, 
where χ is a Gaussian random variable with zero 
mean and standard variation of 0.06 m. The cylin-
der is immersed in free space and its axis coin-
cides with the z axis of the reference coordinate 
system. The amplitude of the incident magnetic 
field is 1 A/m and its angular frequency is 9×108 
rad/s. The availability of an analytic solution for 
this problem makes possible the use of a standard 
Monte Carlo analysis to calculate the reference 
solution for the statistics of the scattered magnetic 
field on a circle of radius 1.2 m centered at the 
origin. Use of 104 sampling points in the Monte 
Carlo process yielded an accuracy of 10-5 in the 
calculation of the mean value of the magnitude of 
the scattered magnetic field. 

Next, the problem was solved making use of 
the stochastic global impedance condition defined 
over the circle of radius 1.2 m. The polynomial 
chaos approximation of the elements of the im-
pedance matrix is in terms of Hermite polynomials 
up to third order. The dimension of the impedance 
matrix is 11. Since the dimension of the random 
space is 1, the Smolyak grid reduces to a simple 
Gaussian quadrature rule. For accuracy level of 5, 
a Smolyak involving 5 grid points is required for 
the calculation of the integrals in (7).  Since the 
random space for the exterior stochastic BVP is 
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the same with that for the interior, the same Smol-
yak grid used for the construction of the global 
impedance matrix is used for solving the exterior 
stochastic BVP. The mean and variance of the 
magnitude of the scattered magnetic field thus 
computed are compared with those obtained ana-
lytically in Fig. 2. The error bars represent a ±3σ 
deviation with respect to the mean. Very good 
agreement is observed. More specifically, the av-
erage error in the mean value of the magnitude of 
the scattered magnetic field between the analytical 
and the numerical solution, averaged over all an-
gles, is 1.20%. 

 
 
Fig. 2. Mean value of the magnitude of the scat-
tered magnetic field. Error bars represent ±3σ de-
viation from the mean. 

 
Next, the case of TEz wave scattering by an ar-

ray of four elliptical cylinders is considered. All 
cylinders are perfect electric conductors, and the 
background medium is free space. The angular 
frequency of the excitation is 9×108 rad/s. In the 
absence of any statistical variability, the centers of 
the four cylinders coincide with the vertices of a 
square of side 2.4 m (see Fig. 3). The randomness 
in the cross-sectional geometry is introduced 
through a set of four independent random varia-
bles for each cylinder. Two of them, χ1, χ2, are as-
sociated with the lengths 2a and 2b of the major 
axis (along the x axis) and minor axis (along the y 
axis), respectively, of the elliptical cylinder. More 
specifically, with the two random variables taken 
to be Gaussian of mean value of 0 and standard 
deviation of 0.025, the lengths of the two axes (in 
meters) are given by  

 

        )1(4.1)(2),1(4.1)(2 2211 χχχχ +=+= ba .    (8) 
 

The other two random variables, χx, χy, control the 
random displacement of the center of the cylinder 

from the vertex of the reference square. The posi-
tion of the center is given by 
 

yxoc yxrr χχ ˆˆ ++=


,   (9) 
where or

  denotes the corresponding position of the 
vertex of the square. Variables χx and χy are Gauss-
ian random variables of zero mean value and 
standard deviation of 0.025 m. Even though the 
same four variables are being used to quantify the 
geometric uncertainty for each one of the four cyl-
inders, when considering the four-cylinder array, 
the four sets of random variables are assumed to 
be independent. Thus, the randomness of the 
cross-sectional geometry is parameterized in terms 
of 16 independent random variables.  
 

x

yBoundary 
Impedance 
Condition

2a(χ1)

2b(χ2)

S

PEC

cr


 
 
Fig. 3. Array of four PEC elliptical cylinders with 
random axes lengths and random positions. 
 

Depicted in Fig. 3 are the four fixed circular 
boundaries on which stochastic global impedance 
boundary conditions will be defined, one for each 
one of the four cylinders.  The center for each cir-
cle coincides with corresponding vertex of the ref-
erence square formed by the unperturbed centers 
of the four cylinders in the array. The radius of 
each circle is such that the cylinder associated with 
it remains enclosed by it for all points in the four-
dimensional domain in the random space defined 
by the random variables χ1, χ2, χx, χy. For this spe-
cific example, this radius was taken to be 1 m.  
Given that the random variables are Gaussian dis-
tributions, orthogonal Hermite polynomials are 
used for the polynomial chaos expansion of the 
elements of the stochastic impedance matrix. The 
calculation of the coefficients in the polynomial 
chaos expansion using polynomials of up to se-
cond order is carried out efficiently through the 
use of a Smolyak sparse grid on the four-
dimensional random space. More specifically, for 
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the case considered here, a Kronrod–Patterson rule 
[13], [14] of accuracy level 5 was used, resulting 
in 201 points on the four-dimensional random 
space.  For each point on the Smolyak grid a finite 
element solution of the interior BVP was used to 
calculate a global impedance matrix of dimension 
21. The computed matrices were subsequently 
used for the calculation of the coefficients in the 
polynomial chaos expansion of the stochastic im-
pedance matrix making use of (7).  

With the stochastic global impedance matrix 
available on each one of the four circular bounda-
ries, a finite element model was used for the solu-
tion of the exterior stochastic BVP with excitation 
by a uniform, time-harmonic plane wave propagat-
ing in the +x direction with magnetic field ampli-
tude of 1 A/m. Since the circular stochastic im-
pedance boundaries are fixed, a single finite ele-
ment mesh is needed for the discretization of the 
geometry. The only changes to the finite element 
matrix are those associated with the specific val-
ues of the stochastic impedance matrices on the 
four boundaries for each sample realization in the 
16-dimensional random space. Rather than a 
standard Monte Carlo process, a Smolyak sparse 
grid of accuracy level 3 was used to extract the 
statistics of the scattered fields and the radar cross 
section. The number of points in the sparse Smol-
yak grid is 513. The mean and variance of the out-
put parameters are computed by performing the 
integration over the random space. These integrals 
are approximated by weighted summations of the 
scattered field, computed at each one of the 513 
nodes as previously described,  
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The calculated scattered magnetic field, sam-
pled on a circle of radius 3.4 m centered at the 
center of the reference square defined by the un-
perturbed centers of the four cylinders is depicted 
in Fig. 4. More specifically, shown in the figure is 
the mean value of the magnitude of the scattered 
magnetic field along with error bars that indicate a 
±3σ deviation from the mean value. The radar 
cross section (RCS) is depicted in Fig. 5. Again, 

the mean value is plotted, along with error bars 
that denote ±3σ deviation from the mean.  

The final numerical study considers the case 
where the polarization of the excitation is TMz 
with the electric field linearly polarized along the z 
axis. For this case and in view of the fact that for 
the two-dimensional BVP considered the govern-
ing equation is the scalar Helmholtz equation for 
the z component of the magnetic field, a global 
admittance matrix is used instead of a global im-
pedance matrix. The global admittance matrix re-
lates the Fourier coefficients in the expansion of 
the tangential magnetic field on each one of the 
circular boundaries Sn to the Fourier coefficients in 
the expansion of the tangential electric field.  

 

 
 
Fig. 4. Mean value of the magnitude of the scat-
tered magnetic field on a circle of radium 3.8 m 
enclosing the four cylinders. Error bars represent 
±3σ deviation from the mean. 
 

 
 
Fig. 5. Mean value of the radiation cross section 
(RCS) of the magnetic field. Error bars represent 
±3σ deviation from the mean.  

 
For this case, the four-cylinder array depicted 

in Fig. 3 is illuminated by a time-harmonic, line 
current source of current phasor of 1 A, angular 
frequency 9×108 rad/s, and placed at position (3, 
0) m with its axis parallel to the z axis. The devel-
opment of the global stochastic admittance matrix, 
used on each one of the circular boundaries, was 

85 ACES JOURNAL, VOL. 27, NO. 2, FEBRUARY 2012



carried out following the same choices for Hermite 
polynomial chaos expansion order and Smolyak 
grid accuracy level as in the computation of the 
impedance matrix for the TEz case.  

Using expressions (10) and (11), the mean and 
the variance of the magnitude of the z-component 
of the scattered electric field were computed. De-
picted in Fig. 6 is the mean value of the magnitude 
of the scattered electric field recorded on a circle 
of radius 3.4 m with its center at the center of the 
reference square of the four-cylinder array config-
uration. Also depicted in the figure are error bars 
indicating ±3σ deviation from the mean. The large 
deviation obtained in the forward scattering direc-
tion (on the side of the array where the line source 
is placed) is attributed to the close proximity of the 
source to the cylinders. Also depicted in Fig. 7 is 
the mean value of the magnitude of the total elec-
tric field for a distance in the far-field region. 
Again, the error bars represent ±3σ deviation from 
the mean.   

 

 
 
Fig. 6. Magnitude of the scattered electric field on 
a circle of radius 3.4 m. Error bars represent ±3σ 
deviation from the mean. 
 

 
 

Fig. 7. Mean value of the magnitude of the far 
electric field at ρ = 1000/ko. Error bars represent 
±3σ deviation from the mean. 

 
IV. CONCLUSION 

In conclusion, a methodology was proposed 
and numerically demonstrated for the development 

of stochastic macro-models of sub-domains of a 
complex electromagnetic structure exhibiting ge-
ometric and/or material randomness. Under the 
assumption that the randomness inside the sub-
domain is parameterized in terms of a set of inde-
pendent random variables, the proposed method-
ology abstracts the randomness in the sub-domain 
in terms of a stochastic global impedance or ad-
mittance matrix defined on a fixed surface enclos-
ing the sub-domain. The elements of the matrix 
are given in terms of truncated polynomial chaos 
expansions on the random space defined by the 
independent random variables. 

As demonstrated through the numerical ex-
amples presented, use of such stochastic macro-
models alleviates the computational complexity of 
the solution of the random scattering problem by 
eliminating the need for the repeated numerical 
discretization (e.g., the repeated mesh generation) 
for the entire structure for each sampling point in 
the Monte Carlo process.  

While the proposed methodology was pre-
sented in the context of two-dimensional EM scat-
tering, its extension to three dimensions is rather 
straightforward. For example, for the case of an 
ensemble of multiple three-dimensional objects, 
global stochastic impedance boundary conditions 
can be defined on spherical surfaces enclosing 
each object. This extension is currently under de-
velopment. 

Another extension of the proposed macro-
modeling involves the case where the elements of 
the stochastic global impedance matrix are func-
tions of frequency. As already demonstrated in 
[10, 11], this extension generalizes the concept of 
stochastic global impedance macro-modeling – in 
a manner consistent with the concept of network 
matrix representation of passive EM multi-ports – 
to provide for a broadband stochastic macro-model 
of a portion of a composite structure exhibiting 
material and/or geometric randomness. Results 
from on-going research on these topics will appear 
in forthcoming papers.   
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Abstract — In many applications, it may be
advisable to “tear apart” the computational domain
into several sub-domains separated by “seams,”
each one treated separately. The sub-domains are
then sewn back together at appropriate stages of the
computation. Three main diakoptic strategies have
been developed in the recent past. Out of these, the
diakoptics on-the-fly strategy can serve the purpose
of parallelizing a FDTD process over several
processors, each of which being responsible for
the treatment of a certain sub-domain, as presented
below.

Keywords: FDTD, diakoptics, domain decomposi-
tion, absorbing boundary conditions.

I. INTRODUCTION
Many electromagnetic scattering problems are

best solved by a diakoptic approach; that is, by
tearing them into smaller sub-problems, exciting
each sub-problem with a variety of different ex-
citations, and combining the results. The approach
is facilitated by situating each sub-problem in its
own sub-domain, and characterizing the “seams”
between domains as boundary conditions (BCs).
The diakoptic approach is most useful in two very
different types of problems: problems involving
tightly packed inhomogeneous sub-domains with
strong interactions between them, and problems in-
volving sub-domains separated by oceans of “white
space.”

Diakoptic schemes already have been success-
fully incorporated into frequency domain meth-
ods, e.g., [1–3] (the fast multiple method (FMM),

when applied to large dense matrices [4], may
also be considered as a frequency domain diakoptic
method). They also hold great promise in the time
domain (TD), where any sub-domain or a given
group of sub-domains can be characterized by a
grid-compatible Green’s function over their bound-
ing surface, as a basis for repeated computations of
changes in the complementary sub-domains, e.g.,
for layered media [5]. In this context, a strategy
presented in Section II has been recently proposed.
Two more strategies, namely FDTD coupled with
stabilized TD integral equations and diakoptics-on-
the-fly, are presented Sections III and IV, respec-
tively. Conclusions are drawn in Section V.

II. GREEN’S FUNCTION TYPE
DIAKOPTICS

This strategy is useful in an iterative design
process. The computational domain is decomposed
into a fixed “basic scatterer” and a reduced com-
putational domain to be optimized in the course of
the design process (see Fig. 1). A Green’s function
is used to connect the sub-domains via a surface
representation over the interface. A salient charac-
teristic of this strategy is the usage of differential
equation approach to generate grid-compatible time
domain Green’s functions that serve to represent
sub-domains over the interface.

Subsets of this strategy are as follows.

A. The green’s function method (GFM)
The GFM [6,7] (see Fig. 2(a)) leads to a field,

or spatial domain procedure, analogous to cascaded
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Basic scatterer

“SEAM"

Fig. 1. A basic scatterer with different attachment,
suitable for usage in a diakoptic scheme with a grid-
based Green’s function (see Section II-A).

impedance matrix representation in microwave cir-
cuit theory.

B. Spectral representation
This decomposition (Fig. 2(b)) is analogous to

cascaded scattering matrices. Here the field is
resolved into outgoing and incoming harmonics
across the seam. An issue with this formulation is
the restriction to convex and separable seams that
limits the control of white space.

C. Source decomposition method (SDM)
The SDM [8] (Fig. 2(c)) combines advantages

of the other two strategies. In one dimension, it
coincides with the spectral approach, however in
two or three dimensions it avoids the need for using
separable geometries.

III. FDTD COUPLED WITH STABILIZED
TD INTEGRAL EQUATIONS

This work is combined with the stabilizing
method of D. Weile [9], who identifed the source
of instabilities in the manner of the spatial inte-
gration employed, in particular, in the way numer-
ical integration rules approximated the integrals of

functions that suddenly vanished on the boundary
between illuminated and shadow regions. Stabiliza-
tion is achieved through an approximated Z-domain
formulation that maps the left half of the s-plane
into the unit circle in the z-plane. This recursive
marching-on-in-time scheme can be merged with
the FDTD, providing a stable integral equation
interface at the seam.
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(c) Source decomposition

Fig. 2. Three grid-compatible Green’s function
approaches (see Introduction).

IV. DIAKOPTICS ON THE FLY
This strategy is motivated by parallel FDTD anal-

ysis. In this strategy, we tear apart and recombine
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Fig. 3. Diakoptics-on-the-fly: two sub-domains
with a planar seam.

Fig. 4. The making of a seam: surfaces, edges,
corners.

the sub-domains at each time step or after each
small group of time steps (see Sections IV-A and
IV-B, respectively). This strategy opens the door
for optimization of the use of different clusters of
processors, both CPUs and GPUs. The individual
groups can be treated in parallel by separate pro-
cessors, or sequentially by the same processor.

A. Update process: sewing at each time step
Each FDTD update sequence is divided into the

following two phases: In the first phase, that can

(a) Surface.

(b) Edge.

(c) Corner.

Fig. 5. The surface, edges and corners interact
with two, four and eight neighboring sub-domains,
respectively.
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be run concurrently or sequentially for all sub-
domains, the field at the the seam is considered
known, acting as a boundary condition for the
update of the field within each sub-domain. The
second phase is the update at the seam using the
known fields at the sub-domain boundaries. This
second phase also includes separate updates for the
edges and corners of the seam, involving four and
eight neighboring sub-domains, respectively.

The seam is an appropriate Yee grid plane. If,
e.g., the sub-domains “1” and “2” are aligned along
the x axis (see Fig. 3), and the seam is at an Ez-field
surface at i+ 1

2 , then adjacent H-field surfaces are
the bounding surfaces of sub-domains 1 and 2 at i
and i+1, respectively. Divide now the FDTD update
sequence into the following two phases: separate
updates for sub-domains 1 and 2, followed by a
“sewing” update phase.

1) The first phase: updates within the sub-
domains: This phase can be run concurrently or
sequentially for the two sub-domains. The field at
the seam is considered a BC for the update of the
H-field at the surfaces for i, i+ 1:
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2) The second phase: Update at the Seam:

Update the field at the seam using the known H-
fields at i and i+ 1:
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This phase also includes separate updates for the
edges and corners of the seam, see Fig. 4. These

are shown in Fig. 4. The update process for the
surfaces, edges and corners that involve interaction
with two, four and eight neighboring sub-domain,
as can be seen in Figs. 5(a)–5(c), respectively.

B. Update process - sewing after several time
steps

One disadvantage of the procedure in Section IV-
A is the need to halt the volume calculations after
each time step and allocate “overhead” time for data
transfer into the separate processes of seam updates
and back. This problem can be avoided, albeit at
the cost of increasing the computational size at each
sub-domain, by performing seam updates after each
group of N time steps, as follows.

Consider the two sub-domains in Fig. 6(a). Ex-
tend each sub-domain into the region of its neigh-
bor, as depicted by the blue boxes in Fig. 6(b). This
box protrudes into the adjacent sub-domain, as seen
in the red boxes in Fig. 6(c). Fill this extension
with zeros, and compute the field of each sub-
domain separately over N time steps, where N is
chosen such that the signal would not traverse more
then the length of the extension. While the main
body of the sub-domain (green boxes) includes the
full solution at the N th time step, the protrusions
(red and blue boxes) have a partial solution for the
given sub-domain . A superposition of the partial
solutions from adjacent sub-domain then produces
the full solution. The entire process is then repeated
for the next N time steps.

V. CONCLUSIONS

The diakoptic approach has the potential to re-
duce computer requirements for a large class of
problems. An advantage is seen in situations in-
cluding the following:

(a) Splitting computational effort between pro-
cesses by using diakoptics-on-the-fly;

(b) Design processes, where the computational
domain undergoes several modifications while the
external boundary remains unchanged, as depicted
in Fig. 3;
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(a)

(b)

(c)

Fig. 6. Parallel FDTD computation with update
after N time steps. (a) Two adjacent sub-domains,
analyzed in parallel, (b) Zero padded extensions
(blue boxes) of each sub-domain. The extensions
protrude into the adjacent sub-domain, (c) Super-
position of the overlapping solutions over each sub-
domain, that includes the green and red boxes.

(c) White space elimination, in particular with
non-convex scatterers. Typical absorbing boundary
conditions (ABCs) require sometimes excessively
large “white space” between the scatterer and the
ABC boundary to ensure accuracy because standard
ABCs must be applied on convex boundaries. ABCs
that track the shape of the scatterer can minimize
the size of the white space and allow for the
inclusion of reflective external domains;

(d) Multiple-scatterer scenarios for cases where
the scatterers are distinct and separated by a sub-
stantial “white space.” The proposed scheme will
allow the sub-problems to interact analytically over
homogeneous domains;

(e) Problems best analyzed using sub-problems
of different grid sizes and are solvable with methods
other than FDTD, or involve moving objects.

Challenges, however, involve

(a) efficiency, since direct computations of
Green’s functions sometimes involve series with
huge terms of alternating signs and

(b) instabilities that may occur when combining
methods for boundary conditions.
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Abstract ─ This paper aims to illustrate the current 
interest about the use of stochastic techniques for 
electromagnetic compatibility (EMC) issues. This 
problem may be handled from various methods. 
First, we may focus on the Monte Carlo (MC) 
formalism but other techniques have been 
implemented more recently (the unscented 
transform, UT, or stochastic collocation, SC, for 
instance). This work deals with solving a 
stochastic EMC problem (transmission line) with 
the UT and SC techniques and to compare them 
with the reference MC results. 
  
Index Terms ─ Sensibility analysis, stochastic 
collocation, stochastic electromagnetic 
compatibility, unscented transform.  
 

I. INTRODUCTION 
Nowadays, although one may note the 

growing interest of the electromagnetic (EM) 
community for measurement techniques and 
numerical codes with increasing accuracy, the 
trend is to improve their efficiency by optimizing 
them. Most of the computational works in 
electromagnetics remain deterministic (i.e., one 
single result per set of exact input data). Although 
the uncertainties are intrinsic in EM analysis 
(slight variations from large production, 
environmental factors, reproducibility drifts), very 
few studies are achieved to efficiently take them 
into account. One of the most spread techniques 
relies on Monte Carlo (MC) simulations [1]. The 

aim of this work is to focus on two additional 
methods which present the simplicity of MC 
method with faster convergence rates. Thus, the 
unscented transform (UT) method [2, 3] and the 
stochastic collocation (SC) technique [4] will be 
detailed from their foundations to an 
electromagnetic compatibility (EMC) application. 
 

II. THEORETICAL BASIS  
Many methods are used to take uncertainties 

into account in EM simulations; one of the 
simplest ways to do so may remain as the use of 
MC developments. Some probabilistic techniques 
are also available: we can mention, without 
exhaustiveness, the polynomial chaos [5] or the 
kriging technique [6]. In this article, we focus on 
the interest of the UT [2] and SC [4] methods to 
solve EMC problems. They are two non-intrusive 
methods whose main advantages are simplicity 
and efficiency. Contrary to a classical MC 
simulation, well known for its slow convergence 
rate, the collocation methods are computationally 
very interesting since they need a limited number 
of well-chosen points related to the distribution of 
the random variables (RV). Thus, the UT and SC 
techniques share many similarities; they only 
differ regarding two or more random parameters. 
In our model, a stochastic parameter Z will be 
defined according to a RV 𝑢� following 

  𝑍 = 𝑍0 + 𝑢�,             (1) 
with 𝑍0 the initial value (mean) and without any 
loss of generality 𝑢� follows a certain distribution 
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law (zero-mean and a given variance). The random 
value Z may stand for different parameters: 
material characteristics (dielectric), geometry (for 
instance size or location of a target) or the source 
parameters (magnitude, frequency ...). 

 
A. UT principles 

As explained in [3], the UT method is similar to 
the MC technique. The main difference relies on the 
number of realizations needed to obtain the 
statistical moments of a given output. Instead of 
several thousands of repetitions, only a few selected 
ones are necessary.  

A single RV UT case. Some conditions are 
required to compute UT for a single RV: we may 
know both the moments of the RV 𝑢� and the 
nonlinear mapping of the random output. Its nth 
order moment may be expressed as follows: 
 𝐸{𝐼(𝑢�)𝑛} = ∫ 𝐼(𝑢)𝑛𝑝𝑑𝑓(𝑢)𝑑𝑢,            (2) 
where pdf(u) is the probability density function of 
the RV 𝑢�. A discrete equivalent of the relation (2) 
is used for the integration 

 ∫ 𝐼(𝑢)𝑛𝑝𝑑𝑓(𝑢)𝑑𝑢 ≈ ∑ 𝜔𝑖𝐼(𝑆𝑖)𝑛𝑖 ,         (3) 
where Si are the so-called sigma points (for the 
integration). If the nonlinear mapping 𝐼(𝑢�) is well 
behaved, it could be expressed from Taylor 
polynomial series (gj coefficients) as 
∫ 𝐼(𝑢)𝑛𝑝𝑑𝑓(𝑢)𝑑𝑢 = ∑ 𝑔𝑗 ∫𝑢𝑗𝑝𝑑𝑓(𝑢)𝑑𝑢∞

𝑗=0 .   (4) 
From the discrete sum (3), each integration 

term of (4) may be expressed from k+1 (k=0, 1 ...) 
equations as 

∫𝑢𝑘𝑝𝑑𝑓(𝑢)𝑑𝑢 ≈ ∑ 𝜔𝑖𝑖 𝑆𝑖𝑘 = 𝐸�𝑢�𝑘�.          (5) 
The nonlinear system depicted in (5) allows 

the computation of the sigma points Si and weights 
𝜔𝑖 from the moments of the RV 𝑢�. As detailed in 
[2], the minimum number of Si points for a given 
order of the UT technique may be derived using 
the Gauss quadrature schemes. Indeed, 
considering (5), the solution is not unique and 
different sets of (𝑆𝑖,  𝜔𝑖) may be obtained as 
illustrated in the following. 

UT for multi-RV. Based upon the results 
obtained for a single RV, the Taylor polynomial 
representation is still suitable for two RV. In the 
two variables case, the system (5) may be written 
using statistical moments cross terms [2] following 

∑ 𝜔𝑖�𝑆𝑖1�
𝑚�𝑆𝑖2�

𝑛 = 𝐸{𝑢�1𝑚𝑢�2𝑛}𝑖 .            (6) 
The sigma points and weights are computed 

for the two RV 𝑢�1 and 𝑢�2 and derived from the 
possible power combinations of m and n (natural 

numbers) with 0 ≤ 𝑚 + 𝑛 ≤ 4. Once more there 
are several possible solutions: in the following we 
will give different sets of sigma points and weights 
solving the system (6). 

 
B. SC foundations 

This section is dedicated to the presentation of 
the SC technique [4]. 

SC basis for a single random parameter. 
The idea of the technique is to find a polynomial 
approximation of a given output I depending on a 
random parameter Z (1). In a first time, the 
function 𝑆 → 𝐼(𝑍0; 𝑆) is split up a Lagrangian 
basis with n the approximation order 

𝐼(𝑍0; 𝑆) ≈ ∑ 𝐼𝑖(𝑍0)𝐿𝑖(𝑆)𝑛
𝑖=0 ,            (7) 

with 𝐿𝑖(𝑆) = ∏ 𝑆−𝑆𝑗
𝑆𝑖−𝑆𝑗

𝑛
𝑗=0
𝑗≠𝑖

. One of the most 

interesting properties of the Lagrangian basis 
relies on its reducing characteristic: 𝐿𝑖�𝑆𝑗� = 𝛿𝑖𝑗 
(Kronecker δ) and we may write 𝐼𝑖(𝑍0) =
𝐼(𝑍0; 𝑆𝑖). Then, the integration computation is 
based upon the Gauss quadrature with identical 
points Si than the ones previously needed by the 
SC method 

∫ 𝑝𝑑𝑓(𝑢)𝐷 𝑓(𝑢)𝑑𝑢 ≈ ∑ 𝜔𝑖𝑓(𝑆𝑖)𝑛
𝑖=0 .           (8) 

Similarly to the UT case, the real numbers ωi are 
called integration weights. From (7), we may 
detail I with its polynomial approximation 
𝐸{𝐼(𝑍0; 𝑆)} = ∑ 𝐼𝑖(𝑍0)∫ 𝐿𝑖(𝑠)𝑝𝑑𝑓(𝑠)𝑑𝑠𝐷

𝑛
𝑖=0 . (9) 

From (9), we may straightforward compute 
weights following 

𝜔𝑖 = ∫ 𝐿𝑖(𝑠)𝑝𝑑𝑓(𝑠)𝐷 𝑑𝑠.           (10) 
We will detail in Section II-D the statistical 
moments computation enabled by the pair (Si, ωi). 

Multi-RV SC case. The previous theoretical 
elements may be generalized to the multivariate 
case. Therefore, by considering a two-variable 
random problem, for instance involving two RV 
𝑢�1 and 𝑢�2 standing for two random parameters, 
respectively Y and Z, we may write Y and Z from 
the relation (1) including two initial values (𝑌0 
and 𝑍0) and potentially two random distributions. 
From the same theoretical foundations, we may 
project the function (𝑠, 𝑡) → 𝐼�𝑌0,𝑍0; 𝑠𝑖, 𝑡𝑗� on a 
Lagrangian basis 
𝐼�𝑌0,𝑍0; 𝑠𝑖, 𝑡𝑗�≈∑ ∑ 𝐼𝑖𝑗(𝑌0,𝑍0)𝐿𝑖(𝑠)𝐿𝑗(𝑡)𝑛

𝑗=0
𝑛
𝑖=0 , 

               (11) 
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with 𝐼𝑖𝑗(𝑌0,𝑍0) = 𝐼�𝑌0,𝑍0; 𝑠𝑖, 𝑡𝑗�. It is rather 
simple from (11) to compute the moments of the 
output I through a tensor product in each direction 
(i.e., for each RV) based upon the generalization 
of (8). Comparatively to MC, the technique may 
appear limited when the number of RV increases. 
Other methods exist [7, 8] to ensure efficiency 
with a good level of accuracy but for few RV, UT, 
and SC reveal particularly precise. 

 
C. Sigma points/weights computation 

Although the UT and SC appear very similar 
considering the computation of their respective 
sigma points/weights, they differ from their basis. 
From the different solutions proposed in one-
variable case, the minimum number of (Si, ωi) 
pairs (for a given order n) is straightforward 
available by the Gauss quadrature scheme 
(identical to the SC case [4, 9]). Therefore, the 
expression of the integration points/weights is 
similar for the UT [2] and SC [10], and the results 
will be identical. The Table 1 gives an overview of 
the points/weights in single RV case following a 
standard normal distribution. We may construct 
similarly the multi-RV set of points/weights for 
UT and SC. Based upon [2], it is possible to 
extend the previous set of points (Table 1) to the 
numerical examples presented in the following 
(one or two RV) including the distribution law 
variance. As depicted in [2], the UT solution is not 
unique when solving the system (6) and we may 
obtain (for a same order) different sets of 
sigma/weights points. 

 
Table 1: Sigma/weights points (one RV) for a 
standard normal law (UT/SC) 
n  Pt1 Pt2 Pt3 Pt4 Pt5 

2 Si -√3 0 √3   
ωi 1/6 2/3 1/6   

4 Si -2.9 -1.4 0 1.4 2.9 
ωi 0.01 0.22 0.53 0.22 0.01 

  
D. Calculation of the statistical moments 

The collocation technique gives the 
collocation points (Si) and weights (ωi) necessary 
to entirely compute the nth-order (n=1, 2 ...) Z 
statistical moments [10]. From previous notations 
(𝐸{𝑍} for instance), in order to simplify the 
discussion, the brackets 〈𝑍〉 and 𝜎𝑍 symbol will 

stand respectively for the mean and standard 
deviation of the Z output. 

 
Table 2: Statistical moments computation with the 
UT/SC for one-dimensional RV case 

Moment n Computation 

Mean 1 〈𝒁〉 = �𝝎𝒊𝑺𝒊

𝒏

𝒊=𝟎

 

Variance 2 𝜎𝑍2 = �𝜔𝑖𝑆𝑖2
𝑛

𝑖=0

− 〈𝑍〉2 

 
The Table 2 gives the computation of the first and 
second statistical moments from UT/SC (one RV). 
The computation of the sigma points and weights 
(multi-RV) may be found respectively in [2, 9]. In 
the following, we will present the numerical 
differences existing between the UT and SC. 

 
III. A STOCHASTIC EMC PROBLEM  

The case of a simple transmission line of 
diameter d, at frequency f, length L, placed at a 
height h above an infinite ground plane and 
illuminated by a uniform linearly polarized plane 
wave is considered (Fig. 1). An analytical 
formulation can be obtained for the current 𝐼(𝐿) at 
load ZL=1kΩ [6], Z0 is set to 50Ω. 

 

 
 

Fig. 1. Transmission line striken by a plane wave. 
 
A. Accuracy of the UT and SC methods (single 
RV case) 

Both for the UT and SC, the accuracy of the 
stochastic techniques presented in this paper 
depends on the order n of the approximation as 
presented in (8). Thus, in the following, we will 
talk about UT and SC “order n” which means a 
polynomial approximation with n+1 pairs (Si, ωi). 

96LALLÉCHÈRE, ET. AL.: AN EM COMPATIBILITY PROBLEM VIA UNSCENTED TRANSFORM AND STOCHASTIC COLLOCATION METHODS



Using the Gauss quadrature to compute weights 
and sigma points leads to a similar (Si, ωi) set both 
for the UT and SC. The single variable uncertainty 
is first introduced considering L. The line length is 
associated to a RV 𝑢� following a normal 
distribution (zero-mean, variance=0.053); different 
𝐿0  mean values are regarded in the set DL=[1.2m; 
4.5m]. In this example, the values of parameters 
are set following: d=1mm, f=50MHz, h=20mm, 
with initial electric field amplitude 𝐸0=1kV/m, a 
normal striking is considered here. 

 
Statistical moments from stochastic study. 

The Fig. 2 clearly shows the convergence of the 
stochastic techniques (UT/SC). Indeed, from the 
3/5/7-points discretization (i.e., respectively 
n=2/4/6), the 〈𝐼〉 curves almost overlap. For n=2, 
the different (Si; ωi) points may be summarized 
following (-0.4; 1/6), (0; 2/3) and (0.4; 1/6). As 
expected from Table 2, the 2nd order statistical 
moment is also computed from UT/SC. The 
current I standard deviation (𝜎𝐼) also appears 
through the numerical dispersion around the mean 
value 〈𝐼〉. The 2nd order results (𝜎𝐼) agree well 
regarding the UT/SC 5 and 7-points accuracy and 
check the 2nd order convergence. Obviously, it 
may have been expected that the 2nd order 
convergence requires a higher accuracy from 
stochastic treatments. Moreover, one may put the 
focus on the interest of these stochastic 
formalisms. A faster approach may have been to 
only consider the mean value (central value 
𝐿0 ∈ 𝐷𝐿): it is given on Fig. 3 by the pink curve. It 
may be noticed that the central data gives a trend 
of the uncertainty impact but does not fit well to 
the converged stochastic (UT/SC) behavior. The 
differences appearing (for a relatively weak 
randomness uncertainty) between a single 
deterministic simulation (mean value) and UT/SC 
results (〈𝐼〉 ± 𝜎𝑖 overruns) confirm the importance 
of the stochastic modeling. 

Figure 3 gives an overview of the convergence 
of the UT/SC methods comparatively with a MC 
reference. In order to compute the relative error 
due to stochastic computing, we consider a 
converged set of MC data (here with 100,000 
realizations). Then, a criterion is defined standing 
for this relative error 

 𝑒𝑟𝑟𝑖 = 100 ×
�𝑧𝑖
𝑈𝑇/𝑆𝐶−𝑧𝑖

𝑀𝐶�

�𝑧𝑖
𝑀𝐶�

,          (12) 

where i corresponds to the considered random 
length 𝐿𝑖 (𝐿𝑖 ∈ 𝐷𝐿) and 𝑧𝑈𝑇/𝑆𝐶, 𝑧𝑀𝐶 stand for a 
given statistical moment, for instance mean or 
variance (standard deviation), of the random 
output (current I) obtained respectively from 
UT/SC and MC. The results from Fig. 3 show the 
convergence of the stochastic formulations since 
respectively less than 0.25% and 2% errors appear 
from the current mean and standard deviation 
computations.  

 

 
 

Fig. 2. 〈𝐼〉 ± 𝜎𝐼 from UT / SC convergence (n=2, 
4, 6) for normally distributed randomness (𝜎𝑢� =
0.231). 

 

 
 

Fig. 3. Relative error between SC and 100,000 MC 
realizations (reference) with 𝜎𝑢� = 0.231. 
 

High-order statistical moments. As detailed 
in Table 2, both the UT and SC techniques allow 
computing straightforward high-order moments. 
The Fig. 4 shows the kurtosis convergence of the 
UT/SC techniques comparing to MC data. 
Therefore, although the results from 5-points 
UT/SC are in a good agreement with reference 
(MC), we may need an accuracy level from 7-
points (n=6) UT/SC to fit with reference. The 
same kind of conclusion could be obtained from 
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the skewness (3rd order) computation. Of course, 
for higher statistical moments needs, the UT/SC 
will require higher precision. 

 

 
 

Fig. 4. Stochastic convergence from UT/SC and 
100,000 MC realizations (𝜎𝑢� = 0.231). 

 
B. Stochastic EMC expectations 

The aim of this part is to illustrate the ability 
of the SC method to handle various randomness 
patterns (distribution, intensity ...) needed for 
EMC problems. 

Variations around statistical distributions. 
In this case, we focus on two additional random 
distributions: uniform and log-normal ones (Figs. 
5 and 6). The mean and variance of the example 
from Section III-A remain unchanged. For 
instance, comparatively to previous case, the pairs 
(Si; ωi) are (-0.31; 0.28), (0; 0.44) and (0.31; 0.28) 
for a uniform law and n=2. The example of the 
log-normal law needs (Si; ωi) following (-0.39; 
1/6), (-0.01; 2/3) and (0.41; 1/6). 

 

 
 

Fig. 5. Convergence (n=2, 4, 6) with a uniform 
random distribution, 〈𝑢�〉 = 0 and 𝜎𝑢� = 0.231. 

 
The SC convergence is obtained from 5-

points (n=4). Even if some slight differences 

appear both on the levels and the convergence 
rate, the SC method allows modeling different 
kind of uncertainties. The randomness distributed 
from a log-normal law seems to require a different 
SC order to converge (Fig. 6) comparatively to 
normal or uniform distributions. 

 

 
 

Fig. 6. Convergence (n=2, 4, 6) with a log-normal 
random law, 〈𝑢�〉 = 0 and 𝜎𝑢� = 0.231. 
 

Randomness intensity and convergence. 
Obviously, increasing the level of uncertainty of 
the studied random parameter will lead the 
analysis close to a “working” threshold. For a 
given problem, the SC method will operate well 
until a certain boundary. This may be easily 
understood since we are talking about stochastic 
and random parameters far from a complete 
parametric study. After all, we may wonder if the 
SC method is robust. In the following, we consider 
that 𝑢� follows a uniform law U[-1;1] (〈𝑢�〉 = 0 and 
𝜎𝑢� = 0.577). For n=2, the different (Si; ωi) points 
may be summarized following (-0.78; 0.28), (0; 
0.44) and (0.78; 0.28). In comparison with Fig. 5, 
the results from Fig. 7 show the convergence of 
the SC technique. Obviously, it is more difficult 
since the magnitude of variations is huge (  1m 
over the line length for each initial value 𝐿0). As 
expected, the central data (Fig. 7, pink curve) does 
not fit at all with the SC mean computation. Even 
if the variations are great due to randomness, the 
Fig. 8 shows the well accuracy of SC results in 
comparison with 100,000 MC realizations. Indeed, 
〈𝐼〉 and 𝜎𝐼 are close to reference data: the SC 
relative error from (12) is respectively lower than 
0.45% and 1.5% for the current mean and standard 
deviation (Fig. 8). The lengths L1=1.5m and 
L2=4.5m are particular points (resonances). As 
depicted in Fig. 3 and Fig. 8, the highest error 
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levels are obtained for L1 and L2 (both around 
1.5%) according to the current standard deviation.  

 

 
 

Fig. 7. Convergence (n=2, 4, 6) with a uniform 
random distribution (𝜎𝑢� = 0.577, legend Fig. 5). 
 

 
 

Fig. 8. Relative error between SC and 100,000 MC 
realizations for 〈𝐼〉 and 𝜎𝐼 (randomness following a 
uniform distribution U[-1;1]). 
 
C. A multivariate random problem 

Since the Taylor polynomial expansion is still 
usable for two RV, the UT may be used to achieve 
multivariate stochastic problem (see Section II-A). 
Moreover, as illustrated in [10], the single-variable 
SC technique may be generalized to multi-RV 
problems. Based upon their distinct foundations, 
for the multivariate case, the different two RV (Si, 
ωi) sets jointly with the different moments 
computation involve variations around the 
numerical results. In this section, we will add the 
source frequency f to the line length L to achieve a 
stochastic treatment of the EMC problem (Fig. 1). 
Both L and f will be given by two independent RV 
(𝑢�1 and 𝑢�2) following a normal distribution (zero-
mean). The variances are respectively given by 
𝜎𝑢�1
2 = 2.083. 10−2 and 𝜎𝑢�2

2 = 2.083. 1010. Based 
upon the relation (1), we may write 

  𝐿 = 𝐿0 + 𝑢�1
𝑓 = 𝑓0 + 𝑢�2

,           (13) 

where 𝑓0 and 𝐿0 stand respectively for the f and L 
initial values. As depicted in Fig. 9, the current 
variance var(I) is calculated in a straightforward 
manner for a large set of points. Thus, each 
element of the set {𝐿𝑖0𝜖𝐷𝐿 = [1.2; 4.5]m; 
𝑓𝑖0𝜖𝐷𝑓=[1; 35]𝑀𝐻𝑧} is subjected to the previous 
random variations. The SC convergence and 
sensibility of the model appears in Fig. 9. The 
results depicted show the convergence of the SC 
method (from the I variance). Considering the SC 
accuracy for 32 and 52 points (respectively SC3 
and SC5), the two data sets almost overlap. 
Convergence is obtained considering the current 
mean and the SC technique approximates well the 
random behaviour of the system. 
 

 
 

Fig. 9. Variance(I) from SC3 and SC5 
(respectively colored slice and black asterisks). 

 

 
 

Fig. 10. Mean(I) from SC3, UT5 and UT8. 
 
In Fig. 10, the results from UT fit very well 

with the “converged” data from SC. Thus, Fig. 10-
a shows the agreement for 〈𝐼〉 between SC3 and 
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the UT approximation (2nd order) involving 6 
(=5+1) points (UT5). A great agreement appears 
also from Fig. 10-b considering the slight 
differences existing between a same UT accuracy 
(2nd order) involving 5+1 or 8+1 points 
(respectively UT5 or UT8). The UT5 and UT8 
differences rely on the non-uniqueness of the 
solution in (6). In order to properly define the 
accuracy of each stochastic formalism (UT/SC), 
one may refer to MC simulations. First, it is 
necessary to determine a reference set of 〈𝐼〉 
values: empirically, 100,000 MC realizations are 
necessary. Relying on the relation (12) obtained 
for a single RV, we may define for each pair (fk, 
Lk) (k=1... Np with Np the total number of 
frequency/length points) a similar parameter in 
bidimensional RV case. 
 

 
 

Fig. 11. Mean(I) error from MC data for 
SC3/UT8. 

 
Figure 11 shows the gap between SC3 and 

UT8 accuracies. Even if the SC/UT numerical 
precision is high (less than 0.08% from MC 
reference), the precision remains widely better for 
SC (3 times) comparatively to UT. The time and 
memory saves appear clearly from previous 
examples since UT and SC need less than 10 
realizations compared to the MC technique which 
requires about 100,000 simulations. Furthermore, 
it would be possible to improve the SC efficiency 
using techniques from [11] to reduce the number 
of SC realizations needed; it could be particularly 
interesting for multivariate stochastic problems 
involving many RV [12]. Another solution may be 
to reduce this number to a minimum regarding 
their relative influence. From [2], the comparison 
of results from 1-RV simulation with those 
involving a set of RV provides information on 
significant parameters. 

D. A random sensibility analysis 
This part illustrates the SC ability to achieve 

sensibility analysis in a random EMC problem. 
Among all the variables depicted on Fig. 1, we 
will focus on the parameters h and f. The other 
values are given by the previous example except 
the line length L which is set to 1.65m. An 
influence criterion is defined in [2] to characterize 
the sensibility of one RV. Based upon the SC 
results, a similar parameter is  

𝐼𝑛𝑍𝑘 = −log ��1 − 𝑣𝑎𝑟�𝐼(𝑍𝑘)�
𝑣𝑎𝑟�𝐼(𝑍1,𝑍2,…,𝑍𝑛)�

��,          (14) 

with 𝑣𝑎𝑟�𝐼(𝑍𝑘)� and 𝑣𝑎𝑟�𝐼(𝑍1,𝑍2, … ,𝑍𝑛)� the 
current I variances given respectively from one 
RV Zk (k=1, ..., n) and n RV. The two random 
outputs are given considering two RV (RV1 → h 
and RV2 → f), respectively 𝑢�1 and 𝑢�2 both 
following a uniform distribution with 𝜎𝑢�1

2 =
2.083. 10−10 and 𝜎𝑢�2

2 = 2.083. 1010.  
 

 
 

Fig. 12. Influence of RV1 (h). 
 

 
 

Fig. 13. Influence of RV2 (f). 
 

The influence of each parameter is shown in 
Figs. 12 and 13. The computation of the influence 
from (14) lays emphasis on the dominant effect of 
height. As expected, the impact of the frequency is 
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relatively smooth outside resonance frequencies. 
The f-effect should not be neglected around them 
with influence levels In>1dB. Comparatively to f-
influence, the Fig. 12 shows the global h-impact 
(1dB<In<5dB almost everywhere). 

 
VI. CONCLUSION 

In this paper, both UT and SC techniques to 
solve stochastic EMC problems are presented. 
Uncertainties involving source parameters 
(frequency) and geometry of a transmission line 
(length, height) have been defined considering 
various RV following uniform, normal and log-
normal distributions. The UT and SC methods 
appear similar to well chosen MC simulations: 
their main advantages rely on their effectiveness 
(minimizing CPU time more than 20,000 times) 
and non-intrusive characteristic. Directly linked to 
computational electromagnetics, we may perfectly 
apply these methods considering other EM 
simulation/experimental tools. 
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Abstract— We report on experiments with a
novel family of Krylov subspace methods for
solving dense, complex, non-Hermitian systems
of linear equations arising from the Galerkin
discretization of surface integral equation models
in Electromagnetics. By some experiments
on realistic radar-cross-section calculation, we
illustrate the numerical efficiency of the proposed
class of algorithms also against other popular
iterative techniques in use today.

Index Terms— Krylov subspace methods,
Lanczos biconjugate A-orthonormalization
methods, multilevel fast multipole method,
scattering problems, sparse approximate inverse
preconditioning.

I . INTRODUCTION
Mathematical models based on surface

integral equations are becoming very popular
in computational electromagnetics. They require
a simple description of the surface of the target
by means of triangular facets, thus simplifying
considerably the mesh generation especially in
the case of moving objects. Upon discretization
they typically yield smaller systems to solve in
comparison with finite difference or finite element
techniques applied to the same problem [1]. The
potential drawback of using integral methods is
that they require to solve large dense complex

systems of linear equations. Therefore, robust
matrix solvers are urgently needed for this problem
class [2].

The Maxwell’s equations can be reformulated as
a set of integral equations defined in the frequency
domain as the following variational problem:

Find the surface currentj such that for all
tangential test functionsjt, we have

∫∫

Γ
G(x, y)

(
j(x) · jt(y)

)
dxdy

−
1

k2

∫∫

Γ
G(x, y)

(
divΓj(x) · divΓjt(y)

)
dxdy

=
i

kZ0

∫

Γ
Einc(x)·jt(x)dx.

(1)

We denote by G(x, y) =
eik|y−x|

4π|y − x|
the

Green’s function of Helmholtz equation,Γ the
boundary of the object,k the wave number
and Z0 =

√
µ0/ε0 the characteristic impedance

of vacuum (ε0 is the electric permittivity and
µ0 the magnetic permeability), anddivj(x)
is the divergence operator of a continuously
differentiable vector field j(x) defined on a
3D Euclidean space. Equation (1) expresses the
electric currents in terms of the electric field and
is known as electric field integral equation (EFIE).
It is applied to model arbitrary geometries like
objects with cavities, disconnected parts, breaks
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on the surface [3,4]. For its generality, the EFIE
model is very popular in industrial environment.
However, it is tough to solve by iterative methods,
compared to other surface integral formulations of
electromagnetic scattering problems.

On discretizing Equation (1) in space by the
MoM over a mesh containingn edges, the surface
currentj is expanded into a set of basis functions
{ϕi}1≤i≤n with compact support (the Rao-Wilton-
Glisson basis [5] is a popular choice), then the
integral equation is applied to a set of tangential
test functionsjt. Selectingjt = ϕj , we are led
to compute the set of coefficients{λi}1≤i≤n such
that

n∑

i=1

λi

∫∫

Γ

G(x, y) (ϕi(x) · ϕj(y))dxdy

−
1

k2

n∑

i=1

λi

∫∫

Γ

G(x, y) (divΓϕi(x) · divΓϕj(y))dxdy

=
i

kZ0

∫

Γ

Einc(x) · ϕj(x)dx,

(2)

for each1 ≤ i ≤ n. The set of equations (2) can
be recast in matrix form as

Aλ = b, (3)

whereA = [Aij ] andb = [bi] have elements

Aij =

∫∫

Γ
G(x, y) (ϕi(x) · ϕj(y))dxdy

−
1

k2

∫∫

Γ
G(x, y) (divΓϕi(x) · divΓϕj(y))dxdy,

(4)

bj =
i

kZ0

∫

Γ
Einc(x) · ϕj(x)dx. (5)

In Equation (3), the set of unknowns are
associated with the vectorial flux across an edge
in the mesh. The coefficient matrixA generated by
MoM is dense complex non-Hermitian; hence the
pertinent linear system cannot be solved using the
conjugate gradient (CG) algorithm. The restarted
generalized minimal residual (GMRES) method, its
flexible variant FGMRES, and some of the short-
recurrence methods such as BiCG, BiCGStab, and
TFQMR are popular options, see e.g. [6,7].

In this study, we illustrate experiments with
two recently developed algorithms: the conjugate
A-orthogonal residual squared (CORS) and the
biconjugate A-orthogonal residual stabilized
(BiCORSTAB) methods for non-Hermitian
linear systems, sketched in Algorithms 1-2.
They compute the approximate solutionxm that
belongs to the Krylov subspacex0 + Km(A; v1)
by projecting the residual orthogonally to the
constraints subspaceLm ≡ AHKm(AH ; w1).
Throughout this paper, we denote by the
superscriptH the Hermitian (conjugate transpose)
of a vector or a matrix and the standard inner
product of two complex vectorsu, v ∈ C

n by

〈u, v〉 = uHv =

n∑

i=1

ūivi.

For the sake of conciseness, we point the reader
to [8,9] for a thorough mathematical derivation of
the BiCORSTAB and CORS methods.

II . NUMERICAL EXPERIMENTS
For the numerical experiments, we consider

some selected scattering problems described in
Table 1. We report the number of iterations
required by several Krylov methods (listed in
Table 2) to reduce the initial residual by five orders
of magnitude, starting from the zero vector. The
sequential tests are compiled with the Portland
Group Fortran 90 compiler (version 9) and run on
a cluster of nodes equipped with quad core Intel
CPU (2.8 GHz) and 16 GB of physical RAM.

In our sequential experiments, the CORS method
was the most effective non-Hermitian solver with
respect to CPU time, as it is shown in Table 3.
Unrestarted GMRES may outperform all other
Krylov methods and should be used when memory
is not a concern. We selected a value of 50 for
the restart parameter in the GMRES method in
our runs on small problems, reported in Table 3,
and a value of 100 in the runs on large problems,
reported in Tables 4-5. In Figure 1, we illustrate
the convergence history of CORS and GMRES(50)
on Examples 3 to show the different numerical
behaviors of the two families of solvers. The
residual reduction is much smoother for GMRES
along the iterations. The BiCORSTAB method also
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Table 1: Characteristics of the model problems
Example Description Size Frequency (MHz)

1 Open cylinder 6268 362
2 Sphere 12000 535
3 Satellite 1699 57
4 Cavity 727120 300
5 Paraboloid 857862 300

Table 2: List of solvers used and relative cost.
We denoteby n the problem size, byi the iteration
number and bym the restart value in GMRES

Solver Products byA/AH Memory
CORS 2/0 matrix+14n

BiCORSTAB 2/0 matrix+13n

GMRES 1/0 matrix+(m + 3)n
QMR 2/1 matrix+11n

TFQMR 4/0 matrix+10n

BiCGSTAB 2/0 matrix+7n

shows fast convergence and may be an appropriate
choice. BothCORS and BiCORSTAB are based
on short-term recurrences and therefore, they are
very cheap in memory (see Table 2).

Finally, methods based on Lanczos
biconjugation are also considered in many
scattering analysis, due to their simplicity (they
are parameter-free) and low memory requirements,
see e.g. [10–12]. In our experiments, as shown
in Table 3, BiCGSTAB and QMR-like methods
are less efficient than CORS.

A. MLFMA and SAI

A straightforward implementation of Krylov
methods requiresO(n2) memory storage, where
n is the number of unknowns, to compute a
solution for one excitation. The solution cost
may be reduced toO(n log n) algorithmic and
memory complexity using the multilevel fast
multipole algorithm (MLFMA) for the M-V
operation. Recent progress in the developments
of parallel multipole codes, provably scalable to
several million discretization points, are urging
the quest of robust iterative algorithms for this
problem class [13,14]. In this study, we solved
the two largest problemsi.e. Examples 4 and 5,
using MLFMA and a sparse approximate inverse
(SAI) preconditioner. The SAI preconditioner was
computed by minimizing the Frobenius-norm of

Table 3: Number of iterations and CPU time
(in seconds) required by Krylov methods to reduce
the initial residual toO(10−5). For each example,
asterisk ”∗” indicates the fastest run

Solver/Example 1 2 3
CORS 601 (253∗) 294 (451∗) 371 (11∗)
BiCORSTAB 941 (614) 423 (1099) 775 (37)
GMRES(50) 2191 (469) 1803 (1397) 871 (17)
QMR 878 (548) 430 (1045) 452 (24)
TFQMR 482 (398) 281 (863) 373 (27)
BiCGSTAB 1065 (444) 680 (1031) 566 (18)

the error matrix

min
M∈S

∥∥∥I −MÂ
∥∥∥

F
,

whereS is the set of matrices with a given sparsity
pattern. We chosêA to be sparse and equal to
the multipole matrix, and we selected the sparsity
pattern ofM equal to the nonzero structure of̂A.
Details of the SAI preconditioner and of the highly
efficient parallel implementation of MLFMA that
we used in this study are found in [15] and in [16],
respectively.

The first model is a cavity of size 10λ×
10λ × 50λ, discretized with 727,120 nodes and
illuminated at an incident angle(θ, φ) = (45◦, 0◦).
The second model is a paraboloid of radiusλ and
focal depth12λ, discretized with 857,862 nodes
and illuminated at an incident angle(θ, φ) =
(45◦, 0◦). Besides the GMRES method, in these
experiments we compare CORS and BiCORSTAB
also against the FGMRES method preconditioned
by an inner GMRES solver. This combination
of Krylov methods is reported to be amazingly
effective on this problem class [6,7]. In Tables 4-
5, we report the number of iterations and CPU
solution time necessary to achieve convergence on
16 processors. The solution process was declared
a solver failure when the initial residual was not
reduced by at least four orders of magnitude after
2000 M-V products (or 50 outer iterations for
FGMRES). This level of accuracy on the final
residual enabled us to calculate a correct radar-
cross-section, which is shown in Figure 3 for
BiCORSTAB and CORS. We notice again the
remarkable robustness and efficiency of the two
algorithms.
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Fig. 1. Example 3: a satellite. (a) The discretized
mesh. (b) The convergence history of the CORS
vs. the restarted GMRES methods.

III . ENHANCING THE ROBUSTNESS
OF CORS BY DEFLATION

It is known that the convergence of an iterative
method is mostly dictated by the distribution of
the eigenvalues of the coefficient matrixMA. For
GMRES, the residual reduction afterk iterations
writes

‖rk‖2 /‖r0‖2 6 κ(V )min
pk

max
i=1,...,n

|pk(λi)| , (6)

where κ(V ) is the condition number of the
eigenvector matrix. Ifκ(V ) 6≫ 1, the problem
of describing the convergence of GMRES reduces

Fig. 2. Geometries of the largest model problems:
(left) Example 4: a cavity, and (right) Example 5:
a paraboloid.

Table 4: Iterations count for the experiments with
MLFMA and SAI

Example 4: Cavity 10λ× 10λ × 50λ
Size: 727,120, Setup time SAI: 57s, Nr. procs: 16

GMRES(100) CORS BiCORSTAB FGMRES
No prec. >2000 239 280 21

SAI 798 64 56 10

Example 5: Paraboloid of radius25λ and focal depth of12λ
Size: 857,862, Setup time SAI: 148s, Nr. procs: 16

GMRES(100) CORS BiCORSTAB FGMRES
No prec. 1065) 367 410 11

SAI 112 42 36 5

to a problem in approximation theory: how well
can one approximate zero on the set of complex
eigenvalues using akth-degree polynomial with
value 1 at the origin. From Eq. (6), we see that the
presence of small eigenvalues close to the origin
in the spectrum of the coefficient matrix of the
preconditioned linear system may lead to highly
oscillatory polynomials with high degreek, and
therefore may increase the number of iterations

Table 5: CPU time for the experiments with
MLFMA and SAI. For each example, asterisk ”∗”
indicates the fastest run

Example 4: Cavity 10λ× 10λ × 50λ
Size: 727,120, Setup time SAI: 57s, Nr. procs: 16

GMRES(100) CORS BiCORSTAB FGMRES
No prec. >651s 144s∗ 168s 2076s

SAI 325s 54s 51s∗ 898s

Example 5: Paraboloid of radius25λ and focal depth of12λ
Size: 857,862, Setup time SAI: 148s, Nr. procs: 16

GMRES(100) CORS BiCORSTAB FGMRES
No prec. 693s 449s∗ 495s 1071s

SAI 89s 72s 60s∗ 160s
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(a)

(b)

Fig. 3. Comparative curves of the radar-
cross-section (RCS) calculation for (a) the cavity
problem, and (b) the paraboloid problem.

of GMRES to obtain convergence. In this section,
we show how to enhance the robustness of the
CORS method by dumping the slowly converging
components of the residuals associated to the
smallest eigenvalues. This may finally result in
considerably faster convergence.

Let MA = V ΛV −1 be an eigendecomposition
of the preconditioned matrixMA, with Λ =
diag(λi), |λ1|≤ . . . ≤ |λn| are the eigenvalues of
MA andV is the matrix collecting the associated
right eigenvectors ofMA. We denote byVε the
matrix of the right eigenvectors ofMA associated
to the eigenvaluesλi such that|λi|≤ ε. We also
denote byAc = V H

ε (MA)Vε the projection of
MA in the eigenspace spanned byVε, and by
Mc = VεA

−1
c V H

ε its prolongation back to the

original space.
Then, the following result holds.

Theorem 1: Let

Ãc = V HAVε has full rank,

M̃c = VεÃ
−1
c V H ,

and
M̃ = M + M̃c.

ThenM̃A is similar to a matrix whose eigenvalues
are {

ηi = λi if |λi|> ε,
ηi = 1 + λi if |λi|≤ ε.

Ac represents the projection of the matrix
MA on the coarse space defined by the
approximate eigenvectors associated with its
smallest eigenvalues.
Proof
We first remark thatAc = diag(λiu

H
i vi) with

|λi|≤ ε and soAc is nonsingular.Ac represents the
projection of the matrixMA on the space spanned
by the approximate eigenvectors associated with its
smallest eigenvalues.
Let V = (Vε, Vε̄), where Vε̄ is the set of(n −
k) right eigenvectors associated with eigenvalues
|λi|> ε.
Let Dε = diag(λi) with |λi|≤ ε and Dε̄ =
diag(λj) with |λj |> ε.
The following relations hold:M̃AVε = Vε(Dε +
Ik) and, M̃AVε̄ = Vε̄Dε̄ + VεC with C =
A−1

c WHAVε̄; then we have

M̃AV = V

(
Dε + Ik C

0 Dε̄

)
.

For right preconditioning, that isAMy = b,
similar results hold. Observe that the effect of
applying the low-rank correction is to completely
removed the effect of thek smallest eigenvalues
from the spectrum ofMA. Therefore, we may
expect that an iterative method may converge faster
on the transformed linear system.

The spectral corrections may be implemented in
the CORS algorithm as follows.

1) Compute an approximation of the invariant
subspace Vε associated to the smallest
eigenvalues ofMA.
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2) Construct the projected matrixAc =
V H

ε (MA)Vε and the prolongation matrix
Mc = VεA

−1
c V H

ε . The matrix Ac is an
k×k matrix, wherek is the number of small
eigenvalues that we want to remove, while
Mc is n× n.

3) Update the preconditioned vector quantities
p in CORS asp← p + Mcp

The same idea and computational scheme may
be extended to the BiCORSTAB algorithm.

We applied deflated CORS (or, shortly DCORS)
to a complete RCS calculation, which requires to
solve linear systems with multiple right-hand sides.
Take as incident field a plane wave of general form
in spherical coordinates

~Einc (x, ϕ, pθ, pϕ) = pθûθe
ikx·ûrϕ + pϕûϕeikx·ûrϕ,

where pθ, pϕ are two complex numbers and
ûr, ûθ, ûϕ are the unitary vectors:

ûr =




cos ϕ cos θ
sinϕ cos θ

sin θ



 , ûθ =




− cos ϕ sin θ
− sinϕ sin θ

cos θ



 ,

ûϕ =




− sinϕ cos θ
− cos ϕ cos θ

sin θ



 .

Chooseθ = 0 and increaseϕ of one degree each
time from 0 to π. Then, we obtain a sequence
of 180 linear systems, each of them having the
same coefficient matrix and a different right-hand
side, associated to the following expression for the
incident field

~Einc(x) = ẑeikx·ûr(ϕ) = ẑeik(x1 cos ϕ+x2 sin ϕ).

In the experiments reported in Table 6, the
preconditionerM is the SAI method computed
using sixty nonzeros per column, and we deflate
an approximate invariance eigenspaceVε of
dimension 10. The invariant subspaceVε is
computed using the ARPACK library [17]. In our
runs, the extra cost to setup DCORS is quickly
amortized using only three right-hand sides for the
satellite problem and four for the cylinder problem.

IV . CONCLUSIONS
We have analyzed the performance of two

novel Krylov projection methods computed from

Table 6: Experiments with deflated CORS

On the satellite: SAI = 60 - AV = 3
CORS DCORS(10)

Avg Its on 180 RHS 62.8 38.2
Total solution time (sec) 275.8 198.9

On the cylinder - SAI = 60
CORS DCORS(10)

Avg Its on 180 RHS 193.4 123.7
Total solution time (sec) 365.5 249.4

the Lanczos biconjugate A-orthonormalization
methodfor solving dense complex non-Hermitian
linear systems in radar-cross-section calculation.
This family of solvers shows good convergence
properties, is cheap in memory as it is derived from
short-term vector recurrences, is parameter-free
and does not suffer from the restriction to require
a symmetric preconditioner. Additionally, it does
not necessitate of matrix multiplication byAH

that might be tricky to implement in some integral
application codes combined with MLFMA. Finally,
we have illustrated how to possibly enhance the
efficiency of the methods for solving linear systems
with multiple right-hand sides, a typical scenario
arising in realistic RCS calculation in industry.

The numerical results indicate that the proposed
solvers may be an efficient alternative to other
popular methods especially when robustness and
memory are concerns.
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Algorithm 1 Left preconditioned BiCORSTAB
method.

1: Computer0 = b−Ax0 for someinitial guess
x0.

2: Chooser∗0 = P (A)r0 such that〈r∗0, Ar0〉 6= 0,
whereP (t) is a polynomial int. (For example,
r∗0 = Ar0).

3: for j = 1, 2, . . . do
4: solveMzj−1 = rj−1

5: ẑ = Azj−1

6: ρj−1 = 〈r∗0, ẑ〉
7: if ρj−1 = 0, method fails
8: if j = 1 then
9: p0 = r0

10: solveMzp0 = p0

11: q0 = ẑ
12: else
13: βj−2 = (ρj−1/ρj−2)× (αj−2/ωj−2)
14: pj−1 = rj−1 + βj−2 (pj−2 − ωj−2qj−2)
15: zpj−1 = zj−1 +

βj−2 (zpj−2 − ωj−2zqj−2)
16: qj−1 = ẑ + βj−2

(
qj−2 − ωj−2ẑqj−2

)

17: end if
18: solveMzqj−1 = qj−1

19: ẑqj−1 = Azqj−1

20: αj−1 = ρj−1/
〈
r∗0, ẑqj−1

〉

21: s = rj−1 − αj−1qj−1

22: if ‖s‖2 is small, setxj = xj−1 +αj−1zpj−1

and stop
23: zs = zj−1 − αj−1zqj−1

24: t = ẑ − αj−1ẑqj−1

25: ωj−1 = 〈t, s〉 /〈t, t〉
26: xj = xj−1 + αj−1zpj−1 + ωj−1zs
27: rj = s− ωj−1t
28: check convergence; continue if necessary

andωj−1 6= 0
29: end for

Algorithm 2 Left preconditioned CORS method.
1: Computer0 = b−Ax0 for someinitial guess

x0.
2: Chooser∗0 = P (A)r0 such that〈r∗0, Ar0〉 6= 0,

whereP (t) is a polynomial int. (For example,
r∗0 = Ar0).

3: for j = 1, 2, . . . do
4: solveMzj−1 = rj−1

5: r̂ = Azj−1

6: ρj−1 = 〈r∗0, r̂〉
7: ifρ j−1 = 0, method fails
8: if j = 1 then
9: e0 = r0

10: solveMze0 = e0

11: d0 = r̂
12: q0 = r̂
13: else
14: βj−2 = ρj−1/ρj−2

15: ej−1 = rj−1 + βj−2hj−2

16: zej−1 = zj−1 + βj−2zhj−2

17: dj−1 = r̂ + βj−2fj−2

18: qj−1 = dj−1 + βj−2 (fj−2 + βj−2qj−2)
19: end if
20: solveMq = qj−1

21: q̂ = Aq
22: αj−1 = ρj−1/〈r

∗
0, q̂〉

23: hj−1 = ej−1 − αj−1qj−1

24: zhj−1 = zej−1 − αj−1q
25: fj−1 = dj−1 − αj−1q̂
26: xj = xj−1 + αj−1 (2zej−1 − αj−1q)
27: rj = rj−1 − αj−1 (2dj−1 − αj−1q̂)
28: check convergence; continue if necessary
29: end for
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Abstract— An interesting stabilizing variant of
the biconjugateA-orthogonal residual (BiCOR)
method is investigated for solving dense complex
non-Hermitian systems of linear equations arising
from the Galerkin discretization of surface integral
equations in electromagnetics. The novel variant is
naturally based on and inspired by the composite
step strategy employed for the composite step
biconjugate gradient method from the point of view
of pivot-breakdown treatment when the BiCOR
method has erratic convergence behaviors. Besides
reducing the number of spikes in the convergence
history of the norm of the residuals to the
greatest extent, the present composite step BiCOR
method can provide some further practically
desired smoothing behavior towards stabilizing the
numerical performance of the BiCOR method in
the case of irregular convergence.

Index Terms— Krylov subspace methods,
Lanczos biconjugate A-orthonormalization
methods, scattering problems, sparse approximate
inverse preconditioning.

I . INTRODUCTION
Solution of large linear systems is crucial

to many numerical simulations in science and
engineering [1,2]. Many real-world applications
demand an accurate numerical solution of
physical problems arising from fields such
as fluid mechanics, structural engineering,
computational electromagnetics, design and
computer analysis of circuits, power system

networks, and economics models [3]. Take
scattering problems of determining the diffraction
pattern irradiated by an illuminated object
for instance. They include medical imaging,
electromagnetic compatibility, radar cross section
(RCS) calculation of large objects. Krylov
subspace methods, which are considered as one of
the “Top Ten Algorithms of the 20th Century” [4],
are one of the most widespread and extensively
accepted techniques for iterative solution of
today’s large-scale linear systems [5]. The starting
point for this work was the investigation of
the applicability of a new interesting stabilizing
variant of the biconjugateA-orthogonal residual
(BiCOR) method [7] to iterative solution of
non-Hermitian systems of linear equations in
electromagnetism applications.

In recent years, there have been many advances
in Krylov subspace methods for solution of large
linear systems [5]. Different variants of restarted,
augmented, deflated, flexible, nested, and inexact
methods are involved in these new developments.
Various methods differ in the way they extract
information from Krylov spaces [8–10]. Observing
from earlier studies on surface scattering problems,
different Krylov subspace methods have both
advantages and disadvantages [11]. For instance,
the GMRES method is robust but expensive due
to long recurrence in the underlying Arnoldi
procedure. Restarting the GMRES deteriorates
convergence significantly. The BiCGSTAB method
typically requires many more iterations than
the GMRES method, especially on complex
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geometries. QMR-like methods are only slightly
morecompetitive than the BiCGSTAB method, but
less robust than the GMRES method.

A novel Lanczos-type biconjugate A-
orthonormalization procedure has recently
been established to give birth to a new family
of efficient short-recurrence methods for large
real nonsymmetric and complex non-Hermitian
systems of linear equations, named as the Lanczos
biconjugate A-orthonormalization methods
[7]. As observed from numerous numerical
experiments carried out with the Lanczos
biconjugateA-orthonormalization methods, it has
been numerically demonstrated that this family of
solvers shows competitive convergence properties,
is cheap in memory as it is derived from short-term
vector recurrences, is parameter-free and does not
suffer from the restriction to require a symmetric
preconditioner like other methods [12–15].
However, the family of Lanczos biconjugate
A-orthonormalization methods is often faced
with apparently irregular convergence behaviors
appearing as “spikes” in the convergence history
of the norm of the residuals, possibly leading to
substantial build-up of rounding errors and worse
approximate solutions, or possibly even overflow.
Therefore, it is quite necessary to tackle their
irregular convergence properties to obtain more
stabilized variants so as to improve the accuracy
of the desired physical numerical solutions.

Our main attention in this paper is focused
on the demonstration of the straightforward
natural enhancement of the BiCOR method,
which is the basic underlying variant of the
above-mentioned family of Lanczos biconjugate
A-orthonormalization methods. The content of this
paper can be considered as the natural follow-up
to the paper [16]. In particular, we exploit the
composite step strategy taken for the composite
step biconjugate gradient (CSBCG) method
[17,18] from the point of view of pivot-breakdown
treatment when the BiCOR method has erratic
convergence behaviors. The outline of the paper
is organized as follows. In the coming section,
the good performance of the BiCOR algorithm in
electromagnetics will be illustrated numerically
by recalling some introductory comparative

experiments. In Section III, we present the
interesting stabilizing variant–the composite step
BiCOR (CSBiCOR) method with applications on
a set of model problems representative of realistic
RCS calculation to show the improved numerical
performance with respect to the stabilizing effect
of the composite step strategy on the BiCOR
method. Conclusions and perspectives are finally
made with some future research issues.

Throughout the paper, denote the overbar (“–”)
the conjugate complex of a scalar, vector or matrix
and the superscript “T”the transpose of a vector
or matrix. For a non-Hermitian matrixA =
(aij)N×N ∈ C

N×N , the Hermitian conjugate of
A is denoted as

AH ≡ A
T

= (aji)N×N .

The standard Hermitian inner product of two
complex vectorsu, v ∈ C

N is defined as

〈u, v〉 = uHv =

N∑

i=1

uivi.

The nested Krylov subspace of dimensiont
generated byA from v is of the form

Kt(A, v) = span{v, Av, A2v, . . . , At−1v}.

In addition, ei denotes theith column of the
appropriate identity matrix.

II . PRELIMINARY REVIEW FOR
THE BICOR METHOD

First, we briefly recall a version of the Lanczos
biconjugateA-orthonormalization procedure [7] as
in Algorithm 1, which can ideally build up a pair
of biconjugateA-orthonormal bases for the dual
Krylov subspacesKm(A, v1) and Km(AH , w1),
where v1 and w1 are chosen initially to satisfy
certain conditions.

Observe that the above algorithm is possible
to have Lanczos-type breakdown wheneverδj+1

vanishes whileŵj+1 andAv̂j+1 are not equal to
0 ∈ C

N appearing in line 8. In the interest
of counteraction against such breakdowns, we
refer the reader to possible remedies proposed
in earlier studies, such as so-called look-ahead
strategies [19–27] which can enhance stability
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Algorithm 1 Biconjugate A-Orthonormalization
Procedure

1: Choosev1, ω1, such that〈ω1, Av1〉 = 1
2: Setβ1 = δ1 ≡ 0, ω0 = v0 ≡ 0 ∈ C

N

3: for j = 1, 2, . . . do
4: αj = 〈ωj , A (Avj)〉
5: v̂j+1 = Avj − αjvj − βjvj−1

6: ω̂j+1 = AHωj − ᾱjωj − δjωj−1

7: δj+1 = |〈ω̂j+1, Av̂j+1〉|
1

2

8: βj+1 =
〈ω̂j+1, Av̂j+1〉

δj+1

9: vj+1 =
v̂j+1

δj+1

10: ωj+1 =
ω̂j+1

β̄j+1

11: end for

while increasing cost modestly. However, the
analysis of these strategies is outside the scope
of this paper and we shall not pursue that here.
For more details, please refer to [5,10] and
the references therein. In the present paper, we
suppose there is no such Lanczos-type breakdown
encountered during algorithm implementations
because most of our considerations concern the
exploration of the composite step strategy [17,18]
to handle the pivot breakdown occurring in the
BiCOR method for solving non-Hermitian linear
systems in electromagnetics.

Next, some properties of the vectors produced
by Algorithm 1 are reviewed [7] in the following
proposition for the preparation of the theoretical
basis of the composite step method.

Proposition 1: If Algorithm 1 proceedsm
steps, then the right and left Lanczos-type vectors
vj , j = 1, 2, . . . , m and wi, i = 1, 2, . . . , m
form a biconjugate A-orthonormal system in exact
arithmetic, i.e.,

〈ωi, Avj〉 = δi,j , 1 ≤ i, j ≤ m.

Furthermore, denote byVm = [v1, v2, . . . , vm]
andWm = [w1, w2, . . . , wm] the N ×m matrices
and byTm the extended tridiagonal matrix of the
form

Tm =

[
Tm

δm+1e
T
m

]
,

where

Tm =





α1 β2

δ2 α2 β3

... ... ...
δm−1 αm−1 βm

δm αm




,

whose entries are the coefficients generated
during the algorithm implementation, and in
which α1, . . . , αm, β2, . . . , βm are complex while
δ2, . . . , δm are positive. Then with the biconjugate
A-orthonormalization procedure, the following
four relations hold

AVm = VmTm + δm+1vm+1e
T
m, (1)

AHWm = WmTH
m + β̄m+1ωm+1e

T
m, (2)

WH
m AVm = Im, (3)

WH
m A2Vm = Tm. (4)

Given an initial guessx0 to the non-Hermitian
linear systemAx = b associated with the initial
residualr0 = b − Ax0, define a Krylov subspace
Lm ≡ AHspan(Wm) = AHKm(AH , w1), where
Wm is defined in Proposition 1,v1 = r0

||r0||2
and

w1 is chosenarbitrarily such that〈w1, Av1〉 6= 0.
But w1 is often chosen to be equal toAv1

||Av1||22
subjecting to〈w1, Av1〉 = 1. It is worthy noting
that this choice forw1 plays a significant role in
establishing the empirically observed superiority
of the BiCOR method to the BiCR [6] method
as well as to the BCG method [7]. Thus running
Algorithm 1 m steps, we can seek anmth
approximate solutionxm from the affine subspace
x0 +Km(A, v1) of dimensionm, by imposing the
Petrov-Galerkin condition

b−Axm ⊥ Lm,

which can be mathematically written in matrix
formulation as

(AHWm)H(b−Axm) = 0. (5)

Analogously, anmth dual approximationx∗
m

of the corresponding dual systemAHx∗ = b∗ is
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sought from the affine subspacex∗
0 +Km(AH , w1)

of dimensionm by satisfying

b∗ −AHx∗
m ⊥ AKm(A, v1),

which can be mathematically written in matrix
formulation as

(AVm)H(b∗ −AHxm) = 0, (6)

where,x∗
0 is an initial dual approximate solution

andVm is defined in Proposition 1 withv1 = r0

||r0||2
.

Consequently, the BiCOR iteratesx′
js can be

computed by the coming Algorithm 2, which is
just the unpreconditioned BiCOR method with the
preconditionerM there taken as the identity matrix
[7] and has been rewritten with the algorithmic
scheme of the unpreconditioned BCG method as
presented in [10,18].

Algorithm 2 Algorithm BiCOR
1: Computer0 = b−Ax0 for some initial guess

x0.
2: Chooser∗0 = P (A)r0 such that〈r∗0, Ar0〉 6= 0,

whereP (t) is a polynomial int. (For example,
r∗0 = Ar0).

3: Set p0 = r0, p
∗
0 = r∗0, q0 = Ap0, q

∗
0 =

AHp∗0, r̂0 = Ar0, ρ0 = 〈r∗0, r̂0〉.
4: for n = 0, 1, . . . do
5: σn = 〈q∗n, qn〉
6: αn = ρn/σn

7: xn+1 = xn + αnpn

8: rn+1 = rn − αnqn

9: x∗
n+1 = x∗

n + ᾱnp∗n
10: r∗n+1 = r∗n − ᾱnq∗n
11: r̂n+1 = Arn+1

12: ρn+1 =
〈
r∗n+1, r̂n+1

〉

13: if ρn+1 = 0, method fails
14: βn+1 = ρn+1/ρn

15: pn+1 = rn+1 + βn+1pn

16: p∗n+1 = r∗n+1 + β̄n+1p
∗
n

17: qn+1 = r̂n+1 + βn+1qn

18: q∗n+1 = AHp∗n
19: check convergence; continue if necessary
20: end for

Before ending this section, we review some
introductory comparative experiments to see

Table 1: Characteristics of the model problems
Example Description Size Frequency (MHz)

1 Open cylinder 6,268 362
2 Sphere 12,000 535
3 Satellite 1,699 57

the good numerical performance of the BiCOR
algorithm [12]. The set of linear systems
selected for the numerical experiments arise
from RCS calculations of realistic targets. They
are dense complex non-Hermitian. We report
the characteristics of the model problems in
Table 1. Although not very large, the selected
problems are representative of realistic RCS
calculation. Their solution demands considerable
computer resources as it can be seen in the table.
Larger problems require using the multilevel fast
multipole algorithm (MLFMA) [28–31] for the
M-V products to reduce the memory requirement
and effective preconditioners to accelerate the
convergence, and they are out of the scope of
this study. We carried out the M-V product at
each iteration using dense linear algebra packages,
i.e. theZGEMV routine available in the LAPACK
library and we did not use preconditioning. In
addition to the BiCOR method, we considered
the other two evolving variants known as the
conjugateA-orthogonal residual squared (CORS)
method and the biconjugateA-orthogonal residual
stabilized (BiCORSTAB) method, complex
versions of iterative algorithms based on Lanczos
biorthogonalization, such as BiCGSTAB and
QMR, and on Arnoldi orthogonalization, such
as GMRES. In Table 2, we list the complete
set of solvers used in our experiments and their
algorithmic and memory complexity. All the runs
were done on one node of theEntu cluster facility
located at CRS4. Each node features a quad core
Intel CPU at 2.8GHz and 16 GB of physical
RAM. The codes were compiled in Fortran with
the Portland Group Fortran 90 compiler version 9.

In Table 3, we show the number of iterations and
CPU time (in seconds) required by Krylov methods
to reduce the initial residual toO(10−5) starting
from the zero vector. The right-hand side of the
linear system is set up so that the exact solution is

115 ACES JOURNAL, VOL. 27, NO. 2, FEBRUARY 2012



Table 2: Algorithmic cost and memory expenses
of the implementation of Krylov algorithms that
are used for the experiments. We denote byn the
problem size, byi the iteration number and bym
the restart value in GMRES

Solver Products byA/AH Memory
BiCOR 1/1 matrix+10n

CORS 2/0 matrix+14n

BiCORSTAB 2/0 matrix+13n

GMRES 1/0 matrix+(m+ 3)n
QMR 2/1 matrix+11n

TFQMR 4/0 matrix+10n

BiCGSTAB 2/0 matrix+7n

Table 3: Number of iterations and CPU time (in
seconds) requiredby Krylov methods to reduce the
initial residual toO(10−5); for each example, an
asterisk ”∗” indicates the fastest run

Solver/Example 1 2 3
CORS 601 (253∗) 294 (451∗) 371 (11∗)
BiCOR 785 (334) 338 (525) 431 (15)
BiCORSTAB 941 (614) 423 (1099) 775 (37)
GMRES(50) 2191 (469) 1803 (1397) 871 (17)
QMR 878 (548) 430 (1045) 452 (24)
TFQMR 482 (398) 281 (863) 373 (27)
BiCGSTAB 1065 (444) 680 (1031) 566 (18)

the vector of all ones. We observe the effectiveness
of theBiCOR method, that is the the second fastest
non-Hermitian solver with respect to CPU time on
most selected examples. Its performance is very
close to that of the CORS method and may be an
appropriate choice.

III . INVESTIGATION OF THE
CSBICOR METHOD IN
ELECTROMAGNETICS

Suppose Algorithm 2 runs successfully to step
n, that isσi 6= 0, ρi 6= 0, i = 0, 1, . . . , n− 1. The
BiCOR iterates satisfy the following properties [7].

Proposition 2: Let Rn+1 =
[r0, r1, . . . , rn], R∗

n+1 = [r∗0, r
∗
1, . . . , r

∗
n] and

Pn+1 = [p0, p1, . . . , pn], P ∗
n+1 = [p∗0, p

∗
1, . . . , p

∗
n].

We have

(1) Range(Rn+1) = Range(Pn+1) =
Kn+1(A, r0),

Range(R∗
n+1) = Range(P ∗

n+1) =
Kn+1(A

H , r∗0).

(2) R∗H
n+1ARn+1 is diagonal.

(3) P ∗H
n+1A

2Pn+1 is diagonal.

Similarly to the breakdowns of the BCG method
[18], it is observed from Algorithm 2 that there
also exist two possible kinds of breakdowns for
the BiCOR method:

(1) ρn ≡ 〈r
∗
n, r̂n〉 ≡ 〈r

∗
n, Arn〉 = 0 but r∗n and

Arn are not equal to0 ∈ C
N appearing in line 14;

(2) σn ≡ 〈q∗n, qn〉 ≡
〈
AHp∗n, Apn

〉
= 0

appearing in line 6.
Although the computational formulae for the

quantities where the breakdowns reside are
different between the BiCOR method and the
BCG method, we do not have a better name
for them. Therefore, we still call the two
cases of breakdowns described above as Lanczos
breakdown and pivot breakdown, respectively.

The Lanczos breakdown can be cured using
look-ahead techniques [19–27] as mentioned in
the previous section, but such techniques require a
careful and sophisticated way so as to make them
become necessarily quite complicated to apply.
This aspect of applying look-ahead techniques to
the BiCOR method demands further research.

In this paper, we attempt to resort to the
composite step idea employed for the CSBCG
method [17,18] to handle the pivot breakdown
of the BiCOR method with the assumption that
the underlying biconjugateA-orthonormalization
procedure depicted as in Algorithm 1 does not
breakdown; that is the situation whereσn = 0
while ρn 6= 0.

Suppose Algorithm 2 comes across a situation
where σn = 0 after successful algorithm
implementation up to stepn with the assumption
that ρn 6= 0, which indicates that the updates of
xn+1, rn+1, x∗

n+1, r∗n+1 are not well defined.
Taking the composite step idea, we will avoid
division by σn = 0 via skipping this(n + 1)th
update and exploiting a composite step update to
directly obtain the quantities in step(n + 2) with
scaled versions ofrn+1 and r∗n+1 as well as with
the previous primary search direction vectorpn and
shadow search direction vectorp∗

n
. The following

process for deriving the CSBiCOR method is the
same as that of the derivation of the CSBCG
method [18] except for the different underlying
procedures involved to correspondingly generate
different Krylov subspace bases.
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Analogously, define auxiliary vectorszn+1 ∈
Kn+2(A, r0) andz∗n+1 ∈ Kn+2(A

H , r∗0) as follows

zn+1 = σnrn+1

= σnrn − ρnApn, (7)

z∗n+1 = σ̄nr∗n+1

= σ̄nr∗n − ρ̄nAHp∗
n
, (8)

which are then used to look for the iteratesxn+2 ∈
x0 +Kn+2(A, r0) andx∗

n+2 ∈ x∗
0 +Kn+2(A

H , r∗0)
in step(n + 2) as follows

xn+2 = xn + [pn, zn+1]fn,

x∗
n+2 = x∗

n + [p∗n, z∗n+1]f
∗
n,

where,fn, f∗
n ∈ C

2. Correspondingly, the(n+2)th
primary residualrn+2 ∈ Kn+3(A, r0) and shadow
residual r∗n+2 ∈ Kn+3(A

H , r∗0) are respectively
computed as

rn+2 = rn −A[pn, zn+1]fn, (9)

r∗n+2 = r∗n −AH [p∗n, z∗n+1]f
∗
n. (10)

The biconjugate A-orthogonality condition
between the BiCOR primary residuals and shadow
residuals shown as Property (2) in Proposition 2
requires

〈
[p∗n, z∗n+1], Arn+2

〉
= 0,

〈
[pn, zn+1], A

Hr∗n+2

〉
= 0,

combining with Eqns. (9) and (10) gives rise to the
following two 2×2 systems of linear equations for
respectively solvingfn andf∗

n

[ 〈
AHp∗n, Apn

〉 〈
AHp∗n, Azn+1

〉
〈
AHz∗n+1

, Apn

〉 〈
AHz∗n+1

, Azn+1

〉
] [

f
(1)

n

f
(2)

n

]
=

[
〈p∗n, Arn〉〈
z∗n+1

, Arn

〉
]

, (11)

[ 〈
Apn, AHp∗n

〉 〈
Apn, AHz∗n+1

〉
〈
Azn+1, A

Hp∗n
〉 〈

Azn+1, A
Hz∗n+1

〉
] [

f
∗(1)

n

f
∗(2)

n

]
=

[
〈Apn, r∗n〉
〈Azn+1, r

∗

n〉

]
. (12)

Similarly, the(n+2)th primary search direction
vector pn+2 ∈ Kn+3(A, r0) and shadow search
direction vector p∗n+2 ∈ Kn+3(A

H , r∗0) in a
composite step are computed with the following
form

pn+2 = rn+2 + [pn, zn+1]gn, (13)

p∗n+2 = r∗n+2 + [p∗
n
, z∗n+1]g

∗
n, (14)

where,gn, g∗n ∈ C
2.

The biconjugate A2-orthogonality condition
between the BiCOR primary search direction
vectors and shadow search direction vectors shown
as Property (3) in Proposition 2 requires

〈
[p∗n, z∗n+1], A

2pn+2

〉
= 0,

〈
[pn, zn+1], (A

H)2p∗n+2

〉
= 0,

combining with Eqns. (13) and (14) results in the
following two 2×2 systems of linear equations for
respectively solvinggn andg∗n

[ 〈
AHp∗n, Apn

〉 〈
AHp∗n, Azn+1

〉
〈
AHz∗n+1

, Apn

〉 〈
AHz∗n+1

, Azn+1

〉
] [

g
(1)

n

g
(2)

n

]
=

−

[ 〈
AHp∗n, Arn+2

〉
〈
AHz∗n+1

, Arn+2

〉
]

, (15)

[ 〈
Apn, AHp∗n

〉 〈
Apn, AHz∗n+1

〉
〈
Azn+1, A

Hp∗n
〉 〈

Azn+1, A
Hz∗n+1

〉
] [

g
∗(1)

n

g
∗(2)

n

]
=

−

[ 〈
Apn, AHr∗n+2

〉
〈
Azn+1, A

Hr∗n+2

〉
]

. (16)

Therefore, it could be able to advance
from step n to step (n + 2) to provide
xn+2, rn+2, x∗

n+2, r∗n+2, pn+2, p∗n+2 by solving
the above four2 × 2 linear systems represented
as in Eqns. (11), (12), (15), and (16). With
an appropriate combination of1 × 1 and 2 ×
2 steps, the CSBiCOR method can be simply
obtained with only a minor modification to the
usual implementation of the BiCOR method. The
pseudocode for the preconditioned CSBiCOR with
a left preconditionerB can be represented by
Algorithm 3. For full details on the derivation and
analysis of the CSBiCOR method, please refer to
our recent work [32].
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Algorithm 3 Left preconditioned CSBiCOR
method
1: Computer0 = b−Ax0 for someinitial guessx0.
2: Chooser∗

0
= P (A)r0 such that〈r∗

0
, Ar0〉 6= 0,

whereP (t) is a polynomial int. (For example,r∗
0

=
Ar0). Setp0 = r0, p̃0 = r̃0, q0 = Ap0, q̃0 = AH p̃0.

3: Computeρ0 = 〈r̃0, Ar0〉 .
4: Begin LOOP(n = 0, 1, 2, . . .)
5: σn = 〈q̃n, qn〉
6: sn+1 = σnrn − ρnqn

7: s̃n+1 = σ̄nr̃n − ρ̄nq̃n

8: yn+1 = Asn+1

9: ỹn+1 = AH s̃n+1

10: θn+1 = 〈s̃n+1, yn+1〉
11: ζn+1 = 〈ỹn+1, yn+1〉
12: if 1× 1 stepthen
13: αn = ρn/σn

14: ρn+1 = θn+1/σ2
n

15: βn+1 = ρn+1/ρn

16: xn+1 = xn + αnpn

17: rn+1 = rn − αnqn

18: r̃n+1 = r̃n − ᾱnq̃n

19: pn+1 = sn+1/σn + βn+1pn

20: p̃n+1 = s̃n+1/σ̄n + β̄n+1p̃n

21: qn+1 = yn+1/σn + βn+1qn

22: q̃n+1 = ỹn+1/σ̄n + β̄n+1q̃n

23: n← n + 1
24: else
25: δn = σnζn+1ρ

2
n − θ2

n+1

26: αn = ζn+1ρ
3
n/δn

27: αn+1 = θn+1ρ
2
n/δn

28: xn+2 = xn + αnpn + αn+1sn+1

29: rn+2 = rn − αnqn − αn+1yn+1

30: r̃n+2 = r̃n − ᾱnq̃n − ᾱn+1ỹn+1

31: solveBzn+2 = rn+2

32: solveBH z̃n+2 = r̃n+2

33: ẑn+2 = Azn+2

34: ˆ̃zn+2 = AH z̃n+2

35: ρn+2 =
〈

ˆ̃zn+2, rn+2

〉

36: βn+1 = ρn+2/ρn

37: βn+2 = ρn+2σn/θn+1

38: pn+2 = zn+2 + βn+1pn + βn+2sn+1

39: p̃n+2 = z̃n+2 + β̄n+1p̃n + β̄n+2s̃n+1

40: qn+2 = ẑn+2 + βn+1qn + βn+2yn+1

41: q̃n+2 = ˆ̃zn+2 + β̄n+1q̃n + β̄n+2ỹn+1

42: n← n + 2
43: end if
44: Check convergence; continue if necessary
45: End LOOP

This study illustrates the applicability of the
CSBiCOR methodin electromagnetics to show
its improved numerical behaviors in comparison
with the BiCOR method. The dense linear systems
considered in these experiments arise from RCS
calculation of perfectly conducting objects. They
are generated by applying the method of moments
discretization to the electric field integral equation
for surface scattering problems (see e.g. [33]).
In all the experiments, we use ten discretization
points per wavelength and a physical right-hand
for the linear system. We precondition the linear
systems using a sparse approximate inverse method
based on the minimization of the Frobenius norm.
The preconditioner is computed by minimizing the
Frobenius-norm of the error matrix

min
M∈S

∥∥∥I −MÂ
∥∥∥

F
,

where S is the set of matrices with a given
sparsity pattern. We construct the approximate
inverseM from a sparse approximation̂A of the
dense coefficient matrixA. The sparsity patterns
of Â andM are computed in advance by selecting
a fixed number of the largest entries in each
column of A. Details of the preconditioner are
found in [11]. The stopping criterion for solving
the linear system consists in reducing the initial
residual by six orders of magnitude, starting from
the zero vector. In the experiments reported in [11],
it was shown that this value of the tolerance is
sufficient to enable a correct reconstruction of
the RCS signal for engineering purposes. These
experiments are run in double precision complex
arithmetic in Fortran on a PC equipped with an
Intel(R) Core(TM)2 Duo CPU P8700 running at
2.53GHz, and with 4 GB of RAM.

The stabilizing and robust effect of the
composite step strategy on the BiCOR method can
be observed according to the comparative figures
presented in Table 4 and the convergence histories
depicted in Fig. 1.

IV . CONCLUSIONS

We have presented an investigation of a new
interesting variant of the BiCOR method for
solving dense complex non-Hermitian systems of
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Table 4: Number of iterations and CPU time
requiredby BiCOR and CSBiCOR to reduce the
initial residual by six orders of magnitude on some
dense linear systems from electromagnetics

Problem size CSBiCOR BiCOR
Iter CPU time Iter CPU time

guide 1080 29 0.63 37 0.71
sphere 2430 36 2.97 44 3.46
parallelepipede 2016 32 1.95 41 2.25
cube 1800 53 2.54 67 2.95
paraboloid 1980 39 2.21 49 2.59
satellite 1701 98 4.48 126 5.10

linear equations in electromagnetics. Our approach
is naturally based on and inspired by the composite
step strategy taken for the CSBCG method [17,
18]. The present CSBiCOR method can be both
theoretically and numerically demonstrated to
avoid near pivot breakdowns and compute all
the well-defined BiCOR iterates stably with only
minor modifications with the assumption that
the underlying biconjugateA-orthonormalizaion
procedure does not break down [32]. Besides
reducing the number of spikes in the convergence
history of the norm of the residuals to the greatest
extent, the CSBiCOR method could provide some
further practically desired smoothing behavior
towards stabilizing the behavior of the BiCOR
method when it has erratic convergence behaviors.
Additionally, the CSBiCOR method seems to be
superior to the CSBCG method to some extent
because of the inherited promising advantages
of the empirically observed stability and fast
convergence rate of the BiCOR method over the
BCG method.

Since the BiCOR method is the most basic
variant of the family of Lanczos biconjugateA-
orthonormalization methods, its improvement will
analogously lead to similar improvements for the
CORS and BiCORSTAB methods, which is under
investigation.
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Abstract ─ The method of moments (MoM), 
applied to surface integral equations (SIEs) in the 
frequency domain, enables very accurate analysis 
of composite metallic and dielectric structures. 
Particularly, on a desktop PC, the electrical size of 
solvable problems is very limited by memory and 
time resources. This limit can be significantly 
extended by using advanced techniques, which are 
shortly revealed. The focus of the paper is to 
present results that illustrate current possibilities of 
MoM/SIEs solution on a desktop PC: (1) 
monostatic RCS of a cube of side 80 λ, (2) beam 
steering of an array of 30 by 30 microstrip patch 
antennas at 9.2 GHz, and (3) beam steering of 4 by 
4 patch antennas at 5 GHz, placed on a 19 m long 
helicopter.  
 
Index Terms ─ Higher order basis functions, 
method of moments, surface integral equations.  
 

I. INTRODUCTION 
Electromagnetic modelling of composite 

metallic and dielectric structures in the frequency 
domain can be performed very accurately by 
solving surface integral equations (SIEs) using the 
method of moments (MoM). Using the MoM 
theory [1, 2], induced currents over metallic 
surfaces and equivalent currents over material 
boundary surfaces are approximated by a series of 
known basis functions multiplied by unknown 
coefficients. The SIE is transformed into a system 
of linear equations, which is solved for the 

unknown coefficients. However, the size of the 
solvable problem in terms of the number of 
unknowns, N, is limited by memory and time 
resources of the computer used for the simulation. 
By increasing N, the memory occupation and 
matrix-fill time increase as N2 and the matrix-
solution time (in case of direct methods as 
Gaussian elimination or LU decomposition) 
increases as N3. Typical size of operative memory 
(RAM) of modern PCs used for number crunching 
is 8 GB. In that case, systems of linear equations 
in the complex domain of up to about 
Nmax = 30,000 unknowns can be solved "incore", 
which means keeping the whole matrix of the 
system in RAM during solving. On the other hand, 
the electrical size of the solvable problem (in λ2 of 
surface area) is dependent on the choice of basis 
functions. For the Rao-Wilton-Glisson (RWG) 
basis functions defined over triangles, typical edge 
length of triangles is λ/10, resulting in about 300 
unknowns per λ2 for metallic surfaces [3]. 
Particularly, for Nmax = 30,000, the electrical size 
of the surface area of a structure is limited to about 
100 λ2. 

Many techniques have been developed to 
increase the electrical size of the solvable structure 
within the limits of PC computer resources. In 
what follows, we shall focus on techniques 
implemented in the commercial software package 
WIPL-D Pro v9.0 [4]. Generally, these techniques 
can be grouped into three classes. 
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In the first class, there are techniques that 
decrease the number of unknowns:  

(a) application of higher order basis functions 
[5, 6],  

(b) exploiting symmetry of the problem [4],  
(c) "smart reduction" of expansion order [7], 
(d) construction of macro-basis functions by 

physical optics (PO) driven MoM [8], and 
(e) hybrid MoM-PO methods [9].  

In the second class, there are techniques that 
decrease the memory resources and matrix-
fill/solution time for given number of unknowns:  

(a) iterative techniques [10-13], 
(b) fast multipole method (FMM), and 
(c) multilevel fast multipole algorithm 

(MLFMA) [14-18]. 
 Finally, in the third class, there are techniques 

that enable efficient usage of modern hardware 
resources:  

(a) out-of-core solution of matrix equation [19], 
(b) parallelization on CPU based on OpenMP 

[20], and  
(c) parallelization on GPU based on CUDA 

[21-23]. 
The goals of the paper are: (1) to reveal 

various techniques for increasing the electrical size 
of the solvable structure within the limits of PC 
computer resources, (2) to compare these 
techniques and discuss optimal usage of these 
techniques, and (3) to show numerical results for 
some typical electrically large structures. 
 

II. TECHNIQUES THAT REDUCE 
NUMBER OF UNKNOWNS 

 
A. Higher-order basis functions 

The basic way to decrease the number of 
unknowns is to apply higher-order basis functions 
(HOBFs). For interpolatory HOBFs defined over 
triangles [6], the maximum edge length of triangles 
can be extended to 0.5~1λ, resulting in 40–70 
unknowns per λ2 [15]. In case of polynomial 
HOBFs defined over quadrilaterals [2], [5], the 
maximum edge can be extended to 1~2λ, resulting 
in 20–35 unknowns per λ2 [5]. In both cases, the 
expansion orders are chosen according to the 
electrical size of patches. Thus, the electrical size of 
a solvable structure within the limit of computer 
resources is increased by an order of magnitude 
when compared with RWG basis functions. 

 
B. Exploitation of geometrical symmetry of the 
problem 

If the geometry of a structure is symmetrical 
with respect to one plane, and the excitation is 
either symmetrical or anti-symmetrical with respect 
to this plane, the unknown coefficients on one side 
of the plane are equal to the coefficients from the 
other side of the plane multiplied by ±1, so the 
original number of unknowns is halved. The 
memory requirements are decreased four times and 
the matrix solution time is decreased eight times. In 
some cases, there are two or even three mutually 
orthogonal planes of symmetry, so that the number 
of unknowns can be decreased four or eight times, 
respectively. 

The symmetry of geometry can be exploited to 
decrease the number of unknowns even if the 
excitation is not (anti) symmetrical [4]. In that case, 
the excitation can be decomposed into a set of 
symmetrical and anti-symmetrical excitations. 
Consequently, the problem is decomposed into set 
of sub-problems, for which not only the geometry is 
symmetrical, but also the excitations are 
symmetrical and/or anti-symmetrical. In that case, 
the number of unknowns is halved and the number 
of sub-problems to be solved is doubled for each 
symmetry plane. Once all sub-problems are solved, 
the final results are obtained by superposition. For 
each symmetry plane, the memory requirements are 
reduced four times, the matrix fill time is 
unchanged, while the matrix solution time is 
shortened by a factor of four. 

 

C. Smart reduction of expansion order 
In the case of an antenna placed at some 

platform (e.g., airplane fuselage), the currents, 
which are induced over the fuselage, are of the 
largest magnitude in the vicinity of the antenna, and 
decrease going away from the antenna. Since the 
currents of the lower magnitude have a smaller 
impact on global quantities, such as antenna input 
impedance or gain, their distribution can be 
determined with lower accuracy. With this in mind, 
the expansion orders of currents can be linearly 
reduced going from the antenna to the most distant 
part of the fuselage, for which the maximum 
reduction is specified (e.g., in %). For a maximum 
reduction of 100%, the expansion order is reduced 
to order one along each side of the patch, i.e., 
approximation of currents over relatively large 
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patches (up to 2 by 2 λ) is performed using rooftop 
basis functions. 

In the case of two antennas placed at some 
platform, for mutual coupling between them, the 
most important currents are in the 1st Fresnel 
region. In that sense, the space around two antennas 
can be subdivided into the 1st and higher-order 
Fresnel regions. Then expansion orders for currents 
can be reduced gradually, from the 1st Fresnel 
region to the highest Fresnel region that still 
contains parts of the fuselage. 

Finally, we know that, in the “shadow region” 
of a fuselage (i.e., in the region without optical 
visibility from the antennas), the induced currents 
are also much smaller than those in the lit region. In 
particular, if these currents are farther away from 
the border of the lit region, we consider them to be 
deeper in the shadow. In that sense, different levels 
of reduction in expansion orders can be specified 
for a given depth of the shadow. 

Generally, by increasing the level of reduction 
of expansion orders, the number of unknowns is 
decreased and the solution error is decreased. It is 
shown that, by proper choice of reduction 
techniques and levels, the number of unknowns can 
be significantly reduced with negligible loss of 
accuracy. 

As an example in [7], a half-wavelength dipole 
at 2 GHz is placed above a payload fairing of length 
8.9 m and largest diameter 2.9 m. Basically, with 
one symmetry plane applied, the model requires 
44,614 unknowns. By combining the reduction 
techniques explained above the number of 
unknowns can be reduced almost ten times, down 
to 4,983 unknowns. 

 
D. PO driven MoM 

The main goal of the PO driven MoM method 
is to solve electrically large problems using a small 
numbers of unknowns, and thus, reduce memory 
and time resources [8]. In case of scatterers, the 
method starts from the PO solution and improves it 
iteratively. In each iteration, the structure is excited 
by the solution from the previous iteration and 
correctional PO currents are determined and 
grouped into a small number of macro-basis 
functions (MBFs). Unknown coefficients 
multiplying all macro basis functions are obtained 
by minimizing the residuum of the original MoM 
solution. Thus, the solution after the 1st iteration is 

better than the PO solution, and in each next 
iteration, it approaches the original MoM solution. 
The number of MBFs added per iteration is adopted 
to be comparable with the square root of the 
number of unknowns. An acceptable solution is 
obtained even after the 1st iteration with a reduction 
in the number of unknowns of two orders of 
magnitude. 

In the case of an antenna placement problem, 
the only difference is that the starting solution is 
obtained as the MoM solution of the antenna 
isolated from the fuselage. 

  
III. TECHNIQUES THAT REDUCE 
MEMORY REQUIREMENTS AND 

NUMBER OF OPERATIONS 
 
A. Iterative methods 

The number of operations needed to solve a 
matrix equation can significantly be decreased by 
using iterative methods, generally speaking from 
N3/3 to MN2, where M is number of iterations. The 
number of iterations generally depends on: (a) the 
maximum allowed mean square value of residuum 
of matrix equation (e.g., R = 0.001), (b) the type of 
problem to be solved, (c) the type of MoM/SIE 
method used to obtain the solution, and (d) the type 
of iterative procedure itself [10]. For example, 
scattering problems (distributed excitation) require 
fewer iterations than antenna problems (localised 
excitation), which require fewer iterations than 
closed problems (e.g., resonant cavities). The 
convergence for different types of problems can be 
improved by using various preconditioners, or other 
techniques that decrease the matrix condition 
number [11]. 

In particular, HOBFs cannot be efficiently used 
for iterative solutions if they are not orthogonalized 
in some way [12, 13]. The best results are obtained 
by using maximally orthogonalized HOBFs [13], 
which enable almost the same convergence of the 
matrix solution for higher-order basis functions as 
for the rooftop basis functions. 

Fully developed iterative techniques can solve 
the matrix equation in a relatively small number of 
iterations, which is much smaller than the number 
of unknowns, i.e., M << N, and thus significantly 
reduce the time needed for matrix solution. 
However, in many cases, the iterative solution 
cannot outperform the direct solver (e.g., LU 
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decomposition), not only because of slow 
convergence. Namely, in case of a set of 
independent excitations (e.g., multiple excitation), 
the iterative procedure is performed from the 
beginning for each excitation. On the other hand, in 
case of a direct solver, once the LU decomposition 
is performed, the solution for each excitation is 
obtained by the so-called forward and backward 
substitution in N2 operations, which corresponds to 
a single iteration in an iterative procedure. 

 
B. Multilevel fast multipole algorithm  

Both direct solvers and iterative procedures for 
the solution of matrix equations are limited by the 
memory required to store the matrix. In case of 
iterative solvers, the memory requirements, as well 
as solution time, can significantly be reduced by 
using FMM and MLFMA [14-16]. In both cases, 
the method is based on the acceleration of matrix-
vector multiply operations performed in each 
iteration of an iterative solver, by taking into 
account interactions between widely separated 
groups of basis functions instead of interactions 
between individual basis functions belonging to 
these groups. (Particularly, in case of MLFMA the 
grouping is performed in few levels.) Reduction of 
interaction between individual basis functions to 
interaction between their widely separated groups is 
enabled by the multipole expansion of the free-
space Greens function. The most efficient reduction 
is obtained for groups, which are far enough away 
so that the multipole expansion can be represented 
by a single term, which corresponds to a far-field 
approximation (FFA). 

Generally, the application of FMM and 
MLFMA introduces an additional error in the MoM 
solution. This error can be decreased (e.g., by 
increasing the number of terms in the multipole 
expansion, or by increasing the relative distance at 
which FFA is applied), which results in an increase 
of memory resources and simulation time. 
Particularly, the error issues are critical in the case 
of application of HOBFs [15, 17]. In order to enable 
the efficient application of HOBFs, an improved 
far-field approximation is proposed in [18]. Even 
with this improvement, efficient MLFMA solutions 
are only possible for maximally 2nd and 3rd orders of 
HOBFs. 

As an example in [24], the fighter scatterer, 12 
m long, is analyzed at 4 GHz (160 λ). The problem 
requires 307,170 unknowns and 754 GB of RAM 

for storage of the full matrix. The MLFMA solution 
is obtained in 3.2 hours using a standard quad core 
PC with 8 GB of RAM. In this case, the application 
of MLFMA reduces the memory needs to 7.2 GB. 
 

IV. TECHNIQUES THAT ENABLE 
EFFICIENT USAGE OF HARDWARE 

RESOURCES 
 
A. Out-of-core solver 

In the case when the MoM matrix is too large 
to be stored in RAM, it must be split into blocks, 
which are stored on a hard disk. In particular, if 
there are many excitation columns (multiple 
excitation) they can be also stored in the disk. The 
solution of such stored matrix equation is obtained 
using an appropriate out-of-core solver. 

In the case of out-of-core direct solution, 
Gaussian elimination or LU decomposition is 
performed using two by two blocks from the disk. 
The size of the blocks is limited so that two of them 
can be stored in RAM. Since the total number of 
readings of the full matrix is equal to the half of the 
total number of blocks, it is optimal that these two 
blocks have size slightly smaller than the size of 
RAM. As an example, consider a problem of 
120,000 unknowns that should be solved using 8 
GB of RAM. In that case, the matrix size is about 
107.3 GB and each block can have a size of 3.8 GB, 
so that for the full solution the matrix is read 15 
times. 

In the case of an out-of-core iterative solution, 
the matrix must be read at least once during each 
iteration. The number of iterations needed to obtain 
a sufficiently accurate solution is usually much 
larger than the number of blocks into which the 
matrix is split. Thus, the total time needed for an 
out-of-core iterative solution is much larger than for 
a direct solution. Hence, the out-of-core solver is 
used only for direct solution. 

 

B. Parallelization on CPU based on OpenMP 
Modern CPUs contain more than one core, 

usually 4 cores. Using OpenMP, the calculation can 
be performed in parallel at an arbitrary number of 
threads, but an efficient parallelization uses a 
number of threads approximately equal to the 
number of cores. Since the memory used for 
calculation is shared by all threads, for an efficient 
parallelization, it is very important not to access the 
same variable with more than one thread. Generally, 

126KOLUNDZIJA, ET. AL.: ADVANCED TECHNIQUES FOR EFFICIENT MODELING OF ELECTRICALLY LARGE STRUCTURES ON DESKTOP PCS



the code that was optimal for serial performance 
should be reorganized to support efficient parallel 
performance. For example, the efficient matrix fill 
in serial mode is organized so that mutual coupling 
between two patches is calculated one at a time. 
However, the basis functions that provide continuity 
between patches (doublets in general case, roof top 
basis functions in special case) belong to both 
patches. So, it can happen that if such couplings are 
calculated in parallel two or more threads approach 
to the same element in the matrix. This can be 
avoided if the couplings are calculated for groups of 
test and basis function patches, such that all patches 
in a group have no common basis functions. Using 
such grouping, the efficiency of parallelization of 
90% (70%) is achieved for matrix fill at 4 (8) cores. 

In the case of the matrix solution, the MKL [25] 
library enables almost 100% efficiency for 4 (8) 
cores. 

 
C. Parallelization on GPU based on CUDA 

In cases when the calculation consists of many 
repetitions of the same operation, graphical 
processing units (GPU) can perform the calculation 
up to 10 times faster than a quad-core CPU. 
However, the code that is executed in parallel mode 
using OpenMP on CPU cannot be simply 
transferred into CUDA on the GPU. Again, the 
algorithms should be reorganized to support parallel 
execution on thousands of threads. In particular, it is 
desirable that tasks performed in parallel at all 
threads use the same sequence of operations the 
same number of times. Since not all parts of the 
MoM code are suitable for GPU parallelization, the 
optimal code is one that combines parallelization on 
the CPU and the GPU. 

For example, in the case of an out-of-core 
solver on a CPU, there are two critical operations: 
(1) storing/reading the matrix to/from disk, and (2) 
calculations performed in LU decomposition. So, 
for significant acceleration, it is not enough to 
parallelize the calculations on the GPU. It is also 
necessary to perform storing and reading of the 
matrix blocks in parallel on the CPU and in parallel 
with the calculations on the GPU [22]. 

 

V. OPTIMAL COMBINATION OF 
TECHNIQUES FOR EFFICIENT AND 

ACCURATE EM MODELING 
The basic combination for efficient and 

accurate modelling on PCs is that based on higher-
order basis functions, incore/out-of-core direct 
solvers and combined CPU/GPU parallelization. In 
particular, the simulation can be accelerated by 
exploiting geometrical symmetry and by using the 
“smart reduction” for antenna placement problems. 
In the case of electrically large structures with a 
single excitation (e.g., bistatic RCS for scatterers or 
radiation pattern for antenna placement), the 
simulation can be further accelerated by using 
iterative methods, e.g., MLFMA or PO driven 
MoM. 

  
VI. NUMERICAL RESULTS 

Figure 1 shows the monostatic RCS of a cube, 
of side 80 λ, illuminated by a vertically polarized 
plane wave in the xOy-plane from 3,552 directions. 
Using expansions of 5th order and one symmetry 
plane, as shown in the left inset, the problem is 
reduced to 655,380 unknowns. The results are 
obtained by using all three symmetry planes, as 
shown in right inset. The problem is decomposed 
into four sub-problems, each containing 163,845 
unknowns. Total simulation time for all 4 sub-
problems and post-processing is 33 hours. 

The second problem considered is a phased 
array consisting of n by n probe-fed microstrip 
patch antennas, where n = 10, 20, 30, and 40. (The 
array for n = 10 is shown in Fig. 2.) The task is to 
determine the gain for a set of directions of the 
main beam, with angle θ going from 20 to 90 
degrees and angle φ going from 0 to 90 degrees, 
both with a step of 5 degrees, so that the total 
number of excitations is 285. 

It is also required that the finite size and finite 
thickness of the substrate, as well as the finite 
thickness of the metallization, are taken into 
account, as shown in Fig. 3. The size of a square 
metallic patch is 10 mm by 10 mm, while the 
distance between antenna centers is 15 mm. The 
thickness and relative permittivity of the teflon 
substrate are 0.5 mm and 2.1, respectively. The 
thickness of the metallization is 34 μm. The 
operating frequency is 9.2 GHz. 

The original problem for n = 30 has about 
450,000 unknowns. Two symmetry planes are used 
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to facilitate the analysis, so that the original 
problem is decomposed into four sub-problems, 
each requiring about 112,500 unknowns. The 
simulation is performed using one generator at 
time, so that for each generator turned on, all others 
are turned off. For each such excitation, the 
radiation pattern of the array is determined. In 
addition, all these excitations are used to determine 
the matrices of mutual admittances and impedances. 

 

 

 
Fig. 1. Monostatic RCS of a cube of side 80 λ in 
xOy-plane versus angle φ. 
 

Once the 3D EM simulation is performed, 
data are imported as an n by n-port device into 
the schematic feature of WIPL-D [26]. The 
current sources are attached to these ports. 
Once this simple circuit is solved for voltages 
at the ports, the total radiation pattern is easily 
obtained by superimposing radiation patterns 
due to each of these voltages. By properly 
adjusting the current sources, the main beam 
of the array can be positioned in a desired 
direction. 

 
Fig. 2. Geometrical model of an array of 10 by 10 
microstrip patch antennas. 

 

 
Fig. 3. Geometrical model of an array of 10 by 10 
microstrip patch antennas. 
 

Figure 4 shows the antenna gain for various 
beam directions in the plane φ = 45°, which is 16 
beam directions in total. Total simulation time 
including post-processing for 285 beam directions 
is 8 hours and 20 minutes. 

The last problem considered is the radiation of 
a 4 by 4 microstrip patch antenna array placed at the 
bottom of a helicopter fuselage, as shown in Fig. 5. 
The array is adjusted to operate at a frequency of 5 
GHz. Total length of helicopter is 19 m, so that its 
electrical length at this frequency is 316.7 λ. The 
original problem having 1,254,034 unknowns is 
solved using a GPU accelerated PO driven MoM 
method in 28.25 hours. The radiation pattern is 
shown in Fig. 6. 
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Fig. 4. Gain of array of 30 by 30 microstrip patch 
antennas for various directions of main beam in 
plane φ = 45°. 
 

 
Fig. 5. Geometrical model of an array of 4 by 4 
microstrip patch antennas placed on helicopter. 
 

 
Fig. 6. Radiation pattern at 5 GHz of array of 4 by 
4 microstrip patch antennas placed at helicopter.  

VII. CONCLUSION 
The basic combination for efficient and 

accurate EM modelling in the frequency domain 
on PCs is based on higher-order basis functions, 
incore/out-of-core direct solvers, and combined 
CPU/GPU parallelization. Where possible, the 
simulation can be accelerated by exploiting 
geometrical symmetry and the “smart reduction” 
of expansion orders. In particular, for single 
excitation problems (e.g., bistatic RCS and 
antenna placement), the analysis can be further 
accelerated using MLFMA and PO driven MoM.   
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Abstract ─ Two distributed-memory schemes for 
efficiently parallelizing the explicit marching-on-
in-time based solution of the time domain volume 
integral equation on the IBM Blue Gene/P 
platform are presented. In the first scheme, each 
processor stores the time history of all source 
fields and only the computationally dominant step 
of the tested field computations is distributed 
among processors. This scheme requires all-to-all 
global communications to update the time history 
of the source fields from the tested fields. In the 
second scheme, the source fields as well as all 
steps of the tested field computations are 
distributed among processors. This scheme 
requires sequential global communications to 
update the time history of the distributed source 
fields from the tested fields. Numerical results 
demonstrate that both schemes scale well on the 
IBM Blue Gene/P platform and the memory-
efficient second scheme allows for the 
characterization of transient wave interactions on 
composite structures discretized using three 
million spatial elements without an acceleration 
algorithm.  
  
Index Terms ─ Distributed-memory 
parallelization, explicit solvers, IBM Blue Gene/P, 
marching-on-in-time, time domain volume integral 
equation.  
 

I. INTRODUCTION 
Time domain volume integral equation 

(TDVIE) solvers [1- 6] are becoming an attractive 
alternative to time domain finite element [7, 8] and 
finite-difference time domain [8, 9] methods for 
analyzing transient electromagnetic wave 
interactions on inhomogeneous dielectric 
structures. TDVIEs, which relate total electric 
fields to equivalent polarization source 
fields/currents induced in the dielectric volume, 
are constructed using the volume equivalence 
principle. Often times, marching-on-in-time 
(MOT) schemes are the method of choice for 
discretizing the TDVIEs and solving the resulting 
system of equations. The MOT scheme requires, at 
each time step, tested (retarded scattered) fields to 
be computed from the discretized spatial and 
temporal convolutions of the source 
fields/currents’ time history with the free-space 
time-domain Green function. Unlike the 
differential equation based finite element and 
finite difference time domain methods, the Green 
function approach requires discretization of only 
the dielectric volume, avoids the need for 
absorbing boundary conditions, and virtually 
eliminates numerical phase dispersion. On the 
other hand, it renders MOT-TDVIE solvers 
susceptible to late-time instabilities and 
significantly increases their computational 
complexity. The computational cost of the MOT-
TDIE solvers has been reduced with the 
development of the plane wave time domain 
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(PWTD) algorithm [2, 3] and the (blocked) fast 
Fourier transform (FFT) based schemes [10-13] 
aimed at accelerating the computation of the 
discretized spatial and temporal convolutions. The 
problem of late-time instability has been 
practically alleviated with the development of 
implicit MOT schemes [1-3], which make use of 
accurate temporal interpolation rules [14, 15] and 
highly accurate (semi-) analytic integration 
techniques [16, 17]. 

When compared to the implicit techniques, 
explicit MOT schemes are less stable but more 
efficient: they do not require a matrix inversion at 
every time step and also, as a consequence, they 
do not suffer from possible ill-conditioning 
problems [18-20]. Until recently, instability of the 
explicit MOT-TDVIE solvers has been alleviated 
using effective but computationally expensive 
temporal filtering techniques [4]. To eliminate the 
use of these filtering techniques while maintaining 
the stability and explicitness of the solver, a 
predictor-corrector scheme is proposed in [5, 6]. 

In this work, to allow for the application of 
this predictor-corrector based TDVIE solver to the 
analysis of transient electromagnetic wave 
interactions with electrically large dielectric 
structures, two distributed-memory schemes are 
proposed. It should be noted here that the research 
efforts on the development of parallelization 
strategies for MOT-TDIE solvers are as recent as 
the work on the development of PWTD and FFT-
based acceleration engines [11, 12, 21]. 

Especially, efficient distributed-memory 
parallelization schemes have been as indispensable 
as the acceleration engines in enabling the use of 
MOT-TDIE solvers in the analysis of transient 
electromagnetic wave interactions on electrically 
large structures.  

Before reading the description of the 
parallelization schemes, one should be reminded 
here that the predictor-corrector based TDVIE 
solver parallelized in this work does not pre-
compute or store any interaction matrices, which 
represent discretized retarded field interactions [5, 
6]. Since it utilizes a nodal discretization scheme, 
the computation of the interactions is rather fast 
and it can be repeated without increasing the MOT 
time drastically. This approach makes the 
predictor-corrector based TDVIE solver memory 
efficient since only the time history of the source 
fields are stored. It should also be added here that 
the predictor-corrector based TDVIE solver 
approximates space and time derivatives, which 
operate on the scattered field by finite differences. 
It is well known that in parallel implementations 
of finite-difference time-domain method, 
computation of spatial finite differences require 
“halo” type localized communications between 
processors [22, 23]. Similar types of 
communications are needed in parallelized 
computation of the spatial finite differences in 
implementations of the TDVIE solver.  The cost of 
these localized communications is much smaller 
than the global communications needed for 
parallel computation of the discretized integral 
present in the retarded field interactions. 
Therefore, the focus of this work is on comparing 
the performance of two different distributed-
memory parallelization schemes for computing 
this integral discretized in space and time.  

The first parallelization scheme implemented 
in this work is rather straightforward; each 
processor stores the time history of all source 
fields and only the computationally dominant step 
of the test field computations is distributed among 
processors. In this scheme, all processors compute 
the part of the tested fields that is assigned to them 
from the time history of all the source fields they 
store. “All-to-all” global communications are 
needed to update, from the tested fields, the time 
history of the source fields, which will be used in 
the computation of the next time step’s tested 
fields. The second parallelization scheme is 

     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Pictorial description of the volumetric 
scatterer in a background medium with relative 
permittivity bε . 
 

Scatterer 

   ε(r) = εb

   ε(r) = εb

   ε(r) ≠ εb
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slightly more difficult to implement; the source 
fields as well as all steps of the tested field 
computations are distributed among the 
processors. In this scheme, all processors compute 
in parallel the tested fields of a given processor 
only from the history of the source fields they 
store. After this step, tested fields are 
communicated to the given processor via an ‘all 
reduce sum’ operation to update the history of the 
source fields stored on that processor. These steps 
are repeated in a sequential manner for all 
processors storing different parts of the tested and 
source fields.  

The two distributed-memory parallelization 
schemes described above run efficiently on 
Shaheen, an IBM Blue Gene/P platform, located at 
the Supercomputing Laboratory of the King 
Abdullah University of Science and Technology. 
The IBM Blue Gene/P platform possesses 
software and hardware optimizations that 
significantly improve MPI global communication 
operations, which form the essential core of both 
parallelization schemes. The hardware support 
comes in the form of a low latency tree network 
specifically dedicated to MPI global 
communication operations.  This tree network is a 
unique defining feature of the IBM Blue Gene/P 
platform.  Additionally, IBM has included its own 
MPI implementation, which is called DCMF (deep 
computing message framework) and provides 
optimized global MPI operations such as “MPI 
All-to-All” and “MPI Reduce”. All of these 
optimizations result in substantial performance 
benefits for the proposed parallelization schemes 
as shown in Section IV.  

Numerical results demonstrate that both 
schemes scale well on the IBM Blue Gene/P 
platform and the memory-efficient second scheme 
allows for characterization of transient 
electromagnetic wave interactions on dielectric 
structures discretized using three million spatial 
elements without any acceleration engine. 
Additionally, the effectiveness of the parallelized 
predictor-corrector based TDVIE solver is 
demonstrated via its application to the 
characterization of scattering of light from a red 
blood cell [24-26].   

 
II. FORMULATION 

In this section, the formulation and the space-
time discretization scheme underlying the 

predictor-corrector based TDVIE solver is 
reviewed. For more details on the formulation and 
the discretization scheme, the reader is referred to 
[6]. 

Consider a scatterer compromising potentially 
inhomogeneous dielectric volumes represented by 
V  with relative permittivity and permeability, 

( )ε r  and µ  (Fig. 1). The scatterer resides in an 
infinite homogeneous (background) medium with 
relative permittivity and permeability, bε  and bµ . 
It is assumed that ( )ε r , bε , µ , and bµ , are 
frequency independent and 1bµ = µ = . The wave 
speed in the background medium is given by 

0b b bc c= ε µ , where 0c  is the wave speed in free 
space. Let 0 ( , )tE r  represent an incident electric 
field that is vanishingly small for V∈r and 0t ≤ . 

0 ( , )tE r  excites the scatterer; in return the 
equivalent currents induced in V  generate the 
scattered electric field sca ( , )tE r . Expressing 

sca ( , )tE r  in terms of equivalent currents, currents 
in terms of the total electric field ( , )tE r , and 
enforcing the fundamental field electric relation 

sca
0( , ) ( , ) ( , )t t t= +E r E r E r  for V∈r  yields the 

TDVIE in the unknown ( , )tE r , V∈r [6]: 
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0 2
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( , ) ( , )

               ( , ) ,  .
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t

b

b
V

b

t t
c

d t V
R

ε ε

 ∂
= + ∇∇ ⋅− 

 
′ −′ ′ ′ ∈
πε∫

E r E r

rr E r r
      (1) 

Here, R ′= −r r  is the distance between the 
observation and source points, ˆ ˆ ˆx y z= + +r x y z  
and ˆ ˆ ˆx y z′ ′ ′= + +r x y z  located in V , bt t R c′ = −  
is the retarded time, and 2

t∂  represents the second 
order partial derivative with respect to time. 

Equation (1) is discretized using a nodal 
discretization scheme to approximate the volume 
integral and finite differences to approximate the 
second order derivatives in space and time. 
Consider a spatial discretization, where cubic 
elements of dimension d∆  are used to divide V  
into eN  number of elements and a uniform time 
discretization, where t∆  and tN  represent the time 
step size and the number of total time steps. 
Electric field is sampled at the centers of the cubic 
elements at i=r r , 1,.., ei N=  and at times 

nt t n t= = ∆ , 1,.., tn N= . Following the detailed 
derivation in [6], the final form of the predictor-
corrector algorithm is provided below in pseudo-
code format:  
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Assume zero initial conditions for all variables 
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 ( , ) ( , ),  1,..., ,p
i n i n et t i N= =E r E r  (6) 

   Update ( , )i ntf r  for ( , ) | 2 ,i j i j bc t∀ − < ∆r r r r  (7) 
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 ( , ) ( , ),  1,..., ,c
i n i n et t i N= =E r E r  (9) 

  Update ( , )i ntf r  for ( , ) | 2 ,i j i j bc t∀ − < ∆r r r r  (10) 

end for 
 
 
In the algorithm provided above  

 
[ ]

2
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4 ,
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b b

i b i

cM
Sε ε

πε
=
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     (11) 

ij i jR = −r r  is the distance between the test and 
the source points, ir  and jr , the singular integral 
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i V
i

dS
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r r

 (12) 

where iV  is the support of the thi  cubic element, is 
evaluated analytically as described in [27], and  
the operators “∇∇⋅  ” and “ 2

t∂ ” are finite 
difference approximations of the continuous 
operators “∇∇⋅” and “ 2

t∂ ”. Several comments 
about the above algorithm are in order: (i) Steps 
(5) and (8) are the predictor and the corrector 
steps, respectively, and the samples ( , )p

i ntE r  and 
( , )c

i ntE r  are collectively termed “tested fields” 
while the samples ( , )i ntE r  are termed “source 
fields”. (ii) At step (4), 2

t∂  is evaluated using a 
backward difference formula for test-source point 
pairs ( , )i jr r , which satisfy the condition 

2i j bc t− < ∆r r  and using a central difference 
formula for all other pairs. At step (7), 2

t∂  is re-
evaluated using a central difference formula for 
test-source point pairs ( , )i jr r , which satisfy the 
condition 2i j bc t− < ∆r r . The use of central 
difference is now possible since ( , )i ntE r  that were 
not known at step (4) (due to causality) are 
replaced by ( , )p

i ntE r  obtained at the predictor 
step. Also note that, at step (10), ( , )i ntf r  is 
“corrected” only for the same test-source point 
pairs since now ( , )i ntE r  are replaced by ( , )c

i ntE r  
computed at the corrector step. The corrected 

( , )i ntf r  is used at step (8) of the next time step. 
This approach increases the accuracy of the finite 
difference approximations while maintaining the 
explicitness of the MOT scheme. (iii) When 

n ij bt R c−  is not an integer multiple of t∆ , 
( , )j n ij bt R c−E r  is approximated using a linear 

interpolation between ( , )j ntE r  and 1( , )j nt −E r . (v) 
Note that, in (2), ( , )j n ij bt R c−E r , which satisfy 
the condition 0n ij bt R c− <  do not contribute to 

( , )i ntF r  since the fields radiated from the source 
point jr  have not yet reached the test point jr  at 
time nt t= . (iv) The length of the temporal history 
of the source fields stored, in terms of time steps, 
is min( 1, )gn N− ; i.e., only ( , )j n mt −E r , 

1,...,min( 1, )gm n N= −  are stored. Here, 
max 2g bN D c t= ∆ +   , where maxD  is the 

maximum distance between any test-source point 
pair on V . (vi) Unlike the classical MOT schemes, 
the scheme described above does not pre-compute 
or store any interaction matrices; the full 
computation of ( , )i ntf r  at step (4) and its 
correction at steps (7) and (10), in a sense, 
replaces the multiplication of these interaction 
matrices with the samples of the source fields’ 
temporal history. (vii) Numerical results presented 
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here and in [5, 6] show that the MOT scheme 
described above is stable when ( ) bε ε−r  is not 
large. 
 

III. PARALLELIZATION 
The per-time-step computational cost of the 

predictor-corrector based MOT scheme described 
in Section II is dominated by the computational 
cost of evaluating the discrete convolutions 

( , )i ntF r , 1,..., ei N=  at step (2). At the th
gN  time 

step, the fields radiated from all source points jr , 
1,..., ej N=  reach all test points ir , 1,..., ei N= . 

From this time step onwards, the cost of 
evaluating ( , )i ntF r , 1,..., ei N=  at time step nt  for 

gn N>  is 2( )eO N , since all source points interact 
with all test points. All other operations that are 
carried out at steps (2)-(10) of the MOT scheme 
are localized in space and time. Their contribution 
to the computational cost is very limited especially 
for large eN . As a result, the total computational 
cost of the predictor-corrector based MOT scheme 
scales as 2( )t eO N N  under the assumption that 

t gN N . This high computational cost could be 
reduced by integrating PWTD- [2, 3] or blocked 
FFT-based [10-13] schemes into the predictor-
corrector based MOT scheme. Another way of 
rendering the MOT scheme applicable to the 
analysis of transient electromagnetic wave 
interactions on electrically large dielectric 
structures is through parallelization; which allows 
for executing the scheme on distributed memory 
clusters with thousands of cores. 

In this section, two distributed-memory 
parallelization schemes are proposed for 
accelerating the predictor-corrector based MOT-
TDVIE solver. Scheme 1 is a straightforward 
MPI/OpenMP hybrid parallelization scheme that 
involves global all-to-all operations; and scheme 2 
is a slightly more complex algorithm that involves 
sequential global reductions. Both schemes are 
fundamentally aimed at accelerating the 
computation of ( , )i ntF r ,  at step (2).  
Detailed descriptions of the schemes are presented 
next.  

 
A. Scheme 1 

The partitioning of the geometry has no effect 
on the parallelization efficiency of scheme 1. The 
space sampling points, ir , 1,..., ei N=  can be 
randomly assigned to processors; as long as they 
are equally distributed, the scheme will provide 
the highest efficiency. For the sake of simplicity in 
the visualization, one can assume that the space 
sampling points on a rectangular scatterer are 
assigned to processors as shown in Fig. 2. In this 
figure, each box of sampling points (shown with a 
different color on the left) is assigned to a 
processor.  

In this scheme, each processor computes and 
stores all tested fields, ( , )p

i ntE r  and ( , )c
i ntE r ,

1,..., ei N=  at a given time step nt , and updates 
and stores the time history of all source fields, 

( , )j n mt −E r , 1,..., ej N= , 1,...,min( 1, )gm n N= − . 
Only the computation of ( , )i ntF r , 1,..., ei N=  at 
step (2) is parallelized. At time step nt , each 

1,..., ei N=

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Pictorial description of scheme 1. Each box of sampling points (represented with a different color) 
is assigned to a processor. Only computation of ( , )i ntF r , 1,..., ei N= , at time step nt  is parallelized; every 
processor computes ( , )i ntF r  for all ir  that reside in its box using the time history of the all source fields, 

( , )j n mt −E r , 1,..., ej N= , 1,...,min( 1, )gm n N= − , which all processors store (represented with solid 
yellow blocks).  
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processor independently computes ( , )i ntF r  for all 
ir  that reside in its box. The parts of ( , )i ntF r , 

1,..., ei N= , which are computed and stored on  
different processors are communicated to every 
processor via a global all-to-all operation. At this 
point, each processor stores ( , )i ntF r , for all 

1,..., ei N= . Thereafter, computations at steps (3), 
(4), and (5) are replicated on all processors. 

( , )p
i ntE r , 1,..., ei N=  is computed and stored on 

all processors. At step (6), ( , )i ntE r , 1,..., ei N=  is 
updated and stored on all processors. At step (7), 
each processor updates ( , )i ntf r  for every test-
source pair ( , )i jr r  that satisfies 2i j bc t− < ∆r r . 
At step (8), ( , )p

i ntE r , 1,..., ei N=  is computed and 
stored on all processors. At step (9), ( , )i ntE r , 

1,..., ei N=  is updated and stored on all processors. 
Step (10) is the same as step (7).  

Several remarks about scheme 1 are in order: 
(i) The scheme is straightforward to implement. 
The parallelization can be carried out on the serial 
version of the predictor-corrector based MOT 
scheme by simply incorporating calls to 
“MPI_Allgatherv” subroutine after step (2). (ii) 
Since ( , )j n mt −E r , 1,..., ej N= , 1,...,m =
min( 1, )gn N−  is stored on every processor, the 
largest spatial discretization that can be handled by 
this approach is limited by the memory available 
on a given processor. (iii) Storing ( , )p

i ntE r , 
( , )c

i ntE r , and ( , )i ntF r , 1,..., ei N=  as well as 
( , )j n mt −E r , 1,..., ej N= , 1,...,min( 1, )gm n N= −  

on all processors avoids the local communications 
needed to compute the finite differences in steps 

(4), (7), and (10). This simplifies the 
implementation considerably and provides the 
flexibility in geometry partitioning mentioned at 
the beginning of Section III-A. (iv) The extension 
of the scheme to include shared memory 
hybridization is straightforward: OpenMP is used 
throughout, that is in steps (2)-(10) to parallelize 
the computations when they are distributed over 
multi-core processors.  

 
B. Scheme 2 

Unlike scheme 1, the partitioning of the 
geometry has an effect on the parallelization 
efficiency, even though it is small, as explained in 
the text below. Similar to the description of 
scheme 1, for the sake of simplicity in the 
visualization, one can assume that the space 
sampling points on a rectangular scatterer are 
assigned to processors as shown in Fig. 3. In this 
figure, each box of sampling points is assigned to 
a processor. 

In this scheme, each processor stores, for all ir  
that reside in its box, the tested fields, ( , )p

i ntE r  
and ( , )c

i ntE r  at a given time step nt  and the 
corresponding time history of source fields, 

( , )i n mt −E r , 1,...,min( 1, )gm n N= − . Note that 
unlike scheme 1, all steps of the MOT scheme are 
parallelized. The computation of ( , )i ntF r , 

1,..., ei N=  at step (2) is parallelized in a sequential 
manner (over processors) that makes use of global 
reductions. Assume that, at time step nt , ( , )i ntF r  
is being computed for all i RB⊂r , i.e., all 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Pictorial description of scheme 2. Each box of sampling points (represented with a different color) 
is assigned to a processor. All steps in the computation of tested fields ( , )p

i ntE r  and ( , )c
i ntE r , 

1,..., ei N= , at time step nt  is parallelized; every processor stores the tested fields ( , )p
i ntE r , ( , )c

i ntE r , 
and the time history of the source fields, ( , )j n mt −E r , 1,..., ej N= , 1,...,min( 1, )gm n N= − , for all ir  that 
reside in its box.  
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sampling points reside in red box (Fig. 4(a) left 
side); and let RP  represent the processor assigned 
to RB . Note that each ( , )i ntF r  with i RB⊂r  is a 
summation of sampled field contributions radiated 
from all source points, jr , 1,..., ej N= , which are 
distributed among the processors. Each processor 
independently computes its contributions to 

( , )i ntF r , for all i RB⊂r , from only ( , )j n mt −E r ,  1,...,min( 1, )gm n N= −  that it stores. Then, these 
contributions are communicated to RP  via a global 
reduction call, which is executed with the “sum” 
flag. At this point, ( , )i ntF r  for all i RB⊂r  is fully 
computed and stored on RP . Then, the scheme 
moves, for example, to the purple box, represented 
with PB (Fig. 4(b), left side), and repeats the 
parallel computation of ( , )i ntF r , for all i PB⊂r . 
This step is repeated processor by processor until 

( , )i ntF r , for all 1,...,i eN=r  is computed and 
stored part-by-part on all processors. Step (3) is 
executed independently on every processor 
without any communications. At step (4), if the 
computation of ( , )i nt∇∇⋅F r   requires a (local) 
finite difference grid that strides across the 
boundary of two partitioning boxes, then a local 
communication must occur between the two 
processors that are assigned to those boxes. At 
step (5), each processor computes and stores 

( , )p
i ntE r  for all ir  that reside in its box. At step 

(6), each processor updates ( , )i ntE r  from 
( , )p

i ntE r  for all ir  that reside in its box. At step 
(7), each processor updates ( , )i ntf r  for every test-
source pair ( , )i jr r  that satisfies 2i j bc t− < ∆r r . 
Similar to step (4), local communications are 
required. At step (8), each processor computes and 
stores ( , )c

i ntE r  for all ir  that reside in its box. At 
step (9), each processor updates ( , )i ntE r  from 

( , )c
i ntE r  for all ir  that reside in its box. Step (10) 

is the same as step (7).  
Several remarks about scheme 2 are in order: 

(i) Scheme 2 is slightly more complicated to 
implement than scheme 1. The global reduction 
call at step (2) is implemented by incorporating 
calls to “MPI_Reduce” subroutine with a “sum” 
flag. (ii) Since, ( , )j n mt −E r , 1,..., ej N= , 1,...,m =
min( 1, )gn N−  are distributed among processors in 
scheme 2, it is more memory efficient when 
compared to scheme 1. (iii) The halo type local 
communications needed at steps (4), (7), and (10) 
which are also used in many other parallelization 
schemes [22, 23] have little effect on the scheme’s 
overall parallelization performance. Note that to  

 
minimize halo type communications; one may 
need to find an optimal strategy to partition the 
geometry. 
 

IV. NUMERICAL EXPERIMENTS 
Scalability tests of the two parallelization 

schemes proposed in this paper for accelerating 
the predictor-corrector based MOT TDVIE solver 
are performed on the IBM Blue Gene/P platform 
located at Supercomputing Laboratory of the King 
Abdullah University of Science and Technology. 
The IBM Blue Gene/P platform, named Shaheen, 
possesses an IBM design, which was awarded the 
National Medal of Technology and Innovation in 
U.S. in 2009. Shaheen has 16384 compute nodes, 
each of which contains four processing cores and 4 
GB shared physical memory. Each processing core 
runs at a modest clock rate of 850 MHz. However, 
the addition of a double floating-point unit, an 
8MB high speed cache memory, and a fast main 
memory bandwidth of 13.6 GB/sec raises the peak 
processing limit of each core to a respectable 13.6 
GF/sec. Superior connectivity between the IBM 
Blue Gene/P platform’s compute nodes is 

 
 
 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 
 
 
 
 

(b) 
Fig. 4. Pictorial description of the parallelization 
of the computation of ( , )i ntF r ,  at time step nt  in 
scheme 2. (a) ( , )i ntF r  for all ir  that reside in the 
red box (on the left) is computed in parallel. (b) 

( , )i ntF r  for all ir  that reside in the purple box is 
computed in parallel.  
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provided via two dedicated communication 
networks. A 3D torus network is available for fast 
point-to-point MPI communication between 
compute nodes. This network has a peak 
bandwidth of 5.1 GB/sec and a low latency of only 
3.5 microseconds. The second network is 
dedicated to MPI global communication 
operations. Every compute node possesses three 
connections to this tree-based network providing a 
low latency of 2.5 microseconds per MPI message. 
Lastly, installed on the IBM Blue Gene/P is a 
software stack that includes the MPI library called 
DCMF (deep computing message framework). 
DCMF library provides optimized versions of 
normal MPI operations including ‘MPI All-to-All’ 
and ‘MPI Reduce’, which are heavily optimized to 
run efficiently on the Blue Gene/P platform 
including the two dedicated networks 
interconnecting the compute nodes. It should be 
emphasized here that the parallelization schemes 
proposed in this work benefit from the superiority 

of the second network dedicated to global 
communications and the optimized DCMF library, 
since the schemes extensively utilize global MPI 
communications. 

In the remainder of this section, first the weak 
scalability of the two parallelization schemes are 
compared, then the effectiveness of the 
parallelized predictor-corrector based MOT 
TDVIE solver is demonstrated via its application 
to the characterization of scattering of light from a 
red blood cell [24-26].   

 
A. Scalability  

Weak scalability for the proposed schemes is 
investigated here for two scenarios: a moderately 
sized problem with 531441eN =  and a much 
larger problem with 3048625eN = . For both 
examples, scalability results are presented in 
Tables 1 and 2 and plotted in Figs. 5 and 6. Here, 

pN  represents the number of compute nodes of 

Table 2: Tabulated scaling results for the problem 
with 3048625eN =  

4 pN  1
pNS  2

pNS  

512 0 0 
1024 0.9884 0.9257 
2048 1.9783 1.7916 
4096 2.9376 2.5422 
8192 3.8745 3.4167 
16384 4.7459 4.4652 
32768 5.5259 5.2762 

       

 
 
Fig. 6.   Scalability of schemes 1 and 2 for a large 
problem with 3048625eN = . 

Table 1: Tabulated scaling results for the problem 
with 531441eN =  

4 pN  1
pNS  2

pNS  

512 0 0 
1024 0.9781 0.9865 
2048 1.9561 1.9931 
4096 2.8087 2.8004 
8192 3.6827 3.6994 
16384 4.2971 4.8783 
32768 4.7659 5.1977 

      

 
 
Fig. 5. Scalability of schemes 1 and 2 for a 
moderate-size problem with 531441eN = . 
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the IBM Blue Gene/P platform used in the 
simulations. This means that for scheme 1, which 
is hybridized with OpenMP that uses four threads 
per node, the number of parallel tasks is 4 pN . 
Similarly, scheme 2, which is a pure distributed 
memory implementation, is executed on 4 pN  
cores since each compute node of the IBM Blue 
Gene/P platform has four processing cores. The 
weak scaling is defined as 2log ( )

N pp

k k k
N refS T T= . 

Here, the subscript “ pN ” refers to the simulation 
carried on pN  nodes, and the superscript “ k ” 
refers to the parallelization scheme used. The 
recorded total times, 

p

k
NT , include both 

communication and computation times. k
refT  is the 

reference total time recorded for the simulation 
that is executed with the lowest pN . It is clear 
from Fig. 5 that, for the smaller size problem, the 
scalability of scheme 1 is hindered by the 
communication costs when 4 pN  is larger than 
8192. On the other hand, Fig. 5 shows that, for the 
larger problem, the scalability of scheme 1 carries 
over even for large values of  4 pN  around 32768. 
Figs. 5 and 6 also demonstrate that there is no 
distinct difference in scheme 2’s scalability 
behaviour for the two problems up to 

3 7684 2pN = . Even if the scalability behaviour of 
the two schemes is different, as clearly 
demonstrated by the results presented here, they 
both scale very well on the IBM Blue Gene/P 
platform. 

It should be noted here that, to be able to run 
the large problem with parallelization scheme 1, 

gN  was artificially set to a small number. If the 
actual gN  was used in the simulation, 4GB 
memory of a single node of the IBM Blue Gene/P 
platform would not be large enough to store the 
time history of the source fields. Note that this 
problem does not exist for the parallelization 
scheme 2; its memory efficient implementation 
allows for storing the time history of the source 
fields using the actual value of gN . 

 
B. Light scattering from red blood cells  

Over the last two decades many biomedical 
devices utilizing lasers for disease diagnosis have 
been developed. Consequently, there is an 
increasing interest in understanding how 
electromagnetic waves interact with biological 
cells and tissue. In particular, the analysis of light-
scattering from red blood cells (RBCs) have 
attracted the interest of many researchers [24-26] 

                      
      

 (a) 
 

                                                                  
(b) 

 

 
(c) 

 

 
(d) 

 
Fig. 7. Analysis of light scattering from an RBC. 
(a) Cross-section of the RBC model along the xz
- plane and the plane wave excitation. (b) Three 
dimension view of the model. (c) The amplitude 
of the transient electric field induced at the center 
of the RBC. (d) Normalized amplitude of the 
electric far-field on the xz - plane. 

x 

z 
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since this type of analysis may provide essential 
information for the diagnosis of blood related 
diseases [26]. 

For this example, the parallelized predictor-
corrector MOT-TDVIE solver is used to analyze 
light scattering from an RBC residing in plasma. 
The membrane of RBCs has a negligible effect on 
the scattered field [24], and hence the RBC model 
does not include the membrane or any other 
internal structure and is formulated as a biconcave 
volume as described in [24]. Figures 7 (a) and (b) 
depict the xz -cross section and three-dimensional 
view of this model, respectively. The diameter of 
the cell is 7.82 mµ , its largest and smallest 
thickness values on xz -plane are 2.565 mµ  and 
0.81 mµ , respectively, producing a volume of 

394 mµ . The relative permittivities of the RBC 
and the background plasma are ( ) 1.9768ε =r  and 

1.8089bε = , respectively [24]. Note that while 
absorption can also be handled by the 
implemented MOT-TDVIE scheme, for the 
excitation frequencies considered, it is very small 
and thus is neglected [24, 25]. The excitation is an 
x̂  polarized plane wave with a modulated 
Gaussian time signature, which propagates in the 
ẑ  direction; the incident electric field is then 
expressed as  

 0 0ˆ( , ) ( ),bt E G t z c= −E r x  (13) 

  

2 2( ) cos 2 ( ) exp ( ) / ,o p pG t f t t t t  = π − − − ς     (14) 

where 0 1 V/mE =  is the electric field amplitude 
and ( )G t  represents a Gaussian pulse, 

637.2 THzof = , 3 / (2 )bwfς = π , 0 15bwf f= , and 
6pt = ς  are its modulation frequency, duration, 

bandwidth, and delay, respectively. The grid space 
is chosen as 0.045 md∆ = µ , which produces 

1031550eN =  discretization elements within the 
volume of the RBC. The time step 0.15 fst∆ =  
and the simulation is carried out for 2666tN =  
time steps.  

The amplitude of the electric field at the center 
of the RBC, o( , )tE r , o (0,0,0)=r , which is 
recorded during the simulation, is presented in Fig. 
7(c); the figure clearly demonstrates the late-time 
stability of the scheme. Additionally, frequency-
domain scattered farfields on the xz -plane are 
computed. For this purpose, at 473.8 THzf =
( 0.6328 mλ = µ , in the plasma), the Fourier 
transform of the currents induced in the RBC 
volume is computed during time marching using a 

running discrete Fourier transform (DFT) 
summation. Note that the DFT of the currents is 
normalized by the Fourier transform of ( )G t  to 
produce the time-harmonic currents. Then, as a 
post-processing step, the farfields are easily 
computed from the frequency-domain currents. 
Figure 7(d) plots the normalized amplitude of the 
electric farfield on the xz -plane. The results agree 
well with those generated in [24] using the finite 
difference time domain method.  

 
V. CONCLUSIONS 

Two distributed-memory schemes are 
proposed to efficiently parallelize the predictor-
corrector based MOT-TDVIE solver on the IBM 
Blue Gene/P platform. The first scheme distributes 
the computationally dominant step of the tested 
field computations among the processors using the 
MPI standard. To achieve an easy-to-implement 
and highly-scalable parallelization scheme, the 
time history of the source fields are stored 
simultaneously on all processors. Within each 
multi-core processor, OpenMP standard is used to 
further accelerate the computation of the tested 
fields. Obviously, the fundamental limitation of 
this scheme is its high memory requirement due to 
the storage of the time history of all the source 
fields on each processor.  

The second scheme alleviates this limitation by 
distributing the time history of the source fields as 
well as all steps of the tested field computations 
among the processors. Even though the 
implementation of scheme 2 is slightly more 
complicated than scheme 1, numerical results 
demonstrate that scheme 2 scales as well as 
scheme 1 on the IBM Blue Gene/P platform. The 
memory efficient scheme 2 allows the predictor-
corrector based MOT-TDVIE solver to simulate 
transient electromagnetic wave interactions on 
electrically large structures discretized using more 
than three million spatial elements.  

It should be emphasized here again that both 
methods benefit from the IBM Blue Gene/P 
platform’s superior tree network dedicated to 
global communications and optimized MPI library 
since they heavily utilize “MPI_Allgatherv” and 
“MPI_Reduce” subroutines. Other computing 
platforms do not have this level of hardware and 
software support for MPI global communications. 
Development of the extensions to the method 
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proposed here, which would scale well on other 
platforms, is underway.  
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Abstract — In this paper, we present a radar
backscattering simulator based on the method of
physical optics (PO). Our simulation tool closely
intertwines the tessellation of the simulation geom-
etry with the physical optics method kernel, which
enables on-the-fly refinement of input model data
while still yielding high precision and computa-
tional performance. The algorithms for the physical
optics method as well as the parallelization scheme
will be presented. Also, performance comparisons
will be shown and explained, both in regard to
accuracy of the results and computation time.

Index Terms — Remote sensing, vector and
parallel computation.

I. INTRODUCTION
Radar clutter is loosely defined as "the part of

the received signal that is undesired." For ground
penetrating radar systems (aboard satellites or other
space craft, for example), this definition applies to
the part of the signal that is backscattered from the
surface of the sounded object. Separating surface
clutter from the received signal is a tremendous aid
for the correct interpretation of radar images.

In order to calculate the backscattered signal
of known terrains, we developed a simulation
tool based on the method of physical optics. The
development of this tool was driven by the need
to simulate huge objects, i.e., entire moons or
planets, and the possibility to choose arbitrary
radiation patterns for the sender and receiver. It
is implemented in C++, using OpenMP[1] for
parallelization.

The following section is dedicated to introduc-
ing the method of physical optics. In Section III,
our simulation tool is presented. Section IV gives a
description of the generation of on-the-fly meshes.
In Section V, results of different simulation scenar-
ios will be compared. The final section is dedicated
to drawing conclusions and outlining further work.

II. METHOD OF PHYSICAL OPTICS

A. Method overview
The method of physical optics is a method to

calculate the electromagnetic field backscattered
from the surface of an object. As this method
neglects electromagnetic coupling, its demands for
computation time and main memory are modest
compared to other methods, for example the method
of moments. Assuming far field conditions further
simplifies the equations; this assumption is justified
for our use cases.

The formulae given in this section describe
the method of physical optics for dielectric bodies,
assuming far field conditions, a homogeneous
dielectric permittivity εr and permeability µr.

B. Surface current densities
Given a far field radiation pattern (as calculated

by antenna simulation tools, for example, or as
an analytical formulation where possible), the
incident electric and magnetic far field for a given
point in free space can be calculated. These are
denoted by Ei and Hi. For a dielectric surface
with a known homogeneous dielectric permittivity
εr and permeability µr, the equivalent magnetic and
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electric surface current densities can be calculated
as follows[2–4]:

JPOs = 2n̂×
[(

1

1 + ζcosϑi
ei‖ ⊗ ei‖

)
·Hi

]
+ 2n̂×

[(
1

1 + ζ
cosϑi

ei⊥ ⊗ ei⊥

)
·Hi

]
,

and

MPO
s =− 2n̂×

[(
ζ

cosϑi

1 + ζ
cosϑi

ei‖ ⊗ ei‖

)
·Ei

]

− 2n̂×
[(

ζcosϑi
1 + ζcosϑi

ei⊥ ⊗ ei⊥

)
·Ei
]
,

where

ζ =
ZF
Z0

=

√
εr
µr√
ε0
µ0

,

n̂ is the surface unit normal, and ϑi is the angle of
incidence. ei⊥ and ei‖ are the perpendicular and
parallel base unit vectors of the plane of incidence,
separating the incident field into perpendicular and
parallel components. Thereby, for both JPOs and
MPO

s polarization is accounted for.

C. Backscattered field
Using dyadic Green’s function in vectorial

form, the electric field based on the equivalent
surface current densities can be calculated[5, 6].
Assuming far field conditions again, the equations
can be simplified. The electric field caused by the
equivalent magnetic surface current, denoted Em,
can be written as follows:

Em(r
′,MPO

s ) = jkβ̂r ×
∫
S

e−jkr

4πr
MPO

s (r) ds,

whereas the magnetic field caused by the equivalent
electric surface current densities, denoted He, is
calculated as follows:

He(r
′,JPOs ) = −jkβ̂r ×

∫
S

e−jkr

4πr
JPOs (r) ds,

where r is the source point and r′ is the target
point. r = ||r′ − r|| is the distance between these

points, and β̂r = r−1(r′ − r) is the unit vector of
the direction. The total field can then be written as:

Etotal = Em − Z0β̂r ×He.

For each surface element, Etotal is weighted
with the correspondent antenna gain before nu-
merical integration is performed. By calculating a
frequency series and transforming it to time domain,
the radar echo backscattered by the given surface
is calculated.

III. PHYSICAL OPTICS SIMULATOR

A. Overview
In its current state, our physical optics simulator

is capable of calculating the backscattered radar
echo of a given input topography in monostatic as
well as in bistatic mode. Antenna radiation patterns
for a Hertzian dipole or a finite length dipole
are provided as analytical formulations. Arbitrary
antenna radiation patterns can be used, by importing
far field ϑ-ϕ maps for E and H. Post processing
is performed to generate radargram images from
the frequency domain simulation output using the
Python programming (scripting) language[7].

B. Software evolution
Starting as a set of MATLAB scripts, the

software was first ported to Fortan90 in order
to build a standalone binary application[8]. This
allowed a much higher degree of parallelism, as the
bottlenecks of MATLAB and its MEX interface,
namely the limitation of parallel constructs to
compiled MEX files and the inability to re-use
memory, could be overcome this way.

For a final re-implementation, C++ was chosen
as programming language, because of its advantages
over the Fortran family of programming languages.
These include, amongst others, a concise integration
of the paradigm of object oriented programming
(while refraining from making its use obligatory),
stricter type-safety enforcement (while offering
well-defined ways to circumvent it where nec-
essary), support for generic programming (using
C++’s keyword template), and complete config-
urability at a low level (by operator overloading),
making the resulting code easier to understand,
maintain and evolve.
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P1

P2

P3

S1,2

S2,3

S3,1

T(3,1),3

T(2,3),3
T(3,1),(2,3)

Fig. 1. Sierpinski tessellation of a triangle. Points
S are the edge bisection points of the original
triangle. Points T , also edge bisection points,
illustrate one further step in the refinement process.

Thanks to a change in the internal data struc-
tures and data flow layout, the allocation of memory
for intermediate results could be removed, which
was a limiting factor of the degree of parallelism.
This resulted in a speedup of factor 2.5 (for serial
execution): a test model with 235.623 triangles com-
pletes in 45s, compared to 120s for the Fortran90
version on an Intel Xeon X5365.

Parallel processing is implemented using
OpenMP instructions. This is sufficient, as the
problem resident set can be kept small enough to
fit into the main memory of small compute nodes.
The following section presents how this is achieved.

IV. ON-THE-FLY MESH GENERATION

A. Overview and requirements
A crucial factor for electrically large problem

sets is the generation of a tessellation of the
computational domain. Unfortunately, currently no
tessellation software packages are available which
feature a multi-threaded implementation and/or
the ability to deal with huge datasets. For our
typical use cases, the area to be tessellated is
huge, ranging from 6100 km2 in a basic case, to
1.4 million km2 and beyond, usually consisting of
some 100002 points. Pre-calculating a tessellation
for these areas would consume enormous amounts
of time, and possibly exhaust main memory even
on HPC platforms. For example, for the first
given case, a tessellation occupies 12 GB of hard

disk space, with 5 GB being the data relevant
to the simulation, and the rest being adjacency
information for the tessellation graph; however, this
pre-generated mesh still has a resolution that is
greater than the wavelength, and is therefore not
fine enough to yield precise results.

The original terrain data is provided as a
Digital Elevation Model (DEM), i.e., as a matrix
of values denoting a difference in radius com-
pared to a reference sphere or ellipsoid. Adjacency
relationship is implicitly available as the point’s
neighborhoods. The only preprocessing stage that
is necessary is to convert the implicit coordinates
of the DEM to explicit Cartesian coordinates; the
matrix structure, however, is retained, and therefore
also the neighborhood relationship is. This data
structure can then be used in the simulator to
generate an on-the-fly tessellation of the topography
of interest.

B. Triangle selection strategies
For the on-the-fly meshing procedure, a triangle

selection strategy has to be selected first. As
the selection strategy plays is important to the
performance of the code, it is implemented as a C++
template argument. The neighborhood relationship
of the DEM allows four possible combinations

(0,0)
(0,1)

(0,2)

(1,0)
(1,1)

(1,2)

P0,0

P1,0

P0,1

P1,1

P1,2

P0,2

Db,1

Da,2

Db,2

Da,1

Fig. 2. Triangle construction from elevation
map point set. Points P illustrate the heights at a
given matrix coordinate. The diagonals D illustrate
possible diagonals for the triangular tessellation.
Four possible selection strategies can be applied:
left-upper-right-lower (red), left-lower-right-upper
(green), or choosing the diagonal by length (shorter
or longer).
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with two general cases, as illustrated in Figure 2.
The first two cases are static: the same diagonal is
chosen for all points, by either splitting the area
into a triangle residing up left and one below right
(illustrated by the red diagonals Da), or the other
way round (illustrated by the green diagonals Db).
The remaining cases are dynamic, by choosing the
triangles based on the length of the diagonal.

After having chosen a selection strategy S, a
refinement criterion C needs to be defined. The
default setting for C = λmin = c0/fmax, i.e. the
wavelength of the highest frequency of the sweep
that is to be simulated.

C. Parallel iteration
Given the input dataset, the selection strategy

S, and a refinement criterion C, an iterator object,
denoted IS(DEM, C), is generated.

Generating and using an iterator object is
a natural choice when C++ is chosen as the
implementation language. The class describing the
iterator is implemented as a random access iterator,
allowing consistent use within the idiomatics of
C++. Since the iteration over the triangles provided
by the input data set is the outermost loop, this is
where the OpenMP instructions to parallelize the
computation are placed.

This approach has several advantages. Firstly, it
allows a single thread to work on adjacent memory
items, allowing hardware-level pre-fetching to come
into effect, thereby reducing memory latency. Using
OpenMP’s dynamic scheduling with a moderate
chunk size, load imbalance caused by triangles that
are discarded from the calculation can easily be
accounted for. Experience shows that setting the
chunk size to 5000 to 10000 works well, balancing
scheduling overhead versus parallel computation
time. Secondly, as an added benefit, this implemen-
tation is very easy to use as a (header-only) library
function, since the user only has to provide an
iterator class to feed the geometry to the simulator
core. Parallelization and infrastructure is already
taken care of.

D. Mesh refinement
Using the algorithm to calculate the back-

scattered echo for a triangle T from Section II, and

inspired by [9] a tessellation using Sierpinski trian-
gles was implemented in order to increase precision
where the original tessellation does not meet the
necessary numerical criterion C for precise simula-
tion results. The tessellation itself is implemented as
a recursive function. The following piece of pseudo-
code describes the function intertwined with the
PO method. An illustration of the tessellation is
shown in Figure 1.

Given a triangle T : (P1,P2,P3) generated by
IS(DEM, C):

Call decomposition function D(P1,P2,P3):
1) Are all edge lengths (l1, l2, l3) of T < C?

yes: Calculate back-scattered signal of T ,
return

2) Calculate edge bisection points
(S1,2,S2,3,S3,1) from P1, P2 and P3

3) Calculate D(P1,S1,2,S3,1)
4) Calculate D(S1,2,P2,S2,3)
5) Calculate D(S3,1,S2,3,P3)
6) Calculate D(S1,2,S2,3,S3,1)

E. Evaluation
This implementation has several advantages.

Firstly, generation and storage of a surface tessel-
lation can be completely omitted, removing the
primary computational bottleneck of the simulator
tool chain. The resident memory set size of the
simulator is reduced to only the pre-processed input
elevation map plus the memory to store the results,
which is another advantage. Therefore, thirdly, this
allows for a much higher degree of parallelism, as
the simulator now iterates over triangles which are
generated on-the-fly, using only the neighboring
points of the current point. Although this incurs a
small penalty in total computation time, this allows
simulation of very large radar targets.

V. COMPARISON OF RESULTS
This section is dedicated to a comparison of the

simulator in regard to computational performance
and precision. To this end, two very different
scenarios are used. For both cases, the input data
set is provided as a DEM.

Test case A represents a very large area with
generally smooth slopes, where the distance be-
tween points is large. The total number of triangles
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Fig. 3. Frequency domain signal for test case A,
with varying segmentation.

in this dataset can be calculated from the number of
points of the DEM: 120002 points yield 287952002
initial triangles.

Test case B represents a closed body, which is
smaller than the radar foot print of the simulated
antenna system for the given simulation distance.
The Cartesian distance between two points at the
object’s equator is smaller than the average distance
for test case A, while it is in the range of a few
meters at the poles. Given a DEM of 14000 by 7000
points, this results in 195958002 initial triangles.

All computation time measurements were done
with the time(1) utility. The simulations were
run on a 4x4 core Xeon E7430 system using
the Linux operating system. The compiler used
was gcc-4.5[10], compilation flags where chosen
to yield best performance, even when code size
would grow, also using the compiler’s "unsafe"
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Fig. 4. Time domain signal for test case A, with
varying segmentation.
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Fig. 5. Frequency domain signal for test case B,
with varying segmentation.

math optimizations (these optimizations may violate
the IEEE 754[11] standard by changing rounding
behavior and floating point unit error reporting; also
see [12]).

A. Precision of the simulation
As can be seen in Figures 3 and 5, for both

test case A and test case B the curves of the
simulations with segmentation disabled diverge
notably. However, for segmentations using values
smaller or equal to the wavelength, no increase in
precision is gained.

When comparing the time domain signal for
test case A shown in Figure 4, it can be seen that
the segmentation plays only a little role in the
simulation signal results, as the raw data already
yields a good result.
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Fig. 6. Time domain signal for test case B, with
varying segmentation.
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Table 1: Simulation time for test case A, with
varying segmentation

Segmentation λrel tuser [s] Increase of tuser
none n/a 178.22 n/a

λ 66.6 2389.40 13.407
λ/2 33.3 9545.24 3.994
λ/4 16.6 37964.96 3.977
λ/8 8.3 151567.09 3.992
λ/16 4.1 605593.99 3.995

However, for test case B, the distortion intro-
duced by the insufficiently fine discretization causes
phantom echoes, as shown in Figure 6. This can be
explained by the small size of the simulated object:
for a closed surface which fits into the radar foot
print and many triangles with edges that are bigger
than the wavelength, side lobes are introduced with
increasing angle of incidence. This can be seen in
Figure 5. With mesh refinement enabled, the side
lobes disappear, as do, in consequence, the phantom
echoes.

B. Computational performance
The Sierpinski refinement approach described

in Section IV has a clear disadvantage: the increase
of computation time by factor four for each level of
refinement. This can clearly be seen in Table 1. The
increase in computation time for test case A by a
factor of 13.407 between disabled segmentation and
λ refinement indicates that the original triangles are
indeed very large; implying an average of 1.8725
necessary refinement stages.

Test case B shows that for all refinement levels,
except for λ/16, the simulations run in nearly the
same computation time. For λ/16, an increase of
factor 3.3 was measured, indicating that only for
this case, a further segmentation was necessary for
a majority of the first level triangles. The minuscule
decrease of computation time between the first two
lines was probably caused by different loads on the
compute host.

The differences between the initial and refined
computation times for cases A and B can be
explained by the simulated geometries. For case A,
about 80% of the first level triangles are discarded,
since they are not within the radar footprint and
therefore do not contribute to the result. For case
B however, about 50% of the first level triangles

Table 2: Simulation time for test case B, with
varying segmentation

Segmentation λrel tuser [s] Increase of tuser
none n/a 21215.08 n/a

λ 66.6 21212.09 0.999
λ/2 33.3 21222.50 1.000
λ/4 16.6 21249.54 1.001
λ/8 8.3 22705.27 1.068
λ/16 4.1 75746.32 3.336

need to be considered for the simulation, resulting
in a higher total computation time.

VI. CONCLUSIONS AND FURTHER
WORK

A simulation tool to calculate the backscat-
tered radar echo of large dielectric surfaces was
successfully implemented. Switching to C++ as the
implementation language resulted in an immense
gain of computational performance, and also in
degrees of freedom in regard to programming and
further development of the code base. The code base
is now easier to maintain, and extensions are easier
to implement. Core code features are available as
template classes, which allow easy component re-
use and compile-time configuration, without sacri-
ficing computational performance. For example, the
iterator class was adapted for a different geometry
format. The only required changes were the loading
routines for the different format, and the iterator
itself, boiling down to 20 lines of code.

As a task for further investigation, integrating
the method described in [13] as another simulation
kernel is considered, as it may yield considerable
savings in computation time.
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Abstract ─ There is a growing need for reliable 
and efficient numerical methods for 
electromagnetic applications. This is important for 
addressing the complex designs with fine features 
on electrically large platforms. As designs become 
more complex, a good prediction of overall system 
performance becomes essential for cost reduction 
especially in the conceptualization stage. 
Researchers have attempted to address this issue 
by developing hybrid methods based on 
asymptotic techniques that can avoid the 
numerical inefficiency while maintaining high 
degrees of accuracy. Another approach is to 
implement fast computational methods that utilize 
parallel computing platforms. This paper focuses 
on the latter; i.e. by investigating the use of field 
programmable gate arrays (FPGA) and general 
purpose graphics processing units (GPGPU) as 
coprocessors to parallelize numerically 
challenging problems. The weaknesses and 
strengths of both platforms will be investigated in 
the context of their ease of use, efficiency, and 
potential for accelerated computations.  
  
Index Terms ─ FPGA, GPU, hardware 
accelerated computing, high performance 
computing, imaging, interferometry, numerical 
methods, random media.  
 

I. INTRODUCTION 
In the field of electromagnetic modeling, the 

complex designs for engineered materials coupled 
with performance analysis of radio frequency 
components integrated within their natural 
environment drive the need for highly efficient 
numerical techniques. This cannot be achieved by 
conventional computer systems, but rather through 
using the so-called high performance computing 
(HPC) systems. HPC systems often utilize an 

integrated package of multiprocessors, multicore 
processors, and specialized hardware enabling 
rapid computations by exploiting the parallelism 
of these hardware platforms. Various 
configurations and platforms exist including 
clusters that utilize multiple CPUs (e.g., Cray), 
PCs supported by GPGPU (e.g., NVIDIA, AMD) 
and FPGA (e.g., Xilinx, Altera) based systems. In 
the current state of the art, both GPGPU and 
FPGA systems use these hardware as 
coprocessors. Such configuration and usage is 
typically referred to as hardware acceleration. 

GPGPUs have been increasingly utilized for 
accelerated computing in numerous fields as they 
are readily integrated in PCs. Their main 
advantages are the high memory bandwidth as 
well as the availability of multiple vendors 
developing commercial tools that enable high 
level language support. FPGAs, on the other hand, 
are highly customizable and reconfigurable chips 
which can be optimally configured for a specific 
application.  

This paper investigates these hardware 
acceleration platforms for computational 
electromagnetics applications, and is an extension 
of the work reported earlier in [1]. The application 
used for this investigation is the interferometric 
imaging of objects behind random media. A 
detailed discussion on the different architectures 
and programming environments for FPGA and 
GPGPU based systems is presented in Section II. 
Interferometric imaging of targets behind random 
media is chosen as the application. The details of 
the interferometric imaging are introduced in 
Section III. The implementation approaches on 
both platforms are given in Section IV. 
Performance analysis and metrics for evaluation 
are presented in Section V. The experimental 
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results are provided in Section VI, followed by the 
conclusions in Section VII.  
 

II. HARDWARE ACCELERATION 
Hardware acceleration is the use of 

hardware to enable parallel processing for higher 
computation speed than is possible in software 
running on the general purpose CPU. 
Examples of hardware acceleration are 
systems that include field programmable gate 
arrays (FPGA) and/or general purpose graphics 
processing units (GPGPU). 

 
A. FPGA-based systems 

The evolution of hardware acceleration based 
on reconfigurable computers (RC), such as 
FPGAs, has been progressing along two 
orthogonal technology-characterizing paths, 
namely performance and flexibility. RCs evolved 
from originally being discrete components used 
mainly as glue-logic devices in larger systems to 
accelerator boards and recently to parallel 
reconfigurable supercomputers often referred to as 
high-performance reconfigurable computers 
(HPRCs). Examples of such supercomputers are 
the SRC-7 and SRC-6 [2], the SGI Altix/RASC 
[3] and the Cray XT 5h and Cray XD1 [4]. 
 
Reconfigurable computing (RC) architectures 

A reconfigurable computer system typically 
consists of microprocessor and reconfigurable 
processor sub-systems closely coupled with each 
other through a common interface. The 
microprocessor sub-system includes all major 
components of a traditional computer system such 
as general purpose microprocessors, 
microprocessor memories, and I/O interfaces. On 
the other hand, a reconfigurable processor sub-
system consists of one or more FPGAs, FPGA 
memories, and an I/O interface. A generalized 
architecture of a reconfigurable computer is shown 
in Fig. 1. The functionality of each component 
within the system is influenced by its 
interconnection topology. Within a reconfigurable 
processor sub-system, every FPGA can be 
connected to every other FPGA, or FPGAs can be 
grouped into clusters. FPGA memories can be 
shared by a group of FPGAs or each can be 
dedicated to a single FPGA. Additional hardware, 
such as a cross-bar switch, might be necessary to 
make connections as flexible as possible. 

 
 

Fig. 1. General architecture of RC systems. 
 
RC programming models 

Application development on RC systems 
typically requires software and hardware 
programming expertise for which design 
paradigms and tools have been traditionally 
separate [1]. These products aim to abstract 
underlying hardware design details and streamline 
the disparate design flows [5]. They often tradeoff 
performance for programmability [6]. Dataflow 
design tools, based on the graphical user interface, 
e.g., DSPLogic, seem to offer an interesting 
compromise between high-level languages (HLLs) 
and hardware description languages (HDLs), e.g. 
VHDL and/or Verilog. They allow a tradeoff 
between a shorter development time and a 
performance overhead imposed by HLLs [7]. 
Streamlining hardware description using HLLs 
typically used in software programming, or at least 
using dataflow languages, is a major and 
distinctive feature of high performance RCs that 
potentially allows domain scientists to develop 
entire applications without relying on hardware 
designers. However, an HLL compiler for RCs 
must combine the capabilities of tools for 
traditional microprocessor compilation and tools 
for computer-aided design with FPGAs. It must 
also extend these two separate set of tools with 
capabilities for mutual synchronization and data 
transfer between microprocessors and 
reconfigurable processor sub-systems [8]. 
 
B. GPGPU-based systems 

Due to their powerful floating-point 
computational capabilities and massively parallel 
processor architecture, GPUs are increasingly 
being used as application accelerators in the high-
performance computing arena. Thus, a wide range 
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of HPC systems now incorporate GPUs as 
hardware accelerators including systems ranging 
from clusters of compute nodes to parallel 
supercomputer systems. Several examples of 
GPU-based computer clusters may be found in 
academia, such as [9]. Latest offerings from 
supercomputer vendors have begun to include 
GPUs in the compute blades of their parallel 
machines; examples include the SGI Altix UV and 
the recently announced plans from Cray to include 
NVIDIA GPUs into the Cray XE6 supercomputer.  

 
GPGPU architecture  

Similar to an RC system, a GPGPU computer 
system typically consists of a traditional 
microprocessor sub-system and a GPU sub-system 
closely coupled with each other through a common 
interface. A GPU sub-system consists of a multitude 
(texture/cluster) of processors often referred to as 
streaming multiprocessor (SM) and GPU local 
memory. Each SM contains a number of processor 
cores usually called streaming processors (SP). A 
generalized architecture of a GPGPU computer is 
shown in Fig. 2. For example, the Fermi 
architecture, which is one of the most recent GPU 
products by NVIDIA, is composed of 16 streaming 
multiprocessors (SMs) each of which consists of 32 
streaming processor (SP) cores. 
 

 
 

Fig. 2. General architecture of GPGPU-based 
systems. 
 
GPGPU programming models 

Among the different parallel programming 
approaches for GPGPU platforms, the most com-
monly followed programming style is the single 
program multiple data (SPMD) model [10]. Under 
the SPMD scenario, multiple processes execute 
the same program on different CPU cores, 

simultaneously operating on different data sets in 
parallel. By allowing autonomous execution of 
processes at independent points of the same 
program, SPMD serves as a convenient yet 
powerful approach for efficiently making use of 
the available hardware parallelism.  

Two widely used GPU programming models, 
i.e., CUDA (by NVIDIA) and OpenCL (by Khronos 
Working Group) are similar and follow SPMD flow 
by executing data-parallel kernel functions within 
the GPU. Both models also provide abstractions of 
thread (basic unit for parallel execution) group 
hierarchy and shared memory hierarchy. In terms of 
thread group hierarchy, both provide three hierarchy 
levels: grid, block, and thread. GPU kernels are 
launched per grid and a grid is composed of a 
number of blocks, which have the access to the 
global device memory. Each block consists of a 
group of threads, which are executed concurrently 
and share the accesses to the on-chip shared 
memory. Each thread is a very lightweight 
execution of the kernel function. From 
programming perspective, the programmer needs to 
write the kernel program for one thread and decides 
the total number of threads to be executed on the 
GPU device while dividing the threads into blocks 
based on the data-sharing pattern, memory sharing, 
and architectural considerations.  

 
III. INTERFEROMETRIC IMAGING IN 

RANDOM MEDIA 
The earliest applications of interferometric 

measurements have been reported in the field of 
radio astronomy [11,12]. The main advantage of 
interferometry is the higher resolution achieved by 
the use of multiple antennas instead of using an 
equivalent larger antenna.  

An interferometric image is created using the 
complex correlations of intensities obtained from 
all possible pair combinations in a detector array 
[13,14]. This is expressed as follows: 

( 1)/2

1

( , ) cos( ( )),
N N

E i i i i
i

A kσ ζ η φ µ ζ ν η
−

=

= ∆ + +∑  (1) 

where σE denotes the time average intensity of the 
source, ζ and η correspond to the coordinates of 
each pixel in the image, µi = xn - xm and νi  = yn - 
ym are the x and y baselines provided by detector 
pairs (xm,ym)  and (xn,yn) ,  k is the wave number, 
and N is the number of detectors in the array. The 
summation is evaluated over all possible 
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combinations of detector pairs. Ai and ∆φi 
correspond to the amplitude and phase terms of the 
correlated fields for the mnth pair such that, Ai = 
|Em En*| and ∆φi = φm - φn.  
 
A. Target behind random media 

Interferometric imaging has recently been 
applied to targets behind random media [15], and 
implemented on GPGPU platform [16]. A 
summary of these research outcomes are presented 
in this section. Furthermore, the same algorithm is 
implemented on an FPGA platform to gain insight 
into the differences in implementation on GPGPU 
versus FPGA platforms. We report on how the 
different computer architectures are utilized in the 
implementation, and their performance levels in 
terms of speed and efficiency. 

Our model for interferometric imaging of 
targets behind random media consists of three 
major building blocks: (i) field calculation at the 
detector array (includes scattered field from the 
target and random medium), (ii) image 
construction, and (iii) image plotting. The field 
calculations include a direct scattering term from 
the target, a direct scattering term from the media 
as well as an indirect term scattered from the 
target to the medium before arriving at the detector 
array, see Fig. 3. The scattering field calculations 
from the random media uses the distorted Born 
approximation following the work reported earlier, 
[17]. Attenuation effects are accounted for as the 
fields travel through the random medium. 
 

 
 

Fig. 3. Computational steps of the model. 
 
B. Parallelization 

The most time consuming computation in the 
model is the image construction, which consists of 
the summation of correlated fields for each pair of 
detectors as given in (1). Since the intensity for 

each pixel can be calculated independently, this 
part of the algorithm can benefit from parallel 
implementation. Therefore, the image construction 
was selected as the candidate for hardware 
implementation, while the rest of the algorithm is 
carried out on the CPU. 
 

IV. HARDWARE IMPLEMENTATION 
For comparison purposes, we start with a 

highly productive programming environment for 
both GPGPU and FPGA implementations to 
benefit from a fast learning curve. For the FPGA 
implementation, we employed the SRC-6 system 
and its proprietary Carte programming 
environment. For the GPGPU implementation, we 
utilized Jacket version 1.5.0 by AccelerEyes on an 
NVIDIA C1060 based system. All field 
calculations and image plotting are performed on 
the CPU. The image construction stage, which is 
implemented on hardware, is divided into four 
stages: (i) setup of the hardware, (ii) transfer of 
input parameters to the hardware, (iii) parallelized 
calculations, and (iv) transfer of results back to the 
CPU. The specifics of the implementation on these 
two systems are discussed in the following sub-
sections. 
 
A. Implementation on FPGA 

The FPGA platform employed for the 
implementation is the SRC-6 scalable system 
which is a cluster-based system. The SRC-6 
system includes two MAP (multi-adaptive 
processor) reconfigurable boards and each consists 
of two FPGAs, which can all be programmed 
simultaneously in one application. Each MAP has 
24 MB of memory and the processing speed of 
FPGAs is 100 MHz. SRC's proprietary Carte-C 
programming environment is used in the code 
development [2]. 

In the FPGA implementation, the image is 
divided into two regions and run in parallel on a 
single FPGA. The computations and the 
summation given in (1) are pipelined such that the 
accumulation pipeline can start before all terms 
are computed. SRC's Carte development 
environment provides a relatively easy interface to 
implement code on the FPGA, while allowing the 
programmer some control over the data streaming 
and parallelization. 
 
B. Implementation on GPGPU 
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The GPGPU platform used in the 
implementation is a single workstation which 
consists of a 16-core 2.67 GHz Intel Xeon CPU 
with four NVIDIA Tesla C1060 graphics 
processors with a total 16 GB of memory and runs 
at 1.3 GHz. The workstation operates on Microsoft 
Windows 7 Professional, and MATLAB version 
7.7.0.471 (R2008b) is utilized along with Jacket 
version 1.5.0 by AccelerEyes. This version of 
Jacket uses NVIDIA's CUDA version 3.1. The 
architecture of the system is similar to the general 
architecture shown earlier in Fig. 2. 

Jacket programming environment from 
Accelereyes is used in the implementation. This 
package can be easily integrated with MATLAB 
and provides a MATLAB-like environment to 
enable a fairly easy learning curve. However, this 
comes at the expense of limited control over how 
the data streaming and parallelization are 
implemented, resulting in reduced efficiency as 
compared to that of FPGAs. 
 

V. PERFORMANCE ANALYSIS AND 
METRICS FOR EVALUATION 

In our analysis, we assumed the fixed-time 
model (Gustafson’s Law) [18] and used larger 
computational workloads (larger data/image size) 
while maintaining the same performance on larger 
configurations. Larger configurations utilize more 
processing units (FPGAs or GPUs) which results 
in increasing the overall system utilization. 

The image construction is composed of 5 
stages as depicted in Fig. 4. The algorithm first 
sets up the parallel environment, then transfers 
data from CPU memory space to accelerator 
memory space, processes data using accelerator(s), 
transfers the image data back to the CPU and 
finally releases the allocated hardware resources. 
The associated execution times for each of these 
stages are defined as shown in Fig. 4. 
 

 
 

Fig. 4. Execution model and performance metrics. 

Execution scenarios 
Two scenarios were considered for hardware 

implementation, namely no-streaming and 
streaming scenarios. In the no-streaming scenario, 
operations are performed in a non-overlapped 
execution while in the streaming scenario 
operations are allowed to overlap, as shown in 
Figs. 5 and 6, respectively. These scenarios affect 
the total execution time as given in (2) and (3). 

no streamin g
total setup in process out releaseT T T T T T ,− = + + + +  (2) 

max( )streamin g
total setup in process out releaseT T T T ,T T .= + + +  (3) 

 

 
 

Fig. 5. No-streaming (non-overlapped execution). 
 

 
 

Fig. 6. Streaming (overlapped execution).  
 
Metrics 

Three metrics were investigated for 
performance comparison between the two 
platforms: (i) speedup, (ii) efficiency, and (iii) 
scalability. 

The speedup is defined as the performance 
gain by using multiple hardware processing units 
(i.e. GPU, FPGA) in reference to a single CPU. 
This can be expressed as follows: 

( ) ( )
( )

0

0

1CPU
total PU

PU PU
total PU PU

T ,N D
S N

T N ,N D
= , (4) 

where D0 is the image size for a single processing 
unit, and NPU is the number of processing 

units. ( )01CPU
total PUT ,N D  is the total execution time 

of a single CPU with image size of NPUD0, and 

( )0
PU

total PU PUT N ,N D is the total execution time of 

multiple processing units with image size of 
NPUD0. 

The hardware efficiency compares the 
execution time measured through experiments to 
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the expected/theoretical performance. This is 
expressed as: 

     0
0

0

(1 )
( , )

( , )

th
total

PU PU meas
total PU PU

T ,D
E N N D (%)

T N N D
= , (5) 

where 0(1 )th
totalT ,D  is the theoretical total execution 

time of a single processing unit with image size 

D0, and 0( )meas
total PU PUT N ,N D  is the measured total 

execution time of multiple processing units with 
image size of NPUD0. The theoretical execution 

time, 0(1 )th
totalT ,D  is calculated using (2) or (3) 

depending on the implemented execution scenario. 
Each term in (2) and (3) is calculated as discussed 
below. 

The setup and release times represent the 
system overhead associated with setting up and 
releasing multiple processing units and therefore 
they are both equal to zero for a single GPU. 
However, the setup time for a single FPGA is non-
zero, i.e. 65 ms, due to configuring the FPGA.  

The input transfer time is the ratio of the total 
amount of input transfer data, Din, to the 
bandwidth, Bin, for the input data transfer from the 
CPU’s memory to accelerator’s memory. The 
input data size, Din, is calculated as:  

det ector
in det pairs param bytesD N .N .D−= , (6) 

where Ndet-pairs is the number of detector pairs, 
Dbytes is the number of precision bytes, and 

det etor
paramN  is the number of detector parameters. The 

input bandwidth values are as shown in Table 1.  
 
Table 1: Bandwidth parameters 

(MB/s) B
in
 B

process
 B

out
 

GPU 2,169 61,360 1,151 
FPGA 1,415 4,800 1,260 

 
The processing time is the ratio of the total 

amount of data for processing, Dprocess to the 
processing throughput, Bprocess. Bprocess is given in 
Table 1 and Dprocess is calculated by equation (7): 

( )detector pixel
process pixels det pairs param param bytesD N .N . N N .D .−= +  (7) 

The output transfer time is the ratio of the total 
amount of output transfer data, Dout to the 
bandwidth for the output data transfer, Bout, from 
the accelerator’s memory to the CPU’s memory. 
The output transfer data size is calculated by 

out pixels bytesD N .D= , (8) 

where Npixels is the number of pixels in the image, 
Dbytes is the number of precision bytes as before, 
and the bandwidth, Bout  is given in Table 1. 

Finally, the scalability factor, Ω, is defined as 
the normalized speedup. In other words, it is the 
performance achieved by multiple processing units 
as compared to the performance achieved by a 
single processing unit as given by equation (9). 

( ) ( )
( )1

PU
PU

S N
N .

S
Ω =  (9) 

 
VI. EXPERIMENTAL RESULTS 

The image size for a single processing unit 
(i.e. GPU or FPGA) is chosen as D0 = 250,000 
pixels for comparison purposes. The 
implementation for both GPU and FPGA were 
parallelized using up to four processing units in 
each system. Therefore, as the number of 
processors was increased, proportionally more 
pixels were created in the image (following 
Gustafson’s model). A comparison is provided in 
Fig. 7 in terms of the end-to-end computation time 
for each system, as well as the hardware-only 
time. Figure 7 also shows the speedup of total 
execution time of GPUs/FPGAs over the total 
execution time of a single CPU which are put in 
parentheses next to their corresponding execution 
times. It is observed for the unit data size 
implemented on a single processing unit, GPU 
outperforms the FPGA (speedup of 71 versus 12). 
As the image size increases, increasing the number 
of FPGAs compensates for added computational 
workload, and the total time remains constant. 
However, the GPU system shows signs of 
decreased efficiency with increased workload 
(image size). This can be better observed if one 
considers the ratio of the time it took to construct 
the image on the FPGA system versus the GPU 
system. It is observed that for the single 
accelerator case, the GPU system is approximately 
six times faster than the FPGA. As the number of 
accelerators is increased (proportionally with the 
pixels generated), the ratio drops to roughly two. 
This is due to the higher efficiency achieved by 
the FPGA implementation as well as the faster 
decreasing efficiency of the GPU implementation. 
The decreasing efficiency of the GPU is due to the 
overhead associated with the setup and merging of 
the results before transferring the output back to 
the CPU . The GPU requires more resources to be  
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Fig. 7. Total execution time. 
 

allocated and becomes less efficient. 
The system efficiency was calculated by 

taking the ratio of the measured time to the 
theoretically expected time for each system to 
complete the calculations. The theoretical time 
calculations are based on the system parameters 
such as the bandwidth, processing speed, etc. The 
efficiencies for both implementations are depicted 
in Fig. 8, demonstrating that despite being slower 
than the GPUs, FPGA implementations show 
higher efficiency. 

 

 
 

Fig. 8. Efficiency of FPGA vs. GPU. 
 

 
 

Fig. 9. Scalability of algorithm on FPGA vs. GPU. 

In order to investigate the scalability, we 
compare the speedup scale with increasing image 
size as depicted in Fig. 9. It is observed that the 
FPGA computations when compared to GPU 
computations scaled more closely to the 
theoretical linear expectations.  
 

VII. CONCLUSIONS 
While the comparison of performance in terms 

of execution time shows that the GPU based 
implementation performs better than the FPGA, it 
should be noted that the FPGA system has 
significantly more limited resources in terms of 
clock speed (100 MHz vs. 1.3 GHz) and on board 
memory (48 MB total vs. 16 GB total). From that 
perspective, the FPGA implementation proves to 
be significantly more efficient than the GPU 
implementation. This is shown in the comparison 
of the system efficiencies, where the FPGA 
implementation achieved about 90% efficiency as 
opposed to the 40% observed for the GPU 
implementation. It is worthwhile noting that the 
SRC Carte programming environment allows the 
user flexibility in controlling the data utilization in 
terms of pipelining and parallelization, whereas 
with Jacket environment the user is oblivious to 
how the GPU is controlled. This comes at the 
expense of ease of use, as Jacket is very much like 
MATLAB and very easy to use, while the learning 
curve in Carte is steeper. The tradeoff between 
productivity versus efficiency is one of the key 
features for hardware accelerated computing on 
these platforms. While FPGAs can be 
programmed to perform a specific task in a highly 
efficient way, they currently lack the wide 
commercial support enjoyed by GPGPUs. 
Consequently, they require a good knowledge of 
hardware and ability to program in hardware 
languages such as VHDL and/or Verilog to 
program them most efficiently. 
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Abstract — We present rigorous analysis
of double-negative materials (DNMs) with
surface integral equations and the multilevel fast
multipole algorithm (MLFMA). Accuracy and
efficiency of numerical solutions are investigated
when DNMs are formulated with two recently
developed formulations, i.e., the combined
tangential formulation (CTF) and the electric
and magnetic current combined-field integral
equation (JMCFIE). Simulation results on
canonical objects are consistent with previous
results in the literature on ordinary objects.
MLFMA is also parallelized to solve extremely
large electromagnetics problems involving DNMs.

Index Terms — Double-negative materials,
metamaterials, multilevel fast multipole algorithm,
surface integral equations.

I. INTRODUCTION

Double-negative materials (DNMs) are com-
monly used as simplified models of metamate-
rials at resonance frequencies [1]. Specifically, a
metamaterial structure at a resonance frequency
can be modeled (homogenized [2]) as a homo-
geneous object with negative permittivity and
permeability. Using the equivalence principle, a
DNM can be formulated with surface integral
equations, which can be discretized and solved nu-
merically. Recently, various surface formulations,

such as the Poggio-Miller-Chang-Harrington-Wu-
Tsai (PMCHWT) formulation [3], the Müller for-
mulation [4], and the electric and magnetic current
combined-field integral equation (JMCFIE) [5],
have been used to analyze DNMs [6],[7]. It has
been shown that homogenization can provide fast
analysis of metamaterial structures before their
detailed analysis via full-wave solvers [8].

Although electromagnetics problems obtained
via homogenization are relatively easy compared
to the original problems, their efficient solutions
may not be trivial. Surface integral equations re-
quire only the discretization of boundaries, but the
resulting matrix equations can be very large be-
cause realistic metamaterials are usually large with
respect to wavelength. Hence, fast and efficient
methods, such as the multilevel fast multipole
algorithm (MLFMA) [9]–[13], are required for
the solution of large metamaterial problems, even
when they are homogenized. Applying MLFMA
to homogeneous materials, including DNMs, is
straightforward, but the number of iterations must
be small for efficient solutions, and thus the choice
of the surface formulation is critical for efficient
solutions.

In this paper, we present iterative solutions of
DNMs using MLFMA. Problems are formulated
with two recently developed formulations, namely,
the combined tangential formulation (CTF) [14]
and JMCFIE [5], and discretized with the Rao-
Wilton-Glisson (RWG) functions [15]. Accuracy
and efficiency of numerical solutions are investi-
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gated on canonical problems involving the sphere
geometry. We show that the conventional JMC-
FIE (with α = 0.5 combination parameter) pro-
vides efficient solutions but relatively inaccurate
results. In addition, accuracy of simulations can
significantly be improved using CTF, instead of
JMCFIE. These observations are consistent with
earlier results obtained for ordinary materials [16].
We also show that the combination parameter of
JMCFIE can be increased towards unity to im-
prove the accuracy of JMCFIE, without sacrificing
the efficiency. Finally, MLFMA is parallelized
using the hierarchical partitioning strategy [17]
to solve very large problems involving DNMs.
The resulting implementation based on JMCFIE
(with high combination parameter) and parallel
MLFMA seems to be a suitable solver for the fast
and accurate analysis of DNMs.

II. NUMERICAL SOLUTIONS OF
SURFACE FORMULATIONS

For homogeneous penetrable objects, discretiza-
tions of surface formulations lead to 2N × 2N
dense matrix equations in the form of[

Z̄
(11)

Z̄
(12)

Z̄
(21)

Z̄
(22)

]
·
[
x
y

]
=

[
v(1)

v(2)

]
. (1)

Using JMCFIE and a Galerkin discretization,

Z̄
(ab)

[m,n] =

∫
Sm

drtm(r) · Z(ab){bn}(r) (2)

for a = 1, 2 and b = 1, 2, where tm and bn
represent the testing and basis functions with
spatial supports of Sm and Sn, respectively, for
m,n = 1, 2, . . . , N . The combined operators are
defined as

Z(11) = Z(22) = −αn̂× n̂× (To + Ti)
+ (1− α)n̂× (Ko −Ki)− (1− α)I (3)

Z(12) = (1− α)n̂× (η−1o To − η−1i Ti)
+ αn̂× n̂× (η−1o Ko + η−1i Ki)

− 1

2
α(η−1o − η−1i )n̂× I (4)

Z(21) = −(1− α)n̂× (ηoTo − ηiTi)
− αn̂× n̂× (ηoKo + ηiKi)

+
1

2
α(ηo − ηi)n̂× I, (5)

where α ∈ [0, 1] is the combination parameter, n̂
is the unit normal vector at the observation point
r, and ηu =

√
µu/
√
εu is the wave impedance in

the outer (u = o) and inner (u = i) media. The
integro-differential operators are defined as

Tu{bn}(r) =
i

ku

∫
Sn

dr′∇′ · bn(r′)∇gu(r, r′)

+ iku

∫
Sn

dr′bn(r′)gu(r, r′) (6)

Ku{bn}(r) =

∫
PV,Sn

dr′bn(r′)×∇′gu(r, r′), (7)

where PV indicates the principal value of the
integral, ku = ω

√
εu
√
µu is the wavenumber, and

gu(r, r′) =
exp(iku|r − r′|)

4π|r − r′|
(8)

denotes the homogeneous-space Green’s function
in the phasor domain using the e−iωt time depen-
dence. The elements of the right-hand-side vectors
in (1) are derived similarly as

v(a)m =

∫
Sm

drtm(r) ·ψ(a)(r) (9)

for a = 1, 2, where

ψ(1)(r) = −(1− α)n̂×H inc(r)

+ αη−1o n̂× n̂×Einc(r) (10)

ψ(2)(r) = (1− α)n̂×Einc(r)

+ αηon̂× n̂×H inc(r). (11)

In (10) and (11), Einc and H inc represent the
incident electric and magnetic fields created by
external sources located in the outer medium.

JMCFIE is a mixed formulation involving
directly and rotationally tested electromagnetic
fields. Using a Galerkin discretization (using the
same set of the RWG functions as the basis and
testing functions), JMCFIE involves a well-tested
identity operator, i.e.,

Īmn =

∫
Sm

drtm(r) · bn(r)

=

∫
Sm

drtm(r) ·
∫
Sn

δ(r, r′)bn(r′), (12)

which is a major error source for low-order dis-
cretizations [18]. CTF can be seen as a special
case of JMCFIE and it is obtained by setting
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α = 1 in (3)–(5), (10), and (11). Note that well-
tested identity operators disappear in CTF; this
explains why it is more accurate than JMCFIE.

Employing the conventional formulations, such
as PMCHWT and JMCFIE, for DNMs is exten-
sively discussed in [6],[7]. Using ku = ω

√
εu
√
µu

and ηu =
√
µu/
√
εu leads to negative wavenum-

ber and positive wave impedance when the per-
mittivity (εu) and permeability (µu) are negative.
In order to construct a tree structure for a DNM,
we use the absolute value of ku in the excess
bandwidth formula, i.e.,

τl,u ≈ 1.73|ku|al + 2.16(d0)
2/3(|ku|al)1/3, (13)

to determine truncation numbers τl,u and samples
on the unit sphere. In (13), al is the box size at
level l and d0 is the number of accurate digits for
the far-field interactions.

III. NUMERICAL RESULTS
In order to test the accuracy and efficiency

of solutions of DNMs with MLFMA, we con-
sider increasingly large scattering problems in-
volving a sphere of radius 0.3 m. The object is
located in free space and illuminated by plane
waves at various frequencies. Problems are for-
mulated with CTF and JMCFIE and discretized
with the RWG functions on λo/10 triangles, where
λo is the wavelength in the host medium (free
space). Both near-field and far-field interactions
are calculated with maximum 1% error. Solutions
are performed using the biconjugate-gradient-
stabilized (BiCGStab) algorithm [19] accelerated
with MLFMA. Iterative convergences are also
accelerated with the four-partition block-diagonal
preconditioner (4PBDP) [16] for the conventional
JMCFIE (α = 0.5).

Fig. 1 presents the solution of a small scattering
problem involving a sphere of radius 0.3 m at
500 MHz. Both the relative permittivity and per-
meability of the sphere are selected as −2.0. The
sphere is illuminated by a plane wave from the top
and the problem is formulated with CTF. For nu-
merical solutions, the problem is discretized with
1860 unknowns. Fig. 1 depicts the total electric
field in the vicinity of the sphere on the E-plane
for the inner and outer problems. The maximum
electric field value is normalized to 0 dB. For
the inner/outer problem, the equivalent currents
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Fig. 1. Solution of a scattering problem involving
a sphere of radius 0.3 m at 500 MHz. Both the
relative permittivity and permeability of the sphere
are −2.0.
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Fig. 2. Solutions of a scattering problem in-
volving a sphere of radius 0.3 m at 3 GHz. The
relative permittivity and permeability of the sphere
are −4.0 and −1.0, respectively.

provided by MLFMA are allowed to radiate into a
homogeneous space with the electrical parameters
of the inner/outer medium assumed everywhere.
Hence, for the inner/outer problem, any radiation
outside/inside the sphere can be interpreted as
numerical error. It can be observed that these
unwanted radiations are below −20 dB, verifying
the high accuracy of the solution. As also depicted
in Fig. 1, the complete plot can be obtained by
superimposing the plots for the inner and outer
problems. It is remarkable that field values become
maximum in the upper part of the sphere as a
result of the negative refractive index of the object.

Fig. 2 presents the solution of a scattering
problem involving a sphere of radius 0.3 m at
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Fig. 3. The relative error and the number
of BiCGStab iterations (for 10−3 residual error)
required in numerical solutions of scattering prob-
lems involving a sphere of radius 0.3 m at 3 GHz.

3 GHz. In this problem, the relative permittiv-
ity and permeability of the sphere are selected
as −4.0 and −1.0, respectively. For numerical
solutions, the problem is discretized with 65,724
unknowns. Fig. 2 depicts the radar cross sec-
tion (RCS) on the E-plane as a function of the
bistatic observation angle from 0◦ to 180◦, where
0◦ and 180◦ correspond to the forward-scattering
and backscattering directions, respectively. Com-
putational values obtained with CTF, the conven-
tional JMCFIE (α = 0.5), and JMCFIE with
a high combination parameter (α = 0.9) are
compared to the analytical Mie-series results. It
can be observed that CTF results agree very well
with the analytical results. However, the same
level of accuracy is not obtained with the con-
ventional JMCFIE. In addition, as also depicted
in Fig. 2, increasing the combination parameter to
0.9 significantly improves the accuracy.

For a more quantitative comparison of the for-
mulations, Fig. 3 presents the results of scattering
problems involving a sphere with different mate-
rial properties. A sphere of radius 0.3 m is again
investigated at 3 GHz and discretized with 65,724
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Fig. 4. Solution of a scattering problem involving
a sphere of 0.3 m at 40 GHz. The relative permit-
tivity and permeability of the sphere are −2.0 and
−1.6, respectively.

unknowns. The first plot of Fig. 3 depicts the
relative error in the far-zone electric field obtained
with different formulations. To find the relative
error, the co-polar electric field in the far-zone on
the E-plane is sampled at π/360 intervals, i.e., we
compute

f [n] = lim
r→∞
{rEϕ(r, ϕ[n])}, (14)

where ϕ[n] = (n−1)π/360 for n = 1, 2, . . . , 361.
Then, the error is defined as

∆ =
‖fC − fA‖
‖fA‖

, (15)

where ‖ · ‖ represents the 2-norm and fC and
fA are vectors of 361 elements containing the
computational and analytical values, respectively.
It can be observed that the relative error for the
conventional JMCFIE (α = 0.5) is generally
higher than 1%, which may not be acceptable. As
also shown in the same plot, the accuracy is signif-
icantly improved by using CTF or increasing the
amount of CTF in JMCFIE, i.e., using JMCFIE
with α = 0.9, instead of the conventional JMC-
FIE. As complementary data, the second plot of
Fig. 3 depicts the number of BiCGStab iterations
for 0.001 residual error. Iterative solutions of the
conventional JMCFIE (α = 0.5) are accelerated
with 4PBDP; but this preconditioner is not useful
for CTF and JMCFIE with α = 0.9. It can be
observed that JMCFIE (both with α = 0.5 and
with α = 0.9) provides very efficient solutions,
compared to CTF. Considering the results in both
plots of Fig. 3, JMCFIE with α = 0.9 seems to be
a good choice for efficient and accurate solutions.

Finally, Fig. 4 presents the solution of a large
scattering problem involving a sphere of radius
0.3 m at 40 GHz. The relative permittivity and per-
meability of the sphere are −2.0 and −1.6, respec-
tively. The problem is formulated with JMCFIE
using α = 0.9 and discretized with 11,702,832 un-
knowns. MLFMA is parallelized into 64 processes
on a cluster of Intel Xeon Nehalem quad-core
processors with 2.80 GHz clock rate. The total
time including the setup and 176 iterations (for
0.005 residual error) is approximately 10 hours.
Fig. 4 depicts the bistatic RCS values on the z-x
plane as a function of the bistatic angle θ from 0◦

to 180◦. RCS values around the forward-scattering
(0◦) and backscattering (180◦) directions are also
focused in separate plots. It can be observed
that the computational values obtained by using
JMCFIE and parallel MLFMA agree very well
with the analytical results. For this large-scale
problem, the relative error in (15) is found to be
0.21%.
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IV. CONCLUSIONS
This paper presents the analysis of DNMs with

surface integral equations and MLFMA. Numer-
ical results obtained with conventional formula-
tions are in agreement with previous results ob-
tained for ordinary materials. Numerical exper-
iments on canonical objects show that JMCFIE
with α = 0.9 is a good choice for efficient and
accurate solutions.
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[14] P. Ylä-Oijala, M. Taskinen, and S. Järvenpää,
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partitioning strategy for an efficient paral-
lelization of the multilevel fast multipole
algorithm,” IEEE Trans. Antennas Propag.,
vol. 57, no. 6, pp. 1740–1750, Jun. 2009.

[18] Ö. Ergül and L. Gürel, “Discretization error
due to the identity operator in surface integral
equations,” Comput. Phys. Comm., vol. 180,
no. 10, pp. 1746–1752, Oct. 2009.

[19] H. van der Vorst, “Bi-CGSTAB: A fast and
smoothly converging variant of Bi-CG for
the solution of nonsymmetric linear sys-
tems,” SIAM J. Sci. Stat. Comput., vol. 13,
no. 2, pp. 631–644, Mar. 1992.
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Abstract— Electromagnetic wave propagation phe-

nomena in nonlinear metamaterials are investigated

for waves propagating either in the left-handed

frequency band or in the frequency band gaps.

In the left-handed band, we implement directly

the reductive perturbation method to Faraday’s and

Ampére’s laws and derive a second-and a third-

order nonlinear Schrödinger (NLS) equation, de-

scribing solitons of moderate and ultra-short pulse

widths, respectively. Then, we find necessary con-

ditions and derive exact bright and dark soliton so-

lutions of these equations. On the other hand, in the

frequency band gaps with negative linear effective

permittivity and positive permeability (where linear

electromagnetic waves are evanescent), we derive

two short-pulse equations (SPEs) for the high- and

low-frequency band gaps. The structure of the SPEs

solutions is discussed, and connections with the

NLS soliton solutions are presented. Numerical

simulations of the SPEs solutions are included and

compared with those of the reduced wave equa-

tions. Directions towards the modelling of wave

propagation in nonlinear chiral metamaterials are

pointed out.

Index Terms— Frequency band gaps, left-handed

media, negative refractive index, nonlinear metama-

terials, nonlinear Schrödinger equations, ultra-short

pulses.

I. INTRODUCTION
The remarkable electromagnetic (EM) properties

and numerous potential applications of metamate-

rials (MMs) have been meticulously documented

in the literature (see e.g. the classic books [1,2].

By considering a Drude model for the effective

permittivity ε and a Lorentz model for the magnetic

permeability μ of the MM, it is seen that there exist

three different types of frequency bands in the MM:

(i) those displaying a right-handed (RH) behavior

characterized by ε > 0, μ > 0, or (ii) a left-handed

(LH) behavior characterized by ε < 0, μ < 0,

and thus exhibiting negative refractive index, or

(iii) frequency band gaps, namely domains where

linear EM waves are evanescent, e.g., for ε < 0
and μ > 0. Each of the above bands exhibits

significantly different properties referring to the as-

sociated propagation and localization of EM waves.

The RH band has been extensively analyzed; here,

we focus on waves propagating either in the LH

regime or in the band gaps.

Concerning first LH MMs, they exhibit negative

refractive index at the microwave [3-5] as well

as at the optical frequencies [6], and hence they

are characterized by unique properties, including:

reversal of Snell’s law, backward wave propagation,

reversal of the Doppler shift and Cherenkov ef-

fect, collecting lens behavior forming 3-D images,

perfect lens performance, and so on [7,8]. To this

end, they have become a subject of intense research

activity; see the reviews [9-12]. Such MMs are

experimentally realized mainly by periodic arrays

of thin conducting wires, exhibiting plasma behav-

ior, and split-ring resonators (SRR’s), resembling

parallel plate capacitors, generating negative ε and

μ, respectively [3,4]. For other realizations of LH

MMs and related discussions see [13-15].

So far, MMs have been mainly investigated in

the linear regime, where ε and μ are independent

of the EM fields intensities. Nevertheless, nonlinear
MMs, which may be created by embedding an

array of wires and SRR’s into a nonlinear dielec-

tric [16,17], are useful in various applications. In

particular, it has been demonstrated that the field

intensity acts as a control mechanism, altering the

MM properties from LH to RH and back. Hence,

the study of MMs nonlinear properties may assist

in the implementation of tunable structures with

intensity controlled transmission and in studying

nonlinear effects in negative refraction photonic
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crystals. Furthermore, it was shown in [18] that

LH weakly nonlinear MMs support propagation of

vector solitons.

On the other hand, concerning the frequency

band gaps, they are characterized by ε < 0 and μ >
0 and hence linear EM waves are evanescent. In

particular, there exist two band gaps which will be

named as the “low-frequency” (LF) and the “high-

frequency” (HF) gap. However, when a nonlinearity

occurs, e.g. in the dielectric response of the MM

[16-22], then nonlinearity-induced localization of

EM waves is possible. Such localization is indi-

cated by the formation of gap solitons, occurring

mainly in nonlinear optics [23]. Gap solitons were

also predicted in nonlinear MMs as solutions of a

nonlinear Klein-Gordon equation [24].

In this work, first we analyze EM wave propaga-

tion in nonlinear lossy LH MMs. The methodology

consists in starting from the Maxwell’s equations,

and using the reductive perturbation method to de-

rive systematically a nonlinear Schrödinger (NLS)

equation and a higher-order NLS (HNLS) equation

for the EM fields envelopes, governing the propa-

gation of ultra-short solitons. Analyzing the NLS

and HNLS equations, we find necessary conditions

for the formation of bright or dark solitons in the

LH regime, and derive exact ultra-short solitons

propagating in nonlinear LH MMs. The developed

direct analysis of the Maxwell’s equations, rather

than the coupled wave equations for the EM fields

envelopes, shows that the electric field envelope is

proportional to the magnetic field one (their ratio

being the linear wave-impedance). Thus, for each

of the EM wave components, we derive a single
NLS (for moderate pulse widths) or a single HNLS

equation (for ultra-short pulse widths), rather than a

system of coupled NLS equations (as in existing lit-

erature, see e.g. [18]). The HNLS equation, which

incorporates higher-order dispersive and nonlinear

terms, generalizes the one describing short pulse

propagation in nonlinear optical fibers.

Then, we proceed with the analysis of nonlinear

localized EM waves propagating in the frequency

band gaps of nonlinear MMs. More precisely,

we derive nonlinear evolution equations describing

ultra-short pulses (possessing pulse widths of the

order of a few cycles of the carrier frequency) that

can be formed in these band gaps. In doing so, we

consider a MM characterized by the permittivity

ε and permeability μ of [3], as well as a weak

Kerr-type nonlinearity in its dielectric response

[20,21,24]. By modifying the techniques of [25,26],

we derive appropriate expressions for μ in the HF

and LF band gaps. Then, we use a multiscale per-

turbation method, with different small parameters

for the HF and LF gaps depending on the MM

characteristics, to derive from Maxwell’s equations

two short-pulse equations SPEs. Each of these

equations describes the evolution of ultra-short

pulses either in the HF or the LF gap. The SPE has

been shown to be the proper model for describing

the evolution of ultra-short pulses in nonlinear

fiber optics [25]; moreover in [25] the solutions of

Maxwell’s equations were compared numerically to

the ones of the SPE and NLS models and it was

shown that the accuracy of the SPE (NLS) increases

(decreases) as the pulse width shortens. We also

discuss the structure of the resulting peakon-like

solutions of the SPEs derived in our context of

nonlinear MMs, and draw parallels to NLS-like

soliton solutions (which can be regarded as ultra-

short gap solitons in nonlinear MMs). Numerical

simulations of the peakon-like and breather-like

solutions are also included both in the context of

the SPEs as well as in that of the reduced wave

equations originating from Maxwell’s equations.

Investigations of the above described phenomena

were initiated in [27] and [28]. This paper contains

a unified treatment of these investigations, provides

appropriate extensions and points out generaliza-

tions concerning the modelling of wave propaga-

tion in more complicated types of nonlinear MMs

(e.g. chiral MMs).

II. DESCRIPTION OF THE
NONLINEAR METAMATERIAL

We consider a composite lossy nonlinear MM,

consisting of an array of conducting wires and

SRRs, with the slits of the SRRs filled with a

weakly nonlinear dielectric [16,18-20,22]. The MM

is characterized by a frequency dependent effective

complex permittivity ε̂(ω) and magnetic permeabil-

ity μ̂(ω) (below f and f̂ denote any function f
in the time- and frequency-domain, respectively)

given by [3,16]:

ε̂(ω; |E|2) = ε0

(
εD(|E|2) − ω2

p

ω2 + iωγε

)
,

μ̂(ω; |H|2) = μ0

(
1 − Fω2

ω2 + iωγμ − ω2
0NL(|H|2)

)
,

where ε0 and μ0 are the vacuum permittivity and

permeability, ω is the EM wave’s frequency, ωp

is the plasma frequency, F is the filling factor, γε

and γμ are the linear loss frequencies, ω0NL is the

nonlinear resonant SRR frequency [16], E and H
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are the electric and magnetic field intensities. In the

linear limit, εD → 1 and ω0NL → ωres (ωres is the

linear resonant SRR frequency).

In particular, we assume the decompositions [18-

22,29]:

ε̂(ω; |E|2) = ε̂L(ω) + εNL(|E|2), (1)

μ̂(ω; |H|2) = μ̂L(ω) + μNL(|H|2). (2)

For the linear parts we assume a Drude (Lorentz)

model for the permittivity (permeability) [27]:

ε̂L(ω) = ε0

(
1 − ω2

p

ω2 + iωγε

)
, (3)

μ̂L(ω) = μ0

(
1 − Fω2

ω2 + iωγμ − ω2
res

)
, (4)

while the weakly nonlinear parts of the permittivity

and permeability exhibit a Kerr-type behavior and

are, respectively, given by [18-22]:

εNL(|E|2) = ε0α|E|2, (5)

μNL(|H|2) = μ0β|H|2, (6)

where α and β are the Kerr coefficients; α > 0
and α < 0 corresponds to focusing and defocusing

dielectrics.

Assuming that ωp > ωres and that the linear

losses γε and γμ are small compared to the op-

erating frequency, the dispersion relation k2
0 =

ω2
0Re[ε̂L(ω0)]Re[μ̂L(ω0)] (k0 the wavenumber cor-

responding to the carrier frequency ω0) shows that

linear waves exist (k2
0 > 0) in the bands ω > ωp

and ωres < ω < ωM ≡ ωres/
√

1 − F , where

the medium is right-handed (RH) and left-handed

(LH), respectively. These bands will be called the

RH and LH bands. On the other hand, there exist

two bands, with Re[ε̂L] < 0 and Re[μ̂L] > 0, where

linear waves are evanescent (k2
0 < 0). These “band-

gaps” are 0 < ω < ωres [“low-frequency” (LF)

gap], and ωM < ω < ωp [“high-frequency” (HF)

gap]. Typical dispersion curves of Re[ε̂L](ω) and

Re[μ̂L](ω) are shown in Fig. 1.

In the sequel, we consider the physically relevant

[18] values of parameters: F = 0.4, ωres = 2π ×
1.45 GHz, ωM = 2π × 1.87 GHz, and ωp = 2π ×
10 GHz, for which α may be positive or negative,

while β is positive.

III. EM WAVE PROPAGATION IN
THE LEFT-HANDED BAND

First, we analyze the frequency band 2π ×
1.45 GHz < ω < 2π×1.87 GHz, inside which the

SRRs are negative-index LH media (with Re[ε̂L] <
0 and Re[μ̂L] < 0), as was discussed above.

ω  [a.u.]

R
e[

ε L]/ε
0,  

R
e[

μ L]/μ
0  [

a.
u.

]

0
ω ω ωM pres

  LH
regime

  RH
regime

   HF
  gap

   LF
  gap

Fig. 1. Re[μ̂L]/μ0 [solid (red) line], and Re[ε̂L]/ε0
[dashed (blue) line] versus ω in arbitrary units

(a.u.). Linear waves propagate (Re[ε̂L]Re[μ̂L] > 0)

for ω > ωp (RH regime) and ωres < ω < ωM

(LH regime). Dotted regions with Re[ε̂L] < 0 and

Re[μ̂L] > 0 depict the LF gap (0 < ω < ωres) and

the HF gap (ωM < ω < ωp).

A. Propagation along the +ẑ axis
We consider the propagation along the +ẑ direc-

tion of a x- (y-) polarized electric (magnetic) field,

namely,

E(z, t) = x̂E(z, t) , H(z, t) = ŷH(z, t). (7)

Then, using the constitutive relations (in frequency

domain) D̂=ε̂Ê and B̂=μ̂Ĥ (D̂ and B̂ are the

electric flux density and the magnetic induction),

Faraday’s and Ampére’s laws respectively read (in

the time domain):

∂zE = −∂t(μ ∗ H), ∂zH = −∂t(ε ∗ E), (8)

where ∗ denotes the convolution integral, i.e., f(t)∗
g(t) =

∫ +∞
−∞ f(τ)g(t−τ)dτ , for functions f(t) and

g(t).
Note that Eqs. (8) may be used in either the RH

or the LH regime of a MM: once the dispersion

relation k0 = k0(ω0) and the evolution equations

for the fields E and H are found, then k0 > 0
(k0 < 0) corresponds to the RH (LH) regime.

Alternatively, for fixed k0 > 0, one should shift

the fields as [E, H]T → [±E,∓H]T (either up

or down sign combinations), thus inverting the

orientation of the magnetic field and associated

Poynting vector. Below, in our consideration we

will assume that the wavenumber k0 = k0(ω0)
obtained from the linear dispersion relation [see Eq.

(20) below] will be k0 < 0 for the LH regime.

Next, we consider that:

[E(z, t),H(z, t)]T = [q(z, t), p(z, t)]T ei(k0z−ω0t),
(9)
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where q and p are the unknown EM fields en-

velopes.

B. Nonlinear evolution equations by the reduc-
tive perturbation method

Nonlinear evolution equations for the field en-

velopes can be found by the reductive perturbation
method [30] as follows. First, we assume that the

temporal spectral width of the nonlinear term with

respect to the spectral width of the quasi-plane-

wave dispersion relation is characterized by the

formal small parameter ε [31,32].

Then, we introduce the slow variables:

Z = ε2z, T = ε(t − k′
0z), (10)

where k′
0 ≡ v−1

g is the inverse of the group

velocity (hereafter, primes will denote derivatives

with respect to ω0). Additionally, we express q and

p as asymptotic expansions in terms of ε,

q(Z, T ) =q0(Z, T ) + εq1(Z, T ) + ε2q2(Z, T ) + · · ·
(11)

p(Z, T ) =p0(Z, T ) + εp1(Z, T ) + ε2p2(Z, T ) + · · ·
and assume that the Kerr coefficients α and β are of

order O(ε2) (see, e.g., [18,31] as well as [33,34]).

Moreover, the linear components of ε̂L and μ̂L

are decomposed into real and imaginary parts, as

follows:

ε̂L(ω) = ε̂R(ω) − iε̂I(ω), (12)

μ̂L(ω) = μ̂R(ω) − iμ̂I(ω), (13)

where the imaginary parts are assumed to be O(ε2).
Note that the effect of losses in ε̂L and μ̂L is taken

here for the first time into account since the analysis

of [27] concerns the lossless case.

Then, substituting Eqs. (11) into Eqs. (8), using

Eqs. (1), (2), and (10), and Taylor expanding ε̂L,

and μ̂L, we arrive at the following hierarchy of

equations:

O(ε0) : Wx0 = 0, (14)

O(ε1) : Wx1 = −iW′∂Tx0, (15)

O(ε2) : Wx2 = −iW′∂Tx1 +
1
2
W′′∂2

Tx0

+
k′′

0

2
∂2

Tx0 − i∂Zx0 − (A − iB)x0, (16)

O(ε3) : Wx3 = −iW′∂Tx2 +
1
2
W′′∂2

Tx1

+
i

6
W′′′∂3

Tx0 +
ik′′′

0

6
∂3

Tx0 +
k′′

0

2
∂2

Tx1

− i∂Zx1 − (A − iB)x1 − (B′∂T − iC)x0,
(17)

with xi = [qi, pi]
T (i = 0, 1, 2, 3) unknown vectors,

and

W =
[ −k0 ω0μ̂R

ω0ε̂R −k0

]
, Axi = ω0

[
β|p0|2pi

α|q0|2qi

]

B =
[

0 ω0μ̂I

ω0ε̂I 0

]
, (18)

Cx0 =
[ −β∂T (|p0|2p0) + iω0β(p0p

�
1 + p�

0p1)p0

−α∂T (|q0|2q0) + iω0α(q0q
�
1 + q�

0q1)q0

]

with � denoting complex conjugate.

The compatibility conditions required for the

solvability of Eqs. (14)–(17) (known also as Fred-

holm alternatives [30,31]) are: LWxi = 0, where

L = [1, ẐL] is a left eigenvector of W, such that

LW = 0, and ẐL =
√

μ̂R/ε̂R is the linear wave-

impedance, when dissipation is small enough to be

ignored.

The leading-order Eq. (14) provides the follow-

ing results. First, the solution x0 of Eq. (14) has

the form:

x0 = Rφ(Z, T ), (19)

where φ(Z, T ) an under determination scalar field

and R = [1, Ẑ−1
L ]T a right eigenvector of W, such

that WR = 0. Second, by using the compatibility

condition LWx0 = 0 and Eq. (19), we obtain that

LWR = 0, which is actually the linear dispersion

relation:

k2
0 = ω2

0 ε̂Rμ̂R, (20)

with all functions of frequency evaluated at ω0.

Eq. (20) is also obtained by the nontrivial solution

condition detW = 0. Third, the electric and

magnetic field envelopes are proportional to each

other, i.e. q0 = p0ẐL.

Next, at O(ε1), the compatibility condition for

Eq. (15) results in LW′R = 0, written as:

2k0k
′
0 = ω2

0(ε̂Rμ̂′
R + ε̂′Rμ̂R) + 2ω0ε̂Rμ̂R. (21)

This is actually the definition of the group velocity

vg = 1/k′
0, as can also be found by differentiating

the dispersion relation Eq. (20) with respect to ω.

Furthermore, by combining Eqs. (15) and (19), we

get that:

x1 = iR′∂T φ(Z, T ) + Rψ(Z, T ), (22)

where ψ(Z, T ) is an unknown scalar field. Next,

at order O(ε2), the compatibility condition for

Eq. (16), combined with Eqs. (19) and (22), yields

the following nonlinear Schrödinger (NLS) equa-

tion:

i∂Zφ − 1
2
k′′

0∂2
T φ + ϑ|φ|2φ = ig̃φ, (23)
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where k′′
0 is the group-velocity dispersion coeffi-

cient, while g̃ and ϑ are, respectively, the linear

loss and nonlinear coefficients which are given by:

g̃ =
k0

2ε̂Rμ̂R
(ε̂Rμ̂I + μ̂Rε̂I) , (24)

ϑ =
ω2

0

2k0

(
ε0αμ̂R + μ0βε̂RẐ−2

L

)
. (25)

Importantly, once φ is obtained from the NLS

Eq. (23), the electric and magnetic field envelopes

are, respectively, determined by means of Eq. (19)

as q0 = φ and p0 = Ẑ−1
L φ, similarly to the case of

a linear medium.

Finally, to order O(ε3), we use the compatibility

condition for Eq. (17), as well as Eqs. (16), (19),

and (22), and obtain a NLS equation, incorporating

higher-order dispersive and nonlinear terms. This

equation describes the evolution of ψ, and yet con-

tains φ, which obeys Eq. (23). By following [31]

and [32], we introduce a new combined function

Φ = φ + εψ, and then combine the NLS equations

obtained at O(ε2) and O(ε3) to find that Φ obeys

the higher-order NLS (HNLS) equation:

i∂ZΦ − 1
2
k′′

0∂2
T Φ + ϑ|Φ|2Φ

= iε

[
1
6
k′′′

0 ∂3
T Φ − ϑ

ω0
∂T (|Φ|2Φ) + ig̃′∂T Φ

]
.

(26)

For ε = 0, the HNLS Eq. (26) is reduced to

the NLS Eq. (23), while for ε �= 0 generalizes

the HNLS equation describing ultra-short pulse

propagation in optical fibers [31,32] (where μ =
μ0, while dispersion and nonlinearity appear solely

in the fiber dielectric properties). As in the case of

the NLS Eq. (23), Eq. (26) provides the field Φ
which determines the electric and magnetic fields

at O(ε3), respectively, as q0 + εq1 = Φ and

p0 + εp1 = Ẑ−1
L Φ [see Eqs. (19) and (22)]. Note

that Eqs. (23) or (26) can be used in the LH (RH)

regime, taking k0, ε̂R, and μ̂R negative (positive),

as per the discussion above.

In the sequel, we derive analytically exact soliton

solutions of Eqs. (23) and (26).

C. Solitons solutions of the NLS equation
First, we analyze in detail the NLS Eq. (23):

we start by measuring length, time, and the field

intensity |φ|2 in units of the dispersion length

LD = t20/|k′′
0 |, initial pulse width t0, and LD/|ϑ|,

respectively, and reduce Eq. (23) to the following

dimensionless form:

i∂Zφ − s

2
∂2

T φ + σ|φ|2φ = igφ, (27)

TABLE I: Conditions for the formation of bright

or dark solitons (BS or DS) for the NLS Eq. (27)

s = +1 s = −1
σ = +1 α > 0 DS BS

σ = −1 α < 0, |α
β
| >

Z2
0

Ẑ4
L

BS DS

σ = +1 α < 0, |α
β
| <

Z2
0

Ẑ4
L

DS BS

where s = sign(k′′
0), σ = sign(ϑ), and g = LDg̃.

The NLS Eq. (27) admits bright (dark) soliton

solutions for sσ = −1 (sσ = +1).

For our choice of parameters, numerical simu-

lations indicate (see Fig. 2 of [27]) that inside the

LH regime s = +1 (k′′
0 > 0) for 2π × 1.76 <

ω < 2π × 1.87 GHz, while s = −1 (k′′
0 < 0)

for 2π × 1.45 < ω < 2π × 1.76 GHz. On the

other hand, the linear loss coefficient g attains very

small values and can to a certain approximation be

ignored. Moreover, regarding σ, it can take either

the value σ = +1 or σ = −1, depending on the

magnitudes and signs of the Kerr coefficients α and

β. Note that we have assumed that β > 0, and

hence σ = +1 either for a focusing dielectric, with

α > 0, or for a defocusing dielectric, α < 0, with

|α/β| < Z2
0/Ẑ4

L (Z0 =
√

μ0/ε0 is the vacuum

wave-impedance).

Thus, for σ = +1, bright (dark) solitons oc-

cur in the anomalous (normal) dispersion regimes,

namely, for k′′
0 < 0 (k′′

0 > 0), respectively. On the

other hand, σ = −1 for a defocusing dielectric

(α < 0), with |α/β| > Z2
0/Ẑ4

L and, bright (dark)

solitons occur in the normal (anomalous) dispersion

regimes. The above conclusions are summarized in

Table I.

The “flexibility” due to the extra “degree of free-

dom” provided by the dispersion and nonlinearity

properties of the magnetic response of the LH MM

(missing in fiber optics), allows for the formation

of bright (dark) solitons in the anomalous (normal)

dispersion regimes for defocusing dielectrics (see

third line of Table I).

D. Ultra-short solitons solutions of the HNLS
equation

Now, we analyze the HNLS Eq. (26) which, by

using the same dimensionless units as before, is

expressed as:

i∂ZΦ − s

2
∂2

T Φ + σ|Φ|2Φ =

iδ1∂
3
T Φ − iσδ2∂T (|Φ|2Φ) − δ3∂T Φ, (28)
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where the coefficients δ1, δ2, and δ3 are given by:

δ1 = ε
k′′′

0

6t0|k′′
0 |

, δ2 = ε
1

ω0t0
, δ3 = ε

LDg̃′

t0
.

(29)

Ultra-short solitons in nonlinear LH MMs can

be predicted by means of Eq. (28). More precisely,

following [35], and assuming negligible contribu-

tion from the linear losses (i.e. δ3 � 0), we seek

travelling-wave solutions of Eq. (28) of the form:

Φ(Z, T ) = U(η) exp[i(KZ − ΩT )], (30)

where U(η) is the unknown real envelope function,

η = T − ΛZ, and the real parameters Λ, K, and

Ω denote the wave’s inverse velocity, wavenumber,

and frequency. Substituting Eq. (30) into Eq. (28),

the real and imaginary parts of the resulting equa-

tion read:

Ü +
K − s

2Ω2 − δ1Ω3

s
2 + 3δ1Ω

U − σ(1 + δ2Ω)
s
2 + 3δ1Ω

U3 = 0,

(31)

δ1
...
U + (Λ − sΩ − 3δ1Ω2)U̇ − 3σδ2U

2U̇ = 0,
(32)

where overdots denote differentiations with respect

to η.

Notice that when δ1 = δ2 = 0, Eq. (32) is

automatically satisfied if Λ = sΩ and the profile

of “long” soliton pulses [governed by Eq. (27)]

is determined by Eq. (31). On the other hand,

for ultra-short solitons (corresponding to δ1 �= 0,

δ2 �= 0), Eqs. (31) and (32) are consistent if:

K − s
2Ω2 − δ1Ω3

s
2 + 3δ1Ω

=
Λ − sΩ − 3δ1Ω2

δ1
≡ κ, (33)

− σδ2

δ1
= −σ(1 + δ2Ω)

s
2 + 3δ1Ω

≡ ν, (34)

where κ and ν are nonzero constants. In such

a case, Eqs. (31) and (32) are equivalent to the

equation of motion of the unforced and undamped

Duffing oscillator:

Ü + κU + νU3 = 0. (35)

For κν < 0, Eq. (35) possesses two exponen-

tially localized solutions [35], having the form of

a hyperbolic secant (tangent) for κ < 0 and ν > 0
(κ > 0 and ν < 0), and thus corresponding to the

bright, UBS (dark, UDS) solitons of Eq. (28):

UBS(η) = (2|κ|/ν)1/2 sech(
√
|κ|η), (36)

UDS(η) = (2κ/|ν|)1/2 tanh(
√

κ/2η). (37)

These are ultra-short solitons of the HNLS Eq.

(28), valid even for ε = O(1): since both δ1, δ2

of Eq. (28) scale as ε(ω0t0)−1, it is clear that for

ω0t0 = O(1), or for soliton widths t0 ∼ ω−1
0 , the

higher-order terms can be neglected and propaga-

tion is governed by Eq. (27). On the other hand,

if ω0t0 = O(ε), the higher-order terms become

important and solitons governed by the HNLS Eq.

(28) are ultra-short, of width t0 ∼ εω−1
0 , satisfying

Faraday’s and Ampére’s laws in Eqs. (8) up to

O(ε3).
Concerning the condition for bright or dark

soliton formation, namely κν < 0, we note that

κ depends on the free parameters K and Ω (and,

thus, can be tuned on demand), while the parameter

ν has the opposite sign from σ. This means that

bright solitons are formed for κ < 0 and σ = −1
(i.e., α < 0 with |α/β| > Z2

0/Ẑ4
L), while dark ones

are formed for κ > 0 and σ = +1 (i.e., α > 0, or

α < 0 with |α/β| < Z2
0/Ẑ4

L).

IV. EM WAVE PROPAGATION IN THE
FREQUENCY BAND GAPS

Now, we consider the EM wave propagation in

the two frequency band-gaps of the nonlinear MM

(characterized by Re[ε̂L] < 0 and Re[μ̂L] > 0),

where, as mentioned above, linear EM waves are

evanescent (k2
0 < 0). To this end, we assume that

the MM exhibits a Kerr-type nonlinearity exclu-

sively in its dielectric response, while the magnetic

permeability is considered a linear function; this

assumption is justified in [20,21,24].

As in (7), also here we assume propagation along

the +z direction of a x- (y-) polarized electric

(magnetic) field. Then, Maxwell’s equations lead to

the following time-domain nonlinear wave equation

for E(z, t):

∂2
zE−∂2

t (εL∗μL∗E)−ε0α∂2
t (μL∗E3) = 0. (38)

Note that once the electric field E(z, t) is obtained

from Eq. (38), the magnetic field H(z, t) is derived

from Faraday’s law.

In the sequel, we analyze the EM wave propa-

gation separately in the “high-frequency” (HF) and

“low-frequency” (LF) gaps. We assume that the

MM is lossless; extensions to the lossy case are

discussed in Sec. V below.

A. The high-frequency band gap

The HF band gap is defined by ωM < ω < ωp

(see Fig. 1). In this regime, by assuming ω 
 ωres,
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Fig. 2. Permeability μ̂L/μ0 in the HF gap.

Solid (red) and dashed (blue) lines correspond,

respectively, to the exact [Eq. (4)] and approximate

[Eq. (39)] expressions of μ̂L(ω)/μ0 in this band.

The approximation produces a relative error less

than 5% for ωa ≡ 2π × 3.1 GHz < ω < ωp =
2π × 10 GHz.

we find that μ̂L(ω) in Eq. (4) is approximated by:

μ̂L(ω) ≈ μ0(1 − F ) − μ0F
ω2

res

ω2
. (39)

Using the parameter values discussed above

(namely F = 0.4, ωres = 2π × 1.45 GHz, ωM =
2π× 1.87 GHz, and ωp = 2π× 10 GHz), in Fig. 2

we show the exact [Eq. (4)] and approximate [Eq.

(39)] expressions for the effective permeability in

this band. As seen, in Fig. 2, the above approxima-

tion produces a relative error from the exact form

of μ̂L(ω)/μ0 less than 5% in a wide sub-interval of

frequencies in this band, namely for ωa ≡ 2π×3.1
GHz < ω < ωp = 2π × 10 GHz.

Next, by using Eq. (39) and employing the

techniques of [28], we reduce Eq. (38) to:

∂2
zE − 1 − F

c2
∂2

t E − 1
c2

[Fω2
res + (1 − F )ω2

p]E

− α

c2

[
Fω2

resE
3 + (1 − F )∂2

t E3
]

= 0,(40)

where c is the velocity of light in vacuum. Next, we

measure time, space, and the field intensity E2 in

units of ω−1
res , v/ωres [where v = c(1 − F )−1/2],

and |α|−1, respectively, and express Eq. (40) in

dimensionless form:

(
∂2

z − ∂2
t − ρ̃

)
E = s

(
F

1 − F
+ ∂2

t

)
E3, (41)

where s = sgn(α) = ±1 for focusing or defo-

cusing nonlinearity, respectively, and ρ̃ = F/(1 −
F ) + (ωp/ωres)2. We have assumed above that

(ωp/ωres)2 
 1 in order to ensure the validity of

the approximation (39) in a wide sub-interval of the

HF band gap. Then, ρ̃ is a large parameter, which

0 2 4 6 8
1

1.02

1.04

1.06

1.08

1.1

ω=2πf (GHz)

μ L/μ
0

ωres

LF gap

ωb

Fig. 3. Permeability μ̂L/μ0 in the LF gap.

Solid (red) and dashed (blue) lines correspond,

respectively, to the exact [Eq. (4)], and approximate

[Eq. (44)] expressions of μ̂L(ω)/μ0; a relative error

of less than 5% is achieved for ωb ≡ 2π×1.28 GHz

< ω < ωres = 2π × 1.45 GHz.

suggests that ρ̃ = ρ/ε, where ε is a formal small

parameter, and ρ = O(1). Furthermore, considering

propagation of small-amplitude short pulses, we

introduce a multiple scale ansatz of the form:

E = ε3/2E1(THF, Z1, · · · )
+ ε5/2E2(THF, Z1, · · · ) + · · · , (42)

where THF = ε−2(t − z) and Zn = εnz (n =
1, 2, · · · ). Substituting Eq. (42) into Eq. (41), we

obtain various equations at different orders of ε. In

particular, terms at O(ε−5/2) cancel, there are no

terms at O(ε−3/2), while terms at O(ε−1/2), cancel

provided that:

2∂ζ∂THFE1 + ρE1 + s∂2
THF

E3
1 = 0, (43)

where ζ ≡ Z1. Eq. (43) is the short pulse equation

(SPE), which was derived in Ref. [25] in the con-

text of ultra-short pulses propagation in nonlinear

silica optical fibers.

B. The low-frequency band gap

The LF gap is defined by 0 < ω < ωres (see

Fig. 1). For ω � ωres we approximate μ̂L(ω) in

Eq. (4) by:

μ̂L(ω) ≈ μ0

(
1 + F

ω2

ω2
res

)
. (44)

Figure 3 depicts the exact [Eq. (4)] and approxi-

mate [Eq. (44)] expressions for μ̂L(ω) in the LF

band gap for F = 0.02, ωres = 2π × 1.45 GHz.

The relative error is less than 5% for 0 < ω <
ωb ≡ 2π × 1.28 GHz.
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Now, we use Eq. (44) and follow a similar pro-

cedure with that of the HF gap, to reduce Eq. (38)

to:

∂2
zE − 1

c2

(
1 − F

ω2
p

ω2
res

)
∂2

t E − ω2
p

c2
E =

− F

ω2
resc

2
∂4

t E +
α

c2
∂2

t E3 − αF

ω2
resc

2
∂4

t E3. (45)

Notice that in Eq. (45), the ratio (ωp/ωres)2 is

considered to be a O(1) parameter (as, e.g., in Ref.

[24]) since ωp is not involved in the band width of

the LF band gap. In this band, it is convenient to

use the filling factor F as the small parameter; this

is a physically relevant choice for SRRs [36], as

well as for other types of MMs [37].

Next, we measure time, space, and the field

intensity E2 in units of ω−1
res , c/ωres and |α|−1,

respectively, and thus reduce Eq. (45) to the di-

mensionless form:
(

∂2
z − ∂2

t − ω2
p

ω2
res

)
E = s∂2

t E3. (46)

From Eq. (46), we derive an SPE for the LF band

by using the asymptotic expansion:

E = εE1(TLF, Z1, · · · )+ε2E2(TLF, Z1, · · · )+· · · ,
(47)

where TLF = ε−1(t − z) and Zn = εnz (n =
1, 2, · · · ). Substituting Eq. (47) into Eq. (46), the

terms at O(ε−1) cancel, there are no terms at

O(ε0), while terms at O(ε), cancel provided that

E1 satisfies the SPE:

2∂ζ∂TLFE1 +
ω2

p

ω2
res

E1 + s∂2
TLF

E3
1 = 0. (48)

C. Solutions of the short pulse equations
We discuss solutions of the SPEs by unifying

Eqs. (43) and (48) in the single equation with

respect to u ≡ E1:

∂ζ∂τu + Γu +
1
2
s∂2

τu3 = 0, (49)

where Γ = ρ/2 and τ = THF for the HF gap,

and Γ = ω2
p/(2ω2

res) and τ = TLF for the LF gap.

Seeking travelling wave solutions u = u(ξ), where

ξ = ζ − Cτ , Eq. (49) is reduced to the ordinary

differential equation:

−Cuξξ + Γu +
1
2
sC2(6uu2

ξ + 3u2uξξ) = 0, (50)

which by means of the transformation u2
ξ = w(u)

yields:

u2
ξ = −Γu2

C

3sCu2 − 4
(3sCu2 − 2)2

, (51)

subject to the initial condition uξ(±∞) =
u(±∞) = 0 or w(u(±∞)) = w(0) = 0. For

sC < 0 the solutions (51) are always either as-

cending or descending, while for sC > 0 bounded

solutions are allowed. In the case s = +1 (i.e.,

focusing dielectrics with α > 0), which implies that

C > 0, the maximum of the travelling wave occurs

when u =
√

4/3C. To avoid the singularity at

u =
√

2/3C, we consider small amplitude pulses

and Eq. (51) is reduced to u2
ξ = (Γ/C)u2, which

possesses a peakon-like solution (see, e.g. [38]) of

the form:

u(ξ) = A exp(−
√

Γ/C|ξ|), (52)

whose derivative has a discontinuity at ξ = 0,

with amplitude A <
√

2/3C. Also, when the

above approximation is not used, the right-hand

side of Eq. (51) needs to be positive giving |u| <√
4/3|C|. These characteristics are consistent with

the fact that the SPE exhibits loop-solitons (see

[39]).

Moreover, based on the formal connection be-

tween the SPE and the sine-Gordon equation

(SGE), a smooth, sech-shaped, envelope soliton

solution of the SPE, based on the breather solution

of the SGE, was derived in [39]. In the framework

of Eq. (49), this solution has the form:

u ≈ 4m√
3Γ

cos (ζ + Γτ) sech [m (ζ − Γτ)] , (53)

where 0 < m < 1. The shape of the SPE pulse

in Eq. (53) bears resemblance to the NLS soliton,

as it consists of a sech-shaped pulse modulating

a cos-shaped function. In particular, a connection

is established in [28] between the SPE and NLS

equations by showing that the envelope function A
satisfies the NLS equation:

i
(
∂ζ2A + k′∂τ2A

) − k′′

2
∂2

τ̄1
A +

3
2
ω|A|2A = 0, (54)

where ζn = εnζ, τn = εnτ (ε � 1 and

n = 0, 1, · · · ), τ̄1 = τ1 − k′ζ1, k′ = −k/ω,

and k′′ = 2k/ω2. Clearly the well-known sech-

shaped envelope soliton solution of the NLS Eq.

(54) resembles the soliton of Eq. (53), and scales

in space and time similarly. Such smooth SPEs

solutions are weak gap solitons that can be formed

in the HF and LF band gaps of the nonlinear MM.

D. Numerical simulations
We end up by giving some indicative numerical

simulations concerning Eqs. (49) and (41); for

further details, analysis and discussions on these
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simulations see [28]. The utilized methodology for

these simulations relies on Fourier transforming

Eq. (49) with respect to τ , then solving the ensuing

first order ODE in ζ (for each frequency), via a

fourth-order Runge-Kutta scheme, and then Fourier

transforming back to obtain u(ζ, τ). We use the

constant set of parameters s = 1, F = 0.4,

and ωp/ωres = 10/1.45 and ε = 0.1. The initial

condition is depicted in Fig. 4a and is obtained

as the exact breather solution of the SPE equation

(Eq. (22) in [39], with m = 0.32). The evolution

of the breather is shown both in Fig. 4b depicting

the contour plot of the space-time evolution as well

as in Fig. 4d, depicting the center of mass of the

solution vs. time. This is a robust localized struc-

ture propagating through the domain with constant

speed in time. We have also integrated Eq. (41)

with the same type of breather initial profile. In the

latter case, however, from the multiple scale ansatz,

the initial condition of Eq. (41) was E(0, τ) =
εu(0, τ), Ez(0, τ) = −uτ (0, τ). The result of the

time integration is shown in Fig. 4c. Evidently, the

breather is robust in this setting as well, although

its propagation speed is slightly smaller than that of

the SPE breather. This result confirms our predic-

tion that such “gap breathers” should be observable

in the considered type of nonlinear MMs.

V. CONCLUSIONS AND FUTURE
WORK

In conclusion, we analyzed electromagnetic

(EM) pulse propagation in the left-handed (LH)

regime and in the frequency band gaps of nonlin-

ear metamaterials (MMs). In the LH regime, we

used the reductive perturbation method to derive

from Maxwell’s equations a nonlinear Schrödinger

(NLS) and a higher-order NLS (HNLS) equation.

We found necessary conditions for the formation

of bright or dark ultra-short solitons, as well as

analytical expressions for these solitons. In the

frequency band gaps [with negative (positive) lin-

ear permittivity (permeability) hence not allowing

propagation of linear EM waves] we derived short-

pulse equations (SPEs) describing the propagation

of ultra-short pulses. We discussed the structure

of the SPEs solutions and presented peakon-like

and NLS-like solitons, which can be regarded as

weak ultra-short gap solitons. The existence of such

structures, indicates the possibility of nonlinear

localization of EM waves in the gaps of nonlinear

MMs.

Interesting subjects for future research may in-

clude a systematic study of the stability and dy-
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Fig. 4. (a) Breather initial condition used in

Eqs. (49) and (41), (b) space-time contour plot of

the field evolution in Eq. (49), (c) the same as in

(b) but for Eq. (41), (d) evolution of the breathers’

center of mass in the two respective models by

dotted and solid lines.
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namics of the ultra-short or gap solitons, both in

the framework of the HNLS or SPE as well as

in that of Maxwell’s equations. Moreover, it is

also worthwhile to analyze the MM in its initial

form of conducting wires and SRR’s by a suitable

CEM methodology (e.g. FDTD or MoM) in order

to derive the propagating pulses and then compare

them with (i) the solutions of the Maxwell’s system

(8) after assuming an effective medium approach

for the material parameters (see Eqs. (3) and (4)),

and (ii) the ultra-short solitons solutions derived in

Section III-D. On the other hand, the consideration

in the SPE models of the linear losses related to

the permittivity and permeability of the MM would

result to more general and interesting to investigate

SPEs, which would also incorporate first temporal

derivative terms of the electric field constituting

control mechanisms of the evolution of the gap

soliton.

Furthermore, it is highly worthwhile to carry

out the corresponding investigations, concerning

solitons formation and propagation, in other more

complicated types of nonlinear MMs, exhibiting

negative refractive index in a certain frequency

band. For example, a representative material of this

class is an isotropic chiral MM for which one of

the two refractive indices can have a negative real

part [40,41]; for the EM modelling of linear chiral

media see [42], while for applications of negative

index chiral MMs see [43]. For a nonlinear chi-

ral MM, application of the reductive perturbation

method leads to a system of two coupled NLS

equations for the LH and RH Beltrami components

of the EM field. For a sufficiently large chirality

parameter there exists a certain spectral regime

where the refractive index for the LH/RH Beltrami

component is real and negative but that for the

RH/LH Beltrami component is real and positive

[40]. To this direction, it is interesting to approxi-

mate, inside the above regime, the coupled system

of the NLS equations by a completely integrable

system, and hence predict various classes of exact

vector soliton solutions (bright-bright, dark-dark, as

well as dark-bright solitons) that can be supported

in the nonlinear chiral MM. Certain relevant inves-

tigations are reported in [44].
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Abstract ─ In this study, the interaction of nano-
particles with focused beams of various angular 
spectra is investigated. This study demonstrates 
that the focused light can be used to manipulate 
the near-field radiation around nanoparticles. It is 
shown that suppressing strong lobes and 
enhancing weaker lobes is possible for spherical 
particles by altering the angular spectrum. This 
can have an impact on plasmonic applications 
where strong and weak fields are desired at 
specific locations. 
  
Index Terms ─ Nanoparticles, nanoscale, plasmo-
nics, radiative energy transfer, scattering, surface 
plasmons. 
 

I. INTRODUCTION 
Surface plasmons [1-2], optical nanoantennas 

[3-6], and radiative energy transfer at the 
nanoscale [7-9] have led to significant advances in 
nanotechnology. Plasmonics and interaction of 
light with nanoparticles have fascinated scientists 
because of their ability to manipulate light beyond 
the diffraction limit. Such an achievement at the 
nanoscale has enabled scientists to overcome 
technological barriers and expand the frontiers for 
scientific breakthroughs in near-field imaging 
[10], solar cells [11], optical data storage [12], 
heat assisted magnetic recording [13], light 
emitting devices [14], spectroscopy [15], medical 
applications [16], and bio-chemical sensors [17]. 

The interest in the interaction of photons with 
metallic nanoparticles for emerging 
nanotechnology applications is driven mainly due 
to the large enhancement and tight localization of 
electromagnetic fields in the vicinity of 
nanoparticles. Although there has been much 

effort to understand the effects of various 
parameters on the plasmon resonances of 
nanoparticles, the interaction of nanoparticles with 
a focused beam of light has not been significantly 
investigated in the context of particle plasmons. 
Similarly, the interaction of a tightly focused beam 
of incident light with metallic prolate spheroids 
has also been largely overlooked in the literature. 

In this study, we investigate the effect of the 
angular spectrum of a focused beam of light on the 
near-field radiation from spherical nanoparticles 
and prolate spheroids. This paper is an extended 
version of previous conference papers [18, 19]. 
Focused beams with various angular spectra are 
used in this study to understand field distributions 
and their formations over the nanoparticles. 
 
II. RICHARDS-WOLF VECTOR FIELD 

FORMALISM 
To obtain an accurate representation of a 

tightly focused beam of light, the theory 
established by Richards and Wolf [20, 21] is used. 
In this approach, rays that are incident onto a lens 
are collected and focused based on the rules of 
geometric optics. After each ray is diffracted by 
the lens system, the overall contribution is 
calculated by summing up the individual rays. 
Formulas based on the Richards and Wolf vector 
field theory have been previously used in the 
literature [22-25] for focused beams of various 
polarizations.  

A linearly polarized beam in the x-direction, 
which is focused onto the x-y plane and 
propagating in the z-direction is used. The beam is 
cylindrically symmetric around the z-axis with the 
focal point at (0, 0, 0). The incident electric field 
near the focus is given as [24] 
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The half-beam angle α, which defines the upper 
limit of the integral in Eq. (1), represents the span 
of angles at which the corresponding plane wave 
has a non-zero contribution to the focused field. 
The half-beam angle is illustrated in Fig. 1. Any 
lens has a finite size, which results in the integral 
in Eq. (1) having an upper limit α. The half-beam 
angle is determined by the physical configuration 
and the size of the lens system. The largest α used 
in this study is 60°, which yields a full-width half-
maximum beam waist of 405 nm at a 700 nm 
wavelength. The amplitude of the focused beam is 
normalized so that the value at the focus is 1 V/m. 

 
Fig. 1. A graphical illustration of the half-beam 
angle, α. The focus of the lens is illustrated with 
the point O. 
 

The spatial distributions of incident focused 
beams are plotted in Fig. 2 for various α. The 
results in Fig. 2 illustrate the field distributions in 
the absence of a metallic particle. The results in 
subsequent figures illustrate the impact of placing 
a spherical nanoparticle on the electric field 
distributions. In Figs. 2(a), (c), and (e), the            
x-component of the electric field Ex(x, y, 0) is 
plotted on the x-y plane for α=0°, α=30°, and 
α=60°, respectively. The beam with α=0° 
corresponds to a plane wave. As α is increased, 
the beam becomes more tightly focused. Similarly 

in Figs. 2(b), (d), and (f), the x-component of the 
electric field Ex(x, 0, z) is plotted on the x-z plane 
for α=0°, α=30°, and α=60°, respectively. The 
field distribution is elongated in the z-direction 
due to the poor axial resolution of lenses [22]. 

 
Fig. 2. (a) Ex(x, 0, z) on the x-y plane for α = 0°, 
(b) Ex(x, 0, z) on the x-z plane for α = 0°,            
(c) Ex(x, 0, z) on the x-y plane for α = 30°,           
(d) Ex(x, 0, z) on the x-z plane for α =30°,           
(e) Ex(x, 0, z) on the x-y plane for α = 60°,           
and (f) Ex(x, 0, z) on the x-z plane for α =60°. 

 
In the representation in Eq. (1), each ray is 

identified by angles θ and φ depending on their 
incidence angle. Only the rays incident on the lens 
can be collected. The rays beyond the size of the 
lens cannot be focused by the lens system. The 
half-beam angle imposes a cut-off for the upper 
limit of the integral in Eq. (1). Therefore, the half-
beam angle incorporates the physics of the lens 
system into Eq. (1). The finite size of the lens 
results in the integral in Eq. (1) having an upper 
limit θ = α where α ≤ 90°. If the size of the lens 
approaches to infinity, the upper limit of the 
integral in Eq. (1) will approach to 90°. To study 
the interaction of nanoparticles with incident 
beams with different angular spectra, the half 
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beam angle will be varied. 
 

III. RESULTS 
The plasmon resonances of nanoparticles have 

been investigated in the literature to understand the 
effects of various parameters [26] and to engineer 
the spectral response [27-29]. Until recently, the 
interaction of nanoparticles with a focused beam of 
light has not been significantly investigated in the 
context of particle plasmons. With emerging 
potential applications, there is an increased interest 
in the interaction of focused beams and 
nanoparticles [25, 30-38] as well as developing 
computational solutions to numerical aspects of 
scattering problems [39, 40]. To analyze the effect 
of the angular spectrum, a silver nanoparticle is 
illuminated using a focused beam of light with 
small and large α. The focused beam propagates in 
the z-direction, and is polarized in the x-direction.  

 
 
Fig. 3. Ex(x, 0, z) on the x-z plane for various 
[α (°), λ (nm)]: (a) Ex(x, 0, z) for [5, 400],             
(b) Ex(x, 0, z) for [60, 400], (c) Ex(x, 0, z) for         
[5, 500], (d) Ex(x, 0, z) for [60, 500], (e) Ex(x, 0, z) 
for [5, 600], and (f) Ex(x, 0, z) for [60, 600]. 
 

In Fig. 3, the electric field is computed at 
various wavelengths on the x-z plane for a silver 
sphere with a 250 nm radius. The field distribution 
Ex(x, 0, z) is plotted for α=5° and α=60°. A 

comparison of Figs. 3(a) and (b) suggests that the 
field distribution at λ = 400 nm for α=5° shows a 
significant difference compared to the results of 
α=60°. In Figs. 3(c)-(f), deviations are observed at 
other wavelengths as well. The Ey(x, 0, z) 
component is negligible for the solutions. The 
impact of altering the angular spectrum is more 
drastic for the Ez(x, 0, z) component, as shown in 
Fig. 4. For example, when the angular spectrum is 
narrowly distributed along the direction of 
propagation, as shown in Fig. 4(e), two stronger 
lobes are observed at the back of the spherical 
particle. As α is increased, and therefore the angular 
spectrum is widened, the stronger lobes are moved 
from the back of the particle to the front of the 
particle, as shown in Fig. 4(f). This was achieved 
without changing the frequency, geometry, or 
composition of the particle.  

 

 
 
Fig. 4. Ez(x, 0, z) on the x-z plane for various 
[α(°), λ (nm)]: (a) Ez(x, 0, z) for [5, 400],              
(b) Ez(x, 0, z) for [60, 400], (c) Ez(x, 0, z) for         
[5, 500], (d) Ez(x, 0, z) for [60, 500], (e) Ez(x, 0, z) 
for [5, 600], and (f) Ez(x, 0, z) for [60, 600]. 

 
The results in Figs. 3 and 4 demonstrate that 

suppressing strong lobes and enhancing weaker 
lobes is possible by altering the angular spectrum. 
These results have important implications for 
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plasmonic applications. Some plasmonic 
applications require strong fields at specific 
locations. For example, in heat assisted magnetic 
recording (HAMR) [13] strong fields are necessary 
at the air-bearing surface [41] to change the 
magnetic properties of the recording medium. The 
results in this study suggest that the location of 
strong fields, such as the air-bearing fields used in 
HAMR, can be adjusted using the angular spectrum 
of the incident field. Additional potential 
applications include single molecule spectroscopy 
[42, 43], single molecule fluorescence enhancement 
[44], plasmonic waveguides [45-47], directional 
plasmonic emitters [48-50], plasmonic routers and 
switches, which can benefit from manipulating the 
location of strong optical spots using the angular 
spectrum of the incident beam.  

 
 
Fig. 5. Ex(x, 0, z) on the x-z plane for various    
[α (°), r (nm)]: (a) [5, 200], (b) [60, 200],              
(c) [5, 50], and (d) [60, 50]. 

 
Ex(x, 0, z) and Ez(x, 0, z) are plotted for 

various particle sizes at λ = 400 nm in Figs. 5 and 
6, respectively. The results suggest that the      
Ex(x, 0, z) and Ez(x, 0, z) distributions vary for 
small and large α, even when the particle size is 
small. The difference becomes smaller as the 
particle size decreases. If a particle smaller than 
λ/10 is placed at the focus of a tightly focused 
beam of light, the interaction becomes quasistatic. 
Therefore, for small particles the results of the 
small and large α begin to resemble each other. 
For very small particles smaller than λ/10, the 

nanoparticle is not impacted by the wide range of 
spectral components, even if the incident light has 
a wide angular spectrum. A very small particle 
does not feel the variation in the field, since it is 
much smaller than the variations shown in Fig. 2. 
However, as the sphere gets larger it will start to 
interact with various components of the angular 
spectrum.  

 
 
Fig. 6. Ez(x, 0, z) on the x-z plane for various   
[α (°), r (nm)]: (a) [5, 200], (b) [60, 200],              
(c) [5, 50], and (d) [60, 50]. 

 
Figure 7(a) shows the results for a linearly 

polarized plane wave at the incidence angle 0°. 
Figures 7(b)-(d) illustrate the results for a linearly 
polarized focused wave with half beam angles of 
5°, 45°, and 60°. A comparison of Figs. 7(a) and 
(b) suggests that the result of the small α is similar 
to that of a plane wave at θ = 0°. Figures 7(c) and 
(d) show that the plasmon distribution for a large 
α deviates from that of a plane wave. This 
deviation can be interpreted using Figs. 7(a), (e), 
and (f). As shown in Figs. 7(a), (e), and (f), the 
field distribution changes for plane waves of 
different incidence angles. Plane waves with 
different angles are scaled and summed up based 
on the angular spectrum of the focused beam. For 
small half-beam angle α, the plane wave at an 
incidence angle 0° is the dominant contributor, as 
shown in Fig. 7(b). Contributions from larger 
incidence angles start to dominate as the angular 
spectrum gets wider, which impacts the 
distributions in Figs. 7(c) and (d).  
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Fig. 7. Ez(x, 0, z) on the x-z plane: (a) plane wave at 
0°, (b) focused beam with α = 0°, (c)  focused beam 
with α = 45°, (d)  focused beam with α = 60°, (e) 
plane wave at 30°, and (f) plane wave at 60°. 
 

Although the field distributions over the 
spheres resulting from off-angle plane waves in 
Figs. 7(e) and (f) are asymmetric, the field 
distributions over spheres excited with focused 
beams in Fig. 7 are symmetric. The primary reason 
why the asymmetry in the results in Figs. 7(e) and 
(f) does not result in asymmetry in the focused 
beam results can be explained as follows: In    
Figs. 7(e) and (f), the results for the plane waves 
with non-zero incidence angles are presented in 
the global coordinate system, in which the results 
are asymmetric. For a plane wave with a non-zero 
incidence angle, however, the results are 
symmetric in the rotated coordinate system, which 
is rotated by the incidence angle with respect to 
the global coordinate system. The asymmetry in 
the individual plane wave results is not reflected in 
the focused beam results, because for each (θ, φ) 
ray, there is a corresponding (θ, φ+π) ray. The sum 
of these rays, each of which are asymmetric in the 
global x-z coordinate system, result in a symmetric 
distribution. Therefore, the asymmetry of the 
individual components shown in Figs. 7(e) and (f) 

do not result in asymmetry in the focused beam 
results. 

 
 
Fig. 8. Intensity  distributions for a prolate spheroid. 
The distributions are given for various half-beam 
angles: (a) α = 15°, (b) α = 30°, (c) α = 45°, and 
(d) α = 60°.  
 

In Fig. 8, the impact of the angular spectrum 
distribution of the incident beam on the near-field 
radiation of a prolate spheroidal nanoparticle is 
studied. In Fig. 8, the total intensity profile is 
plotted on the x-z plane, which passes through the 
center of a prolate spheroid particle with a 
major/minor axis ratio of 5. Intensity distributions 
for a prolate spheroid are given for various half-
beam angles. In this figure, the prolate spheroids 
are illuminated with a radially focused beam with 
half-beam angles α = 15°, α = 30°, α = 45°, and 
α = 60° The field distributions in Fig. 8 are 
normalized to the value of the incident intensity at 
the focus. The results suggest that the electric field 
distribution does not change as the half-beam 
angle is increased. The amplitude of the near field 
electric field distribution, however, increases as 
the half-beam angle is increased. The angular 
spectrum of the incident beam is tight for α = 15°, 
becoming wider as the half beam angle is 
increased. Therefore, the incident wave amplitude 
onto the particle and resulting total field amplitude 
increases as the half-beam angle increases.  

 
VI. CONCLUSION 

In summary, the angular spectrum of the 
incident beam had a significant impact on the 
plasmon distribution of nanoparticles. Beams with 
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narrow and wide angular spectra interacted 
differently with a nanoparticle. For a focused 
beam with a small α, the results were similar to 
those of a plane wave. As α was increased, the 
results differed significantly from those of a plane 
wave. The results suggest that it is possible to 
manipulate plasmon distributions by adjusting the 
angular spectrum of an incident focused beam. On 
the other hand, for prolate spheroids the electric 
field distribution does not change as the half-beam 
angle is increased. The amplitude of the near-field 
electric field distribution, however, increases as 
the half-beam angle is increased. 
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Abstract – Surface integral equation (SIE) 
approaches for the accurate solution of different 
problems in computational electromagnetics are 
addressed. First, an efficient message passing 
interface (MPI)/OpenMP parallel implementation 
of the multilevel fast multipole algorithm-fast 
Fourier transform (MLFMA-FFT) is presented for 
the solution of large-scale conducting bodies. By 
combining the high scalability of the fast 
multipole method-FFT (FMM-FFT) with the high 
efficiency of MLFMA, challenging problems up to 
one billion unknowns are solved using a parallel 
supercomputer. Second, looking for the extension 
of these rigorous approaches to new demanded 
areas, the SIE method is successfully applied to 
the solution of left-handed metamaterials and 
plasmonic nanostructures. Numerical examples are 
presented to confirm the validity and versatility of 
this approach for the accurate resolution of 
problems in the context of leading-edge 
nanoscience and nanotechnology applications.  
  
Index Terms ─ Fast multipole methods, 
metamaterials, method of moments, parallel 
programming, plasmonics, supercomputing, 
surface integral equations.  
 

I. INTRODUCTION 
The rigorous solution of radiation and 

scattering problems using surface-integral-
equation (SIE) formulations has commanded a 
great attention in computational electromagnetics 
for a long time. Integral-equation techniques, such 

as the method of moments (MoM) [1], provide 
accurate results when the surfaces of the problem 
are properly discretized in terms of the 
wavelength. Usually, the well-known Rao-Wilton-
Glisson (RWG) [2] basis functions defined over 
planar triangles are applied to expand the 
unknown surface current density. 

In the case of electromagnetic problems 
involving large-scale conducting bodies, the fast 
multipole method (FMM) [3] and its multilevel 
version, the multilevel fast multipole algorithm 
(MLFMA) [4, 5], are commonly applied in the 
framework of the iterative solution of the MoM 
matrix system. The development of these fast (low 
computational cost) algorithms has gone hand in 
hand with the constant advances in computer 
science and technology. 

Because of this simultaneous growth, the new 
methods must be not only fast, efficient and with 
low complexity, but they also must be able to 
benefit from the computational capabilities of 
current high performance computing (HPC) 
computers and supercomputers. As a consequence, 
a great attention was focused on the parallelization 
of MLFMA over shared, distributed, and mixed 
memory computers. Important advances were 
achieved in this regard; see among others [6-14]. 

Another numerical technique that has gained 
interest in recent years, due to its natural high 
scalability propensity, is the FMM-fast Fourier 
transform (FMM-FFT) [15-17]. Using hybrid 
message passing interface (MPI)/OpenMP parallel 
implementations of this algorithm and other 
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proposed variants (such as nested FMM-FFT and 
MLFMA-FFT), the authors have demonstrated 
that this approach constitutes a good alternative to 
benefit from massively parallel distributed 
computers,  achieving the solution of problems 
with more than 150, 620, and 1000 million 
unknowns [17-19].  

Up to now, we have been able to analyze very 
large electromagnetic problems in high-frequency 
ranges, even reaching the terahertz (THz) region 
[19]. But growing up in frequency is not only a 
matter of increasing the number of unknowns. We 
must reformulate our codes in order to be able to 
extend their scope of application to emerging 
fields and areas, such as nanoscience and 
nanotechnology. In this context, the research in the 
optical plasmonic properties of metallic 
nanoparticles and artificial materials 
(metamaterials) has generated an increasing 
interest, due to their ability to route and 
manipulate light at nanometer length scale 
surpassing the classical diffraction limit. 

The optical response of metals is quite 
different from the metallic conductivity observed 
at low frequencies. At optical frequencies the 
penetration of fields can no longer be neglected 
and the plasmonic optical properties of metals 
make it impossible to directly downscale the 
radio-frequency and microwave solutions. 
Otherwise, by properly engineering the underlying 
subunits, metamaterials can exhibit exotic optical 
properties that are not attainable in naturally 
occurring materials, such as prominent magnetic 
response or negative index of refraction. To date, 
the most common way to rigorously accomplish 
the resolution of such problems has been the use 
of differential-equation formulations. 

Although not yet widespread in optics, the 
MoM integral-equation approach could bring 
important advantages for the analysis of 
homogeneous or piecewise homogeneous 
plasmonic and/or metamaterial bodies. According 
to this research interest, our recent efforts were 
headed to extend the SIE-MoM approach to the 
analysis of composite piecewise homogeneous 
metamaterial and plasmonic objects. So, in [20], 
we successfully applied this formulation to the 
solution of homogenized left-handed 
metamaterials. More recently, we generalized this 
approach to the simulation of arbitrary 
configurations of composite plasmonic 

nanoparticles in [21]. From these previous works, 
it is clear that the SIE-MoM approach can yield 
very efficient and highly accurate representations 
of these new electromagnetic problems, taking 
into account all the physical constraints as 
determined by the shape and the complex 
dielectric constants of the particles. 

In this paper, we first make a review of the 
latter method we have proposed for the 
electromagnetic analysis of large-scale conducting 
bodies using the SIE formulation, namely, 
MLFMA-FFT. Then, we focus on the works we 
are doing presently to extend these techniques to 
the analysis of non-conventional (generalized) 
media, such as the left-handed metamaterials and 
plasmonic nanoparticles at optical frequencies. 
 

II. MLFMA-FFT FOR THE ANALYSIS 
OF LARGE-SCALE CONDUCTING 

BODIES 
The aim of MLFMA-FFT is to combine the 

best of MLFMA and FMM-FFT to obtain a highly 
scalable method with low computational cost, 
which is suitable to take advantage of existing 
HPC computers. Initially, the algorithm requires a 
multilevel octree decomposition of the geometry. 
The far-field interactions are obtained at the 
coarsest level of the geometry partition using a 
global distributed FMM-FFT algorithm [18]. A 
parallelization strategy based on the distribution of 
fields, by distributing the k-space samples among 
nodes, has been considered for this stage. 
Regarding the near-field contributions, they are 
obtained at the finer levels of the octree by using 
one or more local executions of MLFMA defined 
inside each shared-memory computing node. 

For the parallel implementation, we have 
selected a hybrid parallel programming combining 
MPI with the OpenMP standard, which fits 
perfectly with mixed-memory computer systems. 
Thus, the parallel MLFMA-FFT approach 
provides a significant reduction of the 
computational complexity while maintaining a 
high scalability behavior for the solution of 
extremely large problems using supercomputers. 

The main difference of MLFMA-FFT with 
regard to the original FMM-FFT algorithm is 
given by the procedure used for dealing with the 
near couplings. In the MLFMA-FFT method, this 
task is performed by MLFMA. The partition of 
work is based on a distribution by octree groups at 
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the coarsest level. This distribution is propagated 
downward to the finest level. The partial near 
contributions to the matrix-vector product (MVP) 
are then computed by several MLFMAs defined 
over the finer levels (from the finest to one before 
the coarsest) operating strictly inside each shared-
memory computing node. In this way, MLFMA is 
never distributed among nodes, but it is only 
applied in shared-memory computations (so it 
does not suffer from poor parallel scaling). 

 

 
Fig. 1. MLFMA-FFT parallel algorithm. 

 
Figure 1 illustrates the parallel operation of 

MLFMA-FFT. Let us define parameters K, N, M,  
and n as the number of k-space samples, the total 
number of unknowns of the problem, the number 
of non-empty groups, and the number of nodes, 
respectively. The subscripts c and f are added to 
indicate the coarsest and finest levels, respectively. 
It can be observed in the figure that MLFMA work 
in levels comprised between the finest and the 
preceding to the coarsest one. The near coupling 
contributions to the MVP at the coarsest level are 
computed at the finer levels by MLFMA inside 
each node. After the required interpolation of the 
outcoming fields to the coarsest level, each node 
has the complete set of directions, Kc, for its 
assigned Mc/n observation groups. At this point, an 
all-to-all communication is performed in order to 
obtain the partial Kc/n samples assigned to each 
node for all the Mc groups at the coarsest level. 
This switches from the group-driven distribution 
to the field-driven distribution. 

The required inter-node communications are 
efficiently carried out during the MVP in a single 

step by using the asymmetric MPI::Alltoallw 
operation. The Alltoallw high-level command 
makes possible to carry out all the required 
communications without latency periods or 
explicit synchronization because of the efficient 
management provided by the MPI library (we are 
using the 2.3 version of HP-MPI). 

When the 3D-FFT translation is done, the 
complementary all-to-all communication allows 
switching back to the group-driven distribution at 
the lower levels. After that, each node will have 
the complete Kc  directions of the  incoming fields 
for its Mc/n assigned observation boxes at the 
coarsest level. Starting from this level, these fields 
are recursively anterpolated, shifted, and 
combined at the centers of their child groups at the 
next lower level. Then, the collected incoming 
pattern of every observation group at the finest 
level is shifted and evaluated at each belonging 
testing function, hence providing the far 
contribution to the MVP for the set of Mc/n 
observation groups assigned to that node. As for 
the aggregation and interpolation stage, all the 
computations are efficiently performed inside each 
node without inter-node communications. 

 
A. Numerical example 

The NASA Almond is analyzed at a frequency 
of 3 THz with our parallel implementation of the 
MLFMA-FFT algorithm.  

The electric-field integral equation (EFIE), the 
RWG basis functions, and the Galerkin testing 
procedure are used. No preconditioning is applied. 
An incident plane with horizontal polarization 
wave impinging on the back side of the Almond 
target is considered, as shown in the inset of 
Fig. 2. The analysis was done in the Finis Terrae 
supercomputer, consisting of 142 cc-NUMA HP 
Integrity rx7640 with 8 dual core Intel Itanium2 
Montvale processors at 1.6 GHz with 18 MB L3 
cache and 128 GB of memory each one. The nodes 
are interconnected through a high efficiency 
Infiniband network (4xDDR), and the operating 
system is Linux SLES 10. The solution of the 
1,042,977,546 unknowns matrix system required 
the use of 64 nodes (involving a total of 1,024 
processors) and 5 TB of memory. The setup time 
was about 105 minutes, while the iterative solution 
took less than 33 hours to attain a residual error of 
0.023 (a total of 8 external GMRES iterations with 
restart 80 were required). The bistatic radar cross 
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section (RCS) of the Almond is shown in Fig. 2. 

 

 
Fig. 2. Bistatic RCS of the NASA Almond target 
at a frequency of 3 THz. 

 
III. SIE-MoM FOR LEFT-HANDED 

PLASMONIC MEDIA 
When dealing with homogeneous dielectric 

materials, it is usual to consider the combination 
of normal (N-EFIE, N-MFIE) and tangential (T-
EFIE, T-MFIE) equations derived from the 
boundary conditions imposed separately to the 
electric and magnetic fields. Among the multiple 
possibilities of combination, the following one is 
proven to be a stable proposal [22, 23]:  
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In equation (1), lη is the intrinsic impedance in 
medium 1R  ( 1R  and 2R  are the exterior and 
interior regions of the material, respectively). 
Different known formulations can be obtained 
depending on the selection of the complex 
combination parameters la , lb , lc  and ld , as 
shown in Table 1. 

To extend the MoM formulation to the 
solution of piecewise homogeneous metamaterial 
and plasmonic penetrable objects we have opted to 
use the same formulation. Concretely, we 
concerned ourselves with the formulations known 
as Poggio-Miller-Chang-Harrington-Wu-Tsai 
(PMCHWT) [24], combined tangential 

formulation (CTF) and combined normal 
formulation (CNF) [22], and the electric and 
magnetic current combined field integral equation 
(JMCFIE) [25]. PMCHWT and CTF combine 
tangential equations, CNF combines normal 
equations, while JMCFIE is the more general 
formulation combining both tangential and normal 
equations. For the discretization of the surface 
electric and magnetic currents, we opted again to 
use the RWG basis functions, as in the case of 
perfectly conducting bodies. Accurate calculation 
of the integrals involved in the evaluation of 
expressions in (1) using the RWG functions is 
crucial for the precision of the method. We have 
applied Gaussian quadrature rules for the 
numerical integration of smooth varying 
integrands, together with the analytical extraction 
procedures of [26-28] for the accurate evaluation 
of singular integrals. 
 
Table 1: Combining parameters for different 
penetrable media formulations 
Formulation al bl cl dl 
PMCHWT ηl 0 0 1/ηl 
CTF 1 0 0 1 
CNF 0 1 1 0 
JMCFIE 1 1 1 1 

 
On the other hand, for the application of the 

above described formulation to the analysis of left-
handed materials (LHM) and plasmonic 
nanoparticles, special care must be taken with the 
definition of the electromagnetic parameters and 
properties of the material. Concretely, if region 
defines a penetrable homogenized left LHM or a 
plasmonic particle, the following definitions 
should be applied for the wavenumber and the 
intrinsic impedance: 

 

 ,l l lk ω µ ε=  (2) 

 .l
l

l

µ
η

ε
=  (3) 

 
A. Numerical examples 

We include in this section some examples to 
provide a verification of the validity and efficiency 
of the SIE-MoM approach for the solution of 
LHM and plasmonic nanostructures. All of them 
have been solved by matrix factorization. The first 
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one consists of the simulation of the Snell law 
experiment for a LHM to demonstrate the negative 
angle of refraction. A three-dimensional (3-D) 
prism was considered being 10λ0 high, 10λ0 wide, 
and 4λ0 deep in the largest dimension, with λ0 the 
wavelength of the surrounding free-space medium. 
The prism is made of LHM with εr = -1 and µr = -
1 (so it is impedance matched to the surrounding 
space.) The angle of the second surface is 8º. An 
almost flat Gaussian beam, with a total angular 
spread of 25º and the waist at a distance of 5λ0 
away is orthogonally impinging onto the first 
surface of the prism from the right hand side. The 
incident electric field is horizontally polarized. 

 

 
Fig. 3. (a) Incident flat Gaussian beam negatively 
refracted by impedance matched 3D LHM prism. 
(b) Conventional refraction from a prism made of 
Teflon. 

 
Figure 3 (a) shows the computed electric field 

intensity for the experiment described above 
considering a refraction index of n = -1 for the 
LHM comprised prism. The problem was solved 
with the JMCFIE SIE-MoM formulation using 
40,770 unknowns for the equivalent electric and 
magnetic currents induced on the surfaces of the 
prism. For the sake of comparison, Fig. 3 (b) 

shows the same above experiment repeated for a 
prism made up of conventional material (we have 
considered Teflon, with εr  = 2.2). In this case, the 
refraction is obtained in the conventional 
direction. 

 

 
Fig. 4. Directivity of the Yagi-Uda antenna of [30] 
in dBi for a near-field coupled Hertzian dipole 
emitter: (left) H-plane ; (right) E-plane. 

 
Fig. 5. Near-electric-field (V/m) distribution in the 
vertical and horizontal planes crossing the Yagi-
Uda antenna. Dimensions are in hundreds of 
nanometers. 
 

A thorough comparison of the accuracy of the 
usual formulations for problems involving LHMs 
was presented by the authors in [29]. 

In order to show the applicability of the 
method for general 3-D plasmonic nanostructures, 
the Yagi-Uda optical antenna designed in [30] has 
been analyzed with the JMCFIE SIE-MoM  
formulation. The antenna consists of five 
cylindrical elements made of aluminum, with 
radius 20 nm and terminated with hemispherical 
ends. It was optimized for an operating 
wavelength of λ0  = 570 nm (in which the relative 
permittivity constant of aluminum is εr = -38-10.9j 
and the relative permeability is µr = 1). See [20] 

H-plane E-plane 
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and [30] for further details of the geometry. The 
antenna was analyzed using a total of 9,036 basis 
functions to represent the equivalent electric and 
magnetic currents on the surfaces of the 
nanodipoles. The computed directivity in the H- 
and E-planes for a near-field coupled Hertzian 
dipole emitter is depicted in Fig. 4. An excellent 
agreement with the results of [30] can be 
observed. Finally, Fig. 5 shows the near-electric-
field distribution in the vertical and horizontal 
planes crossing the antenna for the Hertzian dipole 
excitation.  

 
IV. CONCLUSION 

In this work, we present some rigorous 
integral-equation solutions for different 
electromagnetic problems. In the case of large-
scale metallic bodies, an efficient MPI/OpenMP 
parallel implementation of the MLFMA-FFT 
algorithm was shown to combine a low 
computational cost with a high scalability 
behavior, which make it an optimal choice to 
benefit from modern HPC computers and 
supercomputers. The MLFMA-FFT algorithm 
exploits the high scalability of FMM-FFT for the 
distributed computations, while the very efficient 
MLFMA is applied to expedite the local shared-
memory computations. Since MLFMA is not 
distributed among nodes, but it is locally applied, 
it does not suffer from poor parallel scaling. In this 
way, we can say that the best of MLFMA and 
FMM-FFT algorithms is put together in MLFMA-
FFT. 

On the other hand, currently our work is 
headed to extend these rigorous integral-equation 
techniques to the electromagnetic simulation of 
problems involving homogenized left-handed 
metamaterials and plasmonic nanoparticles in the 
visible or near visible regimes. Different well-
known SIE-MoM formulations, usually applied for 
dielectric bodies, where successfully applied to 
this kind of media. Numerical examples using the 
JMCFIE formulation were presented that confirm 
the validity and versatility of the integral-equation 
approach to the resolution of LHM and plasmonic 
problems in the context of leading-edge 
nanoscience and nanotechnology applications. 
Besides, it must be noticed that the application of 
MoM will bring the possibility of applying the 
latest breakthrough developments in fast integral-
equation methods, such as MLFMA-FFT, for the 

solution of large-scale problems in metamaterials 
and plasmonics, which will be of great interest for 
the scientific community. 
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Abstract ─ This paper describes the development 
of an antenna synthesis procedure for determining 
the optimal location of 2D array configurations. 
An inverse scattering algorithm based on a 
conjugate gradient method is used. The influence 
of noise-corrupted data on the results is 
investigated. 
  
Index Terms ─ MIMO, multi-antennas, position 
optimization. 
 

I. INTRODUCTION 
Research on multi-antennas systems has 

received a growing interest in the past few years. 
MIMO systems have demonstrated the potential 
for increasing capacity but many other 
applications are also using multi-antenna systems 
such as radar applications with inverse scattering 
including microwave imaging. However, the 
problem of determining their optimal location for 
each application, inside a noisy environment, 
remains of great interest. Previous works related to 
this subject are reported in [1] and [3]. Moreover, 
in [1], we have considered the reconstruction of 
the optimal location of multi-antenna system and 
obtained preliminary results using noiseless data.   
Here, we are studying the performance of the 
synthesis procedure versus noise in order to show 
the robustness of the algorithm. We are 

considering two kinds of noise affecting the data, 
an uniform white noise (UWN) and an average 
white Gaussian noise (AWGN). Most of the 
inverse scattering algorithms based on gradient 
optimization are using forward and adjoint 
problems for calculating the cost function 
derivative. Here, in order to save computing time, 
we are calculating directly the derivative of the 
cost function. In this way, we have direct access to 
the sensitivity of the cost function versus the 
parameters we are interested in. The inverse 
problem is formulated in terms of an inverse 
scattering problem. We are interested in retrieving 
the location of N antenna elements modeled by 
monopoles located on a planar surface, illuminated 
successively by a certain number of plane waves. 

 
II. THEORY 

We are considering a 2D array of small 
antenna elements modeled by elementary sources 
non-regularly distributed on the surface of 
the𝑥𝑥plane (Fig.1) and described with an element 
factor 𝐸𝐸which varies such as: 

 𝐸𝐸(𝜃) = cos(𝜃).                     (1) 
 The inverse problem consists in retrieving the 

location of the sources from the knowledge of 
their radiation patterns when they are illuminated 
with L successive incident plane waves. The 
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position of a single antenna element n in the 
rectangular coordinate system is: 

       𝑥→𝑛 = (𝑥→𝑛1,𝑥→𝑛2, 0).                    (2) 
Considering antenna elements as sources 

defined in the 𝑥𝑥 plane presenting a simple 
cosine𝜃dependance, the coupling effect between 
elements is supposed to be negligeable. 

 

 
 
Fig. 1.  Geometry of the problem. 

 
Therefore, we can consider the total Field E as 

the sum of antenna elements. The scattered field 
for a single element n is: 

  𝐸𝑆(𝑀, 𝑥→𝑛) = 𝐸𝐸(𝜃)𝑚(𝑥→𝑛,𝑢→0).         (3) 
We can define the term m corresponding to the 

direction of incidence 0u of  a plane wave 
illuminating an antenna element: 

𝑚(𝑥→𝑛,𝑢→0) = 𝑎𝑎𝑗𝑗(𝑥→𝑛,𝑢→0),                (4) 
where 𝑎 ∈ ℝ is the plane wave amplitude. The 
dependance of scattered field with respect to the 
incident one is explicitly expressed as follows: 

𝐸𝑆(𝑀, 𝑥→𝑛) = 𝑎𝑎𝑎𝑎(𝜃)𝑎𝑗𝑗(𝑥→𝑛,𝑢→0),        (5) 
For N antenna elements, we have: 

𝐸𝑆(𝑢→,𝑢→0) = 𝑎𝑎𝑎𝑎(𝜃) ∑
𝑛=1

𝑁
𝑎𝑗𝑗〈𝑥→𝑛,(𝑢→−𝑢→0)〉,    (6) 

Then we define: 
 〈𝑥→𝑛,𝑣0��〉 = 〈𝑥→𝑛, (𝑢→− 𝑢→0)〉,               (7) 

where 𝑣0�� = 𝑢→− 𝑢→0. 
The derivative of with respect to an antenna 

element position is: 

∂𝐸𝑆

∂𝑥𝑛
= 𝑎𝑎𝑎𝑎(𝜃)𝑗𝑗𝑎𝑗𝑗〈𝑥→𝑛,𝑣0��〉 ∂〈𝑥→𝑛,𝑣0��〉

∂𝑥𝑛
.     (8) 

We can now write taking into account the three 
Cartesian coordinates: 

∂〈𝑥→𝑛,𝑣0��〉
∂𝑥𝑛

= ∂
∂𝑥𝑛

∑
𝑗=1

3
(𝑥𝑛)𝑗(𝑣0)𝑗 = ∂𝑣0

∂𝑥𝑛
.    (9) 

Then the final expression of the derivative 
becomes: 

∂𝐸𝑆

∂𝑥𝑛
= 𝑎𝑎𝑎𝑎(𝜃)𝑗𝑗𝑎𝑗𝑗〈𝑥→𝑛,𝑣0��〉 ∂𝑣0

∂𝑥𝑛
.        (10) 

𝐸𝑚𝑚𝑚𝑚 is the given scattered field value 
obtained from numerical or experimental 
measurements, the cost function is defined such 
as: 

          𝐽(𝑥→𝑛) = ∑
𝑙=1

𝐿
∣∣𝐸𝑆(𝑣→𝑙)− 𝐸𝑚𝑚𝑚𝑚∣∣

2.           (11) 

Its derivative with respect to the unitary element 
position is given by: 

∂𝐽(𝑥→𝑛)
∂𝑥𝑛

= 2 ∑
𝑙=1

𝐿
ℜ�𝐸𝑆(𝑣→𝑙)− 𝐸𝑚𝑚𝑚𝑚

¯ � ∂𝐸
𝑆

∂𝑥𝑛
.(12) 

Using the derivative of the cost function, an 
inverse algorithm is developed using a Polak-
Ribière conjugate gradient method. 
 

III. NOISE MODEL 
Our previous [1] work was based on the study 

of a noise-free cost function defined in (11). Here, 
in order to study the robustness of the inversion 
procedure, the measured scattered field𝐸𝑚𝑚𝑚𝑚have 
been corrupted by an additive noise. As noise, we 
consider an ergodic stationary random process. 

For simulating corrupted measured data, a 
signal noise has been added to synthetic data: 

𝐸𝑚𝑚𝑚𝑚 ≈ 𝐸𝑚𝑠𝑛𝑠 + 𝑛,                   (13) 
where 𝐸𝑚𝑠𝑛𝑠 is the noise-free field, 𝑛 the noise 
signal. 

In order to compute the simulated 
measurement data, we assume to use an I-Q 
measurement model; it is well known that both I 
and Q measurements are afflicted by a noise 
signal. If we also assume to have additive noise we 
can easily write the I and Q signals expressions: 

𝐼 = 𝐸𝐼𝑚𝑠𝑛𝑠 + 𝑛𝐼 ,𝑄 = 𝐸𝑄𝑚𝑠𝑛𝑠 + 𝑛𝑄 ,       (14) 
where 𝑛𝐼 ,𝑛𝑄are two random processes, with the 
same distribution [4]. So the simulated 
measurement data become: 

𝐸𝑚𝑠𝑛𝑠 = [𝐸𝐼𝑚𝑠𝑛𝑠 + 𝑛𝐼] + 𝑗[𝐸𝑄𝑚𝑠𝑛𝑠 + 𝑛𝑄].   (15) 
Once𝐸𝑚𝑠𝑛𝑠is calculated it is possible to obtain 

the noise𝑛expression when fixing a desired𝑆𝑆𝑆 
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level. In order to do this, the signal-to-noise 
ratio𝑆𝑆𝑆equation is needed: 

𝑆 = 𝑆
𝑆𝑁𝑆

= [∣ 𝐸𝑚𝑠𝑛𝑠 ∣2/2]/[10𝑆𝑁𝑆/10],     (16) 
where𝑆is the noise power and S the signal power. 

Two different kinds of noise are taken into 
account, i.e., an uniform white noise (UWN) and 
an average white Gaussian noise (AWGN). It is 
possible to find the noise signal contribution 
within 𝑛𝐼 ,𝑛𝑄 (15) by simply using the variance 
value 𝜎2 of (16) and defining the appropriate 
expressions with respect to the chosen statistic 
process [4]. So for an UWN process, the 
expression for𝑛𝐼and𝑛𝑄is: 

𝑛𝑈𝑁𝐼𝑈 = (𝑥𝑆𝑅𝑁𝑅 − 0.5)2√3𝜎2,           (17) 
while, for an  AWGN process, the 𝑛expression is 
defined as: 

𝑛𝑅𝐴𝐴𝑁 = 𝑥𝑆𝑅𝑁𝑅√𝜎2,                    (18) 
where𝑥𝑆𝑅𝑁𝑅 ∈ [0,1] in (17) and (18) is a pseudo-
random number generated by the numerical 
algorithm. 

Finally, the cost function taking into account 
of computed noisy data is: 

𝐽𝑆(𝑥𝑛��) = ∑
𝑙=1

𝐿
∣ 𝐸𝑆(𝑣𝑙��) − 𝐸𝑚𝑚𝑚𝑚 ∣2,       (19) 

and for the derivative form of (19): 
∂𝐽(𝑥→𝑛)
∂𝑥𝑛

= 2 ∑
𝑙=1

𝐿
ℜ�𝐸𝑆(𝑣→𝑙)− 𝐸𝑚𝑚𝑚𝑚

¯ � ∂𝐸
𝑆

∂𝑥𝑛
.(20) 

We use these last two expressions inside the 
optimization algorithm. 
 

IV. NUMERICAL EXPERIMENTS 
Different numerical experiments have been 

carried out in order to test the robustness of the 
inverse scattering algorithm with corrupted data. 
The working frequency is 2.45 GHz ( = 12.24 
cm). All the tests considered here start from a 
regular array 7x7 (  step on both x-axis and y-
axis) for initial guess to retrieve an irregular array 
( 6/0λ  step on x-axis and 9/0λ on y-axis). The 
knowledge of the radiation is related to a semi-
hemisphere i.e. known over the upper semi-
hemisphere ( [ ]°∈ 90,0θ  and [ ]°∈ 180,0ϕ ). The tests 
have been done using a parametric sweep 
respectively over: the signal-to-noise ratio, the 
number of measurement points in and and the 
number of the incident plane waves. A comparison 

between the two types of noise have also been 
done. 
A. First test case: noiseless data 

We consider a N = 7x7 array illuminated with 
L = 4 incident plane waves. The radiation pattern 
is known over the entire upper hemisphere. For 
this case, the considered noise level is zero in 
order to have a reference case for the corrupted-
data tests. The value of the initial cost function is 
equal to 37.20 dB. After 2648 iteration steps, the 
final value of the cost function is -20.70 dB. 

 
 
 

Fig. 2. Radiation pattern at initial guess (regular 
distribution): noiseless model. 
 
 
 
 

Fig. 3. Cost function (criteria values) with respect 
to the iteration step: noiseless model. 
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Fig. 4. Distribution of antenna elements at initial 
guess (white points) and final iteration (black 
points): noiseless model. 

 
Fig. 5. Radiation pattern at final iteration (irregular 
distribution): noiseless model. 

 
Fig. 6. Radiation pattern at initial guess (regular 
distribution): AWGN model with SNR 30dB. 

B. Second test case: AWGN model with 
SNR=30dB 

We consider a N = 7x7 array illuminated with 
L = 4 incident plane waves. The radiation pattern 
is known over the entire upper hemisphere. For 
this case, the considered noise level of an AWGN 
model corresponds to SNR=30dB. The value of 
the initial cost function is equal to 37.15 dB. After 
13 iteration steps, the final value of the cost 
function is 23.51 dB. 

 
Fig. 7. Cost function with respect to the iteration 
step: AWGN model with SNR 30dB. 
 

 
Fig. 8. Distribution of antenna elements at initial 
guess (white points) and final iteration (black 
points): AWGN model with SNR 30dB. 
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C. Third test case: UWN model with 
SNR=30dB 

We consider a N = 7x7 array illuminated with 
L = 4 incident plane waves. The radiation pattern 
is known over the entire upper hemisphere. For 
this case, the considered noise level of an uniform 
noise model corresponds to SNR=30dB. The value 
of the initial cost function is equal to 37.32 dB. 
After 13 iteration steps, the final value of the cost 
function is 31.24 dB. 

 
Fig. 9. Radiation pattern at final iteration (irregular 
distribution): AWGN model with SNR 30dB. 

 
Fig. 10. Radiation pattern at initial guess (regular 
distribution): UWN model with SNR 30dB. 
 
D. Fourth test case: AWGN vs. UWN 

We consider a N = 7x7 array illuminated with 
L = 4 incident plane waves. The radiation pattern 
is known over the entire upper hemisphere. With 
this case, we compare the results obtained using an 
UWN model and an AWGN model, keeping in 
mind that the AWGN model is normally a better 
approximation of the real signal noise than the 
uniform noise. 
 

 
Fig. 11. Cost function with respect to the iteration 
step: UWN model with SNR 30dB. 
 

 
Fig. 12. Distribution of antenna elements at initial 
guess (white points) and final iteration (black 
points): UWN model with SNR 30dB. 

 
 
Fig. 13. Radiation pattern at final iteration 
(irregular distrib.): UWN model with SNR 30dB. 
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Fig. 14. Cost function (criteria values) with respect 
to the SNR value: AWGN vs UWT model. 
 

 
Fig. 15. Number of iterations with respect to the 
SNR value: AWGN vs UWT model. 
 
E. Fifth test case: measurement points with 
AWGN model 

We consider a N = 7x7 array illuminated with 
L = 4 incident plane waves. The radiation pattern 
is known over the entire upper hemisphere. For 
this case, we compare five different sets of 
measurement points using the AWGN model. The 
Figure 16 shows the convergence of the cost 
function (criteria values) with respect to the SNR 
value for different sets of measurement points. The 
Figure 17 shows the number of iterations with 
respect to the SNR value for different sets of 
measurement points. When examining the figures 
16 and 17, the optimum set of measuring points is 
found to be 4x9=36. Although the continuous 
black curve may seem to the best one, we have to 
be careful before concluding. As the final radiation 
pattern has many local minima, we have a certain 

risk that the measuring points be close or 
correspond to these minima. 

 

 
Fig. 16. Cost function (criteria values) with respect 
to the SNR value for different sets of measurement 
points: AWGN model. 
 

 
Fig. 17. Number of iterations with respect to the 
SNR value: AWGN model. 
 

That may lead to a rapid convergence but to a 
wrong solution. In conclusion, some precaution 
has to be done in decreasing the number of 
measurement points. For the continuous gray 
curve, corresponding to the set of 18x36=648 
measurement points, we may expect to obtain the 
best convergence due to the high number of 
measurement points but we still observe a strong 
non-convergence. This is simply due to an excess 
of information. In conclusion, we chose the dashed 
black curve corresponding to 4x9=36 as the 
optimum set of measuring points. 
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F. Sixth test case: number of plane waves with 
AWGN model 

We consider a N = 7x7 element array 
illuminated with L = 4 incident plane waves. The 
radiation pattern is known over the entire upper 
hemisphere. For this case, we compare the results 
for three different numbers of incident plane 
waves using the AWGN mode. The Figure 18 
shows the convergence of cost function (criteria 
values) with respect to the SNR value for different 
sets of measurement points and number of incident 
plane waves. 

 

 
Fig. 18. Cost function (criteria values) with respect 
to the SNR value: AWGN model. 

 
Fig. 19. Number of iteration steps with respect to 
the SNR value: AWGN model. 
 

Figure 18 shows the number of iteration steps 
with respect to the SNR value for different number 

of plane waves and sets of measurement points. 
We can observe a similar behavior between the 
cases using two, four, and six incident plane 
waves. 
Nevertheless, we prefer to choose results having a 
stronger convergence results despite of results 
obtained with less number of iteration steps. 
Therefore, we choose for the optimal 
configuration, the results obtained with four 
incident waves (corresponding to the dashed black 
line) which represents the best convergence with 
respect to SNR value with only few additional 
iterations steps. 

 
Fig. 20. Radiation pattern at initial guess (regular 
distribution): AWGN model with SNR 70dB. 

 
Fig. 21. Cost function (criteria values) with respect 
to the iteration step: AWGN model with SNR 
70dB. 
 
G. Seventh test case: optimal configuration 

As we can see from Figs. 14 and 15, the best 
results, in terms of convergence of the cost 
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function, are given from the AWGN model with a 
SNR level of 70dB. Therefore, the optimal 
configuration in terms of number of measurement 
points and incident plane waves, when observing 
the results achieved at points D. F. G., corresponds 
to the following one: Gaussian signal noise model 
(AWGN); four measurement points in , nine 
measurement points in over the upper 
hemisphere; and four incident plane waves. 

 
Fig. 22. Distribution of antenna elements at initial 
guess (white points) and final iteration (black 
points): AWGN model with SNR 70dB. 

 
 
Fig. 23. Radiation pattern at final iteration 
(irregular distribution): AWGN model with SNR 
70dB. 
 

We consider a N = 7x7 array and the radiation 
pattern is known over the upper hemisphere. The 
value of the initial cost function is 37.30 dB. After 
168 iteration steps, the final value of the cost 
function is 0.13 dB. 

V. CONCLUSION 
An optimization technique has been developed 

for solving an inverse scattering problem in order 
to retrieve the location of N antenna elements 
modeled by sources located on a planar surface, 
illuminated by plane waves. We have investigated 
the robustness of the algorithm with noise-
corrupted data, using average Gaussian noise 
(AWGN) and uniform white noise (UWN) models. 
Different numerical results for testing the 
performance of the optimization technique have 
been presented in terms of the noise model, the 
number of measurement points number and 
number of incident planar waves. The radiation 
pattern is assumed to be known over the upper 
hemisphere. 
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Abstract ─ In this contribution, a compute unified 
device architecture (CUDA) implementation of a 
two-dimensional finite-difference time-domain 
(FDTD) program is presented along with the 
OpenGL interoperability to visualize 
electromagnetic fields as an animation while an 
FDTD simulation is running. CUDA, which runs 
on a graphics processing unit (GPU) card, is used 
for electromagnetic field data generation and 
image manipulation, while OpenGL is used to 
draw field distribution on the screen. Since CUDA 
and OpenGL both run on GPU and share data 
through common memory in the framebuffer, the 
CUDA-OpenGL interoperability is very efficient 
in visualization of electromagnetic fields. Step by 
step details of implementation of this 
interoperability are demonstrated.  
  
Index Terms ─ FDTD, GPGPU, visualization.  
 

I. INTRODUCTION 
Recently, graphics processing units (GPUs) 

have become a viable alternative to multi-core 
central processing units (CPUs) for parallel 
processing architectures to perform high 
performance scientific computing. Due to the 
increasing demand from the scientific community, 
vendors have been improving both the hardware 
and the required software platforms, thus 
introducing a new generation of general purpose 
computing on graphic processing unit (GPGPU) 
cards. 

Initially, the GPUs were not designed for 
general purpose computing and programming 
these cards required the use of programming 
platforms such as OpenGL, Brook [1], and High 
Level Shader Language (HLSL), which require a 
steep learning curve. Recently, NVIDIA 
introduced the Compute Unified Device 
Architecture (CUDA) [2] development 
environment as a general purpose parallel 
computing architecture which makes GPU 
computing much easier. Developers can use C 
language to write functions that can achieve high 
performance on a CUDA enabled graphics 
processor. 

The computational electromagnetics 
community as well has started to utilize the 
computational power of these cards, and in 
particular, several implementations of finite-
difference time-domain (FDTD) method [3,4,5] 
have been reported by academic researchers and 
commercial software vendors including the 
implementations based on CUDA [6-11]. 

CUDA and OpenGL are two software 
platforms both of which operate on the GPU 
hardware, while their intended use are different; 
CUDA is suitable for improving the performance 
of data parallel computations, while OpenGL is for 
producing 2D and 3D computer graphics. While 
running a FDTD simulation, it is possible to 
capture electromagnetic fields and visualize them 
as an on-the-fly animation. If the FDTD 
calculations are performed on a graphics card, 
which is used also to perform OpenGL operations 
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to display the fields, one can copy the field data 
from the graphics card memory (device memory) 
to the computer's main memory (host memory) 
that is processed by the CPU, process the data to 
create an image, and copy the image back to the 
GPU memory to display via OpenGL. It is 
possible to avoid the back and forth data transfer 
between the host and device memories, and 
perform all the processing required for the display 
on the graphics card by employing CUDA-
OpenGL interoperability provided by CUDA. 
Performing field calculations and processing the 
fields to create images for visualization 
simultaneously can considerably slow down the 
FDTD simulations and hinder the efficiency. The 
goal is to balance the tradeoff between a fast 
simulation and a high quality and smooth 
visualization. In this context, as presented in this 
contribution, CUDA-OpenGL interoperability 
improves the simultaneous calculation and 
visualization efficiency significantly. An 
implementation of CUDA-OpenGL 
interoperability is presented in the subsequent 
sections. 
 

II. CUDA-OPENGL 
INTEROPERABILITY IN FDTD 

 
A. Integration of FDTD with GLUT 

The FDTD method is an iterative method in 
which the progressions of electromagnetic fields in 
time are simulated in a time marching loop. The 
time marching loop typically consists of functions 
to update sources, update electric and magnetic 
fields, apply boundary conditions, and capture 
fields. Many times the captured fields can be 
displayed on the fly as an animation of the fields. 
Such a FDTD algorithm is illustrated in Fig. 1. It is 
usually straightforward to program this algorithm in 
a programming language where a programmer can 
simply call a built-in function to display the fields. 
An example is Matlab [12], in which several 
plotting functions, such as plot and imagesc, 
are provided to the programmer to display data 
while the program is running. However in many 
other languages, such as C++ and Fortran, such 
functions are not available and one has to program 
the details of visualization code as well. OpenGL 
has been one of the most popular platforms to 
facilitate programming with visualization. 

 

 
Fig. 1. FDTD algorithm. 
 

 
Fig. 2. FDTD algorithm integrated with GLUT. 

 
Both CUDA and OpenGL can be programmed 

in C language. There are methods to integrate 
OpenGL in a program developed for an event 
driven operating system such as Microsoft 
Windows or Linux. One of the methods is to use 
GLUT. GLUT is the OpenGL Utility Toolkit, a 
window system independent toolkit for writing 
OpenGL programs. It implements a simple 

update sources
update fields

apply boundary conditions
capture fields

display fields

time_step = time_step+1

begin

end

Initialize FDTD/CUDA

glutDisplayFunc(runIterationAndDisplay);

update sources
update fields

apply boundary conditions

display fields

time_step = time_step+1

begin

end

Initialize FDTD/CUDA/GLUT

glutMainLoop
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windowing application programming interface 
(API) for OpenGL [13]. In this contribution, 
CUDA/OpenGL interoperability is presented 
through the use of GLUT. 

GLUT makes OpenGL programming simple 
yet platform independent, however, GLUT 
implements its own event loop. Therefore, mixing 
GLUT with an algorithm that demands its own 
event handling structure may be difficult. In order 
to integrate the FDTD algorithm with GLUT, the 
algorithm in Fig. 1 is modified as the one in Fig. 2. 
In this algorithm, first of all, FDTD, CUDA, and 
GLUT are initialized. CUDA-OpenGL 
interoperability also requires additional 
initialization at this stage as will be discussed. Then 
GLUT loop is started. Whenever GLUT loop 
triggers a display event, first a single iteration (or a 
number of iterations) of FDTD time marching loop 
is performed, and then results are displayed on a 
window.  

 
B. Initialization of OpenGL with CUDA 

CUDA is GPU programming platform 
developed and introduced by Nvidia. Nvidia 
provides extensive support to CUDA programmers. 
An article titled as "What Every CUDA 
Programmer Should Know about OpenGL" [14] is 
a good reference for beginners who want to learn 
CUDA-OpenGL interoperability. In this 
contribution, guidelines in [14] are followed to 
achieve interoperability between OpenGL and 
CUDA in an FDTD code. The details are presented 
in the steps below. 

 
Listing 1. Initialization of FDTD, CUDA, and 
OpenGL 
// global parameters 
GLuint pbo_destination; 
struct cudaGraphicsResource 
*cuda_pbo_destination_resource; 
GLuint cuda_result_texture;  
 
bool runFdtdWithFieldDisplay 
 (int argc, char** argv) 
{ 
// Initialize CUDA context 
cudaGLSetGLDevice 
(cutGetMaxGflopsDeviceId()); 
 
// Initialize GL context 
initializeGL(argc, argv); 
 

// Initialize GL buffers 
initializeGLBuffers(); 
 
// colormap used to map field 
intensity 
createColormapOnGpu(); 
 
// Display list of objects in problem 
space 
createDisplayListForObjects(); 
 
// copy data from CPU RAM to GPU 
global memory 
copyFdtdArraysToGpuMemory(); 
 
glutMainLoop(); // GLUT loop 
} 

 
Listing 2. Creating GL context 
void initializeGL 
 (int argc, char **argv ) 
{ 
setImageAndWindowSize(); 
 
// Create GL context 
glutInit(&argc, argv); 
glutInitDisplayMode(GLUT_RGBA | 
 GLUT_ALPHA | GLUT_DOUBLE | 
 GLUT_DEPTH); 
glutInitWindowSize(window_width, 
 window_height); 
iGLUTWindowHandle = 
 glutCreateWindow 
  ("CUDA OpenGL FDTD"); 
 
// initialize necessary OpenGL 
extensions 
glewInit(); 
  
// Initialize GLUT event functions 
glutDisplayFunc 
 (runIterationAndDisplay); 
glutKeyboardFunc(keyboard); 
glutReshapeFunc(reshape); 
glutIdleFunc(idle); 
} 

 
Initialize CUDA 

Listing 1 shows a function in which several 
functions are called to initialize FDTD, CUDA, and 
OpenGL and then FDTD simulations are started 
through GLUT. The first step is to initialize CUDA: 
the GPU device with maximum Gflops is set as the 
active device to run the FDTD calculations by a call 
to the function cudaGLSetGLDevice(). 
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Initialize GL and Create a Window 
The next step is initialization of OpenGL and 

GLUT and creation of a window to display 
captured electromagnetic fields. GL initialization is 
performed in the function initializeGL() 
shown in Listing 2. The first part of Listing 2 
initializes the GLUT. Next is an important step for 
CUDA-OpenGL interoperability in which OpenGL 
extensions are loaded to support buffers by calling 
the function glewInit() in Listing 2. Then event 
functions for GLUT are defined, thus GL 
initialization is completed. Here one should notice 
that glutDisplayFunc() is defined as 
runIterationAndDisplay(). As will be 
discussed later, when GLUT triggers a display 
event, the runIterationAndDisplay() will 
be executed, which will perform an iteration of 
FDTD time marching loop and display the 
electromagnetic field distribution in the problem 
space. 

 
Listing 3. Initializing GL buffers 
void initializeGLBuffers() 
{ 
// create pixel buffer object 
createPixelBufferObject 
(&pbo_destination, 
&cuda_pbo_destination_resource); 
 
// create texture that will receive 
the result of CUDA 
createTextureDestination 
 (&cuda_result_texture,  
 image_width, image_height); 
} 

 
Listing 4. Creating pixel buffer object 
void createPixelBufferObject(GLuint* 
pbo, struct cudaGraphicsResource 
**pbo_resource) 
{ 
unsigned int texture_size = 
sizeof(GLubyte) * image_width * 
image_height * 4; 
 
void *data = malloc(texture_size); 
 
// create buffer object 
glGenBuffers(1, pbo); 
glBindBuffer(GL_ARRAY_BUFFER, *pbo); 
glBufferData(GL_ARRAY_BUFFER, 
texture_size, data, GL_DYNAMIC_DRAW); 
free(data); 

glBindBuffer(GL_ARRAY_BUFFER, 0); 
 
// register this buffer object with 
CUDA 
cudaGraphicsGLRegisterBuffer 
(pbo_resource, *pbo, 
cudaGraphicsMapFlagsNone); 
} 
 
Listing 5. Create texture  
void createTextureDestination 
(GLuint* cuda_result_texture, 
unsigned int size_x,  
unsigned int size_y) 
{ 
// create a texture 
glGenTextures(1,cuda_result_texture); 
glBindTexture(GL_TEXTURE_2D, 
*cuda_result_texture); 
 
// set basic parameters 
glTexParameteri(GL_TEXTURE_2D, 
GL_TEXTURE_WRAP_S, GL_CLAMP_TO_EDGE); 
glTexParameteri(GL_TEXTURE_2D, 
GL_TEXTURE_WRAP_T, GL_CLAMP_TO_EDGE); 
glTexParameteri(GL_TEXTURE_2D, 
GL_TEXTURE_MIN_FILTER, GL_NEAREST); 
glTexParameteri(GL_TEXTURE_2D, 
GL_TEXTURE_MAG_FILTER, GL_NEAREST); 
 
glTexImage2D(GL_TEXTURE_2D, 0, 
GL_RGBA8, size_x, size_y, 0, GL_RGBA, 
GL_UNSIGNED_BYTE, NULL); 
} 

 
Create an OpenGL Buffer 

CUDA and OpenGL will use common 
resources on GPU for interoperability. Basically, 
these resources are buffers on the GPU's memory 
space. These buffers shall be created and initialized. 
In Listing 1, initializeGLBuffers() 
function, shown in Listing 3, is called for buffer 
initialization. Implementation of 
initializeGLBuffers() is shown in Listing 
3. First, createPixelBufferObject() 
function, shown in Listing 4, is called, which 
creates a pixel buffer object and allocates memory 
for this buffer. The buffer will hold image data. The 
image is a field distribution in a two dimensional 
problem space composed of xx yyn n×  cells. The 
field in each cell will be displayed with a single 
pixel, thus the image size is image_width * 
image_height, where image_width = 
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nxx; image_height = nyy;. Each pixel will 
hold red, green, blue, and alpha (RGBA) value of 
the pixel, thus each pixel uses four bytes of 
memory. Thus, the allocated memory is 4 * 
image_width * image_height. CUDA will 
create the image and write to this buffer through the 
pixel buffer object, and then OpenGL will access to 
the same memory space and process it as a texture 
and display the image.  

The texture as well needs to be initialized. The 
createTextureDestination(), shown in 
Listing 5, is used to initialize the texture.  

 
Register Buffers for CUDA 

The last step in initialization of the pixel buffer 
object is to register the created buffer for CUDA. 
This is done in the last line of Listing 4 by calling 
the cudaGraphicsGLRegisterBuffer(). 
This command simply informs the OpenGL and 
CUDA drivers that this buffer will be used by both. 

 
Listing 6. Display function of GLUT 
void runIterationAndDisplay() 
{ 
// run an FDTD iteration on GPU using 
CUDA 
for (int i=0; i< plotting_step; i++) 
if (time_step<number_of_time_steps) 
 fdtdIterationOnGpu(); 
 else 
 { 
 fetchResultsFromGpuMemory(); 
 deallocateArrays(); 
 saveSampledFieldsToFile(); 
 Cleanup(EXIT_SUCCESS); 
 } 
 
// Create image of field using CUDA 
unsigned int* image_data; 
// map the GL buffer to CUDA 
cudaGraphicsMapResources(1, 
&cuda_pbo_destination_resource, 0); 
cudaGraphicsResourceGetMappedPointer 
((void **)&image_data, 
&number_of_bytes, 
cuda_pbo_destination_resource); 
 
// execute CUDA kernel 
createImageOnGpu(image_data); 
// unmap the GL buffer 
cudaGraphicsUnmapResources(1, 
&cuda_pbo_destination_resource, 0); 
 

// Create a texture from the buffer 
glBindBuffer(GL_PIXEL_UNPACK_BUFFER_A
RB, pbo_destination); 
glBindTexture(GL_TEXTURE_2D, 
cuda_result_texture); 
glTexSubImage2D(GL_TEXTURE_2D, 0, 0, 
0, image_width, image_height, 
GL_RGBA, GL_UNSIGNED_BYTE, NULL); 
glBindBuffer(GL_PIXEL_PACK_BUFFER_ARB
, 0); 
glBindBuffer(GL_PIXEL_UNPACK_BUFFER_A
RB, 0); 
 
// draw the image 
displayTextureImage 
 (cuda_result_texture); 
 
cudaThreadSynchronize(); 
 
// swap the front and back buffers 
glutSwapBuffers(); 
} 
 
Listing 7. Updating electric fields  
__global__ void 
update_electric_fields_on_kernel_TMz 
(float* Ceze, float* Cezhy, float* 
Cezhx, float* Hx,  float* Hy,  
float* Ez, int nxx) 
{ 
__shared__ float 
sHy[TILE_SIZE][2*TILE_SIZE+1]; 
 
int tx = threadIdx.x; 
int ty = threadIdx.y; 
int i = blockIdx.x * blockDim.x + tx; 
int j = blockIdx.y * blockDim.y + ty; 
 
int ci = (j+1)*nxx+i; 
  
sHy[ty][tx+TILE_SIZE] = Hy[ci]; 
sHy[ty][tx] = Hy[ci-TILE_SIZE]; 
 
__syncthreads(); 
Ez[ci] = Ceze[ci] * Ez[ci] + 
Cezhy[ci] * (sHy[ty][tx+TILE_SIZE]-
sHy[ty][tx+TILE_SIZE-1]) + Cezhx[ci] 
* (Hx[ci]-Hx[ci-nxx]); 
} 
 
Listing 8. Launch kernel to create the image  
extern "C" void 
createImageOnGpu 
(unsigned int* image_data) 
{ 
dim3 block(TILE_SIZE, TILE_SIZE, 1); 
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dim3 grid(nxx/block.x,  
 nyy/block.y, 1); 
createImageOnKernel 
<<< grid, block>>>(image_data, dvEz, 
nxx, min_value, max_value); 
} 
 
Listing 9. The kernel to create the image 
__global__ void 
createImageOnKernel(unsigned int* 
image_data, float* Ez, int nxx,  
float minval, float maxval) 
{ 
int i = blockIdx.x * blockDim.x + 
threadIdx.x; 
int j = blockIdx.y * blockDim.y + 
threadIdx.y; 
int color_ind; float F; 
int ci = j*nxx+i; 
int ti = (j+1)*nxx+i; 
 
F = Ez[ti] - minval; 
color_ind = floor(255 * F/(maxval-
minval)); 
image_data[ci] = dvrgb[cind]; 
} 
 
Listing 10. Displaying the image using OpenGL  
void displayTextureImage 
(GLuint texture) 
{ 
glBindTexture(GL_TEXTURE_2D, 
texture); 
glEnable(GL_TEXTURE_2D); 
glTexEnvf(GL_TEXTURE_ENV, 
GL_TEXTURE_ENV_MODE, GL_REPLACE); 
 
glMatrixMode(GL_PROJECTION); 
glLoadIdentity(); 
glOrtho(domain_min_x, 
domain_min_x+nxx*dx, domain_min_y, 
domain_min_y+nyy*dy, -1.0, 1.0); 
 
glMatrixMode( GL_MODELVIEW); 
glViewport(0, 0, window_width, 
window_height); 
 
glBegin(GL_QUADS); 
 glTexCoord2f(0.0, 0.0); 
 glVertex3f(domain_min_x, 
 domain_min_y, 0.0); 
 glTexCoord2f(1.0, 0.0); 
 glVertex3f(domain_min_x+nxx*dx, 
 domain_min_y, 0.0); 

 glTexCoord2f(1.0, 1.0); 
 glVertex3f(domain_min_x+nxx*dx, 
 domain_min_y+nyy*dy, 0.0); 
 glTexCoord2f(0.0, 1.0); 
 glVertex3f(domain_min_x, 
 domain_min_y+nyy*dy, 0.0); 
glEnd(); 
 
glDisable(GL_TEXTURE_2D); 
 
glCallList(objects_display_list); 
} 

 
Copy Colormap to GPU Memory 

After OpenGL and CUDA initializations are 
completed in Listing 1, a colormap is constructed 
on the GPU constant memory in 
createColormapOnGpu(). The colormap is 
basically a one dimensional array of 4 bytes integer 
including RGB values of colors that begin with 
blue, and pass through cyan, yellow, orange, and 
red. The colormap will be used to reflect the 
intensity of the displayed fields. The colormap array 
will be accessed at every iteration of the FDTD 
time marching loop in a CUDA kernel to generate 
the image of field distribution; thus, its access by 
CUDA has to be fast. To achieve fast access, the 
colormap array is stored in the constant memory of 
GPU. 

 
Create a Display List of Objects 

It is possible to display an outline of objects 
that exist in the problem space as polygons together 
with the field distribution. An OpenGL display list 
is created in the function 
createDisplayListForObjects(). This 
display list is drawn on the field distribution image 
at every iteration, so it is more efficient to create it 
once at the beginning and use it during the time 
marching loop. 

 
Copy FDTD Arrays to GPU Memory 

A CUDA program is a hybrid code which 
mainly runs on CPU, while parallel processing 
sections run on GPU. Therefore, the FDTD 
problem space, i.e. coefficient arrays, and field 
arrays, are initially constructed and allocated on the 
CPU RAM. These arrays need to be copied to GPU 
global memory to have them available for CUDA 
computations on GPU. These arrays are copied to 
GPU global memory in the 
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copyFdtdArraysToGpuMemory() function 
in Listing 1. 

 
C. Field calculations using CUDA and 
visualization of fields  

As discussed before, whenever the display 
event (glutDisplayFunc()) is triggered in the 
GLUT loop, the associated function 
runIterationAndDisplay() is executed. 
Implementation of this function is shown in Listing 
6. In Listing 6, a check is performed to see if the 
FDTD iterations are complete. If the iterations are 
complete, results are copied from the GPU global 
memory to the CPU memory, other post-processing 
operations are performed, and FDTD simulation is 
ended. If iterations are not complete, a number of 
iterations of the FDTD time marching loop are 
performed on GPU using CUDA by a call to the 
fdtdIterationOnGpu() function. An iteration 
includes usual steps such as an update of sources, 
an update of electric fields and magnetic fields, 
application of boundary conditions, and capture of 
electromagnetic fields. For instance, Listing 7 
shows the kernel function that updates the electric 
field for the ZTM  case. 

 

 
Fig. 3. A snapshot from the 2D FDTD program 
display. 
 

After the field calculations, the new field 
distribution can be displayed on the created 
window, however, the field data cannot be 
displayed directly; data needs to be converted to an 
image first and the image needs to be stored in a 
texture in a form to be used by OpenGL. First, the 
GL buffer is mapped to CUDA, as shown in Listing 
6, such that CUDA can process the field data and 

create image data. A GPU kernel function needs to 
be called to process the field data, thus the 
createImageOnGpu() function is called to 
launch the kernel function. Implementation of 
createImageOnGpu() is shown in Listing 8. 
The kernel function is 
createImageOnKernel() and is shown in 
Listing 9. This kernel basically maps the field value 
at each cell from a range between a minimum and a 
maximum to one of the 256 colors in the colormap, 
and stores to the image buffer. 

Once the image is created in the buffer, the 
buffer is unmapped and released from CUDA. Then 
a texture is created from this buffer as shown in 
Listing 6. Once the texture is created, it is ready to 
get displayed by OpenGL. The function 
displayTextureImage(), shown in Listing 
10, is called to perform the final display operations. 
Then glutSwapBuffers() is executed to show 
the image on the screen. 

Figure 3 shows a snapshot from an animation 
of a two-dimensional FDTD simulation. The image 
is generated through the CUDA-OpenGL 
interoperability. 

 
III. PERFORMANCE OF CUDA-
OPENGL INTEROPERABILITY 

Two parametric sweep tests are performed by 
running the presented FDTD code in different 
modes to assess the performance improvement 
provided by CUDA-OpenGL interoperability. The 
following four modes are considered:  
1. program is run on CPU only without field 

visualization 
2. program is run on GPU using CUDA without 

field visualization 
3. program is run on GPU using CUDA with field 

visualization and with CUDA-OpenGL 
interoperability 

4. program is run on GPU using CUDA with field 
visualization, but without CUDA-OpenGL 
interoperability (the image data is transferred 
from device memory to host memory and 
displayed using OpenGL)  
 

The analyses are performed on an NVIDIA® 
Tesla™ C1060 Computing Processor installed on 
a 64 bit Windows XP computer. This card has 240 
streaming processor cores operating at 1.3 GHz. 
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The CPU results obtained using an Intel Xeon 
processor at 2 GHz.   

Here, it should be noted that it is not necessary 
to display the images at every time step of the 
FDTD loop. Often it is sufficient to display a 
frame after a few time steps. A parameter denoted 
as plotting_step, shown in Listing 6, is used 
to control how often the images are displayed. 

As the first parameter sweep test, the problem 
size of the two-dimensional space is increased, and 
each time the simulations are performed for the 
four modes with 1 frame per 5 iterations rate. 
Then, the throughputs of the simulations are 
calculated as [15] 

610steps xx yy

s

n n n
NMCPS

t
−× ×

= × ,   (1) 

where NMCPS is the number of million cells 
processed per second, stepsn is the total number of 
time steps the program has been run, and st is the 
total computation time in seconds. Here, xxn  and 

yyn  are the number of cells in an FDTD problem 
space in x and y directions, respectively.  The 
results are shown in Fig. 4. Throughput is a 
measure of how fast the computations are 
performed, thus it can be used to assess the 
efficiency of the codes. The computation on GPU 
without any field visualization is much faster, as 
expected. Computation on CPU, even without 
visualization, is not comparable with GPU 
computation. In the presented Fig. 4, the 
computation with visualization is faster by 30% 
with CUDA-OpenGL interoperability. The results 
verify the efficiency improvement achieved by 
interoperability.  

In the second parameter sweep test, the frame 
display rate is reduced (the image frames are 
displayed less often) and each time the simulations 
are performed for the four modes for a problem 
size of 6 million cells. The throughput results are 
shown in Fig. 5. Results again verify that 
visualizations are considerably faster with CUDA-
OpenGL interoperability. The data transfers from 
the device memory to the host memory take 
considerable time when CUDA-OpenGL 
interoperability is not utilized. Moreover, as image 
display rate is reduced, the computations on GPU 
with visualizations converge to that of GPU 
without visualization.  
 

 
Fig. 4. Throughputs of different modes vs. 
problem size. 1 frame displayed per 5 time steps.  
 

 
Fig. 5. Throughputs of different modes vs. image 
display rate. Problem size is 6 million cells. 

 
The results in Fig. 5 also show that displaying 

the frames more often slows down the 
computations significantly. It is not necessary to 
display the frames very often. It has been observed 
that it is sufficient to display one frame per 5-10 
iterations to achieve a smooth visual animation 
simultaneously with fast computation.  

 
IV. CONCLUSION 

An implementation of CUDA-OpenGL 
interoperability to visualize electromagnetic fields 
in a two-dimensional FDTD simulation is 
developed and presented. It is shown that 
interoperability can improve the visualization 
efficiency significantly. Interoperability can be 
extended to three-dimensional FDTD and more 
complicated field visualizations can be achieved.  
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	If the geometry of a structure is symmetrical with respect to one plane, and the excitation is either symmetrical or anti-symmetrical with respect to this plane, the unknown coefficients on one side of the plane are equal to the coefficients from the ...
	The symmetry of geometry can be exploited to decrease the number of unknowns even if the excitation is not (anti) symmetrical [4]. In that case, the excitation can be decomposed into a set of symmetrical and anti-symmetrical excitations. Consequently,...
	In the case of an antenna placed at some platform (e.g., airplane fuselage), the currents, which are induced over the fuselage, are of the largest magnitude in the vicinity of the antenna, and decrease going away from the antenna. Since the currents o...
	In the case of two antennas placed at some platform, for mutual coupling between them, the most important currents are in the 1st Fresnel region. In that sense, the space around two antennas can be subdivided into the 1st and higher-order Fresnel regi...
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	In the case of an antenna placement problem, the only difference is that the starting solution is obtained as the MoM solution of the antenna isolated from the fuselage.
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	Generally, the application of FMM and MLFMA introduces an additional error in the MoM solution. This error can be decreased (e.g., by increasing the number of terms in the multipole expansion, or by increasing the relative distance at which FFA is app...
	As an example in [24], the fighter scatterer, 12 m long, is analyzed at 4 GHz (160 λ). The problem requires 307,170 unknowns and 754 GB of RAM for storage of the full matrix. The MLFMA solution is obtained in 3.2 hours using a standard quad core PC wi...
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	In the case when the MoM matrix is too large to be stored in RAM, it must be split into blocks, which are stored on a hard disk. In particular, if there are many excitation columns (multiple excitation) they can be also stored in the disk. The solutio...
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	Modern CPUs contain more than one core, usually 4 cores. Using OpenMP, the calculation can be performed in parallel at an arbitrary number of threads, but an efficient parallelization uses a number of threads approximately equal to the number of cores...
	In the case of the matrix solution, the MKL [25] library enables almost 100% efficiency for 4 (8) cores.
	In cases when the calculation consists of many repetitions of the same operation, graphical processing units (GPU) can perform the calculation up to 10 times faster than a quad-core CPU. However, the code that is executed in parallel mode using OpenMP...
	For example, in the case of an out-of-core solver on a CPU, there are two critical operations: (1) storing/reading the matrix to/from disk, and (2) calculations performed in LU decomposition. So, for significant acceleration, it is not enough to paral...
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	The plasmon resonances of nanoparticles have been investigated in the literature to understand the effects of various parameters [26] and to engineer the spectral response [27-29]. Until recently, the interaction of nanoparticles with a focused beam o...
	Fig. 3. Ex(x, 0, z) on the x-z plane for various [ (nm)]: (a) Ex(x, 0, z) for [5, 400],             (b) Ex(x, 0, z) for [60, 400], (c) Ex(x, 0, z) for         [5, 500], (d) Ex(x, 0, z) for [60, 500], (e) Ex(x, 0, z) for [5, 600], and (f) Ex(x,...
	In Fig. 3, the electric field is computed at various wavelengths on the x-z plane for a silver sphere with a 250 nm radius. The field distribution Ex(x, 0, z) is plotted for =5  and =60 . A comparison of Figs. 3(a) and (b) suggests that the field di...
	Fig. 4. Ez(x, 0, z) on the x-z plane for various [ (nm)]: (a) Ez(x, 0, z) for [5, 400],              (b) Ez(x, 0, z) for [60, 400], (c) Ez(x, 0, z) for         [5, 500], (d) Ez(x, 0, z) for [60, 500], (e) Ez(x, 0, z) for [5, 600], and (f) Ez(x,...
	The results in Figs. 3 and 4 demonstrate that suppressing strong lobes and enhancing weaker lobes is possible by altering the angular spectrum. These results have important implications for plasmonic applications. Some plasmonic applications require s...
	Fig. 5. Ex(x, 0, z) on the x-z plane for various    [  r (nm)]: (a) [5, 200], (b) [60, 200],              (c) [5, 50], and (d) [60, 50].
	Fig. 6. Ez(x, 0, z) on the x-z plane for various   [  r (nm)]: (a) [5, 200], (b) [60, 200],              (c) [5, 50], and (d) [60, 50].
	Fig. 7. Ez(x, 0, z) on the x-z plane: (a) plane wave at 0 , (b) focused beam with  0 , (c) focused beam with  45 , (d) focused beam with  60 , (e) plane wave at 30 , and (f) plane wave at 60 .
	Fig. 8. Intensity  distributions for a prolate spheroid. The distributions are given for various half-beam angles: (a) 15 , (b) 30 , (c) 45 , and (d) 60 .
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	We use these last two expressions inside the optimization algorithm.
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	II. CUDA-OPENGL INTEROPERABILITY IN FDTD
	The FDTD method is an iterative method in which the progressions of electromagnetic fields in time are simulated in a time marching loop. The time marching loop typically consists of functions to update sources, update electric and magnetic fields, ap...
	Both CUDA and OpenGL can be programmed in C language. There are methods to integrate OpenGL in a program developed for an event driven operating system such as Microsoft Windows or Linux. One of the methods is to use GLUT. GLUT is the OpenGL Utility T...
	GLUT makes OpenGL programming simple yet platform independent, however, GLUT implements its own event loop. Therefore, mixing GLUT with an algorithm that demands its own event handling structure may be difficult. In order to integrate the FDTD algorit...
	CUDA is GPU programming platform developed and introduced by Nvidia. Nvidia provides extensive support to CUDA programmers. An article titled as "What Every CUDA Programmer Should Know about OpenGL" [14] is a good reference for beginners who want to l...
	Listing 1 shows a function in which several functions are called to initialize FDTD, CUDA, and OpenGL and then FDTD simulations are started through GLUT. The first step is to initialize CUDA: the GPU device with maximum Gflops is set as the active dev...
	The next step is initialization of OpenGL and GLUT and creation of a window to display captured electromagnetic fields. GL initialization is performed in the function initializeGL() shown in Listing 2. The first part of Listing 2 initializes the GLUT....
	CUDA and OpenGL will use common resources on GPU for interoperability. Basically, these resources are buffers on the GPU's memory space. These buffers shall be created and initialized. In Listing 1, initializeGLBuffers() function, shown in Listing 3, ...
	The texture as well needs to be initialized. The createTextureDestination(), shown in Listing 5, is used to initialize the texture.
	The last step in initialization of the pixel buffer object is to register the created buffer for CUDA. This is done in the last line of Listing 4 by calling the cudaGraphicsGLRegisterBuffer(). This command simply informs the OpenGL and CUDA drivers th...
	After OpenGL and CUDA initializations are completed in Listing 1, a colormap is constructed on the GPU constant memory in createColormapOnGpu(). The colormap is basically a one dimensional array of 4 bytes integer including RGB values of colors that b...
	It is possible to display an outline of objects that exist in the problem space as polygons together with the field distribution. An OpenGL display list is created in the function createDisplayListForObjects(). This display list is drawn on the field ...
	A CUDA program is a hybrid code which mainly runs on CPU, while parallel processing sections run on GPU. Therefore, the FDTD problem space, i.e. coefficient arrays, and field arrays, are initially constructed and allocated on the CPU RAM. These arrays...
	As discussed before, whenever the display event (glutDisplayFunc()) is triggered in the GLUT loop, the associated function runIterationAndDisplay() is executed. Implementation of this function is shown in Listing 6. In Listing 6, a check is performed ...
	After the field calculations, the new field distribution can be displayed on the created window, however, the field data cannot be displayed directly; data needs to be converted to an image first and the image needs to be stored in a texture in a form...
	Once the image is created in the buffer, the buffer is unmapped and released from CUDA. Then a texture is created from this buffer as shown in Listing 6. Once the texture is created, it is ready to get displayed by OpenGL. The function displayTextureI...
	Figure 3 shows a snapshot from an animation of a two-dimensional FDTD simulation. The image is generated through the CUDA-OpenGL interoperability.

	III. PERFORMANCE OF CUDA-OPENGL INTEROPERABILITY
	Two parametric sweep tests are performed by running the presented FDTD code in different modes to assess the performance improvement provided by CUDA-OpenGL interoperability. The following four modes are considered:
	1. program is run on CPU only without field visualization
	2. program is run on GPU using CUDA without field visualization
	3. program is run on GPU using CUDA with field visualization and with CUDA-OpenGL interoperability
	4. program is run on GPU using CUDA with field visualization, but without CUDA-OpenGL interoperability (the image data is transferred from device memory to host memory and displayed using OpenGL)
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