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Abstract ─ In this paper the Green’s functions 
(GFs) of a thick microstrip in the spatial-domain is 
computed based on expanding the corresponding 
spectral-domain functions over inverse quadric 
(IQ) radial basis functions (RBFs). The scattered 
data interpolation ability of RBFs is exploited for 
efficient sampling of the Sommerfeld integration 
path (SIP), passing from close vicinity of 
singularities in the complex kρ plane. By this, the 
information content of spectral-domain GFs is 
preserved, which makes it possible to compute the 
far-fields accurately. Thus, the method can be 
applied to the analysis of electrically large 
structures near layered media. The proposed 
method is direct with only one approximation 
level. 
  
Index Terms - Microstrip, integral equation, IQ, 
RBF, and Sommerfeld integral.  
 

I. INTRODUCTION 
Development of integral equation (IE)-based 

methods, was a revolutionary step in the growth of 
computational electromagnetics (CEM). The most 
obvious advantage of IE solvers over PDE solvers 
is to decrease the amount of discretization region, 
which is limited only to the body under study in 
the former case. This removes the need of IE 
solvers to absorbing boundary conditions (ABCs), 
which is a troubling requirement of PDE 
counterparts [1, 2]. There also exists a rather not 
obvious priority for IE solvers, which if not 

dismissed, is not sufficiently highlighted in the 
literature; i.e., the unambiguous description of the 
problem at its edges and corners. To clarify this 
issue, consider electromagnetic (EM) scattering 
from a PEC plate. Handling this problem by the 
Finite Element Method (FEM) requires 
determination of boundary conditions at interior 
region of the plate, its edges and corners. Although 
for the interior region, the tangential components 
of the electric field are known to be zero, the exact 
condition on EM fields is unknown on rest of the 
boundary. What is known is its order of singularity 
[3]. On the other hand, solving the same problem 
by MoM is straightforward noting that at the 
edges, the normal component of current and at the 
corners, the total current should vanish [4].  

Beside the aforementioned benefits, there are 
two challenges dealing with IE solvers. The first is 
the knowledge of the Green’s function (GF) of the 
problem, which is known for limited cases such as 
free space, half-space, and multi-layered media 
[5]. The second challenge is computing the layered 
media GF in the spatial-domain, which requires 
numerical evaluation of an inverse Fourier-Bessel 
transform (IFBT) and follows four difficulties. 
First, the spectral-domain GFs are multi-valued, 
having number of branch point singularities and 
their corresponding branch cuts. Second, these 
functions have number of pole singularities, 
leading to abrupt changes. It is important to note 
that in addition to poles, which intrinsically lead to 
harsh variations, some of the branch points also 
lead to such behavior. Third, the Bessel functions 
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are oscillatory, which complicates the process of 
the numerical integration. Fourth, the Bessel 
functions are slow decaying, which decelerates the 
computation process, i.e., more sampling is 
needed, which will lead to longer computation 
time.  

At present, a winning approach to the problem 
is expanding the spectral-domain GFs over a class 
of functions with known analytical IFBT. 
Assuming a successful expansion, all four said 
difficulties are bypassed. In the recent decades, 
lots of research is done based on this idea, e.g., [6-
13]. These methods can be classified from the 
following aspects: 

 
A. Expansion function  

Up to now, the most used expansion functions 
are complex exponentials [6, 7, 10], rational [8, 11] 
and Gaussian functions [13], in either of kz0 or kρ 
complex planes, defined in [6]. These planes can be 
uniquely mapped on each other. The corresponding 
integrals are then analytically computed via 
available mathematical identities, e.g., the 
Sommerfeld Identity (SI) [5], or by the residue 
theorem [14].  

 
B. Expansion method 

Expanding a known function over a class of 
functions with unknown parameters can be studied 
under the context of model-based parameter 
estimation (MBPE).  The MBPE can be carried out 
by non-linear programming or optimization 
methods. However, there exist conditions which 
allow solving non-linear problems by linear 
algebra, e.g., the Prony method [15], generalized 
pencil-of-function (GPOF) method [16] and matrix-
pencil method (MPM) [17]. These methods are all 
one-step solutions to the expansion problem and 
expand a complex valued function of a real variable 
over sum of complex exponentials, provided that 
the independent variable is sampled uniformly. For 
expanding over rational functions, the rational 
function fitting method (RFFM) has currently 
attracted the researchers [18]. This method is 
iterative and should be initialized properly.  

 
C. Dependence on human labour 

Achieving fully automatic IE solver requires 
direct methods for computation of spatial-domain 
GFs. By direct method, it is meant methods 
independent of human labour, e.g., [7, 10]. In the 

pioneering works, e.g. [6], the contributions of 
quasi dynamic images and surface-wave poles 
(SWPs) were subtracted, analytically. It should be 
noted that for a general multilayered case, the 
surface-wave terms cannot be obtained analytically 
[10].  

 
D. Integration path 

Another distinguishing factor is the integration 
path, which is called the Sommerfeld integration 
path (SIP). The SIP can be considered in either of 
the kz0 or kρ complex planes. Theoretically, all valid 
paths are equivalent. However, as clearly stated in 
[10], the limited number of significant digits in 
numerical computations leads to different results 
from different paths. The information content of the 
evaluated GFs increases as the path become closer 
to singular points.  Thus, if the expansion method is 
incapable of tracking abrupt changes, the path 
should pass sufficiently far from singularities. 
Stating another way, there is a compromise between 
the sharpness of the function and its information 
content. Such a decrease, leads to erroneous 
evaluations in the far-field region of the spatial-
domain GFs.  

 
E. Number of approximation levels 

The variation rate of the spectral-domain GFs 
differs on different sections of the SIP. Therefore, 
if the expansion method requires uniform 
sampling, the efficiency of the process decreases 
drastically. This fact should specially be 
considered when direct methods are of interest. A 
classical solution to this problem is partitioning 
the integration path to sub-sections and sample 
each of them independently, based on the behavior 
of the corresponding spectral-domain GF. The 
number of approximation levels is then equal to 
the number of partitions. This procedure is utilized 
in [7] for the first time, leading to a two-level 
approximation, and is still followed by other 
researchers.  
 
F. Physical compatibility 

Different sections of the SIP correspond to EM 
waves of different nature. Thus, it seems reasonable 
to expand each part such that its IFBT coincides 
with the real nature of the wave. For instance, the 
EM wave at the near-field and the far-field along 
the substrate becomes spherical and cylindrical, 
respectively. Consequently, physical compatibility 
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is met by expanding the low and high spatial 
frequency sections of the path such that their IFBT 

lead to 0jk re r and    1
0 0H k  , respectively, as is 

done in [11]. Nevertheless, for a successful result, 
such a compatibility is not necessary [10]. 

The proposed method employs inverse quadric 
(IQ) and radial basis functions (RBFs) for 
expansion, which are rational [19]. The RBFs are 
mainly constructed for scattered data 
interpolations [20] and are currently exploited in 
mesh free solution of operator equations [21, 22]. 
Expanding over RBFs is done by solving a linear 
system of equations. Therefore, the expansion 
process is carried out in one-step, without the need 
to initial guess. The proposed method is direct and 
does not need any human labor. Moreover, the 
extreme ability of RBFs in data fitting makes it 
possible to pass the SIP from vicinity of 
singularities. As a result, the method is capable to 
correctly evaluate the spatial-domain GFs in the 
far-field region, due to preserving the information 
content of the spectral-domain GFs. Thus, the 
method is applicable for the analysis of electrically 
large structures near layered media. The scattered 
data interpolation property of RBFs is utilized for 
non-uniform sampling of the SIP, leading to one-
level approximation and significant increase in 
computational efficiency. Finally, the method does 
not possess physical compatibility, due to 
expressing the EM field by cylindrical waves in 
the whole spatial range.  

 
II. MATHEMATICAL STATEMENT OF 

THE PROBLEM 
Suppose an infinite grounded dielectric 

substrate with height h and real electric 
permittivity of εr. The substrate is placed on x-y 
plane such that its top side coincides with z = 0.  
This structure is illuminated by an x-directed 
electric dipole of unit strength located at 

0z z   and oscillating at frequency f = f0. It is 
assumed that 0z  is free space. Under these 
assumptions, the spatial-domain GFs in the air 
region can be computed by [6] 
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where J0 is the zero order Bessel function, and 
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Traditionally, equation (2) is called the 
Sommerfeld integral. From the mathematical stand 
point, equation (2) is an IFBT and SIP coincide the 
real axis in kρ plane, not passing from poles and 
branch points [23].  Exclusion of singularities can 
be theoretically carried out by turning over them 
with hemi-circles of infinitely small radii such that 
the path remains in first and third quadrants to 
satisfy the Sommerfeld radiation condition [5, 23]. 
Therefore, the integrand remains analytic on the 
deformed path. It should be noted that the path 
deformation theorem ensures invariance of the 
integral [6, 14].  

 
III. MESHLESS INTERPOLATION BY 

IQ RBF 
Consider the problem of interpolating a 

function u based on its N scattered samples. The 
samples are assumed to be laid on the real axis, 
positioned at x1,…,xN, and u is in general, complex 
valued. Currently, the most famous way for 
achieving this goal is exploiting RBFs. The RBFs 
are either global support (GS) or compact support 
(CS) [22]. There is a fundamental difference 
between these kinds; the CS RBFs are never 
analytic whereas it is possible to have analytic GS 
RBFs.  

As a brief description of the proposed method, 
we intend to evaluate contour integrations over the 
complex kρ-plane where the integrand is expanded 
over RBFs. Thus, CS RBFs are excluded and 
among GS RBFs, the IQ kind is selected because it 
is analytic, all-pole, and has a well-conditioned 
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(practically banded and sparse) moment matrix. 
For the problem at hand, IQ RBF can be expressed 
as, 

                              12 2x x A


                     (5) 

where A is called the shape parameter [21]. The 
function u can now be uniquely interpolated at any

 1, Nx x x , by the following expansion 
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where uh is the interpolated value of u. In addition, 
Ai and wi are the shape parameter and weighting of 
the ith sample (node), respectively. The shape 
parameter can be node dependent. The weightings 
are simply computed by collocating equation (6) at 
the nodes and solving a corresponding linear 
system of equations, which is a well-conditioned 
diagonal-dominant matrix for the problem at hand.  

For determination of the shape parameter, it is 
preferable to express Ai as, 

              ,      0i i i iA d                           (7) 
where αi and di are called the dimension less shape 
parameter and the characteristic length of the ith 
node, respectively [21]. These parameters are, in 
general, selected empirically. Unless the 
distribution of samples is not too irregular, di can 
be selected to be the average nodal spacing [21]. 
In this work, 2i  and 1i i id x x  . As a final 

remark, the IQ RBFs tend to zero outside the 
sampling region. Thus, if u is practically zero out 
of  1, Nx x , uh can also extrapolate it.  

IV. IQ RBF APPROACH TO THE 
PROBLEM  

In this section, the IQ RBF is used for 
evaluating equation (2). For this purpose, inspiring 
from [10], we start with the following SIP 

1 0SIP : ,      0 ,k k j k k                           (8) 

where k is the real variable of the complex kρ 

plane and γ is a positive factor. Additionally, let’s 
define 
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which leads to the following equivalent statement 
of equation (2) 

     
1

0
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The substrate is assumed to be loss-less. Thus, 
all the singularities of the spectral-domain GFs lay 
on the real axis and consequently, this path passes 
from above of R1 and R2 singularities. Moreover, 
since SIP1 is a biased version of the real axis, the 
IQ RBF can interpolate the aforementioned 
functions based on their samples evaluated on this 
path. Noting the final remark of the previous 
section, it is necessary to study the behavior of R1 
and R2 when kρ approaches to infinity. It is 
straightforward to show that 
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The above limits can be verified as follows, 
when kρ → ∞, Sommerfeld radiation condition 
requires kz0 → –j∞ and kz1 → –j∞. Therefore, 
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which noting to equation (9) leads to equation 
(11). Thus, interpolating R1 by IQ RBFs will also 
lead to its extrapolation. This is not the case for R2. 
One way to overcome this difficulty is to subtract 
and add the following function from R2 
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and rewriting R2 as: 
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The function Rb has the following properties: 
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where the second equality one can be verified by 
direct application of the SI. The first property in 
equation (16) ensures automatic extrapolation of 
R3 by its expansion over IQ RBFs. In addition, by 
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the second property in equation (16) the inverse 
transform of the residual function can be 
computed analytically. Thus, the problem to be 
solved simplifies to the evaluation of 
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For this purpose, consider the following 
expansion, 
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where Nl is the number of samples along SIP1 for 
describing Rl at , , 1,...,l

i lk i N  . Replacing equation 

(18) into equation (17) and following the final 
remark of the previous section, the SIP1 can be 
extended to SIP2 
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This makes is possible to rewrite equation (17) as, 
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which by using [23] leads 
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can be expressed as, 
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(23) 
where H0 is the zero order Hankel function. At 

this step, noting that    1
0H z is analytic at j  , 

the integration paths corresponding to lF   and lF   
are closed by hemi-circles of infinite radii at upper 
and lower half planes, respectively. Doing so, 
equation (23) can be analytically evaluated by 
direct application of the residue theorem, i.e., 
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where l

iA  is the corresponding shape parameter. 
This completes the proposed approach of the 
problem. 

V. NUMERICAL RESULTS 
In this section, the proposed method is applied 

to a microstrip substrate with εr = 12.6 and h = 1 
mm illuminated at f0 = 30 GHz. In addition, it is 
assumed that  = 10-3,  = 102, 0  k’  7k0 and z= 
z’ = 0. Using this small value of γ, the information 
content of singularities are well-preserved and it is 
expected the method to be able to track the spatial-
domain GFs at distances considerably far from the 
origin. Under the above conditions, the 
corresponding R1 and R3 functions are interpolated 
based on their non-uniform samples, depicted in 
Fig. 1. For this purpose, a simple algorithm is 
developed, which its details are beyond the scope 
of the paper. As a brief description, the algorithm 
starts with dividing the domain of the function to 
number of sub-intervals. Then, it iteratively 
increases the number of samples in each sub-
interval, uniformly, unless the error in the 
corresponding sub-interval becomes less than a 
predetermined value. The non-uniform sampling 
has decreased the number of sample from 8887 to 
406 for R1, and from 9678 to 1232 for R3, which 
corresponds to the reduction ratio of 95.4 % and 
87.3 %, respectively. For clearly demonstrating 
the capability of IQ RBFs in tracking harsh 
variations, the singular regions of the functions are 
enlarged and depicted in Fig. 2. Applying the 
proposed method to IQ interpolation of R1 and R3, 
the amplitude of xx

AG  and qG  functions are 

evaluated and compared to their corresponding 
exact values in Figs. 3 (a) and (b), respectively. By 
exact value, we mean the value computed by 
direct numerical integration. For better showing 
the accuracy of the proposed method, the 
oscillating part of qG is enlarged and depicted in 

Fig. 3 (c). Finally, the effect of γ is studied on xx
AG  

and reported in Fig. 4. As is clear and was 
predictable, the valid range of far-field increases 
as γ decreases. 

 
VI. CONCLUSION 

The IQ RBFs are used for expanding the 
spectral-domain GFs of a microstrip thick 
substrate. The Sommerfeld integrals 
corresponding to spatial-domain GFs are then 
analytically evaluated by the residue theorem. This 
led to representing electromagnetic fields only by 
cylindrical waves. In view of extreme capability of 
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RBFs in data fitting, the SIP is deformed to pass 
from vicinity of singularities of spectral-domain 
GFs in the complex kρ-plain, which led to accurate 
evaluation of far-fields up to log10 (k0ρ) = 3. 
Moreover, the scattered data interpolation ability 
of RBFs is utilized for non-uniform sampling of 
the SIP which has led to considerable increase in 
computational efficiency. 

 
 

 

(a) 
 

 

(b) 
 

 

(c) 

 
(d) 

 
Fig. 1. IQ interpolation of R1 and R3 for (a) Re{R1}, 
(b) Im{R1}, (c) Re{R3}, and (d) Im(R3). 
 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 

Fig. 2. IQ interpolation of R1 and R3, enlarged at 
singular regions for (a) Re{R1}, (b) Im{R1}, (c) 
Re{R3}, and (d) Im(R3). 

 
(a) 

 
(b) 

 
(c) 

 
Fig. 3. The amplitude of spatial-domain GFs for (a)

xx
AG , (b) qG , (c) qG enlarged at its oscillating part. 

 
 

Fig. 4. Effect of γ on xx
AG .  
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