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In Memory of Gerald “Jerry” Burke

By: Edmund K. Miller and Andrew J. Poggio

Jerry Burke died on February 14, 2021 from esophageal cancer. He had earned a B.S. and M.S. in Electrical
Engineering from the University of California, Berkeley in 1965 and 1968 respectively. Ed Miller first met
Jerry in 1968 at MBAssociates in San Ramon, CA, where he had worked since 1966. Andy Poggio joined
our group at MBA in 1969. We, and with others at MBA at the time, continued development of one of the
first general-purpose computer codes for modeling wires. This code, originally called BRACT (don’t ask)
transitioned to ANTBRACT, AMP (Antenna Modeling Program) and NEC (Numerical Electromagnetics
Code, the latter a name suggested by Carl Baum).

Jerry had become a mainstay in the MBA/LLNL EM modeling activities. During his years at MBA he was
instrumental in transforming BRACT into an effective tool for modeling antennas near an interface. After
hearing for the first time about time-domain, integral-equation modeling at a 1968 APS meeting in Boston,
from Edward Sayre and C. L. Bennett, Ed returned to MBA and suggested that this technology be pursued.
Jerry was given some time to explore this possibility and in about 2 weeks had written the first version of
what eventually came to be called TWTD (Thin-Wire Time-Domain). This code later became instrumental
in designing an RIFD tag for cattle after modification by Jeremy Landt, initially at LLNL and further at Los
Alamos National Laboratory. Jerry also developed a technique for interpolating frequency-domain antenna
and RCS data with something he termed FDI (Frequency-Derivative Interpolation). This was the forerunner
of what eventually became MBPE (Model-Based Parameter Estimation).

Andy and Jerry later joined Ed in the Wave Theory and Applications Group at Lawrence Livermore National
Laboratory in 1973 and 1975 respectively. Subsequently, with support from Army, Navy, and Air Force
sources including Naval Ocean Systems Center in San Diego, they produced a popular 3-volume document
for NEC [G. J. Burke and A. J. Poggio, “Numerical electromagnetics code (NEC)-method of moments, Part
I: Theory, Part 11: Code, Part 111: User’s manual,” NOSC TD-116, Naval Ocean Syst. Center, San Diego, CA,
July 18, 1977 (NEC-1). revised Jan. 2, 1980 (NEC-2)]. Versions NEC-3 and NEC-4 followed over the next
15 or so years [G. J. Burke, E. K. Miller, and A. J. Poggio (2004) “The numerical electromagnetics code
(NEC)—A brief history,” 2004 IEEE Int. Antennas Propagat. Symposium Digest, vol. 42, pp. 2871-2874,
June]. Just before he died, Jerry had completed rewriting the basis of NEC-4, renamed the modified code,
NEC-5, and had begun to distribute it through LLNL. Over the years after he left LLNL in 1985 and until
just the past year, Ed felt fortunate to be able to maintain a continuing collaborative working relationship
with Jerry. This mostly involved Jerry’s responding the Ed’s request for changes or additions to be made to
NEC and TWTD in order to explore various topics of special interest for which he is very grateful. Jerry’s
accommodation of these requests led to several joint publications in model-based parameter estimation,
electromagnetic radiation physics, and chiral media.



Although a quiet and unassuming person, Jerry was gifted analytically, an outstanding programmer and
talented numerical analyst. He was a valued colleague and friend that we were privileged to know and work
with for over 50 years. Our records show that one or both of us (and others at times) were coauthors of more
than 80 journal articles and conference presentations. Jerry also lectured at short courses and workshops in a
variety of locales in the US and South Africa, Italy, Japan, Australia and Sweden. The EM modeling
community will miss him.

By: Jim Breakall

It is with great sadness that | inform the ACES community and others of the passing of Jerry Burke on
February 14", 2021. Jerry received his B.S. and M.S. degrees in Electrical Engineering from the University
of California — Berkeley, Berkeley, CA, in 1965 and 1968, respectively. In the mid-60s after graduation he
joined a small company, MBA Associates that was working on chaff for radar cross section (RCS) decoys.
A method was needed to predict the RCS of the chaff, and Jerry and others developed the first version of an
antenna modeling program called BRACT in 1967. Jerry implemented the three-term basis function (constant —
sine — cosine) from Prof. Ken Mei at Berkeley that became the main type of basis function for all future
versions. This basis function was a huge improvement over pulse and triangle type functions used up to then
resulting in very fast convergence of results, and therefore, a smaller number of segments needed. Jerry and
others then added a voltage generator and reflection coefficient approximation ground to allow the code to
model the transmitting situation over earth since it was only used for RCS up to that time. This version was
called ANTBRACT, and the year was 1968. MBA Associates was fortunate to win a large contract in 1971
from the government (Navy, Army, and Air Force) to extensively upgrade ANTBRACT to a version named
AMP (Antenna Modeling Program). Ed Miller, Andy Poggio, and Jerry then joined the Lawrence Livermore
National Laboratory (LLNL), Livermore, CA in 1971, 1973, and 1975, respectively, and that was the start of
what became the code most know today as the Numerical Electromagnetics Code (NEC). AMP incorporated
the electric field integral equation (EFIE) for thin wires and the magnetic field integral equation (MFIE) for
voluminous surfaces that was added later becoming AMP2 in 1975. The capability of AMP2 was
demonstrated by the accurate modeling of a Navy frigate in 1975. Throughout this early development, it was
mainly Jerry Burke who was the master of Fortran programming and algorithmic implementation in all of
these codes.

In 1977, the interest was on Electromagnetic Pulse (EMP) effects on aircraft from the Air Force Weapons
Lab (Carl Baum) and shipboard communications from the Naval Ocean Systems Center (Jay Rockway).
They both suggested that AMP should be improved, and Carl Baum came up with the name of the Numerical
Electromagnetics Code (NEC). They actually wanted a suite of NEC family codes and also funded the
development of the NEC Basic Scattering Code (NEC-BSC) at Ohio State (Ron Marhefka). The hybridization
of both NEC and NEC-BSC allowed the method of moments (MoM) analysis and the uniform (geometric)
theory of diffraction (UTD-GTD) to be used to solve problems over a very wide frequency range. Again,
Jerry Burke was instrumental in making all of this happen.

Continual improvements were being incorporated into now NEC at LLNL and the need for accurate modeling
near the earth was needed. Jerry and others came up with a very clever interpolation scheme named Model-
Based Parameter Estimation (MBPE) for the complex Sommerfeld integrals needed. This became NEC2 in
1980 and is now released in the public domain. Jerry again was the person who made this happen with his
extensive analytical skills in the complex plane of Sommerfeld integrals and his ability to produce very
efficient and fast Fortran code. | remember contacting Jerry around this time as a graduate student at Case
Western Reserve University, and that was our first time to meet on the phone. Jerry was very excited to hear
a student was so interested in antenna modeling, and he sent me all the huge manuals and a computer tape
with the code on it. | never paid a cent and was so grateful. | had used AMP back at Penn State in the late
1970s for modeling a large HF heating array at Arecibo Observatory that consisted of many log periodic
antennas. NEC was even more advanced, and it could do so much I thought as a young Ph.D. student at the
time. Jerry said to call him if | ever had any questions, and | must admit that | kept his phone busy. Bob
Collin, Professor at Case and fellow Ph.D. student, Georg Karawas, and | at that time used to have many
conversations about NEC, MoM, Jerry Burke, Ed Miller, and LLNL. Bob was writing another book at the
time Antennas and Radiowave Propagation that discussed MoM. | remember those conversations fondly with
Jerry, Bob, and Georg.



Fortune would have it that my dream came true to get an offer from LLNL in 1983 to work with Jerry and
Ed and others there on NEC and other projects. | remember that my hotel reservations got messed up when |
got there, and there was no room available with some big conference at LLNL. | called Ed, and he said come
over to his house and stay. | will never forget that night with Ed and | staying up to the wee hours of the night
talking about antennas and Jerry and my conversations with him while a graduate student. What a thrill it
was | remember for the first time to meet Jerry in person on that interview and hear all the things he was
doing to NEC at the time.

During 1983, we released NEC3, and | was involved in the releases for the DEC VAX and similar computers.
NEC3 could model wires buried in the ground and had many other improvements mainly put in by Jerry. |
remember many times | would try things with NEC and other methods and tell Jerry that something was not
quite correct, for example it would give errors when trying to model stepped-diameter wires. Jerry would
come back some days, or weeks later at the most, and say he put in some mini-FDTD method for the step in
the diameter, and it was fixed. It seemed Jerry knew the inside of that code so well, that he could fix anything
we would tell him. All of these things eventually created the final version that was funded by the Army and
Navy, NEC4. | remember once that some of us were working on monopole ground systems with maybe some
120 radial wires. Jerry put together a highly efficient version of NEC3 called NEC Ground Screen (NECGS)
that was extremely fast for this specialized problem. | also was involved with making helicopter
measurements of HF antennas in irregular terrain and using NEC-BSC type of methods to model this
scenario. The results were very close, and | remember Jerry writing some custom code to do the same thing
with high accuracy and efficiency and reporting on that in a LLNL technical document. LLNL still has the
licensing of NEC4, and fortunately, NEC2 is now in the public domain, and there are many versions of it
available for free online (4NEC2, CocoaNEC, etc.) or commercially (EZNEC, NEC-WIN), etc.). Before
Jerry’s death, on his own time, he wrote a new version, NEC35, that can model wires and surfaces. | have not
tried it yet myself as of this writing, but plan to get a copy and do so. I am sure it will be right up there with
anything that Jerry has ever created.

Jerry was a very humble person and was not outwardly social. Jerry was the person who was quiet in a crowd
and would never be forward or take credit for things. He would go on weekends from Livermore to San
Mateo where he grew up and take care of his mother there. When she died and he retired from Livermore, he
moved into the house he grew up in. Jerry was a confirmed bachelor for most of his life but finally found the
love of his life and got married several years ago. | know he was really happy and did a lot of traveling. He
still was active in antenna modeling and still would go into LLNL monthly on his own time | heard. | know
that Jerry liked to ski and would go with other workers at LLNL on ski trips to the Sierras. | always enjoyed
being with Jerry on trips to sponsors or to conferences. We would hang out together, and Jerry liked good
restaurants and food.

It is hard to believe he is not with us anymore. I had just found some new results about that same stepped-
diameter wire problem, that I discussed before, and was going to send my results for his comments. That will
not happen now, but I will never forget all of the great times and just what a pleasure and honor it was to
know Jerry. His legacy with NEC will live on for sure. | would like to speak for all of his friends at LLNL
and the antenna community to pass on our sincere condolences to Jerry’s wife and family. We all will really
miss him so much. Rest in peace Jerry.
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Abstract — This paper presents analysis and design of a
dual circularly polarized 16x16 Ku band antenna array
with emphasis on its feeding network. The proposed
antenna is designed for on-move satellite communication
system where the radiation pattern and the side-lobe
level should meet the ITU standards to avoid interference
with other satellite systems. This requirement is obtained
by using non-uniform feeding distribution network. In
addition, dual circular polarization operation requires
sequential feeding networks with appropriate phase shift
sequences. The proposed antenna is divided into 16
sub-cells of 4x4 radiating elements. The elements inside
the sub-cell are fed by uniform dual sequential feeding
networks. These sub-cells are connected together via two
non-uniform feeding networks on a single layer in the
shape of two interlaced fork configurations. In addition,
cascaded power dividers are used to achieve the required
low power division ratios between some of the sub-cells
according to the required feeding distribution. These
modifications simplify the fabrication process of the
proposed antenna structure and reduce the required
layers while satisfying the required radiation parameters.

Index Terms — Antenna array, circular polarized antenna,
feeding network, Ku-band antenna, satellite antenna.

I. INTRODUCTION

On-move Ku-band satellite communication systems
have a significant importance in different military and
civilian applications where it may not be available other
wired or wireless communication systems. This situation
can usually be found in rural areas, in disserts, in ships
away from shores and other similar situations. Parabolic
reflector antennas with horn feeding are good candidate
for fixed transceiver systems. However, for the case of
moving situations like cars, trains and ships, the size and
the aerodynamics of reflector antennas may not be
suitable for these applications. In these cases, a planar

Submitted On: July 22, 2020
Accepted On: January 18, 2021

antennas inside a radom represent a better choice for
antenna structure than reflector antenna. The suitable
planar antenna for such application usually has the
configuration of an antenna array. Different planar
antenna arrays for satellite communication systems were
developed in X band and Ku band. The type of the
radiating element and the feeding networks of such
antenna arrays represent the main design parameters. On
the other hand, the operating bandwidth, the radiation
pattern, and the polarization represent some of the main
specifications which should be included in the proposed
antenna design. In addition, the weight, the manufacturing
process and the number of layers represent important
aspects in developing these antenna arrays.

In this paper we present a dually circular polarized
antenna array operating in Ku band in the frequency
range from 10.5 to 14.5 GHz. The proposed antenna
array is composed of 4x4 sub-cells where each sub-cell
is composed of 4x4 radiating elements. Each radiating
element is fed by wideband branch-line coupler to
introduce dually circular polarization. Each 2x2 radiating
elements are connected by dual sequential feeding
networks for both circular polarizations [1]. These 2x2
sequential fed elements are connected by uniform
feeding networks to compose the sub-cells composed of
4x4 radiating elements. To develop a total radiation
pattern compatible with the required ITU standards for
satellite communication systems [2], these sub-cells are
connected by dual non-uniform feeding networks for
both polarizations [3]. The distributions of these feeding
networks have a significant effect on the error function
between the obtained radiation pattern and the standard
ITU Mask. On the other hand, developing such
distribution function may require developing complicated
power dividers with quite small power division ratios.
In addition, integrating the dual non-uniform feeding
networks on a single layer to reduce the number of layers
in the designed antenna represents another critical aspect

https://doi.org/10.47037/2020.ACES.].360201
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in the proposed design.

Similar antenna configurations can be found in
literature. However, not all the previously mentioned
specifications are found in these configurations. In [4] a
LH circularly polarized slot antenna array is presented
in the frequency range from 12.01 to 12.14 GHz with a
uniform SIW feeding network. Another configuration is
presented in [5] based on sequentially fed microstrip
patches fed by a SIW feeding network to operate in
the frequency range from 11.55 to 12.25 GHz with
LH circular polarization. A dual band dual circularly
polarized array is presented in [6] based on two layers
of different polarization rotation artificial magnetic
conductor operating at different frequency bands. The
two bands in this case are 8.15 to 8.35 GHz for RH
circular polarization and 14.2 to 14.8 GHz for LH circular
polarization. Uniform feeding distribution function is
used to feed the exciting double sided dipole array. On
the other hand, other similar configurations are discussed
in other frequency bands. A ridge gap waveguide feeding
network is discussed to feed a RH circularly polarized
array in mm-wave range [7]. A dual circularly polarized
antenna based on slotted SIW is presented in [8] with
a bandwidth extends from 11.6 to 13 GHz. Other
configurations based on dual linearly polarized antenna
arrays in Ku band are also discussed in [9 — 11]. In
these configurations waveguide feeding networks with
complicated manufacturing process were used.

On the other hand, similar antenna structures are
studied in X-band [12 — 14]. In [12] the main feeding
networks is implemented by using corporate feeding
networks on two different layers separated by a ground
plane to implement the dual circular polarizations.
However, in [13] these feeding networks are implemented
on the same layer, but for smaller antenna array. Based
on the results shown in [3], the feeding distribution
function used in [12 — 13] are not the optimum to
reduce the error with respect to the ITU mask. However,
better distribution functions would require less power
division ratios which are more complicated in physical
implementation. This is the motivation here to introduce
a new non-uniform feeding network which can be
interlaced with another similar one on the same layer to
feed dual polarized 4x4 sub-cells in Ku-band. This dual
non-uniform feeding network is used to develop 16x16
dual circularly polarized antenna array in Ku band in the
frequency range from 10.5 to 14.5 GHz.

The organization of the present paper is as follows:
In Sec. Il we present in detail the geometry of the
radiating element with its feeding network to introduce
dual circular polarization. Then we introduce the designed
dual sequential feeding networks for the sub-cell. The
main properties for the sub-cell is given. In Sec. Ill, we

ACES JOURNAL, Vol. 36, No. 2, February 2021

present the analysis and design of the proposed non-
uniform feeding network which connect these sub-cells
to compose the proposed 16x16 antenna array. In this
section the main limits on implementing this non-uniform
feeding networks and how it can be implemented by
using cascaded power divider are given. In addition, we
present in this section how to integrate the two feeding
networks for the two polarizations on the same layer.
Section 1V presents the experimental results for the
designed antenna array. Finally, Sec. V gives the
conclusion.

I1. SEQUENTIAL FEEDING NETWORK
FOR DUAL CIRCUALR POLARIZED 4x4
ANTENNA ARRAY

The proposed antenna array is composed of 4x4
sub-cells. Each sub-cell is composed of a 4x4 antenna
array. Different configurations for radiating elements
can be used of this application [15 — 17]. However, in the
present case, it is required to develop a wideband antenna
element with dual circular polarization. The appropriate
configuration in this case is a stacked symmetric
microstrip patch fed by a wideband branch-line coupler
[13], [18], and [22].

The used radiating element in the present case is a
stacked circular patch microstrip antenna as shown in Fig.
1. The lower fed element is printed on a substrate RT/
duroid 5880 with substrate thickness L, = 0.787 mm.
The dielectric constant of RT/duroid 5880 is 2.2 and loss
tangent is 0.0009. On the other hand, the upper parasitic
element is printed on a substrate RO3003 with substrate
thickness L; = 0.25 mm. The dielectric constant of
RO3003 is 3 and loss tangent is 0.001. The parasitic
element is separated from the fed element by a foam layer
of thickness Lr = 2 mm. The radius of the lower patch is
8.2 mm and the radius of the upper patch is 8.8 mm. This
stacked configuration is designed to verify the required
wideband operation of the proposed antenna in the
frequency range from 10.5 to 14.5 GHz. This antenna
element is fed by two feeding probes through vias which
are connected in a separate layer by a wideband branch
line-coupler (BLC) to introduce the required dual circular
polarizations. The dimensions of the BLC are L, = 4.95
mm, Lg = 1.2 mm, T, = 0.3 mm, T; = 0.6 mm, and
T = 0.9 mm as shown in Fig.1(c). The feeding BLC is
printed on a substrate RO3003 with thickness L; =
0.25 mm. These radiating elements are arranged in 2x2
configurations. The separation between the elements is 18
mm which is nearly 0.754, at the center frequency. This
2x2 antenna array is fed by two interlaced sequential
feeding networks with two opposite sequences to compose
dual circularly polarized 2x2 antenna array.
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Fig. 1. Geometry of the radiating element of the antenna
array: (a) 3-D view, (b) side view, and (c) BLC.

This sequential feeding networks include successive
phase shifts of —90° in clockwise and counter clockwise
directions to assets right hand and left hand circular
polarizations, respectively. These successive phase shifts
are obtained by increasing the feeding line sections
by A4/4 in a successive form where 4, is the guided
wavelength of the feeding microstrip line on the feeding
substrate. These 4, /4 increments cannot be added directly
in the form of straight lines due to the limited space
between the radiating elements. Thus, multiple bends, U-
shapes and meander shapes are used as shown in Fig. 2.
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10092 resistance

(b)

Fig. 2. Sequential feeding network for dual circularly
polarized 2x2 radiating elements: (a) front view and (b)
bottom view.

These configurations have additional effects in the
total matching and phase sequence. In addition the
coupling between the nearby sections of these feeding
lines has additional effects. Thus, a preliminarily design
of these two interlaced sequential feeding networks is
obtained by using Keysight Advanced Design System
(ADS2019). Then, this design is simulated by using full
wave analysis Ansoft HFSS to include the effects of
these parameters. This full wave analysis is optimized to
introduce reflection coefficients below -10 dB and axial
ratios below 3dB for the two circular polarizations in the
operating band from 10.5 to 14.5 GHz [19]. Then, these
2x2 antenna arrays are arranged to compose the 4x4 sub-
cell as shown in Fig. 3. In this case, the 2x2 arrays are
connected together by two uniform interlaced feeding
networks with equal amplitude and phase distribution.
The total dimension of the sub-cell is 72x72 mm?. To
develop these uniform feeding networks in the available
space, similar effects like bending and coupling should
also be treated as in the case of the sequential feeding
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networks of the 2x2 antenna array. In addition, to
compensate the effects of mutual coupling between the
nearby transmission line sections two matching stubs are
added as shown in Fig. 3. The lengths of these matching
stubs are optimized for both matching and axial ratio [19].
Figure 4 shows the fabricated 4x4 sub-cell.

Figure 5 shows the simulated and measured reflection
coefficients of the two feeding ports of this sub-cell. It can
be noted that the obtained reflection coefficients is below
-10dB in almost all the entire operating bandwidth. On the
other hand, Fig. 6 shows the corresponding axial ratios
and gain for both RH and LH circular polarizations. It
can be noted that the condition of axial ratio below 3 dB
is verified in most of the operating bandwidth. The
normalized radiation pattern of the sub-cell for both RH
and LH circular polarization at 12.7 GHz is shown in Fig.
7. This sub-cell is the building block of the proposed
16x16 antenna array.

Fig. 3. Sequential feeding network with adjusting stubs for
dual circularly polarized 4x4 radiating elements.

Fig. 4. Fabricated 4x4 sequential fed antenna (bottom
side).
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Fig. 5. Measured and simulated reflection coefficients of
the 4x4 sequential fed antenna for LH and RH circular
polarizations.
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Fig. 6. Measured and simulated axial ratios and gain for
RH and LH circular polarizations at broadside direction.
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Fig. 7. Measured and simulation normalized radiation
patterns for circular polarizations at 12.7 GHz (a) RH and
(b) LH.
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I11. DESIGN AND ANALYSIS OF NON-
UNIFORM FEEDING NETWORK FOR SUB-
CELLS

The following step is to design a non-uniform feeding
network to connect these sub-cells to form a 16x16
antenna array. Since the required radiation pattern is
symmetric, the feeding distribution network should be
symmetric as shown in Fig. 8, where A, B and C represent
the amplitudes of the feeding current excitations at the
different subcells. The amplitude A is normalized to be
unity while B and C is less than unity. The total radiation
pattern is a function of this distribution function and
the radiation pattern of the sub-cell. The error function
between the total radiation pattern and the required ITU
Mask is defined as [3]:

1 @ 1+sgn(Pr(8;)api—Mask(6;)dgi)
C: EZ sgn(Pr(0:)api—Mask(6i)dgi [Pr(gi)dBi _

! 2

Mask(0;)gpil- (1)
For the case of a uniform distribution function along

the array elements the error function is nearly 2 dBi.
Different configurations for distribution networks
were discussed in [3] including continuous amplitude
distributions, continuous phase distribution, complex
distribution and complex distribution with discrete
amplitudes. In the present case, continues amplitude
distribution is used to implement the required non-
uniform feeding network. Thus, all the sub-cells have the
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same phase. The error function between the ITU Mask and
the total radiation pattern as a function of the amplitude
distribution is shown in Fig. 9, assuming that the
amplitude of the central sub-cells A = 1. It can be noted
that the minimum error between the ITU Mask and the
total radiation pattern can be obtained when C =~ 0.6 and
B < 0.4. Previous implementations of similar feeding
networks were based on distribution values B = 0.8 and
C = 0.6. However, these values correspond to an error
value much greater than the minimum value as shown in
Fig. 9, where the error function in this case is around 1.53
dBi.

Fig. 8. Symmetric distribution function of a 16x16 array
(Each square consists of 4x4 sub-cell).

Fig. 9. Error w.r.t the ITU Mask as a function of B and C.
The value of A is fixed to unity.

The key point in implementing these feeding
distribution networks is the dimensions of the power
dividers. These dimensions depend on the required
characteristic impedances of the different transmission
line sections of these power divider. For the case of a
Wilkinson power divider with a non-equal power division
ratio P;/P, = |V5/V,|? = K, the required transmission
line section of the power divider would have characteristic
impedances of [20]:

Zyz =Zy /%’ (2-a)
Zoy = ZoJKO5 (1 + K). (2-b)

while the matching resistance between the two arms of the
Wilkinson power divider is given by:

R = Zy(VK + 1/VK). (2-c)
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In this case, the output ports 2 and 3 of the Wilkinson
power divider are matched to impedances Z,vK and
Zo/VK, respectively. Thus, it would be required to add
A4/4 transformer sections of impedances Z,K'/* and

Z,K~1/* respectively to match the non-equal Wilkinson
power divider to Z, load. For the case of a power ratio
K = 0.43, the required impedance of Z,; would be nearly
2.25Z,. The feeding substrate is RO3003 with a dielectric
constant &, = 3 and substrate thickness h = 0.25 mm.
The matching impedance Z, = 50€. Thus, the required
characteristic impedance of Z,5 in this case is 113(Q. The
width of this transmission line section in this case would
be about 120 pum. This corresponds to the limiting value
for fabrication process. Thus, lower power division ratios
could not be directly implemented. This explains why
previously published feeding networks used large values
of B in the distribution network to avoid small power
division ratios.

In addition, the feeding network in [12] is based
on corporate feeding configuration. This configuration
cannot be implemented for dual polarizations on the
same layer. Thus, this corporate feeding network was
implemented on multi-layered strip line configuration
which increases the cost and the complexity of the
fabrication process.

The proposed feeding network in this paper is based
on fork type feeding network configuration as shown
in Fig. 10. In this case the two networks of the dual
polarizations are interlaced on the same layer. Thus, this
feeding network structure is composed on a single layer.
The values of the distribution functions in the present case
would be B = 0.4 and € = 0.6 which introduce an error
function around 1.23 dBi which is less than the error
function of previous feeding networks [3], [12 — 13].

8

H

Fig. 10. Fork type dual polarized array feeding network
based on Wilkinson power dividers.
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Figure 11 shows the proposed distribution function
for both amplitude and powver ratios. The feeding network
consists of four branches. Each two branches are
connected by a power divider and these two power
dividers are connected by an equal division power divider.
On the other hand, each branch consists of four feeding
points. Each two feeding points are connected by a power
divider and the resulting two power dividers are connected
by an equal division power divider. The assumed power
division ratio in the first branch is K; = B2/C? = 0.444,
and in the second branch is K, = B?/A? = 0.16 as shown
in Fig. 11. The total normalized power in the first branch
is 1.04 and in the second branch is 2.32. Thus, the power
division ratio between the first and the second branches
is K3 = (2B% + 2C?)/(24% + 2B?) = 0.448. The first
and the third power dividers, K; and K3, can be fabricated
directly with their ratios. However, the second power
divider K, cannot be fabricated with the present ratio. To
implement the power division of K,, cascaded power
division can be implemented as shown in Fig. 12. In this
case, the power between the first and the second feeding
points in the second branch is divided by a ratio K, =
(B?+0.36)/A% = 0.52. Then this power is divided
again between the first feeding point and a matched load
by a power division ratio K, = B2/0.36 = 0.444 as
shown in Fig. 12. In this case, both power dividers K, and
K, can be fabricated. However, this additional power
divider increases the total normalized power of the second
branch to be 3.02. Thus, the power division ratio between
the second and the third branch is reduced to be K; =
(2B? +2C?%) / (24?2 + 2B* 4+ 0.72) = 0.344  which
cannot be fabricated directly. Thus, the power divider
between the two branches should be implemented by
cascading two power dividers as in the case of K,. This
can be done as shown in Fig. 13 where the power divider
K3 = (2B? 4+ 2C? + 0.5)/(24% + 2B? + 0.72) = 0.51
is followed by power divider K3 = (2B? + 2€?)/0.5 =
0.48.

Thus, the final required power dividers have power
division ratios K; = K, = 0.444, K, = 0.52, K; = 0.51
and K3 = 0.48, in addition to equal power dividers.
These power dividers are designed by using Keysight
ADS2019 and the corresponding designs are verified by
using full wave analysis by using Ansoft HFSS. Then,
these power dividers are integrated together according
to the distribution shown in Fig. 13. Figure 14 shows
the geometry of a single arm of the designed fork type
feeding network. The ports are arranged from 1 to 17,
while the inner numbers in Fig. 14 correspond to the
values of the required resistances in Ohms between
the arms of the different power dividers. The feeding
network shown in Fig. 14 is simulated by using Keysight
ADS2019.
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Fig. 11. Proposed feeding distribution: (a) amplitude
ratios and (b) power ratios.
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Fig. 12. Power distribution function with cascaded
K, power division. The red highlighted branches are
terminated with matched loads.
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Fig. 13. Power distribution function with cascaded K,
and K3 power division. The red highlighted branches are
terminated with matched loads.

Figure 15 shows the simulated reflection coefficient
of the input port 17. It can be noted that the designed
feeding network is good matched below -10 dB
reflection coefficient in the operating frequency band
from 10.5 to 14.5 GHz.

Figure 16 shows the amplitude ratios of the different
output ports with respect to the inner output ports 1-4. It
can be noted that the obtained amplitude ratios coincide
with the proposed designed values B = 0.4 and C = 0.6.
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Fig. 14. Geometry of a single arm of the designed fork
type dual polarized array feeding network.
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Fig. 15. Simulated reflection coefficient of the input port
of the designed fork type feeding network.
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Fig. 16. Simulated amplitude ratios B and C of the
designed feeding network.

IV. EXPERIMENTAL RESULTS AND
DISCUSSIONS
Figure 17 shows the complete fabricated 16x16
antenna array structure including the non-uniform feeding
network and the measurement setup inside the anechoic
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chamber. The measurements are obtained by using the
antenna measurement system Starlab 18 © [21] with a
dynamic range of 60dB in the frequency range from 6 to
18 GHz. The antenna is supported by a foam layer with
a dielectric constant of about 1.07 which does not have
a significant effect on the measured parameters of the
fabricated antenna array. The sub-cells are fabricated and
assembled separately and the connecting feeding network
is fabricated on a separate RO3003 substrate. The sub-
cells are connected to the feeding network by using SMP
miniaturized push-on connectors on both the sub-cells and
the feeding network.

(b)

Fig. 17. Fabricated 16x16 antenna array structure: (a)
non-uniform feeding network, and (b) antenna inside the
antenna measurement chamber.

Figure 18 (a) shows the measured reflection
coefficients of the two feeding ports of the main feeding
networks. Port 1 corresponds to the feeding point of
LH circular polarization while port 2 corresponds to
the feeding point of the RH. It can be noted that good
matching is obtained along the required operating
bandwidth for both polarizations. On the other hand, Fig.
18 (b) shows the isolation between the two feeding ports.
It can be noted that the obtained isolation is less than
-30dB over the entire operating bandwidth which is
sufficient for the proposed application.
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Fig. 18. Measured S-parameters of the complete antenna
structure: (a) measured reflection coefficients of the
complete antenna structure for the two feeding ports, and
(b) measured isolation between the two feeding ports.

On the other hand, Fig. 19 shows the measured
radiation patterns for both LH and RH polarizations
compared to the ITU Mask at 12.7 GHz. It can be noted
that the obtained radiation patterns are satisfying the ITU
Mask except at few separated angles. These are expected
results because the proposed feeding distribution does not
completely have zero the error function of the simulated
radiation pattern with respect to the ITU Mask. In a similar
way, Fig. 20 shows the radiation patterns at 11 GHz near
the low frequency limit and Fig. 21 shows the radiations
patterns at 14 GHz near the upper frequency limit. It can
be noted that these radiation patterns also satisfy the
required ITU Mask except at few separated angles.

Figure 22 shows the measured peak antenna gain
for the two feeding ports while Fig. 23 shows the
corresponding axial ratios in the broadside direction. It can
be noted that the axial ratio is almost less than 3dB in the
required frequency band. Based on the measurement
results it can be concluded that the designed non-uniform
feeding network for the sub-cells introduces the required
radiation parameters for the proposed antenna for on-



HASSAN, IBRAHIM, ABDALLAH, ATTIYA: FEEDING NETWORK FOR A DUAL CP 16x16 KU-BAND ANTENNA ARRAY

move satellite communication system in Ku-band from
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Fig. 19. Measured radiation patterns compared to the
ITU Mask at the planes ¢ = 0° and ¢ = 90°; at
12.7GHz: (a) (Port 1) LH excitation, and (b) (Port 2) RH
excitation.
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Fig. 20. Measured radiation patterns compared to the
ITU Mask at the planes ¢p = 0° and ¢p = 90°; at 11GHz:
(a) (Port 1) LH excitation, and (b) (Port 2) RH excitation.
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Fig. 21. Measured radiation patterns compared to the
ITU Mask at the planes ¢ = 0° and ¢ = 90°; at 14GHz:
(a) (Port 1) LH excitation, and (b) (Port 2) RH excitation.
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Fig. 22. Measured peak antenna gains for the two feeding
ports.
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Fig. 23. Measured axial ratios for the two feeding ports.

V. CONCLUSION

Analysis and design of a single layer dual feeding
networks for 16x16 Ku band dual circularly polarized
antenna array is presented. The antenna array is divided
into sub-cells composed of 4x4 radiating elements and
connected by a dual sequential feeding network. These
sub-cells are connected by a dual non-uniform interlaced
fork type feeding networks. New feeding distribution is
used to minimize the error between the obtained radiation
pattern and the required ITU Mask. The feeding
distribution function is verified by using cascaded power
dividers to obtain the required small power division ratios.
The obtained experimental results satisfy the required
properties for a Ku band antenna array for on-move
satellite communication system.
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Abstract — A compact three order 5G low frequency
band Hairpin Bandpass Filter (HPBF) is analyzed,
designed and fabricated in this paper. The designed filter
operates at 5G frequency range (5.975-7.125 GHz).
17.76% compactness in each A/2 uniform transmission
line (UTL) resonator of the filter is achieved by applying
Non-Uniform Transmission Lines (NTLs) theory. This
compactness will make modern wireless transmitter and
receiver designs more compatible. Study on the best
reduction size percentage and suitable constraints to
design the required NTL resonator is highlighted in this
paper. Six samples with different size reductions
percentage are fabricated and measured. The simulation
is carried out in this study uses High Frequency Structure
Simulator (HFSS) software and Computer Simulation
Technology (CST) software. The simulated results for
UTL HPBF and NTL HPBF with the six cases are
verified with measurement. For the best size reduction
percentage design, the measured results demonstrated
that the 6.55 GHz NTL and UTL HPBF show good
impedance matching within the unsilenced 5G frequency
band.

Index Terms — 5G, hairpin bandpass filter, HFSS and
CST, non-uniform transmission lines theory, uniform
transmission line.

I. INTRODUCTION

Filters play an important role in many RF/
Microwave applications which it is used to control the
frequency responses (bandpass, bandstop, lowpass, and
highpass). HPBF is a compact structure bandpass filter
and simply constructed by folding the A/2 resonators of
the parallel coupled line filter, to get the U shape that
eases its fabrication process where no grounding via
holes are needed [1]. By controlling the filter resonators’
parameters (length, width and space between them), the
required pass band can be obtained [2]. At different
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frequencies of interest, HPBFs were used in many
applications such as Ku-band satellite communication
[3, 4], X-band radar navigation [5], (2 — 4 GHz) satellite
application [6], 5th generation mobile communication
system [7], narrow band communication (uplink
frequency in the band -3 eNodeB LTE) [8], millimeter-
wave applications [9, 10], 923 MHz RFID application
[11] and WiMAX application [12, 13]. Hairpin units are
used in [14] to get a wide stop band of 3.36 — 21.5 GHz
with a sharp roll off skirt for 3.1 GHz lowpass filter.
Defected Ground Structures (DGS) and Microstrip
Structures (DMS) are used in HPBF design for
performance enhancement and size reduction [15-19].
One of the major concerns in any RF front ends wireless
communication system, is to miniaturize its devices.
Many techniques were developed to reduce the size of
HPBF such as using ground holes [11], high dielectric
substrate [20], multilayers structure [3, 21, 22],
Nonuniform Coupled Lines (NCLs) resonators [10],
metamaterial complimentary split ring resonators [13],
Inkjet Printing (IP) [23] and Integrated Passive Device
Technologies (IPDT) [9]. In this paper, in order to reduce
high cost and the difficulties of the previous methods
with the aim to reduce HPBF size, NTLs theory [24-29]
is applied for the first time to compact the HPBF size at
5G low frequency band of 5.975 — 7.12 GHz, available
for unlicensed operations [30] without effecting its
primary performance. Furthermore, a study to achieve
the best size reduction percentage with the suitable
constraints of NTL HPBF is highlighted.

I1. NON-UNIFORM TRANSMISSION LINES
(NTLs) THEORY

Higher performance, lower cost and compact size

passive microwave components are important devices

in the modern wireless communication system to be

compatible with the recent industrial requirements.

There are many approaches to achieve the required
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compactness by reducing the devices transmission lines
size such as using NTLs. NTLs theory [24-29] has been
applied to many microwave circuits in order to reduce
their sizes. The idea behind this theory is to make the
performance of NTL with reduced length (d), varying
characteristics impedance Z(z) and propagation constant
B(z), equivalent to UTL of length (do), constant
characteristics impedance Z and propagation constant f3
over the desired frequency range. Both NTL and UTL
are shown in Fig. 1. Z(z) can be expanded in a truncated
Fourier series as:

In(Z(2)/20) = g C cos (P55), (1)
where Z, is the characteristics impedance of UTL and N
is chosen to be 10. NTL and UTL will have equivalent
performance if their ABCD matrix parameters are equal.
Figure 1 (b) shows how to get the ABCD parameters of
NTL by dividing it into K UTL sections then finding the
ABCD parameters of those UTLs, so the total ABCD
matrix will be:

A Bl_nx [4k BK]
[c D]'Hi=1 Ck Dgl’ @)
where Ai = Dj = cos(A0), (2.1)
Bi = Z(2) ((i — 0.5)Az)sin(A8), 2.2)
. _ jsin(a@) . -
Ci —m,l—l,z,....K, Az=d/K, (23)
2 2
and n=Zaz =2 e az, (2.4)
XA‘ d0
W Zo’ﬁ
» z
X
K-sections
Ah Am
W(@2) Z(z), B(z)
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Fig. 1. (@) UTL and (b) NTL with its subdivision into K
uniform sections.

The Z(z) coefficients Cys are optimized using built
in MATLAB function “fmincon” to minimize the
following error function through the frequency band of
5.975-7.125 GHz:

Error I\/izxﬂf (A= Agl2 + Z3?|B = ByJ2 + Z21C — Col2 + ID = Dol2) , (3)

where M is the number of the frequencies fn, (m =1, 2,
... M) within the desired band with frequency increment
Afand Ao, Bo, Co and Dy are the ABCD matrix parameters
of UTL. To restrict the error function in (3), two
constraints should be considered: The resulting NTL
should have the same width of UTL at the two ends to
guarantee physical matching and it should be easy to
fabricate. In this work, NTLs theory is applied to reduce
the resonators’ length of UTL HPBF without effecting
its performance in terms of matching and transmission
coefficients as will be explained in the next sections.
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I11. DESIGN OF THE PROPOSED 6.55 GHz
UTL AND NTL HPBF

A. UTL HPBF design

Based on the design equations in [1], 6.55 GHz
HPBF is deigned. In this study, the chosen substrate
material is Rogers RO4003C ( €,= 3.55 and h = 0.813
mm). Table 1 indicates all the calculated and optimized
parameters of the filter, where Qext, M12, Lres, Whes, S, Ly,
Lp1, Le2 and W, are external quality factor, coupling
coefficient, the length of the resonator, width of the
resonator, the space between two adjacent resonators,
tapping length, length of the first and second port and
width of the ports, respectively. Based on equations in
[1], the relation between S and M, and between L.
and Qex: as shown in Fig. 2 is extracted using Full
Wave Electromagnetic simulations such as HFSS. The
optimized parameters in Table 1 are obtained via
parametric studies to get better filter matching response
asindicated in Fig. 3. The proposed UTL HPBF is shown
in Fig.4.

Table 1: Calculated and optimized parameters for 6.55
GHz UTL HPBF

Parameters Calculated Optimized
Qext 7.84 -
M2 = Ma1 0.162 -
Lres (Mm) 14.324 15.524
Whes (mm) 0.5 0.6
S (mm) 0.65 0.3
Lt (mm) 13 2.9
Lpl = Lp2 (mm) - 4
Wp (mm) 1.819 1.819
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Fig. 4. (a) Layout of the proposed 6.55 GHz UTL HPBF,
and (b) Fabricated prototype.

B. NTL HPBF design

Since modern 5G wireless system applications
require compact microwave components, NTLs theory
is applied to 6.55 GHz UTL HPBF resonators to reduce
their sizes. Since Wies of UTL is 0.6 mm, so the width of
NTL (WnrL) should be between W and the minimum
allowable width for fabrication, Wmin= 0.3 mm. To test
many cases with different size reduction percentages, in
the MATLAB optimization code, the operation frequency
band (5.975 —7.125 GHz) is relaxed to (5.5 —7.5 GHz)
and different 475 are used. As a result, six different
samples of NTL HPBF are designed, fabricated and
measured to test the best obtained size reduction
percentage. Details on these cases and the required
constraints are found in [29]. The measurement in this
work is carried out uses N5245A network analyzer. The
best achieved size reduction of 17.79% (i.e., the length
of NTL resonator Lrsnte IS equal to 12.766 mm) is
obtained at Af'= 0.5 GHz. The optimized C,s coefficients
for this case is shown in Table 2. The six NTL HPBF
porotypes as they are compared to UTL HPBF are
illustrated in Fig. 5.

Table 2: Optimized Fourier coefficients for A/2 6.55 GHz
NTL HBPEF’s resonator
Constraints: 1.305<Z(z) <1
Co Ci Co Cs Cq4 Cs

-0.5196 | -0.1508 | 0.2651 | 0.0146 | 0.0841 | 0.0978

Cs C7 Cs Co Cio
0.0362 | 0.0515 | 0.0718 |-0.0111| 0.0604
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Fig. 5. (a) Fabricated prototypes of 6.55 GHz NTL HPBF
at six different Afs, (b) configuration of the proposed
6.55 GHz NTL HPBF at 4f = 0.5, and (c) fabricated
prototypes of 6.55 GHz UTL and NTL HPBF.

IV. RESULTS AND DISCUSSION
The simulated and measured reflection and
transmission coefficients of the six samples are shown in
Figs. 6 and 7, respectively. As it is clear all the samples
give good impedance matching and transmission response
through 5.975 GHz - 7.125 GHz.
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Fig. 6. (a) Simulated and (b) measured return loss of the
proposed 6.55 GHz NTL HPBF for six different Af5.
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Fig. 7. (a) Simulated and (b) Measured insertion loss of
the proposed 6.55 GHz NTL HPBF for six different Af5.



NTL HPBF results of the best obtained size
reduction (17.79%) at A4/ = 0.5 GHz is compared with
UTL HPBF as shown in Fig. 8. Both filters provide good
reflection and transmission coefficients. The comparison
between the simulated and the realized results of 6.55
GHz UTL and NTL HPBF is given in Table 3. The slight
difference between the simulated and measured results
is due to the fabrication and measurement tolerances.
Finally, as indicated in Fig. 8 (c), due to NTL and UTL
resonators’ lengths difference there is a slight difference
in phase between the 6.55 GHz NTL and NTL HPBF.
This difference has no big effect on the filter obtained
matching and transmission performance which in turn
indicates the effectiveness of applying NTLs theory to
reduce the filter size.
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Fig. 8. (a) Return loss, (b) insertion loss, and (c) phase of
6.55 GHz UTL and NTL HPBF.

Table 3: Comparison between simulated and measured
results for the designed UTL and NTL 6.55 GHz HPBFs

SALEH, ISMAIL, ABIDIN, JAMALUDDIN: COMPACT 5G HAIRPIN BANDPASS FILTER

although the proposed filter uses simple miniaturization
technique (NTLs theory) as compared to others, it provides
low cost, better Si; and Si, and wider bandwidth. In
addition, it provides better compactness in the resonator’s
length as compared to [10], [18] and [31].

Table 4: Comparison to other works in literature

. . 3dB FBW,| Siui= [ Si2= | Circuit
Ref. Tei:lsr:(;]ue h (mm)/er O/?ie:lif;'in Freq.Band| Sz | Sz | Area
™| GHz |(dB)<|(dB)|igxig
This 26.95% 0.64 x
work NTLs 0.813/3.55 17.76 6786 <-225|-1.15 0.23
. 15%
UTLs using 0.1/3.2 0.50 x
1 |pTonLcP NA 2812 | -189 |241-| "0
32.68
3.45% <-
oy | NCts 0.127/2.94 9.2 a02- | 9 |5 %0
32.11 )
UTLs with 30.11% 1.81x
(18] Square DGS 15622 1.69 0.11-939] 19237 T35
UTLsusing| . . 0.83% .95 x 0.4
[23] PDT different/different NA 91.9-99.9 -10 -5 mm2
UTLs with 97.33% 0.87 x
[31] Square DGS 0.348/1.524 11.31 282302 -195 | -1.6 0.29

Parameters| Sim. (HFSS) Sim. (CST) Meas.
S11=S» -22.7 dB at -43 dB at -22.52 dB at
(NTL)  |(5.99 - 7.34) GHz | (5.97 - 7.83) GHz | (6 - 7.86) GHz
S11=S» -19.1 dB at -25 dB at -11.66 dB at
(UTL) | (5.87 - 7.35) GHz | (5.96 - 7.48) GHz |(5.62- 7.6) GHz
S12=Sx -0.46 dB at -0.29 dB at -1.15dB at
(NTL) Fc =6.67 GHz Fc=6.9GHz |Fc=6.93 GHz
S12=Sa -0.5dB at -0.28 dB at -1.17dB at
(UTL) Fc =6.61 GHz Fc=6.72GHz |Fc=6.61 GHz

A comparison to other HPBFs in the literature at

different frequency ranges in terms of techniques used
for miniaturization, obtained size reduction percentage
in A/2 of the filter resonator’s length, BW, filter response
and circuit area is shown in Table 4, indicating that

*LCP-Liquid Crystal Polymer, NA-Not Available.

VI. CONCLUSION

Three order 5G Hairpin Band Pass Filter (HPBF)
with compact size A/2 resonators at frequency range
(5.975 - 7.125 GHz) is analyzed, designed and fabricated.
Nonuniform Transmission Lines (NTLs) theory is used
effectively in this study to get simple compactness in the
filter resonators’ lengths without additional components
for matching or bandwidth enhancement. A study on the
best size reduction percentage and the suitable constraints
to design NTL HPBF is highlighted in this paper.
17.76% size reduction is achieved in each A/2 resonator's
length of HPBF. The designed NTL 6.55 GHz HPBF
provides good impedance matching, enhanced bandwidth
and good rejection out of band up to 11 GHz. The realized
slight difference between simulation and hardware
measurement is due to fabrication and measurement
processes errors. As a future work, many techniques can
be applied to the proposed filter to get further harmonics
suppressions.
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Abstract —In this work, gain of a traditional horn
antenna is enhanced up to 2.9 dB over X-band using 3D
printed square-shaped multi-layer lens. For this purpose,
firstly the multi-layer lenses are designed using Invasive
Weed Optimization (IWO) and simulated in 3-D CST
Microwave Studio (MWS) environment as consisting
of square-shaped five layers with variable dielectric
constants and heights. Thus, optimum values of the
dielectric constants and heights are resulted limiting
from 1.15 to 2.1 and 9.2 mm to 10 mm, respectively
compatible for Fused Deposition Modeling (FDM) based
3D-printing process. Finally, the optimum lens is realized
by 3D printer via FDM evaluating infill rate of cheap
Polylactic Acid (PLA) material for each layer. The
simulated and measured performance of the multi-layer
dielectric structures are hand to hand. The horn antenna
equipped by our proposed dielectric lens achieves gain
enhancement of the traditional antenna up to 2.9 dB over
the operation band. Furthermore, the proposed design is
compared with the counterpart designs in literature and
based on the comparison results it can be said that the
proposed design achieves the better performance in the
smaller in size as equipped a traditional X-band horn
antenna.

Index Terms —3D printer, dielectric lens, fused
deposition modeling, gain enhancement.

I. INTRODUCTION
The X-band is the designation for a band of
frequencies. In radar engineering, the frequency range is
specified by the Institute of Electrical and Electronics
Engineers (IEEE) at 8.0-12.0 GHz. X-band have a wide
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range of applications of civil, military, weather
monitoring, air traffic control, maritime vessel traffic
control, defense tracking, and vehicle speed detection
etc. each of the mentioned applications requires high
performance sub-system stages such as bandpass filter
[1], microwave absorber [2], high isolated MIMO Array
[3], which are a thought-provoking topic for microwave
engineers.

One of the most important elements in wireless
communication systems is antenna with high gain
characteristics. Although antenna arrays are a common
solution since gain increase can be obtained with the
increase of array element alongside high level of loss in
feeding network which causes decrease in efficient,
complexity of design. Another solution for high gain
performance is usage of dielectric lens structures.
Dielectric lens have been used for gain enhancements of
microwave antennas due to their ability of focusing the
incoming electromagnetic waves. Also, the dielectric
lens antenna has advantages of low loss and wide
operation band. These designs have been used in many
applications such as millimeter wave, automotive radar,
satellite or indoor communication applications [4-11], or
are used to beam forming for generation of multiple
beams [12-13]. However, widespread dielectric lenses
like Luneburg, Einstein, dielectric rod, Fresnel lens are
commonly optical or quasi-optical devices, which have
3D design structures that make them hard to fabricate
with dielectric materials. However, with the advances in
3D printing technology, applications of these devices are
increasing.

One of the most recent applications of 3D printing
technology is prototyping of microwave designs such as
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1054-4887 © ACES


mailto:aysu.belen@iste.edu.tr
mailto:pmahouti@iuc.edu.tr
mailto:gunes@yildiz.edu.tr

antennas [14-16]. Due to their high accurate, fast printing
ability even for the most complex structures whose
prototyping by traditional methods becomes either
impractical or costly, the interest to usage of 3D printing
technology for microwave design prototyping become
widespread [17-23].

Herein, it is aimed at designing and realizing a
square shaped multi-layer lens for gain enhancement of
a X-band traditional horn antenna using 3D printing
technology. For this purpose, in the next section, firstly
design procedure of the proposed multi-layer lens
structure will be presented alongside of its simulated
results. Then in Section 3, the antenna design will be
prototyped via the use of 3D printing technology and its
experimental results are compared with its simulated
results and performance results of the counterpart designs
in literature. Finally, the paper will end conclusion.

I1. DESIGN AND SIMULATION

Horn antenna is one of the most commonly used
antenna types in wireless communication systems such
as astronomy, satellite tracking and high power RF
systems [24]. Although they have a relatively good gain
characteristics, they are limited by their dimension
limitation where they should have a certain size with
respect to their operation frequencies wavelengths,
otherwise they would have efficiency problems. For the
last decades many methods have been presented for
performance improvement of horn antennas. Commonly
hybrid designs had been presented to improve
performance measures such as side lobe level, cross
polarization [25-26], Corrugated horns [27-29], dielectric
core horns [30], and strip-loaded horns [31] are the
typical examples. Placement of dielectric lens structures
to the aperture of antenna designs is one of the
commonly used methods for performance improvement,
where by placing the carefully selected materials and
geometrical designs [32-35].

Herein, a squared shaped multi-layer dielectric lens
(Fig. 1) is proposed as consisting of layers having
variable heights and dielectric constants. In the design it
should be noted that (i) the gain may be increased/
decreased by increasing/decreasing the dielectric width
of the square layers; (ii) Operation frequency can be
shifted via the width of layers; (iii) the dielectric constant
of the lens material is also an important design parameter
for focusing the EM waves [35-36].

In Table 1, geometrical values of the proposed
designs are given. These values have been obtained by
using a novel meta-heuristic optimization algorithm
Invasive Weed Optimization (IWO). IWQ is a population-
based method inspired from the behavior of weed
colonies that they search for an optimal environment to
live [37]. IWO had shown great potential in application
of; aperiodic planar thinned array antennas [38], the
Shape of Non-Planar Electronically Scanned Arrays
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[39], directivity maximization of Uniform Linear Array
of Half-wavelength Dipoles [40], Low Pass Elliptic
Filter [41], Reflector Antenna [42] and design of a
compact step impedance transmission line low pass filter
[43]. Here similar to [44], an IWO algorithm coded in
MATLAB environment has been used alongside of
CST 3D EM simulator to obtain optimal performance
criteria’s based on the following cost function:

-
Cost:ZL+L, )
frnin D, (f) |811, (f )|
where C values have been found as C;=0.9, C,= 0.3 by
trial and error [44]. Here the goal is to maximize both of
the performance measures within the given operation
band between fmin=8 GHz and fna=12 GHz. Thus, both
S11 and directivity D are optimized along the X-band
using the cost function given by (1). In Fig. 2, a flow
chart of the proposed design optimization process is
presented.

Fig. 1. Schematics of the proposed multi-layer squared

lens antenna.
NO ‘ YES
Cost<Costreq
Bleq

Calculate Cost Function Using
Equation (1)

Extract the Optimal
Geometrical Design
Parameters

‘ Start '

Geometrical Design
Parameters, Max iteration,
Population, COStyeq, treq

A

Y

Calculate
D(f), Su(f)

Using CST

MATLAB IWO

Y

Fig. 2. Flow chart of the SIW antenna design optimization.

Table 1: Optimally selected design values

Epsl 1.66 H1 9.2 mm
Eps2 1.45 H2 10 mm
Eps3 1.15 H3 9.8 mm
Eps4 1.38 H4 9.9 mm
Eps5 2.1 H5 10 mm

L1 60mm W1 60mm
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In Fig. 3, the simulated performance of horn antenna
with and without the multi-layer dielectric lens structure
are presented. As it can be seen from the Fig. 2, not
only the proposed design improves the overall radiation
performance of the horn antenna over the operation
band but also it has a low level of deteriorating on the
performance of the return loss. A more detailed
performance comparison of both antenna designs are
presented in Table 2, where it can be clearly seen that the
proposed dielectric lens antenna improves the realized
gain characteristics up to 2.9dB over the aimed operation
frequency.

Horn Antenna
— — —Dielectric Lens Loaded Antenna | |

Frequency GHz

(a)

Gain dB

8 85 9 9.5 10 10.5 " 15 12
Frequency GHz

(b)

Fig. 3. Simulated (a) return loss and (b) gain of horn
antenna with and without dielectric lens structure.

Table 2: Simulated performances of horn/horn antenna
equipped with multi-layer dielectric lens
f

Realized | Enhanced 3dB Side lobe
(GHz) | Gain (dB) (dB) (Angle) level (dB)

8 14.4/16.6 2.2 32.1/255 |-15.2/-16.3

9 15.2/17.3 2.1 27.9/21.2 |-12.5/-12.6

10 15.9/18.3 2.4 26.4/19.7 |-12.7/-16.6

11 16.9/19.4 2.5 22.4/17.6 |-11.3/-14.7

12 17.1/20 2.9 22.3/16.6 |-10.8/-15.2

I11. EXPERIMENT RESULTS
3D printing technology is one of the recent
innovation that is being used for fast, accurate and low
cost manufacturing of microwave devices [45]. Recently
3D printing technology has been applied for manufacturing
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of Multi-layered Cylindrical Dielectric Lens Antenna
[36], Non-Uniform Reflectarrays [45], Quasi Yagi
Antenna for indoor application [14], or prototyping of
Horn Antennas for X-band applications [15], Electrically
Small Spherical Wire Antennas [46].

In this section, the proposed multi-layer lens
antenna has been prototyped via the use of a commercial
3D printer, CEL Robox® Micro manufacturing platform
[47]. The 3D printer uses PLA material “PLA Filament
- Polar White RBX-PLA-WHO002” [48]. Thanks to the
unique ability of 3D printer’s infill rate adjustment, not
only it allows to the lower weight of the designs but also
it is possible to create dielectric materials with variable
dielectric constant values [49-50]. Some cases of the
PLA material with the different dielectric constants are
presented in Table 3. The analytical expression in Eq. (2)
between infill rate and dielectric constant is obtained via
regression method using the experimental data given in
Table 3:

g, =-1.3x10°x° +00374x+ 242 L 0217 )
X

where, x indicates the infill rate in %.

Table 3: Dielectric constant value of PLA with respect to
the variant infill rate [49]

Infill Rate % | Dielectric Constant &, | Loss Tangent
18 1.24 0.002
33 1.6 0.004
73 2.53 0.006
100 2.72 0.008

The 3D printed multi-layer dielectric antenna and its
measurement setup are presented in Fig. 4. A network
analyzer with a measurement bandwidth of 9 KHz -
13.5GHz and a horn antenna [51] is used for the
measuring the experimental results of the antenna.

Fig. 4. 3D printed antenna design.

The measured Si1, and radiation patterns of the 3D
printed multi-layer dielectric lens antenna are given in
Figs. 5-6 and Table 4. As it can be seen form Fig. 5,
similar to the simulated results, placement of the 3D
lens structure to the aperture of the antenna does not
have any concerning distortive effect on the return loss
performance. The design achieves a return loss
characteristics of less than -10 dB over the operation
band of 8-12 GHz. The measured radiation patterns of
the proposed antenna with and without lens structure are



presented in Fig. 6, and Table 4. From the measurement
results it can be concluded that, just it was expected
form the simulated results, the 3D printed lens structure
increases the radiation performance of the antenna
design 2.9 dB over the operation band of 8-12 GHz.

‘dB

Frequency GHz

Fig. 5. Measured return loss.

Frequency = 8 GHz

Gain dB

Theta 0

(@)

Frequency = 10 GHz

Gain dB

Theta 0

(b)

Frequency = 12 GHz

Gain dB

Theta 0

(©)

Fig. 6. Measured radiation patterns of the prototyped
antenna at: (a) 8 GHz, (b) 10 GHz, and (c) 12 GHz.
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Table 4: Maximum gain (dB) comparison between
simulation and measurement

Frequency (GHz) Simulated Measured
8 16.2 15.2
9 17.3 16.4
10 18.3 16.9
11 19.5 18.1
12 19.9 18.6

Table 5: Comparison of gain (dB) of typical dielectric

loaded antenna modules

. Operation Band (GHz
Size (mm) 8 : 9 | 10 (11 12
Here 68x65x149 15.2 | 16,5 | 16.9 | 18.1 | 18.5
[52] 279%x244x159 16 18 14.8 17 15
[53] | 85.1x30.8x15.9 | 8.5 9 9 9 10
[54] | 90.7x210x210 | - | - | 17 | - | ---
[55] | 87.4x59.3x80 | 14 | 155 | 16,5 | 15 | 17

Furthermore a comparison of gain (dB) performance
of the horn antenna equipped with multi-layer dielectric
lens antenna with the counterpart designs in literature
[42-55] has been presented in Table 5. From the
comparisons, it can be concluded that the proposed
dielectric lens structure can be used to model a high
performance antenna that achieves better gain vs. size
performance within the requested operation frequency
compared to its counterpart designs.

VI. CONCLUSION

In this work, design and realization of a squared
shaped multi-layer dielectric lens antenna via the use of
3D printing technology has been achieved. By using the
unique features of 3D printing technology a dielectric
lens structures with multiple layers that each has
different values of substrate height and dielectric
constant values are prototyped. By placing the proposed
multi-layer dielectric lens stricter to the aperture of a
traditionally horn antenna the gain performance of the
antenna has been enhanced without deteriorating the
return loss characteristics of the antenna over the selected
operation up to 2.9dBi. Furthermore the experimental
results of the prototyped antenna is compared with the
counterpart dielectric loaded lens antenna designs in
literature and found to be a better solution both in means
of size and gain enhancement performance for the
selected operation band.
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Abstract — In this paper, the design of an antenna array
with enhanced bandwidth is presented. The antenna
array includes 16 elements (4 x 4) based on RT5880
with height of 1.575 mm, dielectric constant of 2.2 and
loss tangent of 0.0009 and it is yielded at the central
frequency of 5.8 GHz for Wireless Local Area Network
(WLAN) applications. In addition, in order to enhance
bandwidth for antenna, the paper proposes a new
metasurface. The metasurface, which is a lattice of 3x 3
cells, is printed on a substrate of FR4 (h = 1.6 mm, & =
4.4, and tand = 0.02) and it acts as an artificial magnetic
conductor reflector. The final prototype with an overall
dimension of 123 x 120 x 3.315 mm?® was fabricated
and measured. The antenna witnesses an impedance
bandwidth of 5.1-7.5 GHz at -10 dB (41%) and a peak
gain of 17.65 dBi for measurement. The simulation
results are confirmed by measurement ones to verify the
performance of the proposed antenna.

Index Terms — Array antenna, bandwidth enhancement,
metasurface.

I. INTRODUCTION

The antenna plays an important role in wireless
systems and a good design of the antenna can satisfy
system requirements and improve overall system
performance. However, due to limitation of space for
antenna in modern communication systems, microstrip
antennas [1] are preferred thanks to their advantages
such as small size, low cost and profile, easy fabrication
and integration. Besides the above advantages, there are
some limitations in microstrip antennas that narrow
bandwidth, low gain and efficiency are their main
drawbacks.

Moreover, Wireless Local Area Network (WLAN)
is one of the most popular applications in the wireless
communication field. In these applications, antennas
with high gain are always required in order to satisfy
the demand for long distance communication. Therefore,
the improvement for parameters including gain and
bandwidth of WLAN antenna is very necessary.

Besides, metasurface can be considered a new
version of metamaterial [2]. Compared to metamaterial,
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metasurface has some advantages including less losses,
planar structure and easy for fabrication while they
consist of the same characteristics. Currently, thanks
to its flexible features is listed in [3], metasurface is
becoming more and more popular in a lot of different
applications such as cloak [4], imaging [5], absorber [6],
beamforming [7] and so on [7] - [8]. For antenna, using
metasurface can divide into two types: the first type, the
antennas are placed above metasurface [10]. In this case,
metasurface includes a metallic lattice and it acts as
an artificial reflector. Meanwhile, for the second type,
the antennas are located under metasurface [11]. The
operation principle of these two types is found in [12].
Recently, many papers have been published to improve
performance for antennas [13]-[16]. In [13], a broadband
multi-feed tightly coupled patch array antenna is proposed
with the bandwidth percentage of 41.3%; however, the
peak gain of antenna is only 11.2 dBi. In [14], although
a substrate-integrated-waveguide antenna array is
designed at frequency of 28 GHz, the bandwidth
percentage is only 8.2%. In addition, the peak gain of the
fabricated antenna is 13.97 dBi. In other paper [15], a
wideband tightly-coupled compact array of dipole
antennas arranged in triangular lattice has achieved the
bandwidth percentage at -5 dB of 96.3%, but the peak
gain is only 16.4 dBi. With paper [16], a hybrid array
antenna for millmeter-wave applications at frequency of
30 GHz; however, the percentage of bandwidth is only
13.3%.

For the above reason, an antenna array of 4 x 4 with
enhanced bandwidth by using metasurface is presented
in this paper. Metasurface composes a new metamaterial
structure arranged into a lattice of 3 x 3 based on a
substrate layer of FR4. The dimension of the proposed
antenna is 120 x 123 x 3.315 mm?® with a 10dB impedance
bandwidth of 41% (respect to the frequency of 5.8 GHz)
and a peak gain of 17.65 dBi for measurement. In
addition, the antenna remains a high radiation efficiency
of 71% at the central frequency. The antenna has been
modeled numerically by the software of Computer
Simulation Technology Microwave Studio (CST MS)
and verified through measurement results to confirm the
performance of the proposed antenna.
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I1. ANTENNA DESIGN AND
CHARACTERISTICS

A. The proposed metasurface

First of all, the model of a cell in the proposed
metasurface and its equivalent circuit are shown in
Fig 1. The proposed model includes a square and a
quadrangle, in which the square is outside and the
quadrangle is inside. Moreover, to make parasitic
capacitors, these shapes are truncated in the middle while
the microstrip lines are placed inside of the quadrangle
to make inductors. Meanwhile, the proposed metasurface
is a lattice of 3 x 3 cells as illustrated in Fig. 2 (a). The
metasurface is located on a FR4 substrate with parameters:
h = 1.6 mm, & = 4.4, and tand = 0.02. The total size of
the metasurface is 123 x 120 x 3.315 mm? whereas the
one of cell is 26.5 x 26.5 x 0.035 mm? (0.035 is the
thickness of copper layer). The distance between cells is
41 mm. Table 1 shows some parameters of the proposed
metasurface whereas the reflection phase of the
metasurface is given in Fig. 2 (b). It is observed that the
reflection phase is 0° at the central frequency of 5.8 GHz.
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Fig. 1. The model of the proposed metasurface (a);

equivalent circuit (b) (dark colour for metal and light
colour for substrate).
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Fig. 2. Geometry of the proposed metasurface (a); the
reflection phase (b).

Table 1. Optimized parameters of the proposed
metasurface (mm)

W L de Wm Cm r WC
123 120 41 265 | 45 11 4

B. Antenna geometry

Figure 3 depicts the geometry of the proposed
antenna array. The antenna consists of 16 microstrip
elements (4 x 4), a feeding network, two dielectric layers,
the ground plane and a connector of 50 Ohm. The
elements, feeding network and the cells of the
metasurface are printed on the top side of the first and
the second substrate, respectively. Each single element
is composed of a truncated corner square patch with the
size of w, while the distance between elements is about
30.5 mm. The two selected dielectric substrates in this
paper are Roger RT/Duroid™ 5880 substrate (h = 1.575
mm, & = 2.2, and tand = 0.0009) and FR4 (h = 1.6 mm,
er=4.4, and tand = 0.02). The feeding network includes
14 equal power dividers to distribute power to elements.
The dimension of array is 120 x 123 x 3.315 mm?®. The
antenna is implemented for WLAN applications at the
frequency of 5.8 GHz. Table 2 shows some parameters
of the proposed antenna.

Table 2: The parameters of the proposed antenna (mm)

w L d Wp Iy W Is
123 | 120 | 30.5 | 19 13 05 | 2.75
|51 Ws1 W Wi

4 0.6 5.2 1.45
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Fig. 3. The model of the proposed antenna: side view (a);
the model of array (b); the geometry of an element (c).

I1l. ANTENNA OTIMIZATION

As mentioned above, the goal of using metasurface
in this paper is to enhance bandwidth by generating
extra-resonances. Therefore, this section will concentrate
to investigate the effect of metasurface to reflection
coefficient. To clarity these mechanisms, some key
parameters of the proposed antenna are studied and
illustrated in Fig. 4.

Figure 4 (a) shows two values of reflection
coefficient in two case with and without metasurface of

NGUYEN: METASURFACE STRUCTURE FOR BANDWIDTH IMPROVEMENT

the antenna array. It is observed that the presence of
metasurface generated consecutive extra-resonances
[17] and as a result, the bandwidth is significantly
expanded. This can see that with the presence of
metasurface, the number of resonances is four while this
value is only one without metasurface. Therefore, the
bandwidth percentages with and without metasurface are
29% and 2.5%, respectively.
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Fig. 4. The simulated result of reflection coefficient
versus the change of parameters: (a) with and without
metasurface; (b) different slot lengths; (c) cutting at four
corners of patch with different dimensions.
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Figure 4 (b) displays the simulated S11 for different
slot length of the patch. There are many various types
of impedance matching including microstrip line feed,
probe feed, aperture-coupled feed, and proximity-
coupled feed [18]. For microstrip line feed type, the
principle for impedance matching is to find point where
the impedance is 50 Ohm. Therefore, the reflection
coefficient will achieve the best value when it finds the
closest value to 50 Ohm. As shown in Fig. 4 (b), by
increasing Is, the slot length (Is) from 3 to 4.5, there is an
improvement in impedance matching whereas the slot
length is 6, the impedance is not as good as the two above
cases.

To achieve broadband impedance bandwidth, the
cut at four corners of patch is implemented. Figure 4 (c)
shows the effect of the cut at four corners of patch with
different dimensions. Like as the effect of patch length,
with increasing the cut dimension at four corners of
patch (C,), the impedance matching shifted toward the
higher frequency. However, while the value of C, is 4
and this is the best for impedance matching.

IV. RESULTS AND DISCUSSION

To confirm the performance of the proposed
antenna, the prototype of the antenna was fabricated and
shown in Fig. 5. The size of antenna is 123 x 120 x 3.315
mmé. The antenna is fabricated on Roger5880 (h =1.575
mm, & = 2.2, and tand = 0.0009) while metasurface is
based on FR4 (h =1.6 mm, & = 4.4, and tand = 0.02).
Fig. 6 illustrates the simulated results of the proposed
antenna. Observe Fig. 6 (a), we can see that the bandwidth
of the proposed antenna at -10 dB covers from 5.68 to
7.36 GHz for simulation while this value is from 5.1 to
7.5 GHz for measurement and it corresponds to 29% and
41.3%, respectively. Here, there is a difference between
simulation and measurement results. The reason of this
tolerance can be contributed from the instability of the
FR4 substrate, an undesired air between two substrate
layers and the tolerance in fabrication. However, there is
a similarity between the shape of measurement and
simulation results and the operating frequency range is
ensured. Therefore, this tolerance is acceptable.
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(b)

Fig. 5. The model of the fabricated antenna: (a) antenna
array and (b) metasurface.
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Fig. 6. The reflection coefficient (a); and gain of the
proposed antenna (b).

Switch to Fig. 6 (b), we can see that the peak gain of
antenna for measurement is 17.65 dBi at frequency of 6
GHz while this figure for simulation is 15.7 dBi. In this
case, the measurement result is better that simulation
one. This can be explained due to the effect of multipath
signal. When there are many in-phased multipath
signals, then the total signal is the sum of all signals. As
a result, the measurement gain is better simulation one.
Therefore, this difference is acceptable.



Figure 7 shows measured and simulated results in
xz and yz planes. Observe Fig. 7, we can see that the
measurement in yz plane is better and close to simulation
result. Although there are differences between simulated
and measured results in xz and yz planes, the direction
of main lobe in two cases is not changed.
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_ Y
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304270 L
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180
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Fig. 7. The simulation and measurement results of
radiation pattern: (a) xz plane and (b) yz plane.

Table 3: The comparison between the performance of the
proposed antenna with recent antennas

References | [18] | [19] [20] [21] W'\(/)Ilyk
Number of | -, |45 32 | 10 | 16
elements
Frequency
[GHZ] 5.3 12 84.25 10 5.8
Bandwidth
[%] 17 52.2 | 13.89 | <3 41.3
Efficiency
[%] X 64 82 X 71
Gain [dBi] | 15 20.3 196 | 11.8 | 17.65
233 % 1200 x 25x [2.378 x
Size (A) 2 33 9200 x X 1.06 x | 2.32 x
' 440 0.027 | 0.006
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Table 3 compares the performance of the proposed
antenna with recent antennas. From Table 3, we can see
that an antenna array including 16 elements is yielded
at 5.3 GHz; however, the impedance bandwidth and
gain are not high (17% and 15 dBi) [18]. Similarly, the
percentage of bandwidth and gain in the antenna in [21]
are not high (3% and 11.8 dBi) although antenna consists
of 10 elements and is implemented at 10 GHz. In another
proposal [19], although the antenna has a large bandwidth
percentage and high gain (52.2% and 20.3 dBi) when
the antenna is designed at 12 GHz (17 elements), the
efficiency of antenna is not good (64%). In addition, an
antenna of 32 elements operates at the center frequency
of 84.25 GHz; however, the bandwidth percentage is
only 13.89% [20].

V. CONCLUSION

A method for enhancing the bandwidth for antenna
array by using metasurface is presented in this paper.
The antenna comprises 16 elements placed RT5880 (h =
1.575 mm, er = 2.2, and tand = 0.0009) and metasurface
is implemented FR4 (h = 1.6 mm, er = 4.4, and tand =
0.02). The final prototype with overall dimension of
123 x 120 x 3.315 mm3 accomplished a bandwidth
percentage of 41% and a gain of 17.65 dBi (for
measurement). Moreover, the efficiency of antenna
achieves 71%. W.ith benefits including simple
configuration, ease for fabrication, integration and low
cost, the proposed antenna can be widely used in WLAN
applications.
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Abstract — A dual-notched bands ultra-wideband (UWB)
antenna with coplanar waveguide (CPW) fed is presented
in the paper. The two notched bands are selected at 3.5
and 5.8 GHz frequencies to overcome the interference
from WiMAX and WLAN bands. The overall size of the
antenna is 17.5x17.5 mm?, which can be considered as
one of the smallest UWB antennas in the literature. The
developed antenna has an impedance band width ranging
from 2.9 to 13 GHz. The measured radiation patterns on
E and H planes are nearly omni-directional and stable
with acceptable gain over the entire band. The dual-band
notched at WiMAX and WLAN is created by embedding
I-shaped and C-shaped stubs in the radiation patch of the
antenna. Due to the compactness, good radiation patterns
and the reasonable stable gain, this antenna is well suited
for integration into portable wireless communications
devices for UWB applications.

Index Terms — CPW fed antenna, dual-band-notched
characteristics, Ultra-Wideband (UWB), C-shaped stub.

I. INTRODUCTION

The federal communications commission (FCC)
permitted 3.1 GHz to 10.6 GHz band for unlicensed civil
applications with a good radiation power [1]. Since then,
ultra-wideband (UWB) technology is one of the most
promising wireless technologies owing to its high data
rate, low power consumption, and increased flexibility to
multipath interference. Microstrip feeding with full or
partial ground and CPW-fed antenna are widely used for
designing UWB Antennas of bandwidth ranging from
3.1t0 10.6 GHz. Over this band, there are several narrow
band wireless communication systems, such as WiMAX
(3.3-3.7 GHz) and WLAN (5.15-5.875 GHz), and the
downlink of X-band satellite system (7.25-7.85 GHz),
etc. [2, 3]. So, in order to overcome the interference with
these narrow bands, a new UWB antennas design with
band-notched characteristics were presented to filter out
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the interferences caused by the narrow bands wireless
systems [2-17]. Many of these techniques used various
types of slots in the radiating patch or/and in the ground
to create the notch band at certain frequency bands. Some
of these designs fail to achieve the desired notched bands
and some designs have complex structures to generate
notched band at certain bands. In [2], a comprehensive
review for achieving band notch characteristics in UWB
using different techniques such as etching slots, parasitic
element, metamaterials and electromagnetic band gap
(EBG) are discussed. In [3 — 6], a single band notched is
created by etching certain shapes in the radiating patch
or in the ground.

In [7 — 14], dual-band notched UWB antennas were
presented where E-shaped, L-shaped, C-shaped or
inverted C-shaped, split rings are employed to create
notches in in the WiMAX and WLAN bands. In these
examples the structures are more complicated and with
bigger size. In [9], the overall size is 29 X 20.5 mm?, but
the structure is more complicated than our structure and
controlling the notched bands needs more than one factor
and it might require a major change in the antenna
structure. The antenna proposed in [10] covers the
WLAN 2.4/5.8 GHz and the WiMAX band at 3.5 GHz,
but the size is 38 X 20 mm?2. In [11], an octagonal-shaped
UWB with Minkowski fractal notch and dual C-shaped
notch at the either side of the feed line for rejection of
the WLAN band is presented and the size of this antenna
is 26 X 16.5 mm2. In [12-14], triangular patch and
double rectangular ring-shaped were suggested, but the
dimensions are still big and the structures are more
complex.

In [15 - 17], triple notch band characteristics are
achieved by adding two modified S-shaped cells on
either side of Microstrip line as in [15], or etching open-
ended L-shaped slot in the ground plane for notching the
downlink of the X-band [7.25-7.85 GHz] as in [16], or
by adding two separated quarter-wavelength strips in the
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patch and etching a half wavelength hook-shaped slot on
the ground as in [17].

In this paper, a very compact, simple and low cost
CPW-fed UWB antenna design is presented and analyzed.
The characteristic of this antenna is investigated
numerically and experimentally. A dual-band notched at
WIMAX and WLAN is created by embedding I-shaped
and C-shaped stubs in the radiation patch of the antenna.
The center frequency and the band of the WLAN is
controlled by the length and width of the I-shaped stub,
while the center frequency and the band of the WiMAX
is controlled and adjusted by the minor and the major
radii of the elliptic C-shaped stub. The overall size of this
antenna is 17.5 x 17.5 x 1.5 mm?®, which is very compact
to be integrated in hand-held high-speed wireless devices.

I1. ANTENNA STRUCTURE

The schematic view of the proposed antenna is
shown in Fig. 1. The design and optimization of the
proposed antenna dimensions are carried out using
ANSOFT HFSS electromagnetic simulator [18]. An FR4
substrate with a relative permittivity of 4.4 having a
substrate thickness of 1.5 mm and a loss tangent of 0.02
is used for the antenna design. A coplanar waveguide
CPW-fed of a trapezoidal shape of width, Fy and P.3
with a gap distance of g; and g, are used to feed the
antenna in order to achieve a 50 Q input impedance
matching. The antenna consists of trapezoid ground
planes symmetrically around the CPW feed line. The
bottom plane dimensions are taken with a width of Gw,
a lower length of G.. mm and an upper length of Gy, as
shown in Fig. 1. The dimensions of the two trapezoids
are C1 and C2 respectively, and the lengths of the bottom
and top parallel sides are P4, P2 and Pys.

The elliptic slot of major and minor radii of A and B
is etched from the radiating area to insert the C-shaped
and the I-shaped resonators which are using for
controlling the band notched characteristics for the
WIMAX and WLAN, respectively.

I11. DESIGN PROCEDURE

Three antennas are presented in Fig. 2 to analyze
the evolution process of the final designed antenna. As
in traditional antenna design procedures, design starts
by initial theoretical calculation to estimate dimensions
of Antenna 1 as illustrated in Fig. 2. The first antenna
has two trapezoid shapes fed by a 50-Q CPW-line
surrounded by symmetrical ground planes in both sides
with optimized dimensions as given in Table 1. The
current distribution of Antenna 1 at 3.5 GHz is shown in
Fig. 3, where it can be seen that the current distribution
is minimum at the middle portion of the patch at this
particular frequency. Hence, this portion is removed and
an elliptic slot is etched at the middle portion as shown

ACES JOURNAL, Vol. 36, No. 2, February 2021

in Antenna 2 and this elliptical slot is responsible in
achieving the wideband with notch characteristics as
explained below. In the next step, an I-shaped monopole
resonator is incorporated with length L, as shown in Fig.
2 to achieve band-notched characteristic at WLAN.
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Fig. 1. Geometry of proposed antenna.

Another notch band rejecting WiMAX band is
realized by embedding a C-shaped stub at the center of
the ellipse resulting the final antenna structure as indicated
in Fig. 2, Antenna 3.

Yy

Antenna 2

Antenna 1 Antenna 3

Fig. 2. Evolution of the Proposed Antenna.

The numerical reflection coefficients of the three
designed antennas without, with one-notch at 5.8 GHz
and with 2 notches at 3.5 GHz and 5.8 GHz are shown in
Fig. 4.
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Fig. 4. Simulated reflection coefficient of Antenna 1,
Antenna 2 and Antenna 3.

V. DUAL-BAND NOTCH DESIGN
PARAMETERS

Antenna 1 covers the entire UWB band. For obtaining
band-notch for WLAN frequency (5.8 GHz), amonopole
I-shaped quarter-wavelength stub, L, is inserted on
radiating part as shown in Antenna 2. The length of I-
shaped slot is given approximately by Eq. (1), [3, 6]:

[

L= deore @)
where L, is the length of the I-shaped stub for WLAN
band, c represents light speed, &:is dielectric permittivity
constant 4.4 and fsg represents center frequency of
WLAN band (5.8 GHz). After exhaustive simulation
studies, it is found that the practical length of L, is 7.55
mm compared with 7.87 mm obtained by Eq. (1). The
value of L, is critical in determining the center frequency
of rejected band of WLAN. By inserting C-shaped stub,

ALDHAHERI, ALRUHAILL BABU, SHEIKH: A COMPACT CPW-FED UWB ANTENNA

we can generate the second notched band at 3.5 GHz to
reject WiMAX band. The length of C-shaped stub acting
as a half-wavelength resonator [6, 10] as given by Eq.
-

Cc
Le= 2f35y/(er+1)/2' @)

where Lc represents C-shaped stub length, and fss is
center frequency of WiMAX band (3.5 GHz). Lc is
approximately equal to the perimeter of the ellipse of
major radius a = (a;+t) mm and minor radius, b = (b1 +t)
mm. The approximate perimeter equation is given by Eq.

(3), [6]:
P~21 /% 3)

Equation (3) gives P ~ 24.98 mm while the optimized
Lc = 26.06 mm is obtained using Equation (2). By
introducing the strip with length of Lc, the desired dual-
band notched characteristics with UWB operating band
is obtained. Hence, the etched gap (gs) in the C-shaped
stub is to adjust and control the middle frequency of
lower notch band of the WiMAX, a compromise result
of gz = 1.0 mm is obtained.

The surface current distributions of the final antenna
structure at both the notch frequencies are shown in
Fig. 5. From Fig. 5 (a), it is clear that surface current
distribution on the C-shaped of the patch at WiMAX
frequency is maximum. Similarly, the current distribution
presented on I-shaped stub at WLAN frequency is
maximum as shown in Fig. 5 (b).

V. PARAMETRIC STUDY
Parametric analyses of the antenna is carried out to
compute the optimal parameters of the desired antenna
using Ansoft HFSS electromagnetic simulator [18]. The
final optimized parameters are listed in Table 1.
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Fig. 5. Current distribution of Antenna 3 at: (a) 3.5 GHz
and (b) 5.8 GHz.

Table 1: Optimized parameters of proposed antenna

Parameters Unit (mm)
SL 17.5
Sw 17.5
P 17.0
P2 13.0
Pis 3.0
Gi 12.0
Gw 3.5
Gu 5.85
GuL 3.47
01 0.15
92 1.23
03 1.0
Fuw 1.5
ai 3.9
b1 3.0

t 0.5
C1 6.0
C2 5.0

A 5.46

B 4.2

The parametric study of all the parameters is
conducted and in the figures below we present some
of these studies. Figures 6 and 7 show the reflection
coefficients as a function of the ground width and length,
Gw and G. In Fig. 6, it is observed that as the parameter
Gw increases, the center frequency of the WiMAX band
increases while the center frequency of the WLAN notch
frequency is slightly changed. However, increasing the
length, G, of ground will slightly shift the WLAN and
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WiMAX notched bands as shown in Fig. 7. Figure 8
illustrates the effect of the minor radius of the inner
ellipse of C-shaped, b; which mainly controls the center
frequency of WiMAX band. The other parameters are
studied and the final results are listed in Table 1.
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VI. RESULTS AND DISCUSSION

To evaluate the performance of the optimized
antenna, the proposed antenna is fabricated and tested.
The photograph of the final version of the fabricated
antenna is shown in Fig. 9. Vector Network Analyzer
(VNA) N5225A is used to carry out the measurements
of the reflection coefficient, gain and radiation patterns
of the designed antenna. Figure 10 gives the simulated and
measured results of the reflection coefficients. As shown
from the figure, a good agreement between the measured
and simulated reflection coefficients is observed. The
slight variation between the results is due to the
fabrication tolerances and the SMA connector soldering
to the feeder, which is included in the measurements but
not taken into account in the simulated results. As seen,
the developed antennas rejects both the WiMAX and
WLAN bands, while covering the entire UWB band.

Fig. 9. Fabricated antenna.
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Fig. 10. Comparison of simulated and measured results.
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At different frequencies like 4.5 GHz, 7.0 GHz, and
10.0 GHz the measured radiation patterns in the E and
H planes are displayed in Fig. 11. From this figure, it
is observed that the radiation patterns in the H-plane
(x-z plane) are nearly omni-directional for the three
frequencies. In the E-plane (y-z plane), they are
approximately omnidirectional at 7 GHz and
bidirectional at the other two frequencies. Hence, the
developed compact antenna has a good radiation patterns
over the operating bands. The measured gain of the
antenna is given in Fig. 12. It is clearly seen that the
proposed antenna exhibits a moderate gain response with
gain variation between 2.4 dBi and 5.2 dBi throughout
the desired UWB frequency band and except at the
notched bands, a sharp reduction of the gain to -1.1 and
-2.3 dBi, respectively is observed at WiMAX and
WLAN notched bands which shows that the antenna
performed well in these bands.

270

(a) At 4.5 GHz

270

(b) At 7 GHz
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(c) At 10 GHz

Fig. 11. Measured E-plane (red) and H-plane (green) of
the proposed antenna at: (a) 4.5 GHz, (b) 7.0 GHz, and
(c) 10 GHz.
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Fig. 12. Measured gain of the proposed antenna.

VII. CONCLUSION

In the proposed work, a very compact with a size of
17.5 mm x 17.5 mm UWB antenna with dual band-notch
characteristics is designed and studied. The dual-notch
characteristics are obtained by simply inserting C-shaped
and I-shaped stubs on the antenna to attain dual-notch
properties for rejecting the interference of signals at
WiMAX and WLAN applications with a wide bandwidth
from 2.9 to 13 GHz. The desired notch frequencies can
be adjusted and tuned by properly choosing the I-shaped
length, L,, for the WLAN and the major and minor radii
of the elliptic C-shaped for the WiMAX. Also, good
radiation patterns and stable gain are achieved in the
entire operating band. The operation of the antenna with
dual-notch band is justified using reflection coefficient
and gain values over the UWB except at the two
notched bands. The compact size and the good radiation
performance of this presented antenna make it appropriate
for UWB system applications.
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Abstract — This paper proposes a reconfigurable
microstrip patch antenna design for wireless ISM band
applications. The antenna simultaneously uses PIN Diodes
to switch between linear and circular polarization at 2.45
GHz and uses Varactor Diode to continuously tune the
operating frequency from 1.73 GHz to 2.45 GHz. The
antenna performance is characterized as a combination
of ON/OFF state of PIN Diode and a bias voltage of
Varactor Diode varying from 0.8V to 10V. A good
agreement between simulation and measurement is
obtained which validates the proposed method. The
proposed frequency/polarization reconfigurable antenna
is promising for various applications in wireless ISM band
suchas DCS (1710 - 1880 MHz), PCS (1850 — 1990 MHz),
GSM 1800, GSM 1900, UMTS (1920 — 2170 MHz) and
WiFi/Bluetooth (2.4 — 2.5 GHz).

Index Terms — Frequency reconfigurable, patch antenna,
polarization reconfigurable.

I. INTRODUCTION

Reconfigurable antenna (RA) is mainly classified
based on its reconfigurability which can offer single or
multiple reconfiguration features such as frequency (F),
bandwidth (B), polarization (P), radiation pattern (R), and
a combination of them, i.e., F/B, F/R, R/P, and F/R/P [1].
Among them, F/P RAs are particularly useful in various
wireless applications due to their numerous advantages
such as efficient spectrum utilization, improved system
capacity and flexibility, increased communication security
[2]. Therefore, in the last decade, F/P RAs have attracted
much attention by employing several different techniques,
such as circular cavity [3], metasurface [4, 5], magnetized
ferrite substrate [6], bow-tie dipole [7], liquid metal [8],
etc. However, their disadvantages are complexity profile
and high cost that could be unsuitable in the emergence
of modern smart systems.

As a sequence, there has been increasing attention
and efforts placed on designing RAs using microstrip
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technology, especially microstrip patch configuration [9-
17]. In [11], frequency reconfiguration was realized by
switching two groups of diodes placed across the slots
while another two PIN diodes were added between the
input port and the 3dB hybrid coupler to achieve LHCP/
RHCP reconfigurability. In [12], by using eight PIN
diodes and six conductive pads, the antenna obtained the
frequency reconfigurability between two WLAN bands
(5.2 GHz and 5.8 GHz) and was capable of switching
between linear polarization (LP) and left-hand/right-hand
circular polarization (LHCP/RHCP) at each frequency.
In [13], by superimposing a square ring slot into the
corner truncated square patch and incorporating four
PIN diodes into the square ring slot, frequency
reconfigurability was obtained at two WLAN bands
(5.15 - 5.35GHz and 5.75 - 5.85GHz) and polarization
reconfigurability of dual-senses LP (horizontal/vertical)
and CP (LHCP/RHCP) was generated at dual frequencies.
In [14], by properly using a combination between PIN
diodes and shorting pins, eight discrete operating
frequency bands and three polarization states (LHCP/
RHCP/LP) can be realized simultaneously. In [15], two
switchable frequency bands were achieved by connecting
an additional small patch to the main patch through a
PIN diode while were also capable of operating in three
polarization states (LP/LHCP/RHCP). However, the main
disadvantage of these designs was that they were only
able to switch between LP/CP and/or between RHCP/
LHCP in a specific frequency band. Although the
antenna in [9] provided a continuous and wide frequency
tuning range, CP has not been reported or considered.
In [10], by using 12 Varactor Diodes, frequency
reconfigurability is achieved in a continuously tuned
fractional bandwidth while allowing selection between
CP (both rotating senses) and LP. In [16], frequency
reconfigurability with continuously tunable range and
polarization reconfigurability with either LP or CP
(RHCP or LHCP) was achieved by using four pairs of
Varactor diodes. Therefore, it can be seen that a simple

https://doi.org/10.47037/2020.ACES.J.360206
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profile microstrip patch RAs that can be reconfigured in
both frequency and polarization (LP and RHCP/LHCP)
in a continuous frequency range is very challenging to
obtain.

This paper proposes a planar microstrip dual-patch
F/P RA. Two PIN Diodes work as a switch between LP
and CP at 2.45 GHz while one Varactor Diode is used to
tune the operating frequency from 1.73 GHz to 2.5 GHz
which is able to cover many wireless applications in ISM
band such as DCS (1710 — 1880 MHz), PCS (1850 —
1990 MHz), GSM 1800, GSM 1900, UMTS (1920 —
2170 MHz) and WiFi/Bluetooth (2.4 —2.5 GHz). The paper
will start by describing the antenna design including the
bias circuit in Section 2. Then, the detailed antenna
characteristics will be presented in Section 3. Finally,
simulation and measurement results of the fabricated
antenna at various frequencies and different polarizations
will be presented and discussed in Section 4.

I1. ANTENNA AND BIAS CIRCUIT DESIGN

The antenna geometry is illustrated in Fig. 1. The
radiator is comprised of primary and secondary patches
that are connected together by a microstrip line. The
primary patch is fed by a standard 50Q coaxial cable and
has its corners separated by PIN Diodes to create CP.
The secondary patch is connected to the primary one by
a transmission line that has a Varactor Diode in between
functioning as a tuning element. Both patches are placed
on a 1.6 mm FR-4 substrate (¢ = 4.4, tan = 0.02) with a
ground plane underneath.

I Varactor

Via Patch Antenna gD

Bias Line

50 Ohm Coaxial Cable

(b) (©)

Fig. 1. Antenna geometry: (a) top view of the radiator,
(b) bottom view, and (c) side view.

Another 1.6 mm FR-4 substrate is stacked underneath
to support the bias circuits for PIN Diodes and Varactor
Diode. A simplified bias circuit is illustrated in Fig. 2.
Vbe, R and rheostat are the components of external DC
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circuits that are used to supply DC voltage for PIN
Diodes and Varactor Diodes. To supply a variable
voltage source, a variable resistor rheostat is used to
change the bias voltage of Varactor Diode while a
defined resistor R is used to supply a constant one for
PIN Diode. A manual switch SW is also placed at PIN
Diode bias line to alter the ON/OFF operating mode.
Lehoke = 90 NH (LQWO4CA90NKOOD) is used both at
each branch of active components and in front of DC
source (Vpoc = 12V) to efficiently block RF power from
the antenna.

The equivalent circuit model of PIN Diode (MADP-
042305-13060) and Varactor Diode (MA46H120), found
in their respective datasheets as illustrated in Fig. 3, have
been used in simulation by CST Microwave Studio [18].
PIN Diode has two operating modes and each has its
equivalent circuit. While mode OFF can be represented
as a series circuit of L and parallel of R, and Cr, mode
ON is represented by a series circuit of L and Rs. On the
other hand, Varactor Diode can be characterized by a
parallel circuit of C, and series of Ls, C; and Rs whereas
C; value can be varied within the component’s range
of [Cimin-Cimax] = [0.14pF — 1.1pF]. Their respective
equivalent electric models are illustrated in Fig. 3 and
optimized parameters’ values for the final design are listed
in Table 1.

Antenna Antenna

! L Choke Varactor

! U
rheostat
Antenna
Sw
R L Choke
PIN Diodes A
L Choke

’I'

VvDC

Fig. 2. Simplified bias circuit of the proposed F/P RA.

Cr=0.15pF Ls = 150pH
L=04nH Rs=13o0hm Rs = 988 Ofm (550)—-e
= o4 Cy= 0.14pF -1.1pF
1 Il
Ro=c i
Cp=0.14pF

@ (b) ©

Fig. 3. Equivalent circuit of: (a) PIN Diode in ON state;
(b) PIN Diode in OFF state; (c) Varactor Diode.

Table 1. Optimized values of the proposed antenna
(unit: mm)
Ws Ls Wp Lp Xk TL WL
53 84 29 | 285 8 9.5 0.8
Lee | Wee | Xcut | Yeur | Leias | Waias | Rvia
22 18 6.4 3.7 3 05 |0.25
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I11. ANTENNA CHARACTERISTICS

A. Frequency reconfigurable by using varactor diode

The Varactor Diode can change the impedance and
power distribution of the antenna; therefore, its resonance
frequency can be shifted. Particularly, when the value
of Varactor Diode reaches its greatest limit (Ciuax), the
RF power transferred from the primary patch to the
secondary patch is maximized. As a result, the electrical
length of the antenna is then extended to its maximum
possible value and has its resonance frequency the
lowest. The opposite result can be concluded for the case
of the minimal value of Varactor Diode (Cymin). In short,
the proposed F/P RA can have its resonance frequency
highest when Cywin and lowest when Ciuax. Consequently,
the bandwidth tuning range can be determined within
this range.

0

N\ N
I / \\ N
10 - 1] %
10
i \ | Qj\
L " ‘, g
20 +
— — Cimax—T=55
I ' Cimax — T=7.5
30 ====Ciuax—T=95
| | =:=-=Cmn—T=55
| """" Comn—Ti=7.5
40 +
50 N I N I 1 1
15 17 19 2.1 23 25

== Cymn—T=95
Frequency (GHz)

[Su| (dB)

Fig. 4. T, parameter sweep when PIN Diode is ON.

In the simulation and optimization process, it is
observed that the tuning fractional bandwidth (FBW) is
greatly affected by parameter T which is the length of
the transmission line. A parameter sweep of 3 values 5.5,
7.5 and 9.5 mm when Varactor Diode’s values are Cyvin
and Cyuax was performed. As shown in Fig. 4, the lower
operating frequency is shifted while the upper one
remains unchanged leading to a conclusion that tuning
bandwidth is affected by this transmission line length
significantly. It can be seen that the resonance frequencies
of the antenna at these three lengths are 1.936 GHz and
2.44 GHz, 1.786 GHz and 2.44 GHz, and 1.66 GHz and
2.43 GHz when Varactor Diode’s value is Cyvax and
Cmin, respectively. Maximum E-field distributions at
their low operating frequencies are illustrated in Fig. 5.
In all 3 cases, E-field distribution is emphasized at the
patch’s edges in the x-direction, which is the characteristic
of patch antenna [19], Moreover, the fields are strongest
at the Varactor Diode as it serves as a tunable power
supply line for the secondary patch. However, the main
difference can be seen in the gap between the primary
and secondary patch. The edges of the two patches act as
two parallel metal plates with distance T, and form a
coupling capacitor (Ccoupling)- While performing the change
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of the transmission line length, Ccoupling has its value
smallest when T, = 9.5 mm and highest when T, =5.5 mm.
This behavior has led to variation in RF power coupled
between 2 patches and an abrupt difference in bandwidth
tuning range. It can be found in the simulation that T, of
9.5 mm has been chosen to have a bandwidth tuning range
entirely covering DCS, PCS, UMTS and WiFi/Bluetooth
applications while maintaining good gain characteristics.

dB (V/m)

[ X100

Fig. 5. Maximum E-field distribution of the proposed F/P
RA: (a) at 1.918 GHz (T. = 5.5 mm); (b) at 1.778 GHz
(TL=7.5mm); (c) at 1.66 GHz (T. = 9.5 mm).

B. Polarization reconfigurable by using PIN diode

As mentioned, the polarization reconfigurability of
the antenna is based on the operating mode of PIN
Diode. Two PIN Diodes, implemented on the gap
separating the primary patch and its corners, serve as
switches to create the polarization reconfigurability by
connecting/disconnecting the primary patch to its corners.
Since the polarization reconfigurability is created on the
primary patch, Varactor Diode’s value is set on Cyvin
to choke the RF power transferring to the secondary
patch. Therefore, the switch between linear and circular
polarization only occurs at the upper operating frequency,
WiFi/Bluetooth application. A parameter sweep of Xcu
from 5.5 mm to 6.1 mm and 6.7 mm, while switching
PIN Diode mode ON/OFF, was performed and illustrated
in Fig. 6. In Fig. 6 (), |S11| results indicate that there is
little change in operating frequency between these three
values when PIN Diode is OFF and ON. The Axial Ratio
(AR) performance of the antenna is shown in Fig. 6 (b).
It is observed clearly that polarization reconfigurability
can be switched between circular and linear polarization
when PIN Diode mode is OFF and ON, respectively.
There is a slight change in AR resonant frequency with
respect to the variation of Xcy. Finally, Xci = 6.1 mm has
been chosen as the optimized value for the best AR
performance.

To further verify the polarization reconfigurability
of the design, the current distributions of the proposed
F/P RA at 2.46 GHz when PIN Diode is OFF and ON
at Cywin value of Varactor Diode are shown in Fig. 7.
As shown in Fig. 7 (a) and Fig. 7 (b) with 90° phase



difference, not only the magnitude is similar but also the
direction of the current is rotated 90° counterclockwise.
Therefore, it can be concluded that the antenna exhibits
right — hand CP when PIN Diode is OFF. A summary of
antenna operating cases can be found in Table 2.

0

[Su (dB)

40 L — — OFF =X =5.5
% —OFF—X§:t=6.1\
[ === OFF —Xu =67 ||
40 L ==+ ON = Xgy Y

50 . . 1 .
235 24 245 25 2.55 26

Frequency (GHz)
(@)

Axial Ratio (dB)

Frequency (GHz)

(b)

Fig. 6. Xcut parameter sweep while Varactor Diode’s
value is Cywin. (@) Sa1; (b) axial ratio.

Table 2: Summary of operating cases of the proposed F/P
RA

Case P_IN Var_actor Antenna
Diode Diode Performance
-24GHz-25GHz
1 OFF Cimin - Polarization: Circular
- WiFi/Bluetooth
-24GHz-25GHz
2 ON Cimin - Polarization: Linear
- WiFi/Bluetooth
-1.73 GHz — 2.45 GHz
3 ON Cimin - - Polarization: Linear
Cimax - DCS, PCS, GSM,
UMTS, WiFi/Bluetooth

Based on the observed results, a design procedure is
provided as follows:
- Design a linear polarization patch antenna at
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WiFi/Bluetooth application, its initial dimension can be
calculated using (1) [19]:

PP @
Where ¢y is the velocity of light in free-space, fo is the
desired operating frequency and ¢ is the permittivity of
the substrate.

- Detach two opposite corners from the patch by a
small gap which will be used to place PIN Diode to
achieve polarization reconfigurability.

- Design and connect the secondary patch to the
primary one by a Transmission Line and a Varactor
Diode. Note that parameter TL should be chosen
carefully to acquire the desired tuning range and antenna
gain characteristics.

- Add the bias circuit for both Varactor diode and
PIN diode and finalize the antenna design performance.

Fig. 7. E-field distribution to prove CP of the proposed
F/P RA at 2.46 GHz when PIN Diode’s state is OFF and
Varactor Diode’s value is Cymin: () 0° and (b) 90°.

-

Fig. 8. Fabricated antenna design: (a) top view; (b)
bottom view.
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V. SIMULATION AND MEASUREMENT
RESULTS

The proposed F/P RA is fabricated as shown in
Fig. 8 and its performance in a comparison between
measurement and simulation at various active component
states are illustrated in Fig. 9 and Fig. 10. Generally,
when the bias voltage is tuned from 10V to 0.8V, which
corresponds to the change of Varactor Diode’s capacitor
from Cymin (L0V) to Cymax (0.8V), the frequency is tuned
from upper band to lower band continuously. The highest
and lowest resonant frequencies of measurement and
simulation in that range are 2.4 GHz and 2.39 GHz at
10V and 1.75 GHz and 1.76 GHz at 0.8V, respectively.
It can be concluded that in this voltage range, all
resonant frequencies at their respective bias voltage in
measurement and simulation are in good agreement. As
seen in Fig. 9 (b), the antenna is found to have CP (Axial
Ratio, AR<3dB) within the range of 2.45 — 2.486 GHz
and 2.445 — 2.48 GHz in measurement and simulation,
respectively, when PIN Diode state is OFF and a bias
voltage of Varactor Diode is 10V. Particularly, the
proposed antenna presents a small variation of measured
gains (0.02 dBi — 2.56 dBi) among reconfigurable modes
within the whole operating frequency band. The
maximum gains of measurement and simulation are
2.56 dBi and 3.03 dBi (PIN Diode ON — 6V) whereas the
minimum gains are -0.5 dBi and 0.02 dBi (PIN Diode
ON - 0.8V), respectively. The simulated gains are slightly
lower than the measured ones which could be contributed
by the effects of active components and FR-4 substrate.
A detailed comparison between simulation and
measurement results in terms of resonance frequency,
Si1, and broadside gain is summarized in Table 3.

The simulated and measured radiation patterns at
multiple operating states are presented and compared in
Fig. 10. It can be seen that PIN Diode states and the bias
voltage of Varactor Diode do not change the patch-like
radiation pattern characteristic of the proposed F/P RA.
The main radiation beam of the antenna is maintained at
broadside direction while almost completely suppressed
in Xy — plane, the plane of the antenna. The simulated and
measured radiation patterns are in good agreement
within the whole frequency range of interest.

Table 3: Comparison between simulation and
measurement results of the proposed F/P antenna
. Frequency Gain
VBias (GHZ) Sn (dB) (dBI)
Sim. | Mea. | Sim. | Mea. | Sim. | Mea.

10V | 240 | 239 | -30 -15 3.0 2.05
8V | 237 | 236 | -25 -17 2.95 2.1
6V | 234 | 233 | -42 -19 3.03 | 2.56
4V | 222 | 222 | -31 -17 2.8 2.2
2V | 188 | 188 | -20 -11 0.9 -0.1
08V |176| 1.75 | -17 -10 0.02 | -05
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Fig. 9. Simulation and measurement results. (a) S-
parameter (PIN Diode ON); (b) Gain (PIN Diode ON)
and AR for CP at 2.45 GHz (PIN Diode OFF).
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Fig. 10. Radiation patterns of the proposed F/P RA. (a)
ON - 0.8 V; Mea. at 1.75 GHz, Sim. at 1.76 GHz; (b) ON -
4 V; Mea. at 2.21 GHz, Sim. at 2.22 GHz; (c) ON - 10 V;
Mea. at 2.40 GHz, Sim. at 2.39 GHz; (d) OFF - 10 V;
Mea. at 2.46 GHz, Sim. at 2.45 GHz.



Table 4 presents a comparative summary of the
proposed RA antenna with other RAs having frequency
and polarization reconfigurability. Though having dual-
polarization, reconfigurable antennas in [12] and [14]
using PIN Diode has a disadvantage of discrete frequency
selection. On the contrary, despite having a wider band
and continuous frequency tuning by using Varactor
Diode, [9] and [10] only have either linear or circular
polarization. The proposed antenna has shown to have
both linear and circular polarization and also continuous
frequency tuning within decent bandwidth while still
having a simple profile.

Table 4. Comparison of proposed F/P RA with other
frequency and polarization reconfigurable antenna (Ao is
the wavelength at the lowest operating frequency)

Active Size | Frequency o
Ref. Devices (20) (GH2) Polarization
PIN & LP-V/
[9] Varactor [0.3x0.3 1'3(2(;)/2)'25 LP-H/
Diode ° LP-45°
Varactor 2.4-3.6 LHCP/
(101 | ‘piode [9%05] (400 RHCP
[12] |PIN Diode |[0.6 x0.3| 5.2/5.8 LP/CP
| ssizal | LHOP!
[14] PIN Diode |0.6 x 0.3 2 35/2 45/ RI—:EP/
2.55/2.6
PIN &
Proposed | Varactor (0.5x0.3 1'7?? 4_4%)45 LP/CP
Diode (~34.4%)

V. CONCLUSION

This paper has presented a F/P microstrip dual-patch
RA by using both reconfiguration means of PIN and
Varactor Diodes. Despite suffering from power loss
on active components and having higher cost than a
conventional passive antenna, the proposed antenna can
produce frequency reconfigurability with a continuously
tunable range of 1.73 GHz — 2.45 GHz (~34.4%) and
polarization reconfigurability with either LP and CP
while having a simple profile, using fewer reconfiguration
means, and achieving good/stable gain characteristics.
As a result, the proposed antenna is applicable for various
wireless applications in the ISM band such as DCS, PCS,
GSM 1800/1900, UMTS and WiFi/Bluetooth.
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Abstract — Numerical study of electromagnetic
interaction between an adjacent antenna and a human
head model requires long computation time and large
computer memory. In this paper, two speeding up
techniques for a dispersive algorithm based on finite-
difference time-domain method are used to reduce the
required computation time and computer memory. In
order to evaluate the validity of these two speeding
up techniques, specific absorption rate (SAR) and
temperature rise distributions in a dispersive human head
model due to radiation from an antenna integrated into a
pair of smart glasses are investigated. The antenna
integrated into the pair of smart glasses have wireless
connectivity at 2.4 GHz and 5" generation (5G) cellular
connectivity at 4.9 GHz. Two different positions for
the antenna integrated into the frame are considered in
this investigation. These techniques provide remarkable
reduction in computation time and computer memory.

Index Terms —5G, dispersive head, FDTD method,
SAR, smart glasses, temperature rise, Wi-Fi.

I. INTRODUCTION

Due to recent increase of wireless and mobile
communication capabilities with the 5" generation (5G)
technology and the use of higher frequencies for
smart communication devices, there is a great need to
assessment of electromagnetic (EM) wave penetration
and related temperature rise in the human head.

With the recent introduction of 5G technology, the
use of smart wearable devices such as smart watches and
smart glasses has increased in popularity. Currently,
smart glasses, manufactured by different companies [1-
3], utilize wireless connectivity based on Bluetooth and
Wi-Fi around the 2.4 GHz band. Future smart glasses
would include antennas operating for Wi-Fi and 5G
cellular connectivity. It is universally recognized that
the EM fields radiated from the adjacent antennas to a
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human head may be harmful to human health. As a
consequence, it is important to assess the effects of EM
fields on the human head and report the corresponding
SAR and temperature rise distributions.

The numerical calculation of EM interaction
between an antenna and a three dimensional (3D) human
head model has been performed in [4-9] using the finite-
difference time-domain (FDTD) method. It requires long
computation time and large computer memory because
the number of cell in the computational domain is more
than several millions, especially for high frequencies
with proper resolution. This makes such calculations
impossible on ordinary desktop computers. A dispersive
algorithm proposed in [9] provides remarkable reduction
in the computation time to analyze a dispersive head
model at multiple frequencies of interest in a single
simulation. However, as the frequencies get higher, this
reduction is not sufficient to simulate the entire human
head model with the ordinary desktop computers.

The effect of EM radiation produced by a cellular
phone on a human head with regular glasses made
of metallic frames was investigated using an EM
commercial software [10-12] and the traditional FDTD
method [13-14]. By using an EM commercial software,
the effects of an antenna integrated into the pair of smart
glasses for Wi-Fi connectivity [15-18] and 4G cellular
connectivity [19-23] on the human head have been
studied to investigate the radiation pattern and SAR
distribution in the head. In the previous studies [15-23],
analysis of SAR in the human head due to the smart
glasses was performed at only one frequency of interest
using a single simulation while ignoring the dispersive
characteristics of the biological tissues of the head. The
temperature rise in the head due to an integrated antenna
into the pair of smart glasses has not been considered yet.

In this paper, the algorithm proposed in [9] is
used to obtain radiation pattern, SAR and temperature
rise distributions in the dispersive head at multiple

https://doi.org/10.47037/2020.ACES.J.360207
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frequencies of interest in a single simulation. This
algorithm, which will be referred to as a dispersive
algorithm, is based on the Debye model of the head
tissue parameters to be used in auxiliary differential
equation (ADE) formulation of the FDTD method [24].
Then the calculations of SAR and temperature rise with
the help of Pennes bioheat equation [25] are performed.
In the Debye model, the three-term Debye coefficients
calculated and tabulated in [26] are used as the dispersive
EM properties of the human head tissues to obtain
solutions at a wide range of frequencies (500 MHz to 20
GHz). The work presented here is an extension of the
preliminary work presented in [27].

The effect of the integrated antenna into the pair
of smart glasses on a realistic head model is investigated
to evaluate the validity of two speeding up techniques
for the dispersive algorithm. The integrated antenna is
designed to operate at two frequency bands for Wi-Fi at
2.4 GHz and 5G cellular at 4.9 GHz. In order to show
the effect of the position of the integrated antenna on the
pair of smart glasses on the human head, the antennas
integrated into the frame have been placed in two
different positions closest to the eye, the most sensitive
organ. The spatial-peak SAR over any 1 gram of tissue
(SARyg), 10 gram of tissue (SARiqg) in the head, and
temperature rise distributions in the head at 2.4 and 4.9
GHz are computed for each antenna position. Numerical
results show that the speeding up techniques would be
efficient for analyzing the head model due to EM waves
of higher frequencies.

Two speeding up techniques are used here and the
electromagnetic effects of smart glasses on the human
head are investigated using the dispersive algorithm with
these techniques. The speeding up technique proposed in
[28] for anisotropic materials is applied to the dispersive
algorithm and based on dividing the computation domain
into two regions: one is the dispersive region analyzed
using the dispersive formulation [24] and the other is
non-dispersive region analyzed using the non-dispersive
formulation [24]. The other speeding up technique is
to use a half head model instead of the full head model
in the FDTD simulations. These speeding up techniques
provides more than 50% reduction in computation time
and computer memory.

Il. COMPUTATION METHODS AND
MODELS

A. 3D human head model with dispersive tissues

A human head model generated in [29] and used in
this work consists of eight tissues (skin, muscle, bone,
blood, fat, lens, and white and grey matter). Figure 1 shows
a sample of a horizontal slice of the human head model
which consists of 172 (width) x 218 (depth) x 240 (height)
cubic cells.

The EM parameters of all tissues in the human body
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are frequency dependent. Therefore, with a traditional
FDTD solution one can obtain results due to only one
frequency in a single simulation. The numerical technique
proposed provides the three-term Debye coefficients
tabulated in [26] for the biological tissues in the frequency
range between 500 MHz and 20 GHz. The complex
relative permittivity (e;(w)) for the three-term Debye

coefficients is defined [26] as:

A€

€r(w) =€, + Ziﬂka: Ae, = Ag(es — €x), (1)

where €., is permittivity at high frequencies, Ae is pole
weight, and 7, is relaxation time.

In order to ensure the numerical stability in the
FDTD method, the cell size (A) should be less than
Aminl10 [6-7] and expressed as:

[

_ Amin _
A= 10 10fimgr/real(en)’ )

where A, is the wavelength of the highest frequency
(finax) in the head model and c is the speed of light in
free space. The head model is rescaled to have a cell size
of A=0.9 mm (about 4,,;,/10 in the head model exposed
to EM waves at 4.9 GHz) in all directions to ensure the
numerical stability.

B. Speeding up techniques

In the dispersive algorithm, the electric and magnetic
field components, and additional field terms due to
Debye dispersive tissues [24] are calculated for every
FDTD time-step in the entire computational domain. It
has been realized that additional field terms do not
need to be calculated in every cell of the computational
domain. Therefore, a speeding up technique proposed
similarly in [28] is used to reduce the computation time
and computer memory. This technique called as domain
division technique (DDT) is based on dividing the
computation domain into two regions: one is called
dispersive region which contains a dispersive head and
the other is called non-dispersive region which contains
air layer, convolution perfect matching layer (CPML)
[24], and non-dispersive materials, as shown in Fig. 2.
In the dispersive region, the dispersive formulation is
performed to calculate the field components, whereas, in
the non-dispersive region, the regular FDTD formulation
in [24] is performed to update the field components.

y

L.

Fig. 1. Horizontal slice of the 3D realistic head model.




The penetration depth is a function of frequency and
a measure of how deep the electromagnetic wave is
affecting the biological tissues. In [30], the penetration
depth of the electromagnetic wave for one-dimensional
human head model has been extensively studied from
500 MHz to 100 GHz. According to [30] and the best of
our knowledge, the penetration depth in the human head
model is less than 100 mm at 500 MHz and becomes
smaller as the frequency increases. It can be said that the
electromagnetic waves radiated by the antenna placed on
one side of the human head cannot send a significant
amount of waves to the other half of the head. Therefore,
it is not necessary to simulate the full head model. As the
other speeding up technique, a half head model instead
of full head model is used in the simulation to reduce
the computation time and computer memory. In this
technique, it is assumed that the cut side of half head
model is terminated by 10 cell layers of CPML [24]
extending to inside of the head tissues and other sides of
the head model is terminated by 10 cell layers of CPML
with 10 cell air layers. The number of cells for the half
head model, shown in Fig. 3, cut in the x- and y-directions
is 7,657,440. However, the number of cell is 15,314,880
for the entire computational domain including the full
head model, 10 cell air layers and 10 cell layers of CPML.
These two techniques used in this work provide more
than 50% reduction in the computation time and computer
memory.

~
~a
Non-dispersive
i region
A7 . - ™~A

Dispersive Entire
region computational

domain

Fig. 2. Entire FDTD computational domain divided into
the dispersive and non-dispersive regions.

C

Fig. 3. Horizontal slice of the half head model cut in the
(@) x- and (b) y-directions.
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C. Smart glasses model and antenna

The smart glasses includes non-dispersive materials
which are plastic frames, metallic hinges, lens, and
antenna. The relative permittivity of lens and frame of
the smart glasses is 4.82 and 3.5, respectively, and the
wires of antenna are made of PEC. The configuration of
the smart glasses is shown in Fig. 4 with all dimensions.
In order to obtain solutions at multiple frequencies in a
single simulation, the antenna integrated into the frame
of the smart glasses requires to operate at least two
frequency bands which will be Wi-Fi and 5G cellular
connectivity for this work. The antenna, as shown in
Fig. 5, consists of a dipole with two passive wires which
create double resonances. The length and radius of the
dipole antenna and passive wires are given in Fig. 5. Two
passive wires are placed at a distance of 2.7 mm at the
two sides of the dipole antenna. Two different positions
for the antenna in the frame are considered: left arm of
the frame and bridge of the frame as shown in Fig. 4. The
combination of the dipole antenna and the two passive
wires were simulated using the thin-wire formulation
[24] based on the FDTD method. The input reflection
coefficients (Si11) at the terminals of the integrated
antenna placed into the frame with and without the head
model are shown in Fig. 6. The resonance frequencies of
the antenna have been slightly affected by the presence
of the human head and a third resonance frequency
appeared.

Fig. 4. Geometry of the smart glasses included lens,
frame, and antenna.

Distance
2.7 mm

Voltage
source

Passive wires
Length: 14.4 mm
Radius: 0.25 mm

Dipole antenna
Length: 39.6 mm <«—
Radius: 0.40 mm

Fig. 5. Integrated dipole antenna with two passive wires.
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Fig. 6. S11 of the integrated antenna into the frame with
and without the human head model.

D. SAR calculation

SAR is the ratio of absorbed RF energy per unit
mass of biological tissues. The SAR values in the
biological tissues are computed by using the FDTD
method. The electric fields in time-domain are calculated
on the edges of each cell during each FDTD time-step.
The twelve-field component approach proposed in [31]
is used to obtain the averaged electric field components
in the center of each cell. Then, these averaged electric
field components are transformed to frequency domain
by using the discrete Fourier transform (DFT). After EM
simulation is completed, the electric field components
are obtained for the calculation of the steady-state SAR
distribution in the human head model at each frequency
of interest. In order to make a comparison with existing
studies in [19-22], all calculated SAR values are
normalized to the antenna input power of 0.25 W for
each frequency of interest. For calculating SARyy and
SAR1qq in the head model, the IEEE standard in [32] is
used. The obtained SAR;4 values are considered as RF
heat source in the temperature rise calculation.

E. Temperature rise calculation

After performing the EM simulation and SAR
calculation for the head, the temperature rise calculation
using the Pennes bioheat equation [25] is carried out
in two parts for each frequency of interest. In the first
part, the steady-state temperature distribution in the
head is calculated by solving the bioheat equation with
no RF heat source (SARiy=0). In the second part,
the temperature distribution due to RF heat source is
calculated by substituting the SARyg distribution into the
bioheat equation. By taking the difference between the
temperature distributions obtained in the two parts, the
temperature rise distribution in the head is obtained. The
bioheat equation computes the temperature distribution
based on the tissues mass density, heat capacity, thermal
conductivity, blood perfusion rate, and blood temperature.
All these parameters for the tissues along with the
convective boundary condition for the bioheat equation
applied to the skin-air and internal cavity-air interface
are presented in [4] and [9].
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IHl. NUMERICAL RESULTS

To verify the validity of the dispersive algorithm for
the smart glasses application, the SAR4 values in the
head using the dispersive algorithm are compared with
those reported in [17] at 2.4 GHz and with those reported
in [20-21] at 1.9 GHz when the antenna is placed into the
left arm of the frame. The maximum SARyq4 value in the
head at 2.4 GHz obtained using the dispersive algorithm
is 0.548 W/kg, whereas that obtained in [17] using an
EM commercial software is 0.557 W/kg when the input
power was set to 63.095 mW. The obtained maximum
SARyq value in the head at 1.9 GHz using the dispersive
algorithm is 1.75 W/kg, whereas that obtained in [20-21]
using an EM commercial software is 1.64 W/kg when
the input power was set to 0.25 W. The compared results
are in good agreement with acceptable differences. The
reason for these differences in the compared results
would come from the use of different head model and
head resolution, and from different types of antennas
used in the studies.

In order to show the performance of applying DDT
and using a half head model, and the effects of the
antenna positions into the frame of the smart glasses on
the SAR1g, SAR1gg, and temperature rise distributions,
two different antenna positions in the frame of the glasses
are evaluated at 2.4 and 4.9 GHz using the dispersive
algorithm. The specification of the computer used in this
work is Intel® Core™ j7-8700 CPU and 16 GB RAM.
The FDTD program is developed on the 64-bit MATLAB
version 8.2.0.701 (R2013a).

A. SAR and temperature rise due to the antenna
integrated into the left arm of the smart glasses

The maximum SARg, SAR1oq, and temperature rise
values in the full head model without DDT and half
head with DDT at 2.4 GHz and 4.9 GHz are obtained and
tabulated in Table 1. It can be seen that applying DDT
and using half head model do not affect the results. The
distributions of SARyy and temperature rise obtained in
the full head model without DDT and in the half head
model with DDT are evaluated at 2.4 and 4.9 GHz and
shown in Figs. 7 and 8, respectively. It can be realized
from these figures that there are no difference in the
obtained distributions and the maximum SAR:y and
temperature rise occur at the left side of the head because
the antenna is placed into the left arm of the smart
glasses. It can be also realized that the temperature rise
distributions depend on the SAR distributions. In order
to show the effect of the human head on the antenna
radiation patterns, the radiation patterns of the antenna in
the left arm of the frame with and without the human
head at the resonance frequencies are calculated and
shown in Fig. 9. It can be seen from the radiation patterns
on the xy and xz plane cuts that the presence of the human
head model greatly attenuates the radiation of the antenna



towards the head and increases in the other direction.

In Table 2, the computation time and computer
memory for the EM analysis of the full human head
without DDT and half human head with DDT using the
dispersive algorithm are tabulated. It can be seen from
Table 2 that applying DDT and using half head model
in the simulations provides more than 60% reduction
in computation time and 50% reduction in computer
memory.

2.17 0.30

(@)

‘4

Temp. Rise (°C)

SARyg (W/Kg)

2.17 0.30

(b)

vy

Temp. Rise (°C)

SARyg (W/Kg) ;

Fig. 7. SARyy and temperature rise distributions in the
full head model at (a) 2.4 and (b) 4.9 GHz.

2.17 0.30

Temp. Rise (°C)

0 0
2.17 0.30
(b)
SAR1q (W/Kg) 0 Temp. Rise (°C) 0

Fig. 8. SARyy and temperature rise distributions in the
half head model at (a) 2.4 and (b) 4.9 GHz.
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Fig. 9. Radiation patterns at (a) 2.4 and (b) 4.9 GHz with
and without the head in the xy, xz, and yz plane cuts.

Table 1: Max. SAR and temperature rise values obtained
for the full head without DDT and half head with DDT

Freq. Head SAR1g SAR1g | Max. Temp.
(GH2) Model (W/kg) (W/kg) Rise (°C)
24 Full Head | 2.1696 1.1467 0.2990
' Half Head | 2.1541 1.1409 0.2971
49 Full Head | 1.1379 0.4676 0.1538
' Half Head | 1.1375 0.4674 0.1534

Table 2: Computation time and computer memory of full
and half head model

Computation Computer
Model Time (min.) | Memory (MB)
Without DDT | Full Head 2178 8870
With DDT | Half Head 871 4380

B. SAR and temperature rise due to the antenna
integrated into the bridge of the smart glasses

The maximum SAR1g, SAR1oq, and temperature rise
values in the full head model without DDT and half head
with DDT at 2.4 GHz and 4.9 GHz are obtained and
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tabulated in Table 3. It can be seen that applying DDT
and using the half head model do not affect the results.
The distributions of SAR1g and temperature rise obtained
in the full head model without DDT and in the half head
model with DDT are evaluated at 2.4 and 4.9 GHz and
shown in Figs. 10 and 11, respectively. It can be realized
from these figures that there are no difference in the
obtained distributions and the maximum SAR:y and
temperature rise occur at the front side of the head
because the antenna is placed into the bridge of the smart
glasses. The radiation patterns of the antenna in the
bridge of the frame with and without the human head at
resonance frequencies are shown in Fig. 12. It can be
seen from the radiation patterns on the xy and yz plane
cuts that the presence of the human head model greatly
attenuates the radiation of the antenna towards the head
and increases in the other direction.

In Table 4, the computation time and computer
memory for the EM analysis of full human head without
DDT and half human head with DDT using the
dispersive algorithm are tabulated. It can be seen from
Table 4 that applying DDT and using half head model
in the simulations provides more than 60% reduction
in computation time and 50% reduction in computer
memory.

3.57
(a)
SARyg (W/kg) .
357
(b)
SARyg (W/kg) .

Fig. 10. SARy4 and temperature rise distributions in the
full head model at (a) 2.4 and (b) 4.9 GHz.

0.36

—

Temp. Rise (°C)

0.36

vt

Temp. Rise (°C)

0

Table 3: Max. SAR and temperature rise values obtained
for the full head without DDT and half head with DDT

Freq. Head SARyg SAR1g | Max. Temp.
(GH2) Model (W/kg) (W/kg) Rise (°C)
94 Full Head | 3.5735 1.2419 0.3606
' Half Head | 3.5730 1.2415 0.3607
49 Full Head | 2.8160 0.2670 0.2456
' Half Head | 2.8171 0.2672 0.2501
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Fig. 11. SAR14 and temperature rise distributions in the
half head model at (a) 2.4 and (b) 4.9 GHz.
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Table 4: Computation time and computer memory of full
and half head model

Computation Computer
Model Time (min.) | Memory (MB)
Without DDT | Full Head 2165 8820
With DDT | Half Head 837 4320

C. Comparison of results obtained due to the antenna
into two different positions

The maximum SARyg, SAR1qq, and temperature rise
values in the head at 2.4 GHz and 4.9 GHz are tabulated
in Tables 1 and 3 when the antenna is placed into two
different positions in the smart glasses. The electric
conductivities of the tissues become larger as the
frequency is increased, hence the magnitude of EM
waves penetration in the head decreases significantly.
Therefore, the SAR1g, SAR10g, and resulting temperature
rise values in the head decrease at higher frequencies. It
is well known that the SAR values are dependent on
the frequency, the type of antenna, the input power of
the antenna, the EM parameters of tissues, antenna
polarization, the distance between the human head and
the antenna, etc.

The limits of maximum SARy; and SAR1oq values
are determined by the RF exposure guidelines and
standards in [33-34]. The SARy values reported in
Tables 1 and 3 are generally above the limit of 1.6 W/kg,
whereas the SAR1oq Values reported in these tables are
always less than the limit of 2 W/kg when the antenna
input power is set to 0.25 W. These high values above
the limit would require this power to be reduced to
comply with the RF exposure guidelines and standards.

It must be noted that the distance between the
antenna and human head is 13.5 mm and 7.2 mm for
left arm and bridge of the frame, respectively. These
distances are closer than those reported in [4-9]. The
SAR and resulting temperature rise values obtained due
the antenna in the bridge of the frame are higher than
those obtained due to the antenna in the left arm of the
frame because the integrated antenna in the bridge of the
frame is closer to the head and eye which is one of the
most sensitive organs in the human head for EM field
exposure.

The maximum temperature rises reported in Tables
1 and 3 are less than the temperature rise limit of 4.5 °C
[35] for tissue health injury, but they are not negligible.
The maximum temperature variations at 2.4 and 4.9 GHz
due to the antenna placed into two different positions in
the glasses frame as a function of time are shown in Fig.
13. It can be seen that the maximum temperature rises
increases exponentially over the first 6 minutes, then
they slow down, and the maximum temperature rises are
reached after 30 minutes of exposure.
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Fig. 13. Maximum temperature rise at 2.4 and 4.9 GHz
due to the antenna placed into position-1 and position-2.

V1. CONCLUSION

The electromagnetic interactions between a 3D
dispersive human head model and electromagnetic fields
radiated by an antenna integrated into a pair of smart
glasses at 2.4 and 4.9 GHz are investigated using a
dispersive FDTD algorithm. Additionally, in order to
show the effect of the position of the integrated antenna
on the SAR and temperature rise distributions in the
head, two possible positions for the antenna into the
frame of the smart glasses are considered. In order to
reduce to computation time and computer memory of the
simulations, two speeding up techniques used in this
work are based on dividing the computational domain
into two sub-regions and using a half head model instead
of a full head model. Applying these techniques provides
more than 50% in the computation time and computer
memory. These techniques would be efficient for
analyzing the human head due to electromagnetic waves
of higher frequencies.
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Abstract — In this paper, a new approach to create
frequency band rejection is applied to a wideband H-
shaped dielectric resonator antenna (DRA). In order to
create a notch characteristic in the operating band of the
TE},, and TEJs, modes, and guided by their theoretical
and simulated electric field distributions, a narrow
conductive strip is incorporated around the mid-section
of the H-shaped DRA. The orientation of the notching
strip is determined based on the electric field distribution
of the selected modes for the frequency rejection.
Furthermore, the selected feeding method improves the
radiation patterns for this DRA shape compared to its
previous designs. The new design offers an operating
frequency range that extends from 4.15 to 9.8 GHz,
allowing 81% of fractional bandwidth. The first notch
is created at 6.5 GHz, while the second one is at 8
GHz. Average radiation efficiency of 95% across the
frequency of interest is achieved with overall dimensions
of 40x30x11.4 mm?3. The proposed design is simulated
using Ansys HFSS and validated by measurement.

Index Terms — Dielectric Resonator Antenna (DRA),
H-shaped antenna, modes distribution, notch rejection.

I. INTRODUCTION

During the last few decades a great attention has
been paid to the DRASs due to their capabilities to provide
wide bandwidth, high gain, and high radiation efficiency
compared to other types of antennas. Many shapes and
feeding methods of DRAs were introduced for various
applications such as 5G, WiMAX, radar, etc. [1].
Different feeding mechanisms to excite the DRA were
also used such as microstrip transmission lines, coaxial
probe and slot aperture [2]. The coaxial feeding method
is the most commonly used method due to its matching
flexibility by changing the probe position and height [3].
Various shapes of the DRA were presented (P, Z and T),
where some of them were fed by microstrip line feeder,
while others were fed by a probe [4-9]. In the last few
years, many designs of the DRA showed that the single
element DRA could achieve a bandwidth up to 120% [10-
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13]. This extremely wide band covers many applications
where in some cases the interference becomes the main
obstacle and needs to be suppressed. To overcome this
problem, many designs suggested different methods to
create notches in the operating band of wide band DRAs.
In [10], an inverted conical shaped DRA fed directly by
a circular ring patch antenna was presented. A notch
rejection was created and shifted by changing the
dimensions of the patch resonator. Also, several wide
band DRA designs fed by a microstrip line feeder with
notch characteristics were reported [11, 12]. For these
designs, several modifications in the feeder or ground
plane were done to create a stop band filtering in the
operating bandwidth of the design. On the other hand,
the DRA position was rotated with respect to the
microstrip line feeder to create the notch characteristics
[13]. In addition, a cross slot aperture was formed in a
circular patch antenna placed directly underneath the
DRA at the same side of the substrate. Two different
etches in the microstrip patch antenna were conducted to
create two frequency rejection bands [14]. These designs
covered wide bandwidth up to 120%. Also, the DRA size
is very small compared to the lower operating band in
these designs. In such a hybrid method, the broadband
response comes from both the microstrip feeder and
DRA. Accordingly, such designs created the rejection
band in the microstrip line feeder operating band while
the DRA modes were not affected. On the other hand,
UWB DRA was proposed with frequency rejection and
fed using metallic strip with a probe on the side of the
DRA with the presence of a shorting pin drilled inside
the DRA [15]. A slot was created in the feeding vertical
strip to create a notch in the operating band of the
antenna. In this paper, a wide band H-shaped DRA with
enhanced radiation pattern is presented. In order to
create the notch frequency for the first two modes in the
operating band, a narrow strip will be used to suppress
part of the operating mode by wrapping it around the
DRA in different directions. The antenna performance
is discussed before and after applying the notching
technique on this design.

https://doi.org/10.47037/2020.ACES.J.360208
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I1. ANTENNA DESIGN AND
CONFIGURATION

The proposed H-shaped DRA is shown in Fig. 1.
The excitation is realized with a U-shaped feeder which
is directly connected to a coaxial probe. At the opposite
side, another identical strip is placed and shorted to the
ground. This feeding mechanism will be useful to create
the TEis1 and TEzs1 modes as the first two operating
modes [16].

FR 4 substrate
H-shaped DRA /

U-shaped feeder

30 mm —

2

— wu O

(b) ()

Fig. 1. The proposed H-shaped DRA: (a) 3D view with
fabricated prototype, (b) yz-plane, and (c) xy-plane.

Among the different DRA shapes, the H-shape has
the advantage of providing a symmetric geometry from
the three principal axes. However, the radiation pattern
of this shape has two problems. The cross polarization
level is very high and the symmetry of the radiation
pattern is poor at the perpendicular plane to the feeder.
To address these issues, the proposed design is fed by
two identical U-shaped strips. One for feeding the DRA
while the other one is attached to the opposite side of
the DRA and connected to the ground plane using via.
This feeding method creates electric fields that allow
the higher order modes to be more uniform and resulting
in lower cross polarization level. In order for a better
understanding of the second strip effects on the design,
the electric field vector plots for the DRA with and
without the second U-shaped strip are compared in Fig.
2. It could be seen that the electric field vectors at the
mid-section show more uniform distribution in the DRA
with the second U-strip at the 9 GHz. Also, the electric
field shows better symmetry in its intensity at both sides
of the design.
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Fig. 2. Vector plot of the electric field at the xy-plane at

9 GHz. (a) DRA without the second U-shaped strip, and
(b) DRA with the second U-shaped strip.

The DRA is placed directly at the top of 40x30x1.6
mm? FR-4 substrate with relative permittivity and
dielectric loss tangent of (e, =4.4) and (tand=0.02),
respectively. The ground plane is at the lower side of the
substrate. For the DRA, Rogers RO 3010 material with a
relative permittivity of 10.2 and dielectric loss tangent of
0.0035 is used. The design dimensions are W1=10 mm,
L,=20 mm, L3=7.85 mm, W,=3.8 mm and h=11.4 mm.
The feeder dimensions are L,=6 mm, W»=7.9 mm, and
W3=1 mm. The simulated and measured results of the
design are shown in Fig. 3. The -10 dB impedance
bandwidth is achieved from 4.85 to 9.8 GHz, 69% of
the fractional bandwidth. The simulated peak realized
gain is between 4.0 to 7.0 dBi. The measurement shows
good agreement with the simulation. However, the
slight difference between the measured and simulated
performance is expected as there are many different
substrate layers glued to fabricate the design.

Simulated S11 = = = Measured S11

______
-

Gain (dBi)

20—

D e L &

Reflection coefficient (dB)

30

-35

Frequency (GHz)

Fig. 3. Reflection coefficient and peak realized gain of
the H-shaped DRA.

The radiation patterns of this design are illustrated
in Fig. 4. The cross-polarization level is around -20 dB
at the yz-plane, while it is less than -50 dB at the xz-plane
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which is not shown in the scale. It is also notable that
even at the end of the band, the cross polarization level
remains low. The radiation pattern at the yz-plane shows
highly symmetric pattern, while it is less symmetric at
the xz-plane. However, compared to the previously
reported H-shaped DRA, this design has better radiation
patterns in terms of cross polarization level and symmetry
[17, 18]. The front to back ratio (F/B) is around 10 dB.

yz-plane

(c) 9 GHz
Co-pol (Simulated) — — — — Co-pol (Measured)
vemeeeeenenns X-pol (Simulated) — . — . — X-pol (Measured)

Fig.4. Radiation patterns of the H-shaped DRA at
different frequencies.

For the operating modes in the DRA design, it could
be seen at Fig. 3 that the first resonance is at 5.5 GHz,
which is corresponds to the DRA dominant TE;s1 mode.
This mode has a uniform electric field distribution
through the DRA geometry. For the second resonance
at 7.6 GHz, it appears that the TE2s1 mode starts to
propagate [19]. The TEzs1 mode has sinusoidal shape for
the electric field vectors with a minimum electric field at
the center of the DRA. This mode exists in this design as
the DRA is placed on the substrate directly, while it will
not propagate if it is placed on the ground plane [20]. The
simulated electric field vector for the first and second

ACES JOURNAL, Vol. 36, No. 2, February 2021

resonances are plotted at the xz-plane in Fig. 5. It could
be seen that the electric field distributions align well with
the theory of these modes.
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Fig. 5. Electric field vectors plot at the xz-plane at
different frequencies.

I11. FREQUENCY BAND REJECTION

In this section, a new method to create frequency
rejection band for the first two operating modes for the
DRA in general will be presented. Unlike previous
literature where several modifications in the microstrip
line feeder were made to create a stop band filtering in
the bandwidth of the design, this design will create the
frequency rejection in the operating modes of the DRA
using open-circuited conductive strips. As shown in Fig.
6 (a), the TE1s1 mode has uniform distribution across the
xz-plane. This mode extends from the beginning of the
operating band reaching just before the second mode that
starts to propagate slightly before 7.6 GHz. In order to
create the notch effectively in its operating band, it is
essential to look at the electric field intensity of the DRA
near the frequency where the notch needs to be created.
It could be clearly seen that the electric field is minimum
at the mid-section parallel to the x-axis. Therefore, a
narrow conductive strip with 1 mm width is employed in
parallel to the long sides of the H-shaped DRA to create
the notch at the middle of the dominant mode. The strip
is wrapped around the DRA and reaches to the substrate,
as shown in Fig. 6 (b). The VSWR for this design is
plotted in Fig. 7. Through the band from 4.5 to 9.8 GHz,
the VSWR value is under 2 except at the middle of the
operating band of the first mode, where the VSWR value
increases. The center of the rejection band is controlled
by adjusting the value of the DRA height (h). As
expected, larger size of the DRA, (i.e., higher h), will
shift the notch center to the lower frequency band [21].
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First mode rejection
Y _~ Strip

(b)

Fig. 6. Notch rejection at the first mode at 6.5 GHz: (a)
electric field magnitude at xy-plane, and (b) conducting
strip applied at the mid-section of the DRA.
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Fig. 7. VSWR curves for the first notch design with
different values of (h).

On the other hand, for the TEzs1 mode, the electric
field magnitude has a null at the mid-section parallel to
the y-axis as shown in Fig. 8 (a). This region where the
electric field vectors of the two sinusoidal waves are
cancelling each other in Fig. 5 (b). To create the notch
within this mode a conductive strip parallel to the y-axis
is wrapped on the DRA, as shown in Fig. 8(b).

: l N z
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Fig. 8. Notch rejection at the second mode at 8 GHz: (a)

electric field magnitude at xy-plane, and (b) conducting
strip for the second notch rejection with fabrication.

Figure 9 shows the VSWR for the band rejection for
the TEzs1 mode with different values of (h). The overall

operating band extends from 4.15 to 9.8 GHz, achieving
81% fractional bandwidth. The comparison between the
simulated and measured VSWR at h=10.8 mm is plotted
in Fig. 10 where they are in good agreement with slight
frequency shift which may be caused by the fabrication
tolerance. At 8 GHz, where the stop band occurs, the
peak gain falls to less than -6 dBi and the radiation
efficiency is less than 30%, while achieving around 95%
through the band of interest as shown in Fig. 11.
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Fig. 9. VSWR curves for the second notch with different
values of (h).
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Fig. 10. Measured VSWR for the second notch design
(h=10.8 mm).
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Fig. 11. Peak gain and efficiency for the second notch
design (h=10.8 mm).
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To investigate the effects of adding the notching
strip on the radiation patterns of the design, the radiation
patterns after adding the strip is plotted as shown in Fig.
12. It could be seen that the radiation patterns are still
almost the same with the strip.

=130

180
(c) 9 GHz
Co-pol (Simulated) = = = = Co-pol (Measured)
vernmmesnennns X-pol (Simulated) — . — . — X-pol (Measured)

Fig. 12. Radiation patterns of the H-shaped DRA with
the second notch rejection at 8 GHz (h=10.8 mm).

IV. CONCLUSIONS

A new method to create frequency band rejection
was proposed in this paper. The new method depends
on the electric field distribution of the operating modes
to create the notch using a strip around the DRA. The
first notch was created at the TE;, mode band while
the second notch was created within the TE)s, mode
frequency region. The design covers a wideband up to
81% of fractional bandwidth, with 95% radiation
efficiency and stable gain throughout the operating band.
Furthermore, the radiation patterns of this design showed
better characteristics compared to the previous literature
for the same shape. The presence of the strip has minimal
effect on the radiation patterns of the design.
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Abstract — The degree adaptive stochastic response
surface method is applied to analyze statistically the
crosstalk in multiconductor transmission lines (MTLS).
The coefficient of polynomial chaos expansion (PCE)
is obtained based on the least angle regression. The
truncation degree of PCE is iterated using the degree
adaptive truncation algorithm, and the optimal proxy
model of the crosstalk of the original MTLs that satisfies
the actual error requirements is calculated. The statistical
properties of crosstalk in MTLs (such as mean, standard
deviation, skewness, kurtosis, and probability density
distribution) are obtained. The failure probability of the
electromagnetic compatibility in the MTLs system is
considered. The global sensitivity indices of crosstalk-
related factors are analyzed. Finally, the proposed method
is proved to be effective compared with the conventional
Monte Carlo method. The uncertainty quantification of
crosstalk in MTLs can be calculated efficiently and
accurately.

Index Terms — Crosstalk, degree adaptive, multi-
conductor transmission lines (MTLS), statistical property,
stochastic response surface method.

I. INTRODUCTION

Crosstalk in  multiconductor transmission lines
(MTLSs) is one of the main electromagnetic compatibility
(EMC) problems in various electronic and electrical
systems and devices. When predicting the crosstalk of
systems or devices under actual conditions, the geometric
parameters of MTLs and electrical parameters of load
components related to crosstalk will be uncertain
because of objective factors. This uncertainty increases
considerably the difficulty of crosstalk prediction and
causes the performance of crosstalk cancelling algorithms
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with certain parameters [1]-[2] to decrease. Therefore,
to ensure EMC performance of a system or equipment,
studying the statistical property of crosstalk in MTLs
is very important. This problem has been explored
extensively and some results have been obtained. The
conventional Monte Carlo (MC) method can be used to
analyze crosstalk models statistically with random input
variables [3]-[5]. Although results obtained under a large
number of samples are more accurate, MC is difficult to
apply when using the crosstalk of large-scale systems or
equipment because of its large consumption of computing
resources and inefficiency. Therefore, classical reliability
methods, such as first order reliability method, second
order reliability method, stratified sampling, and
importance sampling [6]-[7], and numerical integration
methods, such as full factor numerical integration and
coefficient grid numerical integration [8], have been
proposed to analyze the uncertainty of crosstalk. Several
other stochastic methods [9]-[11], have been applied for
this analysis. The computational efficiency has been
improved considerably compared with the MC method,
but the statistical moments, EMC failure probability, and
sensitivity analysis of crosstalk statistics have not been
studied fully.

The polynomial chaos expansion (PCE) has been
used widely in analyzing the uncertainty of the crosstalk
in MTLs. The PCE has a solid mathematical foundation
and can obtain a “cheap” proxy model of the original
output response [12]. With this proxy model, the
statistical moments of the crosstalk in MTLs, the failure
probability of EMC, and the calculation of sensitivity
analysis can be determined [13-15]. However, existing
related studies only predict and verify the case where
the model expansion degree is fixed within the full
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frequency range of the simulation. The relationships
among the model complexity, deployment degree, and
calculation accuracy have not been discussed in depth.
This paper will report an in-depth study on this problem.

Dr. Isukapalli of the New Jersey State University
first proposed the stochastic response surface method
(SRSM) [16], which belongs to the non-intrusive
polynomial chaos method. The SRSM is highly similar
to the deterministic response surface method. The
difference between these methods is that the response
surface of SRSM is constructed in the stochastic
probability space. PCE coefficients are obtained based
on linear regression and can be used to solve engineering
uncertainty. Blatman et al. [17] proposed an adaptive
PCE method based on linear regression to minimize the
number of evaluations of the complex models. This
method belongs to SRSM, but the degree of the model
is obtained by the degree adaptive algorithm, and the
least angle regression (LAR) algorithm is used when the
model depends on numerous parameters to enable a
better solution for the high-degree uncertainty [18]. This
method has been applied successfully in many fields
[19]-[20]. In this paper, the degree adaptive stochastic
response surface (DA-SRSM) is proposed and used for
the first time to solve the high-degree problem caused by
the high complexity of the model of the uncertainty of
crosstalk in MTLs. The proposed method provides an
effective scheme for the uncertainty analysis of complex
stochastic crosstalk model.

In this work, DA-SRSM is applied to analyze the
uncertainty of crosstalk in MTLs. The statistical moment
information can be directly calculated from the PCE
coefficients, whereas the EMC failure probability of the
system is calculated by using the PCE model obtained.
Combined with the global sensitivity analysis via the
Sobol method, the degree of influence of each random
input variable on the crosstalk variation is obtained. In
Part I1, the analysis method of engineering uncertainty
based on the DA-SRSM method is introduced and the
three-conductor transmission lines model established in
Part 111 is explored. In Part 1V, the simulation results of
the proposed method are compared with the MC method
to verify the accuracy and validity of the proposed
method. In Part V, relevant conclusions of this paper are
provided.

I1. DEGREE ADAPTIVE STOCHASTIC
RESPONSE SURFACE METHOD

A. SRSM based on LAR

SRSM, as a non-intrusive approach, considers the
complex response function as a black box when
analyzing the engineering uncertainty problems and
focuses only on the mapping relationship between the
input and output. This method solves the PCE coefficient
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based on linear regression. By approximating the output
of the stochastic system with the PCE model, the SRSM
provides an efficient method for uncertainty propagation
[21]. The LAR method is selected for linear regression.
The flow chart of SRSM is shown in Fig. 1.

System input and output

I
Building the PCE model of
the output

[ Select sample point
[

Calculate the function
response value at the
sample point

[
LAR method to get PCE
coefficient

Calculate the probability
characteristics of the
output

Fig. 1. SRSM flowchart.

First, a stochastic response surface is constructed.
The output Y(6) of the original model is represented as a
general polynomial chaos model [22]:

Y (0)=boly+ Y b, 11(,(0))
i =1

w i

+2.2 by, 1 (éﬂl (0).¢, (9)) 1)

=1 iy=1

o0 h Iy

+Zzzbi1izi3|3(§i (9),fi2 (9),@3 (9))4...

ii=1 ip=1 i=1

D, (&).

DM

In
o

In (1), 1, (5i1 iy ) represents a mixed orthogonal
polynomial of n degree. This equation is a function of
multi-dimensional standard random variables [éil iy }

Bi and @; represents the PCE coefficients and orthogonal

polynomials to be solved, which correspond to b, ;

Iyip...ip and

I (éil,-u,gin ) in (1). Combined with the actual problem

for the calculation accuracy requirements, the PCE model
in (1) is usually truncated to a certain degree p. The
corresponding p-degree PCE approximation model is
expressed as follows:
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Y= iﬁid)i (&) (2)

The number Q of the PCE coefficients b, of the p-th

degree truncation increases with the degree p and the
dimension d of the random variable & The Q value is as
follows:

(d+p)!
Q= dipl @)

In (2), ®; () is the product of the one-dimensional

orthogonal polynomial basis function corresponding to
each dimension of the random variable ¢&,...,&;, which

satisfies the orthogonal relationship as follows:
(@5(¢);(¢))= Iq’i (&)@ () (&)de
- <q>i (5)2>5ij,

where & is the Kronecker function, W (5) is the weight

1

function, and the Askey scheme [23]-[24] provides the
orthogonal polynomial basis functions corresponding to
the random variables of different distribution types.

After the SRSM model is constructed, the sample
points are selected by Latin Hypercube Sampling, which
makes the sample exhibit simultaneously good spatial
and projection uniformity [25]. Refer to [26], satisfactory
results can be obtained by selecting sample size of

twice the PCE coefficient, and the PCE coefficient Bi is
estimated by the LAR method, which was proposed by

Efron et al. [27] in 2004. The algorithm path is shown in
Fig. 2.

Step 1: The initial value of all PCE coefficients b, is
set to 0. The correlation r between the regression variable
®; (x) and the current residual e; is calculated. The input
variable X; with the highest correlation is obtained:

_ c OV(CDi (X)’ei) (5)
Jar[@,(x)Var[e]

Step 2: Perform a least squares approximation on

Y along the X; direction until the next variable x;

appears, and the residuals e of by, x; and Y have the same
correlation with x; and x; as follows:
Mee =T

)
Xie xje

(6)

then, the third variable along the angle bisector X; and X;
is found.

Step 3: By analogy, until the current residual is less
than a given threshold, the iteration is terminated, and the

final PCE coefficient b i is obtained.

After Bj is obtained, the PCE model of the original

output response is used to analyze the subsequent
uncertainties. Compared with the ordinary least squares,
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the PCE coefficients are obtained by the LAR algorithm
when calculating high-degree problems as follows:

dim; <<dimj . (7
The automatic screening of regression variables is realized

and the sparse PCE model is obtained, which is more
efficient in solving high-degree problems.
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Fig. 2. LAR algorithm path.

After the PCE coefficient b j is obtained, the first

four statistical moments of the output response can be
calculated. The expressions of mean g, standard deviation
o, skewness ¢, and kurtosis x are calculated as follows:

u=by

o= [t 0%)]

LI

B. Degree adaptive truncation algorithm

The accuracy of the model determines directly the
accuracy of the uncertainty analysis of the output
response. In most cases, the higher the degree, the better
the precision of the PCE model. The lower-degree model
sometimes cannot fit the original output response well
but a too high degree will lead to a waste of computing
resources. Hence, to reduce the computational complexity
and improve computational efficiency whereas satisfying
the computational accuracy, the degree adaptive truncation
algorithm [28]-[29] is used to construct the PCE model as
follows:

Step 1: An initial truncation degree po is set such that
P=Po;

Step 2: The coefficient of the p-degree PCE model
and the leave-one-out (LOO) cross-validation error term
eLoo are calculated as follows:



p-1 Y. —Y-PC p-1
€uo0 = X (=) 1 2 (Y= 1)’ ®)
i=1 1_ hi i=1
where Y€ is the ith PCE metamodel of the original output
affecting Y;, and h; is the ith component of the vector h as
follows:

A=, (x), (10)

h =diag(A(ATA)A"). (12)
Step 3: eLoo is compared with the threshold error er.
If e, oo <€, or the number of defined iterations Nmax is

reached, the iteration is stopped. Otherwise, p=p+1 and
step 2 is repeated.

Over-fitting can occur easily when the complexity of
the PCE model is too high and the sample size is too small.
LOO only leaves one sample as the verification set at a
time, and the rest as the training set. The full use of sample
data and numerous synthesis of error results can avoid
over-fitting as much as possible. However, this training
is time-consuming. In order to minimize the amount of
calculation whereas ensuring the calculation accuracy
and high computational efficiency, the earliest stopping
strategy is adopted. The maximum number of iterations
Nmax IS set. Whether e oo satisfies the given error criterion
es is verified when at least two iterations e.oo do not
decrease or the number of iterations reaches Nmax. If this
criterion is satisfied, p is accepted. Otherwise, p=p+1 and
step 2 is repeated.

Thus, the optimal selection of the degree of the full-
range PCE model under the required accuracy can be
quickly realized. The complex output response can be
quickly and accurately fitted.
C. Failure probability calculation of EMC
performance via DA-SRSM

Usually, there are certain safety thresholds yr
for electronic and electrical systems that have EMC
problems. When the input of the system is random, the
output response has a small probability of exceeding
yr. When the failure probability exceeds the minimum
standard in practical application, the designed electronic
and electrical systems should be rectified. DA-SRSM can
easily calculate the failure probability. To describe an
uncertain system, a limit state function is defined as
follows:

9(X) =y =Y(X), (12)
where Y(X) represents the output response of the system
and yr represents the security threshold of the system,
which is generally given by numerous experimental data
or empirical values. Figure 3 shows the limit state of a
two-dimensional problem, and the failure probability is as
follows:

P =P(g(X)<0). (13)

g(X) is used directly as the original output response
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of the PCE model, and the corresponding PCE model
is calculated by the DA-SRSM algorithm. The failure
probability P; of the system EMC performance is obtained
by (12) combined with the PCE model.

X2 A

Limit state

Failure domain
g(Xx)<0

Security domain
a(X)>0

\ 4

Xy

Fig. 3. Limit state concept.

D. Sensitivity analysis of Sobol via PCE

Another advantage of the proposed method is the
feasibility of its combination with the Sobol method for
global sensitivity analysis. The DA-SRSM is also more
efficient than the conventional MC method for global
sensitivity analysis. Sensitivity indices measure the
influence of input variables on output response, including
the first-order sensitivity and total sensitivity indices.
Relevant parameters can be designed based on the
sensitivity data to improve the EMC performance of the
system.

Equation (2) is expanded into
decomposition form as follows:

V(E) b+ Y Y0, (&)

i=1 aE[i

2 X b’lq)“(éil’éiz)+"'

1<iy<ip<n aEIilin (14)

+ Z Z ba®a(§ill...’§is)+.__

<< <naely ;s

+ z ba(Da (fl’""é:n)

the Sobol

aely
where
- :{ae(fq,azi...,an):akzo} (15)
T kg (g ), Yk =10
Calculated and sorted,
Y(E)= Y b (&8, ) (16)

ael .. i

At the same time, the variance is obtained on both
sides of (14) as follows:
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Var[Y(é)]zDzzn:Di+ Y. Dj+-+Dyy 4 (17)
i=1

I<i<j<n
Combined with the orthogonal relationship of (4),
Dy ..i, = Z b?. (18)
acly ... i
Thus, the Sobol first-order sensitivity index is as
follows:

Di..i . . ]
i = 5 JA<i <. .<ig<mis=1,...,n.  (19)

This equation represents the contribution of a single input
to the output response variance.

The total sensitivity of Sobol is as follows:
S' =S +Zsj,k,i +e+ S5 (20)
j<i

which is the sum of the first-order sensitivity index
of each input variable and the sensitivity indices of
interaction between variables. Compared with the first-
order sensitivity, this index also contains the influence of
interaction among variables.

1. MULTICONDUCTOR TRANSMISSION
LINES MODEL

The three-conductor transmission lines model with
the infinite ground plane (IGP) as the reference conductor
shown in Fig. 4 is used as the analysis object. It is the most
general structure of MTLs and can be extended to any
application scenario. The MTLs satisfies the assumption
of uniformity, no conductor loss, and no surrounding
dielectric loss. The cross-section of the transmission line
is set as a small size, i.e., an electrically short transmission
line. Only one transverse electromagnetic wave
propagation mode is approximated on the transmission
lines.

IGP

Fig. 4. Three-conductor transmission lines model.

The unit length inductance matrix and capacitance
matrix of the three-conductor transmission lines can be
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obtained by the mirror analysis [30]. Then, the two-port
transmission lines is described by the chain parameter
matrix, and the current and voltage relationship at the
port are characterized as follows:

{v (f)} _, {v (0)} ) Vn ha Hv (0)} 1)
1(6) 10) ] [4n ¢, 110

where V(I), I(I), V(0), and I(0) are the far-end crosstalk
voltage, the far-end crosstalk current, the near-end
crosstalk voltage, and the near-end crosstalk current,
respectively, and y is the chain parameter matrix. For

the transmission lines structure in Fig. 4, the generalized
Thevenin theorem can be used to obtain the following:

V(0) =V, —Z,1(0), (22)

V() =Z,1(0), (23)

where Z; and Z, represent the near-end impedance
matrix and far-end impedance matrix respectively and V,

represents the source voltage. Equations (22) and (23) are
substituted in (21) to obtain the following:

I (O) = (¢?12 _¢?11*Zs _ZL *ézz + Zl-*észzs)il (24)
*(ZL *¢21 _¢11) *Vs,

1(0) = ¢ *Vs + (¢ = 8, Z5)* 1(0). (25)

Equations (24) and (25) are substituted in (23) to

obtain the far-end crosstalk voltage, and the correlation

calculation of the chain parameter matrix is found in Ref.
[31].

IV. NUMERICAL VERIFICATION AND
DISCUSSION

The uncertainties of the crosstalk in the MTLs
with random input parameters are analyzed using the
transmission lines structure shown in Fig. 4. Assuming
that the lengths of the two wires are equal L=L;=L, and
satisfy the uniform distribution [5.5 m, 6 m], the same
radius r=r1=r, obeys the normal distribution [0.7 mm, (0.1
mm)?]. The equivalent height to ground h=h;=h, obeys
the uniform distribution [15 mm, 25 mm] and equivalent
terminal impedance R=R.=R; obeys the uniform
distribution [45 Q, 55 Q]. The two wires are parallel and
spacing d obeys the uniform distribution [5 mm, 10 mm].
The other parameters are set as constant: source voltage
Vs=1 V, and source resistance Rs=R,=50 Q. The PCE
model of the far-end crosstalk voltage in the frequency
range of [LMHz, 100MHz] is established by using the
equations in I11 and DA-SRSM.

Given the complex calculation of solving the
crosstalk through the transmission lines equation, a high
iteration degree upper limit pmx=20 is set. To ensure
accuracy of the model, an error standard es=0.001 is set.
Figure 5 shows the adaptive degree of each frequency
band and the experimental error meets the requirements.
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The adaptive degree varies at different frequencies.
The adaptive degree is higher in [26 MHz, 27 MHZ], [51
MHz, 54 MHz], and [76 MHz, 81 MHz], which indicates
that the fitting model is more complex. The degree of other
frequencies is relatively low, so the fitting model is
simpler.

To verify the accuracy of the proposed model in the
uncertainty analysis of crosstalk in MTLs, the first four
statistical moments of the far-end crosstalk voltage V
are calculated and compared with the results obtained by
10000-time MC methods as shown in Figs. 6 (a)—(d).
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Fig. 6. Comparison of the results of the first four
statistical moment of the far-end crosstalk voltage in the
MTLs via DA-SRSM and the 10000-time MC method.

The first four statistical moments calculated by the
proposed method have good consistency with the results
calculated by 10000-time MC methods, which verifies the
validity and accuracy of the proposed method. Figures 7
(@) and (b) further show the analysis of the error at the two
frequency points of 40 MHz (p=6) and 80 MHz (p=20).
The model error is the smallest at 6 degree and increases
beyond 6 degree at 40 MHz. The model error decreases
at 80 MHz, during which the p=20 model error is the
smallest. The model meets the error standard at p=20. The
accuracy and efficiency of the proposed method in full-
band modeling are verified when the problem of crosstalk
uncertainty of the complex MTLs is solved. The
calculation times of the DA-SRSM and MC methods are
shown in Table 1.

Table 1: Comparison of calculation times between DA-
SRSM and MC methods

Calculation Method Calculating Time (s)
DA-SRSM 537.3
MC 15012.4
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Fig. 7. Model errors with iterative order at 40 MHz and
80 MHz via DA-SRSM.

Table 1 shows that to ensure accuracy of the
model, the DA-SRSM greatly improves the computational
efficiency compared with the MC method. The computer
available for storage in this paper is 7.89 GB, the CPU

clocked at 2.5 GHz, and no parallel operation is performed.

Next, the DA-SRSM is used to predict the failure
probability of the EMC performance because of the
crosstalk of the three-conductor transmission lines system
shown in Fig. 4. The failure thresholds of the system in
the [1 MHz, 10 MHz] and [75 MHz, 85 MHz] frequency
intervals are all 0.12 V. Beyond the crosstalk voltage, the
EMC performance of the system will be invalid. As shown
in the red area in Fig. 5, the two sections represent the
low-degree and high-degree models. The probability of
the EMC performance failure of the MTLs system is
calculated by DA-SRSM and compared with the 10000-
time MC methods (Table 2).

Table 2: Comparison of EMC performance failure
probability and calculated sample number in frequency
ranges of [1 MHz, 10 MHz] and [75 MHz, 85 MHZ]

Frequency | Method | oot | N
[IMHz, |DA-SRSM| 0.0790 160
10 MHz] MC 0.0806 10000
[75MHz, |DA-SRSM 0.0540 210
85 MHz] MC 0.0586 10000

Table 2 shows the failure probability obtained by
DA-SRSM under the small sample calculation. The result
is close to that obtained by the large sample calculation
of the MC method. Compared with the MC method,
DA-SRSM can considerably improve the calculation
efficiency in two frequency intervals with certain
calculation accuracy.

The two frequency points of 40 MHz and 80 MHz
of the low-degree and high-degree models are selected
based on Fig. 5. The probability density function of the
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far-end crosstalk voltage is calculated, and the results are
compared with those of the 10000-time MC calculations,
as shown in Figs. 8 (a) and (b).
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10+ PDF
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5

0
-0.05 0 0.05 0.1 0.15 0.2
Far-end Crosstalk Voltage (V)

(b)

Fig. 8. Comparison of the far-end crosstalk voltage
probability density function via DA-SRSM and MC
method at 40 MHz and 80 MHz frequencies.

Figure 8 shows the probability density values
obtained by DA-SRSM at both frequency points are
consistent with those obtained by MC method. Thus, the
accuracy of the proposed method is verified. The 40 MHz
frequency has the highest probability density at 0.08 V,
whereas the 80 MHz frequency has the highest probability
density at 0.95 V. The probability density values of the
same far-end crosstalk voltage response vary at different
frequencies. The probability of failure at a certain
frequency point can also be calculated by integrating the
probability density curve.

The equations in Section Il.D are combined to
calculate the first-order and total sensitivities of each input
variable at 40 MHz and 80 MHz. The result is compared
with the results calculated by 10000-time MC, as shown
in Figs. 9 (a)—(d).
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Fig. 9. Comparison of the first-order and total sensitivity
indices of the input variables at 40 MHz and 80 MHz via

DA-SRSM with the results calculated by the MC method.

Figure 9 shows the sensitivity results based on the
DA-SRSM are consistent with those obtained by the MC
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method, which also verifies the accuracy of the proposed
method. The first-order and total sensitivities at the
same frequency point are the same, indicating that the
interaction between input variables has little effect on the
output response. At different frequencies, the results of the
sensitivity indices vary greatly. The first-order and total
sensitivities of lines spacing d are the highest at 40 MHz,
which have the greatest effect on the change in the far-end
crosstalk voltage. At 80 MHz, the first-order and total
sensitivities of the conductor length L are the highest,
whereas the sensitivity of d is very small. Thus, the
influence of input variables on the far-end crosstalk
voltage varies in the different frequency ranges.
Comparisons of the above calculation time are shown in
Table 3.

Table 3: Comparison of the program calculation time
between DA-SRSM and MC method for calculating
sensitivity

Frequenc Calculation Calculating
q y Method Time (s)
DA-SRSM 4,3407
40MHz MC 1604.3
DA-SRSM 26.0113
80MHz MC 1612.4

Table 3 shows that the calculation efficiency of
Sobol sensitivity obtained by the DA-SRSM method is
considerably higher than that of the MC method. To obtain
the effects of the input variables in the [1 MHz, 100 MHz]
frequency range on the variation of the far-end crosstalk
voltage, the total sensitivity index at all frequency points
is calculated (Fig. 10).

L

0 20 40 60 80
frequency(MHz)

Fig. 10. Total sensitivity index of each input variable in
[1 MHz, 100 MHz] interval via DA-SRSM.

Figure 10 shows the terminal impedance R,
conductor height h, and wire radius r have a small effect
on the output variation. The trend of the conductor spacing
d and the wire length L is exactly the opposite. At [25
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MHz, 27 MHz], [50 MHz, 54 MHz], [74 MHz, 83 MHz],
L has considerable influence, d has a small degree of
influence, and the other frequency bands is opposite.
When designing the wiring of an electrical and electronic
system or equipment where the above MTLs is located, if
its main working frequency band is in the aforementioned
three intervals, wire length L should be controlled strictly
to ensure and the other parameters can be adjusted
appropriately.

V. CONCLUSION

The DA-SRSM method is proposed for the
statistical analysis of crosstalk in MTLs. The terminal
impedance R, conductor-to-ground height h, conductor
spacing d, conductor length L, and conductor radius R
are set as random variables subject to certain distributions.
The first four statistical moments and probability densities
of the far-end crosstalk voltage are calculated and the
model error is analyzed. The validity and accuracy of
the proposed algorithm in the full frequency band are
verified through a comparison with the MC method.
DA-SRSM s also used to solve the problem of failure
probability analysis of the EMC performance of an MTLs
system. The failure probability of the EMC performance
of the MTLs system is obtained quickly and accurately.
The effects of random input variables at different
frequencies on the variations of the far-end crosstalk
voltage are also calculated by combining DA-SRSM
with global sensitivity analysis of the Sobol method.
This analysis is verified through the MC method. The
proposed method is more accurate and efficient than the
MC method in calculating the Sobol sensitivity indices.
In conclusion, DA-SRSM can analyze the uncertainty of
crosstalk in MTLs efficiently and accurately. Moreover,
the proposed method can provide a theoretical basis and
fast analysis for EMC problems, such as wire harness
and cable crosstalk in electronic and electrical systems,
which will have increasingly higher frequency and
complexity in the future.
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Abstract — This paper presents a simulation study of the
outdoor and indoor propagation losses utilizing 5G small
cells at suggested millimeter-wave frequencies of 26
GHz, 28 GHz, and 38 GHz. The environment of this
study is conducted with penetration loss of new and old
building characteristics. The simulation is performed
with help of 3D ray tracing model NVIDIA OptiX
engine and MATLAB. The targeted frequencies are 26
GHz, 28 GHz, and 38 GHz that specified by International
Telecommunication Union ITU-R organization. The
simulation routes are investigated in term of signal
strength at multiple receiving points. The strength angular
spectrum are represented for fixed points and the power
receiving delay is presented by their attributes. The
simulated responses showed an efficient and sufficient
outdoor and indoor service might be provisioned at
26 GHz and 28 GHz. The received signals at 28 GHz
and 38 GHz are found around 4.5 dB and 11 dB with
comparison with signal received level at 26 GHz.
However, at 38 GHz the indoor signal strength and
power receiving delays demonstrate a weak signal
reception which offers a poor solution to indoor user by
outside fixed base station.

Index Terms — 5G small cell, millimeter-wave, NVIDIA
OptiX, penetration loss, propagation loss.

I. INTRODUCTION

Currently, the fifth generation (5G) mobile
networks are shifted toward standardization. The 5G
mobile technology is delivered as a part of general 5G
requirements with 3GPP Release [1]. Moreover, 5G
technology is investigated in both academic and industry
fields [2]. The recent researches cover 5G technology
utilizing substantial multiple input multiple-output
(MIMO) techniques, radio and air-interface access
system (RAN), and beamforming networks [3-5]. The
5G technology requirements are higher capacity, huge
bandwidth, high gain, directive antennas, compact
antenna size, high receiving sensitivity, and high
efficiency [6]. As such the frequency bands under 4 GHz
suffer from overloaded users due to the latest mobile
network technologies. Therefore, the main aim of 5G
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technology is to provide huge bandwidth by using
millimeter-wave frequencies ranging from 3 GHz to
300 GHz.

In addition, it is estimated that the mobile
information traffic will be rapidly increased by the mid
of 2022 as a result of implementing smart technology in
the internet of things (IoTs) technology [7]. Thus, to
provide a wide bandwidth and coverage, the cellular
network is shifted toward millimeter-wave frequencies
such as 26 GHz, 28 GHz, 38 GHz, and 60 GHz [8]. In
these proposed frequencies, the development of small or
ultra-small cells is further investigated. Several issues
and challenges are raised when it comes to small cells
including the importance of handover (HO) factor. One
of the challenges is related to the high path loss of
millimeter-wave technology. As utilizing millimeter-
wave wavelength increases the path loss [9]. As example,
if an isotropic antenna is used as transmitter and receiver
edge, the receive signal is around 20 dB at 3 GHz and 30
GHz respectively. This is due to the aperture antenna size
based on the antenna wavelength. Hence, the aperture
antenna size at 3 GHz will be repaired to utilize being an
antenna array of 30 GHz. Hence, the difference between
the power transmitted and received will be zero [10].
Therefore, several studies are done to increase the
directivity of the antenna and reduces the path loss
effects [11-13]. The other challenge is the multipath
propagation at millimeter-wave frequencies. The
traditional propagation prediction designs lack the
attentiveness information about channel circumstances
such as the model environment. The 3D ray tracing
models providing these information such as reflections
from walls, diffraction from building edges, scattering
from small obstacles, and penetration models (concrete,
glass) [14, 15]. Hence, the 3D ray tracing model is
a potential tool to locate a multipath propagation
characteristics between the transmitter and the receiver.

Therefore, this work aims to analyze and investigate
the multipath propagation attributes of small cell for 5G
cellular networks. The tested cell is chosen from Al
Yarmouk Teaching Hospital locating in Baghdad, Irag.
The targeted frequencies are 26 GHz, 28 GHz, and 38
GHz frequency bands. A 3D ray tracing engine named
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1054-4887 © ACES


mailto:nagham.finjan@uoitc.edu.iq

“NVIDIA OptiX” is used for simulation process with
help of 3D ray tracing for indoor radio propagation code
provided by MATLAB [16]. This paper also presents a
genuine yard with old and new building model from
Baghdad, Iraq.

I1. PROFILE MODELLING OF THE STUDY

The simulations are done in this research follows
the steps configuration provided in [17]. The obtained
results of the 5G system configuration in [17] are found
in [18]. The mentioned configuration are limited to 15
GHz. However, this analysis covers 26 GHz, 28 GHz
along with 38 GHz. The realized 5G configuration have
four contiguous carriers (CCs) providing a 100 MHz
bandwidth and a carrier aggregation (CA) with bandwidth
of 400 MHz. A 30.5 dBm power transmitted per CC is
used, which leads to a total power of 35.3 dB of CC
configuration. A transmitted directional antenna placed
on the roof of the suggested building at 8 m height
and tilted with 4° as shown in Fig. 1. The half power
beamwidth in both direction (H and V directions) is
selected to be 90° and 10.5° respectively. The chosen
antenna gain for this study is configured to be 14.5 dBi.

WA:Mustansiriyah
-
University o .
Collegeof
Medicine

Fig. 1. The google map of the targeted buildings.

Simulations are carried out by using a NVIDIA
OptiX 3D ray tracing tool for outdoor and MATLAB
code for indoor. Different than other quasi-3D ray
tracing models, NVIDIA OptiX works full three
dimensional ray tracing. In case of reflection paths, the
reflection is provided by the reflection coefficients. The
diffracted paths with its parameters are provided in this
study. In such way, the scattering power is distributed
in a broad range of directions. Moreover, the effect of
scattering becomes substantial in higher frequencies.
Thus, a concentric circle approach given at [19-21] is
used to produce scattering areas on the walls of
structures.
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The NVIDIA OptiX 3D ray tracing simulation tool
offers a various qualities of propagation of multipath
plus supplies the outcomes resulting as form of standard
crucial functionality signals (KPIs) including signal
receiving strength. Similarly, the signal-to-noise-and-
interference ratio (SINR) is also tested. The main aim is
studying the signal receiving and propagation inside a
small cell structure. Therefore a location of Al Yarmouk
Teaching Hospital locating in Baghdad, Iraq is used for
simulation. The Google chart perspective of the goal
area is shown in Fig. 1. A representing model of two-
dimensional graph of the proposed buildings area is
represented in Fig. 2.
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Fig. 2. A 2D representation of the Buildings.

In this proposed scenario, it has been assumed that
the user carried a mobile with a height of 1.87 m for
indoor and outdoor simulations. In the same time, it has
been assumed that the user is always keep moving
around and inside the tested area and buildings. A 7
outdoor routes denoted as (R1-R7) and 3 indoor routes
denoted as (R8-R10) are marked with red lines as seen
in Fig. 2. Four power receiving fixed points are placed
in different locations as two outdoors (P1-P2) and two
indoor points (P3-P4) for power angular spectrum (PAS)
evaluation. At the front of the transmitter antenna, two
paths are directly placed and two paths are placed at the
back of the antenna transmission spot. The actual the
transmitter (TX) antenna is marked with a green dot.
Hence, the transmitter antenna is facing west direction
towards first building. It's assumed that a directive
antenna holding a receiver edge at a level of 1.87 m is
turned by 360° within the azimuth with a step tilt of 4°.
The parameters configuration of the simulation process
are summarized in Table 1. Beside the path loss of
LOS, the penetration loss comes from signal penetrated
from the outdoor to the indoor environment. Building
Penetration Loss (BPL) generally referred to the
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penetration loss comes from the outdoor to the indoor
environment. The BPL can be defined as a function of
frequency. Moreover, the general building are consists
of concrete and standard glass walls, while the new
building are commonly equipped with newly Infrared
Reflective (IRR) glass windows. Therefore, The BPL is
depending on the material characteristics used in the
concrete and glass walls. Several studies are conducted
to investigate the BPL with different types of materials
[19-21]. The authors successfully modelled a standard
equations for BPL in outdoor and indoor environment.
The concrete walls BPL and glass walls frequency
dependent can be found by [22-26],
Leoncrete =4 X Frequencygy, + 5 dB, )
Lgingiegiass = 0.1 X Frequencygy, + 1 dB, (2
Laoubiegiass = 0-2 X Frequencygy, +2dB, (3)

Liggr = 0.3 X Frequencygy, + 3 dB. 4)
Table 1: Configuration parameters for the simulation
process
Parameters Value
Frequency 26, 28, 38 GHz
Single carrier component
(CC) bandwidth 100 MHz
Transmission power per 305 dBm
CC '
Total transmission power 35.3dBm
System bandwidth
(4 CCs) 400 MHz
Transmitter height 8
Antenna down tilt 4°
Diffractions 1
Reflections 3

Rx distance with respect to Tx (m)
R1| R2 | R3| R4 | R5|R6|R7|R8|R9|R10
50 | 50 | 60 | 50 | 60 | 50 | 60 | 40 | 70 70

As the building is composed of concrete and glass
walls, the BPL total loss for old and new building can be
calculated as [20]. Therefore, Fig. 3 shows the BPL total
loss of different new and old building and at the targeted
frequencies (26 GHz, 28 GHz, and 38 GHz):

_Ldoubleglass

Lotabuitaing = —10 logyg [0.3 x 10 10 +

“Lconcrete
0.7%x10 10 ] (5)
—Lirr
Lpewbuitaing = —10 logyg [0.7 X 10710 +
“Lconcrete
03x10 10 : ] (6)

As indoor environment consists of penetration loss
comes from different type of glass such as single, double,
and IRR glass walls, Fig. 4 shows the penetration loss
in the indoor environment at desired millimeter-wave
frequencies.
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Fig. 3. The BPL of new and old building at desired
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I11. RESULTS AND DISCUSSIONS

Figures 5 (a), Fig. 5 (b), and Fig. 5 (c) display the
received signal power in dBm for 7 outside routes and 3
indoor simulation routes at 26 GHz, 28 GHz, and 38 GHz
respectively. It can be noticed that both R1 and R10 are
in the main lobe of the transmitter antenna, while R2 and
R3 are in the rear of the antenna. However, maximum
signal amounts are achieved from simulation road at
R1 with -42.54 dBm, whereas R2 is behind with the
transmitter antenna and that's because of the low value
of down tilt. The receive signal level of all paths at
26GHz, 28 GHz and 38 GHz are provided in Table 2. It
is clearly seen that the signal level received at R1 route
varies with the increasing of the frequency. The variance
between 26 GHz and 28 GHz signal level at R1 is around
7.4 dBm, and 10 dBm between 28 GHz and 38 GHz.
Most of the outdoor routes (R1-R7) have a signal
receiving power ranging from -42.54 dBm to -80.27 dBm
at different frequencies. Hence, the LOS path loss play a



key role when the frequency is increased. However, at
26 GHz and 28 GHz, the receiving power level is giving
a promising solution utilizing the proposed 5G bands.
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Fig. 5. The received signal map: (a) 26 GHz, (b) 28 GHz,
and (c) 38 GHz.

In the indoor environment, the receiving power level
is rapidly decreased. For instance, at 28 GHz and 38 GHz
the signal level varies from -83.65 dBm to -125.02 dBm
at (R8-R10) simulation routes. For example, the variance
signal level between 26 GHz and 28 GHz at R9 route is
around 10.7 dBm compared to the variance of 17 dBm
between 28 GHz and 38 GHz. As mentioned earlier, the
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BPL in the building effects significantly when frequency
is increased. Another effect of the BPL can be seen
between R8 and R9 routes at 28 GHz. The variance
between the two signal levels is around 16 dBm, while
at 38 GHz is around 20 dB. That is caused by the losses
come from the concrete and glass material beside the
path loss of the LOS.

Table 2: Signal strength level at receiving points

Routes/ 26 GHz | 28 GHz | 38 GHz
Frequency

R1 -42.54 -49.87 -59.66

R2 -45.36 -50.47 -60.24

R3 -56.21 -59.41 -70.87

R4 -59.47 -60.24 -72.57

R5 -62.35 -64.78 -73.87

R6 -66.89 -67.05 -79.87

R7 -70.25 -77.36 -80.27

R8 -82.47 -83.65 -96.87

R9 -88.98 -99.68 | -125.05

R10 -92.45 -100.67 -110.2

Mean -66.67 -70.31 -82.94

Standard 1625 | 1802 | 2029
deviations

Figure 6 shows the energy delay profile of P1-P4
at all desired frequencies. Both static areas are situated
rather near one another therefore a nearly comparable
PDP is obtained for equally areas. The multipath
richness of environment is shown by a lot of multipath
components. A comparable PDP is obtained for 28 GHz
and 38 GHz. The mean delay for P1, P2, P3, and P4
are shown in Table 3. As can been noticed, the mean
delays of P3 and P4 have similar values. This could be
explained by the same distance of 70 m away from Tx
at 38 GHz. The locations (R9 and R10) have similar
multipath components as the height of the new building
(R9) is same as the old building (R10). In such case, the
height of location (R8) is lower with respect to the LOS
and R9 height. A comparison is done in Table 4 between
this work and other related works.
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V. CONCLUSION

This paper presented an investigation for multipath
propagation loss and model characteristics of power
receiving levels for indoor and outdoor 5G small cell
environment. The 5G small cell is conducted from
genuine yard model from Baghdad, Irag. The LOS and
BPL are analysed with different receiving power points
at targeted frequency of 26 GHz, 28 GHz, and 38GHz.
The model consisted of seven outdoor routes and three
indoor routes with one old building route and two new
building routes. The maximum receiving power signal at
LOS is around -42.54 dB at location R1 for 26 GHz,
which is a LOS outdoor route while the minimum
receiving power signal is around -80. 27 dBm at location
R7 for 38 GHz. In the case of the indoor routes a poor
receiving power signal achieved at routes R8-R10 with
ranging of -82 dBm to -125 dB. This indicates that for
outdoor 5G services it is a promising result for 26 GHz
and 28 GHz bands. However, for services provided to
indoor services, the receiving power signal suffers from
BPL and diffraction losses. In such case, a directive and
high gain antennas can be proposed as a solution for
indoor services.

REFERENCES
[1] X. Wang, L. Kong, F. Kong, F. Qiu, M. Xia,
S. Arnon, and G, Chen, “Millimeter wave
communication: A comprehensive survey,” in IEEE
Communications Surveys & Tutorials, vol. 20, no.

IR O
80 4 :On. eens "t R, ., .
.o A RN '0.3- ss ot
E 60 1 . E'o:'. * .s
=, - : .t e ..
% -40 4 : *« P1
o + P2
+ P3
20 4 . P4
0 T T T T T
0 100 200 300 400 500 600
Delay [ns]
(b)
-100 A oF "
...0 ‘0 ‘.
.80 - ...l:‘ :o.g\ ‘:‘c‘:..'a' c‘t" PR :
0 & & ¢¢ ¢ W s W o . *
—_ eer 28% 09 + 0 s + AN,
nE.l 60 .¢. . O..o 3 h‘o“...’ . ..O T
= 4 -t o‘::-. .
§ -40 {* L b i B
o o P1
s P2
-20 4 e P3
s P4
0 T T T T :
0 100 200 300 400 500 600
Delay [ns]
(©)
Fig. 6. Delay profile: (a) 26 GHz, (b) 28 GHz, and (c) 38
GHz.
Table 3: The mean delay (ns)
POWEr | 26GHz | 28GHz | 38GHz
Received
P1 120 115 110
P2 124 119 115
P3 140 137 130
P4 150 140 130
Table 4: Comparison with other related works
Parameters [24] [26] This work
Frequency 15, 28,
(GH2) 60 0.8, 38 26, 28, 38
Max. received
power (dBm) -58 -45 -42.54
Min. received
power (dBm) -127 -80 -125.05
Mean delay (ns) 150 135 120
Outdoor routes 7 5 7
Indoor routes 4 2 3
. 26 GHz,
Best scenario 15 0.8 28 GHz
Location Japan | Japan Irag
3D ray tracing NVIDIA
model SAGA | SAGA OptiX

(2]

(3]

(4]

(5]

(6]

3, pp. 1616-1653, 2018.

J. Hirokawa, “Millimeter-wave antenna technologies
for 5G mobile communication systems,” 2016 IEEE
International Workshop on Electromagnetics:
Applications and Student Innovation Competition
(IWEM), Nanjing, pp. 1-3, 2016.

W. Hong, K.-H. Baek, Y. Lee, Y. Kim, and S.-T.
Ko, “Study and prototyping of practically large-
scale mmWave antenna systems for 5G cellular
devices,” IEEE Commun. Mag., vol. 52, no. 9, pp.
63-69, 2014.

J. Kim, M. Sung, S. Cho, Y. Won, B. Lim, S. Pyun,
J. K. Lee, and J. Lee, ‘MIMO-supporting radio-
over-fiber system and its application in mmWave-
based indoor 5G mobile network,” in Journal of
Lightwave Technology, vol. 38, no. 1, pp. 101-111,
2020.

S. Buzzi, C. D’Andrea, A. Zappone, and C. D’Elia,
“User-centric 5G cellular networks: Resource
allocation and comparison with the cell-free
massive MIMO approach,” in IEEE Transactions
on Wireless Communications, vol. 19, no. 2, pp.
1250-1264, 2020.

N. Ojaroudiparchin, M. Shen, S. Zhang, and G.
F. Pedersen, “A switchable 3-D-coverage-phased
array antenna package for 5G mobile terminals,” in
IEEE Antennas and Wireless Propagation Letters,



HAMID: POWER RECEIVING SIGNAL OF 5G AT MILLIMETERWAVE BANDS

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

vol. 15, pp. 1747-1750, 2016.

D. Moongilan, “5G internet of things (IOT)
near and far-fields and regulatory compliance
intricacies,” 2019 IEEE 5th World Forum on
Internet of Things (WF-10T), Limerick, Ireland, pp.
894-898, 2019.

R. Q. Shaddad, F. Al-Kmali, M. Noman, N.
Ahmed, E. Marish, A. Al-Duais, A. Al-Yafrsi,
and F. Alsabri, “Planning of 5G millimeterwave
wireless access network for dense urban area,”
2019 First International Conference of Intelligent
Computing and Engineering (ICOICE), Hadhramout,
Yemen, pp. 1-4, 2019.

L. Sevgi, “Electromagnetic diffraction modeling:
High frequency asymptotics vs. numerical tech-
niques,” Applied Computational Electromagnetics
Society Journal, vol. 32, no. 7, pp. 555-561, 2017.
D. Shi, N. Lv, N. Wang, and Y. Gao, “An improved
shooting and bouncing ray method for outdoor wave
propagation prediction,” Applied Computational
Electromagnetics Society Journal, vol. 32, no. 7,
pp. 581-585, 2017.

T. A. Thomas, M. Rybakowski, S. Sun, T.
Rappaport, H. Nguyen, I. Kovacs, and I. Rodriguez,
“A prediction study of path loss models from 2—
73.5 GHz in an urban-macro environment,” Proc.
IEEE 83rd VTC Spring, May 2016.

S. Sun, G. R. MacCartney, and T. S. Rappaport,
“Millimeter-wave distance-dependent large-scale
propagation measurements and path loss models
for outdoor and indoor 5G systems,” Proc. 10th
EuCAP, Apr. 2016.

0. Ozgun, “Modeling of diffraction effects in urban
radiowave propagation,” Applied Computational
Electromagnetics Society Journal, vol. 32, no. 7,
pp. 593-599, 2017.

D. Shi, N. Lv, and Y. Gao, “A diffraction ray
tracing method based on curved surface ray tube
for complex environment,” Applied Computational
Electromagnetics Society Journal, vol. 32, no. 7,
pp. 608-613, 2017.

L. Azpilicueta, M. Rawat, K. Rawat, F. Ghannouchi,
and F. Falcone, “Convergence analysis in
deterministic 3D ray launching radio channel
estimation in complex environments,” Applied
Computational Electromagnetics Society Journal,
vol. 29, no. 4, pp. 256-271, 2014.

M. K. Samimi and T. S. Rappaport, “3-D statistical
channel model for millimeter-wave outdoor mobile
broadband communications,” 2015 IEEE Inter-
national Conference on Communications (ICC),
London, pp. 2430-2436, 2015.

F. Fuschini, H. El-Sallabi, V. Degli-Esposti, L.
Vuokko, D. Guiducci, and P. Vainikainen, “Analysis

(18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

of multipath propagation in urban environment
through multidimensional measurements and
advanced ray tracing simulation,” in IEEE
Transactions on Antennas and Propagation, vol.
56, no. 3, pp. 848-857, 2008.

K. Tateishi, D. Kunta, A. Harada, Y. Kishryama,
S. Parkvall, E. Dahlman, and J. Furuskg, “Field
experiments on 5G radio access using 15-GHz
band in outdoor small cell environment,” 2015
IEEE 26th Annual International Symposium on
Personal, Indoor, and Mobile Radio Communica-
tions (PIMRC), Hong Kong, pp. 851-855, 2015.
D. N. Schettino, F. J. S. Moreira, and C. G.
Rego, “Efficient ray tracing for radio channel
characterization of urban scenarios,” in 12th
Biennial IEEE Conference on Electromagnetic
Field Computation, Miami, FL, pp. 267-271, 2006.
W. Tang, H. Cha, M. Wei, B. Tian, and Y. Li, “A
study on the propagation characteristics of AIS
signals in the evaporation duct environment,” 2018
International Applied Computational Electro-
magnetics Society Symposium - China (ACES),
Beijing, China, pp. 1-2, 2018.

D. Shi, X. Tang, C. Wang, M. Zhao, and Y. Gao,
“A GPU implementation of a shooting and bouncing
ray tracing method for radio wave propagation,”
Applied Computational Electromagnetics Society
Journal, vol. 32, no. 7, pp. 614-619, 2017.

L. M. Frazier, “Radar surveillance through solid
materials,” in Proceedings of the SPIE - The
International Society for Optical Engineering, vol.
2938, Hughes Missile Syst. Co., Rancho Cucamonga,
CA, USA, pp. 139-146, 1997.

R. Wilson, “Propagation losses through common
building materials 2.4 GHz vs 5 GHz,” University
of Southern California, CA, Tech. Rep. E10589,
Aug. 2002.

M. U. Sheikh and J. Lempiainen, “Analysis of
outdoor and indoor propagation at 15 GHz and
millimeter wave frequencies in microcellular
environment,” Advances in Science, Technology
and Engineering Systems Journal, vol. 3, no. 1, pp.
160-167, 2018.

C. Bas, R. Wang, S. Sangodoyin, T. Choi, S. Hur,
K. Whang, J. Park, C. Zhang, and A. Molisch,
“Outdoor to indoor propagation channel measure-
ments at 28 GHz,” in IEEE Transactions on
Wireless Communications, vol. 18, no. 3, pp. 1477-
1489, 2019.

T. Imai, K. Kitao, N. Tran, N. Omaki, Y. Okumura,
and K. Nishimori, “Outdoor-to-Indoor path loss
modeling for 0.8 to 37 GHz band,” 2016 10th
European Conference on Antennas and Propaga-
tion (EuCAP), Davos, pp. 1-4, 2016.

189



190

ACES JOURNAL, Vol. 36, No. 2, February 2021

Spread Spectrum Time Domain Reflectometry and Steepest Descent Inversion
to Measure Complex Impedance

Samuel R. Kingston !, Hunter Ellis!, Mashad U. Saleh !, Evan J. Benoit?,
Ayobami Edun?, Cynthia M. Furse 3, Michael A. Scarpulla?, and Joel B. Harley 2

! Department of Electrical and Computer Engineering
University of Utah, Salt Lake City, UT, 84112, USA
samuel.kingston@utah.edu, hunter.ellis@utah.edu, mashad.saleh@utah.edu, evan.benoit@utah.edu,
cynthia.furse@utah.edu, mike.scarpulla@utah.edu

2 Department of Electrical and Computer Engineering
University of Florida, Gainesville, FL, 32611, USA
aedun@ufl.edu, joel.harley@ufl.edu

3 LiveWire Innovation, Camarillo, CA, 93012, USA

Abstract — In this paper, we present a method for
estimating complex impedances using reflectometry and
a modified steepest descent inversion algorithm. We
simulate spread spectrum time domain reflectometry
(SSTDR), which can measure complex impedances on
energized systems for an experimental setup with resistive
and capacitive loads. A parametric function, which
includes both a misfit function and stabilizer function, is
created. The misfit function is a least squares estimate of
how close the model data matches observed data. The
stabilizer function prevents the steepest descent algorithm
from becoming unstable and diverging. Steepest descent
iteratively identifies the model parameters that minimize
the parametric function. We validate the algorithm by
correctly identifying the model parameters (capacitance
and resistance) associated with simulated SSTDR data,
with added 3 dB white Gaussian noise. With the stabilizer
function, the steepest descent algorithm estimates of the
model parameters are bounded within a specified range.
The errors for capacitance (220pF to 820pF) and resistance
(50 Q to 270 Q) are < 10%, corresponding to a complex

impedance magnitude |R + ]%c| of 53 Qto 510 Q.

I. INTRODUCTION

Complex impedance measurements are used in a
variety of applications, such as antenna design [1],
precision agriculture [2], and estimates of photovoltaic
(PV) aging [3]. For antenna design, complex impedance
is measured to ensure a good match between the source
transmission line and the antenna [4]. For precision
agriculture, complex impedance is used as a measure of
the moisture content in the soil. In PV systems complex
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impedance measurements ensure minimal impedance
mismatch between the PV panels and charge controllers,
for efficient power throughput [5] and the integrity of
panels and system [4].

Complex impedance is commonly measured with
an inductance-capacitance-resistance (LCR) meter or a
vector network analyzer (VNA) [6]-[8]. An LCR meter
transmits a small AC voltage signal for a range of
frequencies and calculates the complex impedance from
the ratio of applied voltage to measured current through
the device under test (DUT) [9]. A VNA is similar in that
it transmits a small AC voltage and varies frequency, but
it calculates the reflection and transmission coefficients
at the DUT. From these coefficients and knowledge of
the transmission line impedance, the complex impedance
is calculated [10].

One of the disadvantages of using an LCR meter or
a VNA is that they require the DUT to be disconnected
and generally de-energized [9], [10]. PV health
monitoring [11] is one example where the system cannot
be easily de-energized [12]. In this paper, we propose
a new method of measuring complex impedance on
energized systems using spread spectrum time domain
reflectometry (SSTDR) [13] in conjunction with a
steepest descent inversion algorithm.

Reflectometry has been used for detecting and
locating electrical faults in transmission lines, aircraft
cabling, and PV systems [14], [15]. SSTDR can be used
to locate open and short circuit faults on energized
systems [13], however there is limited research on using
SSTDR to measure complex impedance. In [16], [17]
SSTDR is used to measure the impedance of a capacitive
load at the end of a transmission line. These methods can

https://doi.org/10.47037/2020.ACES.J.360211
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be adapted to measure inductance, but incorporating
resistance for a full complex impedance would
significantly increase the complexity of the algorithms.
In [16], a dictionary matching approach is implemented.
Although effective, this method can be computationally
expensive. In [17], a curve fitting approach to identify
the shape of the signal is used. This is simple and suitable
for loads that are strictly capacitive or inductive, but
more complex loads cannot be evaluated with this
particular algorithm. In [18], SSTDR was used to evaluate
single loads (resistor, capacitor, inductor, PV panel)
through visual inspection of the time domain SSTDR
response. This paper introduces an inverse method based
on steepest descent to measure complex impedance(s)
(capacitance and resistance simultaneously), that is both
computationally efficient and accurate.

Inversion algorithms are used in radar, acoustics,
geophysics, computer vision, and other fields [19]-[21].
The inverse problem consists of extracting useful
information from experimental/observed data [21].
Model parameters, which are often found iteratively,
describe the observed data and are used to generate
predicted data that fit best with the observed data.
Steepest descent algorithms are relatively simple,
accurate, and computationally efficient [21]. Although
steepest descent inversion has a history in geophysics
and other fields [22], it has not yet been applied to
SSTDR. This paper describes a computationally efficient
and accurate method to measure complex impedance
using SSTDR and steepest descent.

This paper combines the ability of SSTDR to
measure in live systems with an efficient steepest descent
inversion algorithm to determine complex impedances
from SSTDR responses. We validate this approach by
simulating an SSTDR signature with a known complex
load impedance (a series connected capacitor and resistor)
and add white Gaussian noise to represent experimental
data. We demonstrate that our new algorithm accurately
estimates impedance from these noisy SSTDR signals.
Algorithms used in previous work [16] were able to
evaluate capacitance from 278 pF to 409 pF with less
than 10% error, and we will show similar results, as well.
These algorithms used the shape of the time domain
signal for capacitance measurement. However, for
complex impedances (including resistance), this time
domain analysis is more complicated. In this paper, we
will use a steepest descent algorithm in the frequency
domain, thus enabling efficient measurement of both
capacitance and resistance simultaneously.

I1. METHODOLOGY
To measure the complex impedance, we solve an
inverse problem using steepest descent [21], [23]. First,
we define the inverse problem in terms of the observed
data space and the model space. Next, we define the
parametric function, which is the function we seek to
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minimize with a steepest descent algorithm. The
parametric function is a combination of the misfit
function and a stabilizer function [21]. Through sampling
the misfit function, we show that the model space has a
unique solution within the bounds of the sampled model
space. Finally, we show the steepest descent algorithm
using regularization to measure complex impedance.
The main purpose of this paper is to demonstrate the
methodology. Therefore, we use a relatively simple
example of measuring series-connected capacitance and
resistance, where the test signal is simulated SSTDR data
with added white Gaussian noise to be more representative
of experimental data.

A. Setting up the inverse problem
The inverse problem is the solution to the function:
d = A(m), D
where data d is a 4,096 x 1 frequency dependent vector
in the observed SSTDR response data space associated
with an unknown complex impedance. We have modeled
this unknown impedance as a resistor (R) and capacitor
(C) connected in series. From (1), mis a 2 x 1 vector of
the model parameters (R and C). The model space A(m)
is the function acting on the model parameters m to get d.
The observed data d and model data A(m) are
SSTDR signatures (converted to the frequency domain)
resulting after transmitting an incident 12MHz SSTDR
signal, X(w), through 27.5 m of 10 AWG PV cable (with
parameters given in [24]), as shown in Fig. 1. The
27.5 m cable was long enough to separate reflections
from the load from those between the SSTDR instrument
and the transmission line. We include in the simulation
the complex impedance of the SSTDR, Zggrpr(w),
the incident simulated signature, X(w), the transmission

line characteristic impedance, Z,, the load, R + MLC the

reflection coefficient T'(w) between Z, and the
capacitor-resistor load, and the transmission coefficient,
T(w), between Zgsrpr and Z,. The transmission line
characteristics used to model the characteristic
impedance, Zo, are defined in [17] using a twin-lead
transmission line model for the PV cable.

Voltage
Vinc Diyider 15.24m 123m (@) 0.15m
.\ [\ [er: / R
Zo Connectors
10 AWG PV TC
l\ 0
MC4 /
Connectors

Fig. 1. Experimental setup for measuring SSTDR
responses from a capacitive-resistive load.
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The observed data, d, and the model data in A(m)
are simulated by the frequency response of a sinc-like
incident signal, X(w), multiplied by the reflection
coefficient, I'(w), and transmission coefficient, T(w), as:

din=r,cy and A(m) -z ¢} = X(0)I(0)T(w).  (2)
From [16] X(w) is calculated as the Fourier transform of
the expected value of the autocorrelation between the
incident and reflected SSTDR signals. The reflection
coefficient I'(w) is calculated as:

(R + j—i ) _z,
F((D)m:{R,C} = 1 ’ (3)
(~+ 7ag) + %

where R and C represent the resistance and capacitance
of the load impedance. The transmission coefficient, T(w),
is calculated as a voltage divider between the impedance
of the SSTDR, Zgsrpr(w), and the transmission line, Z,,,
as:

Z

sstor(W) ' 4)

Zy + Zssrpr(w)
The time domain SSTDR response from (2) for the
system shown in Fig. 1 is time-gated [17] to include only
the part of the signal where the reflection from the load
is seen, and converted to the frequency domain. The
propagation through the transmission line is assumed to
be ideal (lossless with constant velocity of propagation).
Loss and dispersion could be accounted for by adding an
additional transfer function with these effects to (2).

For our purpose of testing the algorithm, d is a
column vector of simulated SSTDR data for a known R
and C value, with 3 dB added white Gaussian noise. For
a validation test, the known R and C values were chosen
to be 200 Q and 300 pF, respectively. The rows in d show
the complex energy for each frequency in the bandwidth
of the SSTDR signature, d. The SSTDR response for a
12 MHz signal covers the frequency band from -24 MHz
to +24 MHz, with a frequency spacing of 11.719 kHz,
with the highest energy centered at 12MHz [16] and 4096
frequency samples (rows) from -24MHz to +24MHz.

T(w) =

B. Parametric function: Misfit and regularization

We solve for the model parameters of the simulated
noisy data, d, through a least squares approximation of
the parametric function, which is a combination of the
misfit function and regularization, similar to [21]. The
misfit function is a measure of closeness between the
SSTDR responses in the model space, A(m), and the
simulated noisy SSTDR response, d. The misfit function,
¢dq(m), also termed the residual, is calculated for each
k' iteration of the steepest descent algorithm as:

dq(m) = ||A(m,) —d|I. (5)

The least squares minimum best estimate of the model
parameters is found when:

dg(m) < n?, (6)
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where n? is the noise energy level of the simulated noisy
data, d. In this example, the observed (measured) data is
simulated with added white noise, so that the SNR = 3 dB.

To establish that there is a unique solution for (1)
within the bounds of interest for a known load (C = 300
pF, R =200 Q), we sampled the parameter space of A(m)
to get a matrix, A, where each column, a;, in A is a
simulated SSTDR response from a unique R and C
value. We chose the sampled parameter space to be
200 capacitors, logarithmically spaced between 1 pF
and 1,000 pF and 80 resistors, linearly spaced between
50 Q and 500 Q. It is expected that the unknown RC
combination will lie somewhere in this range. A has
16,000 columns (200 capacitors x 80 resistors) and 4,096
rows for the complex energy values of each frequency in
the SSTDR signature.

The misfit (5) for every SSTDR signature in A
is plotted in Fig. 3 as a function of the two model
parameters, R (horizontal axis) and C (vertical axis), for
one test scenario where the observed data, d, was
simulated using a load C=300pF and R=200Q. The
color shows the misfit for the respective model space
signatures. Dark blue represents the minimum of the
misfit function, where the simulated model data, A(m),
closely matches the observed data, d.

Regularization was used to make the parametric
function more robust and reduce sensitivity to small
variations in the data [21]. This enables the steepest
descent algorithm to keep model parameters within a
specified range (in our case the range of A) and enables
it to identify the correct model parameters. The
regularization was calculated using the stabilization
function:

¢m(m) = (x||m - maprllzt 7
where a is the estimated regularization factor, described in
more detail in the next section. The m in (7) is the vector
of model parameters (R and C), and my, is the median
C=500pF and median R=250€2 in the sampled space of A.
The medians of both the R and C were chosen to keep
the steepest descent estimates within the sampled space.

The algorithm requires an estimated range (max and
min) of the model parameters, and there is a tradeoff in
robustness vs. efficiency of the algorithm. The broader
the range, the more likely the algorithm is to converge to
the correct values, but it could take many more iterations.
If the range is narrower, the algorithm can converge with
fewer iterations, but if the model parameters are outside
the range, the correct values would be missed.

Combining the misfit function ¢4(m) and stabilization
function ¢, (m), the parametric function becomes:
P%(m,d) = ¢q(m) + ¢, (m). €))
We identify the correct model parameters by using
steepest descent to iteratively find the minimum solution
to (8).



C. Applying a steepest descent algorithm to measure
capacitance and resistance

To find the minimum of the parametric function
(8), we apply a modified steepest descent algorithm [21].
Steepest descent starts with an initial guess of the model
parameters and iteratively identifies the parameters
within the model space, A(m), that are closest to the
model parameters in d. The steepest descent algorithm
has three steps: Step 1, make an initial guess of the model
parameters, m,. Step 2, from the parameters around this
guess, identify the direction within the model space,
A(m), which results in the greatest slope. Step 3 is to
move in this direction to find the next model parameters
within A(m). Step 4 is to repeat steps 2 and 3 until the
model data A(m) from the estimated model is within the
noise level of the observed data, d.

For our case, the initial model parameter guess is an
RC combination within the range of the model space,
A(m). Next, we follow the steepest descent method [21]
and define the change of the model parameters for each
iteration as:

dm = —k*1*(m), 9
where the length of a step in the iteration process, k%, is
a positive real number. The vector 1“(m) is a column
vector defining the direction of steepest descent of the
parametric function (8), which is calculated using the
Fréchet derivative [21] of C and R. Normalization is
applied to 1*(m) to make the step size in the direction of
both R and C the same order of magnitude. Specifically,
1*(m) is multiplied by the inverse of the parameter with
smaller magnitude, which is C. The steepest descent
method is an iterative process of finding each m according
to:

m,,; = m, +ém = m, — k*1*(m), (10)
where the step size ky is defined by the line search
method [16] as:

o 2
_ [I1*(m) || ’ (11
IF1*(m)||? + |[1*(m)]|?

where F1*(m) is the Fréchet derivative of the current
model parameters, m,, multiplied by the direction of
steepest descent, 1*(m), and a is the regularization factor
used to hold m,, within the bounds of the sampled space.
In the iteration process, the regularization factor,
a, starts with a value of zero. The value after the first
iteration is determined so that the stabilization function,
¢ (m), matches my as a ratio to balance the misfit and

the stabilizer functions [21] as:
o llaamy) — dji?

= =
[Imy — mgp|
Then for each k™ iteration oy is updated according to:
= ;g7 (13)
where Kk is the steepest descent loop iteration, and q is
a normalizing constant chosen to be 0.5. The iterative

ky

(12)
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process is terminated when the misfit, ¢p4(m), reaches
the given noise level, n?, of the observed data.

In this section, we have shown that there is a unique
solution of the inverse problem in (1) within the bounds
of the sampled parameter space for measuring complex
impedance. This is shown in Fig. 3 for one test case. A
steepest descent algorithm with regularization was used
to iteratively identify the complex impedance associated
with SSTDR signals. However, the algorithm may
experience instability when the residual for the current
model parameters is close to the residual for neighboring
model parameters. As a result, the step size, k&, will
sometimes overshoot out of the bounds of interest [25].
This can happen when the residuals of differing model
parameters are close, which happens if the impedance
of the loads are nearly the same. For example, a large

capacitance (Z = ]wic) appears nearly like a short circuit

(Z =00)[16]. How close these are depends on the
frequency, w, (for higher w, the impedance of a capacitor
is closer to a short circuit). Similar effects are seen
for loads that combine capacitance, resistance, and
inductance.

To solve the overshoot issue, the algorithm checks
if the new estimated model parameters for each iteration
are within range. If not, the algorithm implements a
random restart [25] by choosing a random RC
combination within the bounds of interest. Then the
algorithm continues normally. Figure 2 shows a flow
chart summarizing the steps to determine the complex
impedance.

D. Steepest descent for measuring complex impedance

In this section, we evaluate how effective the
steepest descent algorithm is in measuring the complex
impedance associated with an observed SSTDR signature.
The model parameters (R and C) are found such that the
residual of the parametric function (8) is < 1% above the
noise level of the simulated noisy SSTDR data. We tested
the algorithm for 25 standard resistor values ranging from
51 Q to ~510 Q, where R=[51, 56, 62, 68, 75, 82, 91,
100, 110, 120, 130, 150, 160, 180, 200, 220, 240, 270,
300, 330, 360, 390, 430, 470, 510] Q and 19 standard
capacitor values ranging from 1 pF to 1,000 pF, where
C=[5, 10, 15, 22, 33, 47, 100, 120, 130, 150, 180, 220,
330, 470, 560, 680, 750, 820, 1,000]pF.

The ranges for R and C were chosen so that the
associated SSTDR responses would be distinguishable
from one another. and so they would not appear as
an open or a short[16]. The resistors and capacitors
were connected in series, giving 475 (25x19) total RC
combinations. The range for where a f=12 MHz SSTDR

signature has highest energy from the load ||R +— ||
is from 51.7 to 2,699 Q.

j2nfc
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Compute Residual
$a(m) = [|A(my) —d|?

Find dir™ of Steepest Descent:
1%(m) & Step Size: k*

Found
Mgjpa)

Compute new m
myeyq = my — (k) (1%(m))

Fig. 2. Flow chart for steepest descent algorithm to
measure complex impedance.

Our metric of success is when both model parameters
(R and C) are measured with percent error <10.5%. Of
the 475 different load combinations tested, 200 were
successful (42%). Best results (success > 92%) were
found when 51 Q < R < 270 Q and, simultaneously,
220 pF < C < 820 pF. This successful range corresponds

t0 53 Q< ||R +}wic|| < 276 Q. For impedances tested

outside of this range, the probability of success was 25%.

Table 1 shows the results for 10 of the 475 RC
combinations tested. The results include the known (true)
values, the estimated values, the number of iterations to
get the final estimations, and the % error for both the R
and C estimates. Rows 3 through 9 show RC combinations
within the defined range of success where the error is
<10.5%. Rows 1, 2, and 10 show results for combinations
outside this range, with higher % error. Some tests (e.g.,
row 1) still provide good estimates, however, success is
not ensured. In some cases (e.g., row 2) the algorithm
takes the maximum number of iterations (10,000) and
still does not converge well.

Table 1: Results of modified steepest descent algorithm

TrueR|TrueC| Est. R | Est. C # Error | Error
@ | ®F) | ©@ | (F) | Iter. | %R | %C
51 100 54.4 99 35 6.69 0.07
51 120 202.6 | 21.8 | 10,000 | 297 81.8
51 220 53.7 218 63 5.45 0.87
56 470 55.8 461 5 0.42 2.00
62 560 63.3 557 127 212 0.56

120 470 | 1199 | 458 11 0.09 | 2.62
200 330 | 204.8 | 342 21 2.38 | 3.59
220 820 | 223.3 | 795 42 148 | 3.05
270 220 | 262.6 | 205 60 2.76 | 6.82
330 750 | 330.8 | 581 185 0.26 | 22.6

ACES JOURNAL, Vol. 36, No. 2, February 2021

10° 2500
) 2000
& 1n-10
g 10
8 1500
c
8
'S 1000
§10'11 B
1]
© 500
10-12 . , ) .
100 200 300 400 500 Residual

Resistance (Q)

Fig. 3. Misfit as a function of A(m) parameters resistance
and capacitance for two separate initial guesses.

The initial guess matters, as shown from the two
different convergent paths to the correct estimate, shown
in Fig. 3. Path 1 starts with the initial guessed model
parameters, C=10pF and R=80 Q, and follows the red
circles showing the residuals for each iteration of the
steepest descent algorithm. The initial guess has a residual
~ 2,000, as indicated by the color. Through successive
iterations, the residual approaches zero, where the
simulated model data, A(m), matches the observed data,
d.

Path 2 in Fig. 3 illustrates the need for a random
restart modification. It starts with the initial guessed
model parameters, C=800pF and R=400 Q. Note that the
resistance value is outside the range of success. Also,
the residuals of both the initial model parameters and
its neighboring values are close, which causes the step
size to overshoot the boundaries of allowable guesses.
The algorithm would normally guess a set of model
parameters within the bounds of interest (often getting
stuck there), but because of the random reset, it jumps to
some different random parameters within the range.
From the new estimate, path 2 can converge to the
minimum and identify the correct model parameters. The
final estimated parameters for both paths 1 and 2 are
R=199 Q and C=299 pF for the correct model parameters
in d that are 200 Q and 300 pF. Thus, the error for both
C and R is < 1%. The number of iterations is dependent
on the initial guessed model parameters and the observed
data model parameters.

In Fig. 4, we show the convergence of the residuals
at each iteration for the two initial guess paths illustrated
in Fig. 3. With each progressive iteration in the steepest
descent algorithm, the model data is closer to the
observed data, and the residual converges to 55, which
is below the noise energy level (=59) of the simulated
noisy data, d. For path 2, marked with black Xs, the first
guessed parameter has a relatively low residual. It then
jumps to a higher residual because of the new random
guess and progresses to lower residuals until it reaches



a value within the noise level. From Figs. 3 and 4, we
have shown an example where the steepest descent can
correctly identify the model parameters of noisy simulated
SSTDR data.

Residual

0 5 10 15 20 25 30
Iteration Number

Fig. 4. Convergence of the residual for two different
initial guesses. Guess 1 (C=10pF, R=80 Q) as red circles
and guess 2 (C=800pF and R=400 Q).

E. Steepest descent algorithm complexity

In this section, we discuss the computational
complexity of the algorithm and compare it to a similar
algorithm. We will estimate complexity by the number
of multiplications required per iteration, and the average
number of iterations.

For each iteration, the steepest descent algorithm for
these examples took 180,256 multiplications. This scales
linearly with the number of data points (4,096) in the
frequency response. The steps in this algorithm with the
largest number of multiplications were calculating the
Fréchet derivative (90,130 multiplications) and producing
A(my) (20,480 multiplications). The number of iterations
depends on the initial guess and model parameters, as
described in previous sections. We will use an estimate
for the average number of iterations (N~88), which was
found using the 10% trimmed mean from the tests (e.g.,
in Table 1) that were within the range of success for both
C and R. We used a trimmed mean to remove both the
10% highest and 10% lowest outliers. Note that the mode
of the number of iterations was 10, and the median was 46.

From this, when measuring a complex RC
impedance within the range of success, the typical
number of multiplications is 15.8 million (180,256
multiplications x 88 iterations). For comparison, in [16],
an SSTDR response dictionary was used to measure a
single parameter (capacitance). If the dictionary were
expanded to include combinations of 1,000 C and 1,000
R values, it would contain 1 million (1,000 x 1,000) SSTDR
responses (each with 4,096 data points). Measuring both
C and R would take ~12.3 billion multiplications (4096 x
3 x1,000,000), which is significantly greater than for the
steepest descent algorithm.
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I11. CONCLUSION

Using a simple example with a series connected
resistor and capacitor, SSTDR and a modified steepest
descent algorithm was shown to be an accurate and
computationally efficient solution to measure complex
impedance. The significance of using SSTDR is that
impedances could be measured on energized systems.
For a range of RC combination loads where the
associated SSTDR response does not appear as an
open circuit or short circuit response [16], we were able
to measure their impedances with < 10.5% error. The
successful estimations for R and C ranged from 50 Q to
270 Q and from 220 pF to 820 pF, respectively. This
corresponds to complex impedance magnitude 53 Q <
[R+—|<2760.

jwC

Some of the computational challenges of the
algorithm are discussed next. One challenge is that a
single load parameter (R or C) can dominate the control
of the SSTDR response shape, which can affect the
ability to measure the other parameter. For example, the
SSTDR response for an RC combination will resemble
an open-circuit response if C=1 pF (making the overall
impedance large) regardless of what the resistor value is.
Another challenge is that the computational complexity
is dependent on the initial guess and the number of
random restarts required. If the algorithm starts with a
poor guess, this will increase the complexity. This idea
is illustrated in Figs. 3 and 4, where path 2 takes more
iterations to converge than path 1.
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Abstract — This work presents a series of independent
bandpass filters (BPFs) based on dual-mode resonators
(DMRs) with short stub-loaded. BPFs conform to the
802.11n protocol and include three passbands with
center frequencies and bandwidths of 2.46 GHz, 3.55
GHz and 5.22 GHz, 130 MHz, 130 MHz and 470 MHz.
Insertion loss and reflection loss are 1.5 dB, 1.6 dB and
1.3 dB, 18 dB, 20 dB, 30 dB. The filters are useful in
the WLAN/WIMAX applications with compact size.
According to the current distributions along the resonator,
the feed-lines with high design flexibility arms were
introduced in order to supply the needed external
coupling for the dual-/tri passbands simultaneously, and
achieve good impedance matching in each passband.
Finally, by the version 15 of High Frequency Structure
Simulator (HFSS), three BPFs with single, dual and
triple passbands were designed on the Rogers 5880
substrate with the relative dielectric constant & = 2.2,
substrate loss tand = 0.002, and the thickness h = 0.508
mm. The BPFs are measured by Agilent 85058E Vector
Network Analyzer (VNA). The measured results have
good agreement with the simulated ones.

Index Terms — Bandpass filter, dual-mode resonator,
odd and even-mode theory, tri-band filter.

I. INTRODUCTION

Nowadays, the information age is developing
rapidly. Bandpass filter (BPF) plays an important role in
microwave circuits, which attracts more attentions of the
researchers. Wolff first demonstrated a microstrip dual-
mode filter in 1972 [1]. Since then, dual-mode microstrip
filters have been widely used in communications systems
[2-3]. In the past one decade, various of methods to
design the multiband filter have been put forward
[4-13]. In [6-8], a tri-band BPF comprises two stepped-
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impedance resonator (SIRs) with short stub-loaded at the
center plane. This method can reduce the overall size
of the filter, while always following a larger insertion
loss. The tri-band filters [8] which have a wide range
of applications for 2.4 GHz, 3.5 GHz, and 5.2 GHz, are
designed by using several assembled half-wavelength
SIRs without any stub. However, great overall circuit
size is inevasible by this way. Furthermore, a tri-band
BPF [9] uses a rectangular ring- resonator, its four edges
are respectively grounded to form a short stub-loaded,
and two opposite sides are added an open stub-loaded.
Furthermore, a defected ground structure was adopted to
enhance the coupling strength with low insertion loss in
[10]. For the above current methods, three major goals
need to be achieved, such as compact size, independent
control of passhand frequencies and low insertion loss.
This letter proposes three folded dual-mode resonator
structures based on SIR (DMR 1, DMR 2, and DMR 3).
The center frequencies of SIR are prospectively based on
even-odd-mode analysis. In addition, several high design
flexibility arms structures are introduced to enhance the
coupling between resonators and feed-lines. Finally,
three BPFs with single, dual, and triple passbands were
individually designed, fabricated, and measured.

I1. DESIGN OF THE DUAL-MODE
RESONATOR

The schematic diagram of the dual-mode resonator
(DMR) 1 is shown in Fig. 2 (a), which consists of a half-
wavelength resonator and a short-loaded. This DMR is
denoted by lengths (L1, L2) and widths (W1) with a
short-circuited stub perturbation with length (W2) and
width (W3) at the center plane. The even- odd-mode
method can be applied to the equivalent circuits because
of the symmetrical structure.

https://doi.org/10.47037/2020.ACES.J.360212
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Fig. 1. (a) Schematic diagram of the proposed BPF 1, (b) schematic diagram of the proposed BPF 2, and (c) schematic

diagram of the proposed BPF 3.

L2,W1

L1,W1

= 2
W3 W5
L3,W4
w5
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Fig. 2. (a) Schematic diagram of the proposed DMR 1, (b) schematic diagram of the proposed DMR 2, and (c)

schematic diagram of the proposed DMR 3.

(@) (b)

Fig. 3. DMR analysis using the even-odd-mode method:
(a) equivalent circuit in the odd-mode, and (b) equivalent
circuit in even-mode.

The commercially available full-wave
electromagnetic simulators HFSS were used to
characterize the electric field patterns for the dual-mode
resonator. HFSS uses the finite element method (FEM)
to analyze the electromagnetic characteristics of 3D
objects. The basic process of solving the problem by FEM
includes three parts, which are the mesh discretization
of the object, the solution of the simultaneous matrix
equations related the mesh and the postprocessing
calculation of the problem.

It can be seen that the whole structure is symmetrical
with the center point, so the center point is modeled as
the origin point and the mirror operation is applied. The
physical excitation of the filter is by the coaxial line with
the TEM wave. In order to use the wave-guide port in the
simulation code, the port surface must cover more than

ninety-five percent of the TEM field. It is assumed that
the width of the excitation microstrip is w and the
thickness of the dielectric layer is h. The height of the
wave port is generally set to 6-10h. When w > h, the
width of the wave port is set to about 10w; when w < h,
the width of the wave port is set to about 5w. Finally, the
height and width of the wave port of are 10h and 10w in
this paper.

According to the standard which is set up by user,
HFSS simulation code uses adaptive mesh generation
technology. The solution frequency of the meshing is
generally set at the center frequency of the filter. After
each new mesh subdivision, HFSS will compare the
results of the S parameters with the old one. If the error
is less than the set criterion, it is shown that the result
is convergent and the adaptive process will end. The
dimensions are optimized by a full-wave simulation to
take all the discontinuities into consideration.

The symmetrical plane can be modeled, as an electric
wall (E. W.) with the equivalent circuits in Fig. 3 (a)
under odd-mode excitation, while as an magnetic wall
(M.W.) under the odd-mode excitation in Fig. 3 (b).
Therefore, the odd-mode resonant frequency foaq and
even-mode resonant frequency feven can be determined by
the Loga and Leven, respectively, which can be expressed
approximately as:

Loe = 2L +2L,, @)

Leven = 2Ly + 2L, +W,. (2

Then the odd-mode frequency foaa and the even-mode
frequency feven Can be expressed as:



c
ded = (3)
Lodd +/ Eeff

c
fopon = ————— (4)
e I-even Seff

where c is the speed of light, and eerr is the effective

dielectric constant of the substrate.
I11. DESIGN OF THE PROPOSED FILTERS

The coupling scheme of the single-band filter based
on DMR1 and complex feed-lines is shown in Fig. 4.

| odd-mode

Fig. 4. Coupling structure of the proposed single-band
BPF I.

The signal is coupled to two modes at the same time,
providing two main paths between the source and load,
and there is no coupling between each mode. Two
transmission zeros can be created near passband due to
the two mainly signals path and source-load coupling
(S-L coupling) counteraction. The coupling matrix can
be written down as:

0 MSe MSO MSL
MeS Mee 0 MeL
MOS 0 Moo MOL .

MLS MLe MLO 0

In this coupling matrix, the subscript of e and o
refer to the even- mode and odd- mode, separately, while
the subscript of S and L refer to the source and the load.
Since the proposed single-band filter exhibits symmetry
property, the relationship Mes = Mer, and Mgs = —MoL
establishes. The gap between source and load S, is
introduced to provide proper S-L coupling coefficient
Ms. for generating an additional zero. In order to get
coupling matrix, an example is taken of a second order
generalized Chebyshev filter with the center frequency
of 2.4 GHz, the 3 dB bandwidth of 130 MHz, the return
loss of 28 dB and two trans-mission zeros frequencies
locate at 1.7 and 2.9 GHz.The corresponding coupling
coefficients [14] are:
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0 079976 0.88523 0.025
0.79976 -1.5551 0 0.79976
0.88523 0 15551 -0.88523|
0.025 0.79976 -0.88523 0

IV. RESULT AND DISCUSSION

In Fig. 2 (a), the length W, does not affect the odd-
mode resonant frequency, whereas the even-mode is
directly depend on the length W, to observe the mode
splitting, the dual-mode resonators have been simulated
with vary loaded size. As shown in Fig. 5 (a), when W,
increases from 0.4 to 1.2 mm (the othersare as Ly = 15.75
mm, L,=8 mm, W;=0.3 mm, W3=1 mm, R =0.2 mm),
the resonant frequency of the even mode decreases from
2.35 GHz t0 2.29 GHz, while that of the odd mode hardly
changes. The line lengths L; and L, affect both the even-
and odd-mode resonant frequencies. Figure 5 (b) depicts
that the even- and odd-mode resonant frequencies vary
with L;. When L, increases from 13.75 mm to 15.75 mm
(the others are as L, =8 mm, W; = 0.3 mm, W= 0.9 mm,
W;3=1 mm, R = 0.2 mm), the resonant frequency of the
even mode decreases from 2.42 GHz to 2.26 GHz, while
that of the odd mode decreases from 2.52 GHz to 2.35
GHz, and it is obvious that two curves are almost parallel
lines. From the above two diagrams, it can be seen that
desired center frequency can be regulated by changing
the length of SIR and the shorted stub.

The structure of the proposed single-band filter | is
shown in Fig. 1 (a). It consists of a DMR with the S-L
coupling. Since the DMR 1 locates at the down side of
the feed lines, another DMR is added to work on 3.5 GHz
to get a dual-band filter and make full use of the space of
the substrate. Moreover, because of the special of the
structure, the two DMRs can be individually designed.
Fig. 6 gives the curves about 3 situations: with DMR 1,
with DMR 2 and with two DMRs. Figure 1 (b) depicts
the layout of the proposed dual-band BPF Il. DMR 1 and
DMR 2 are distributed over the upper and lower sides of
the feed lines, and we can see that DMR 2 is a structure
similar to DMR 1. Similarly, DMR 3 (seen in Fig. 1 (c))
can be added into the dual-band BPF, and the tri-band
BPF can be gained finally. Thus, the current distributions
of the proposed tri-band BPF at the center frequency of
each passbhand are demonstrated in Fig. 7. There is a
strong current path for the DMR at its center frequency,

while the other DMRs exhibit a weak current distribution.

The main reason for the current path is that there is
almost no coupling between these DMRs. The three
DMRs are independent of each other and do not interfere
with each other, so a strong current appears in one DMR
at the its center frequency point, while that in other
DMRs is weak.
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The geometrical dimensions of proposed filter I11 are
decidedas L1 =15.75mm, L,=8 mm, Ls=3.3mm, Ly =
11.8 mm, Ls =3.3mm, L =2.9mm, L;=2.6 mm, W, =
0.3 mm, W, =0.9 mm, Wz =1 mm, Wy =05 mm, Ws =
0.8 mm, Wg =2.7 mm, R =0.2 mm, and the compact sizes
are about 0.2x0.13 Ag.
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Fig. 7. Current distribution of the proposed tri-band BPF
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Fig. 8. Simulated and measured results: (a) of the
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band BPF 11, and (c) of the proposed tri-band BPF III.



Figure 8 depict the results of simulated and
measured, the red curves represent the simulated results,
while the black curves stand for the measured results.
It can be seen the measured results meet the simulated
ones very well. Tables 1, 2 and 3 show detailed design
specification of BPF I, Il, and Ill. fo infers to center
frequency of every passband. BW indicates the bandwidth,
IL and RL stand for insertion and reflection loss,
separately. For the comparison with the previous
investigations, Table 4 summarizes some dual-mode
BPF performance characteristics. From the Table 4, it

ZHU, YANG, REN, CAO: DUAL-MODE FILTER WITH HIGH DESIGN FLEXIBILITY

Table 2: Design specifications of the filter 11

Results| Bands | fo/GHz | BW/MHz | IL/dB | RL/dB
] Band | 2.4 180 0.2 29
Sim.
Band Il | 3.51 130 0.26 31
Band |l | 2.45 180 11 14
Mea.
Band Il | 3.51 130 15 20

Table 3: Design specifications of the filter 111

can be seen that the presented tri- band BPF shows Results| Bands | f/GHz | BW/MHz | IL/dB | RL/dB
miniature size with good performances when compared Band I | 2.4 150 0.3 35
with the previous works. Sim. |Bandll | 35 130 0.4 18
Table 1: Design specifications of the filter | Band Ill| 5.2 470 021 | 35
Results | fo/GHz | BW/MHz | IL/dB | RL/dB Band 1 | 2.46 130 15 18
Sim. 24 130 0.21 35 Mea. | Band Il | 3.55 130 1.6 20
Mea. 24 120 1 21 Band Il1| 5.22 470 1.3 30

Table 4; Comparison between the reference filters and the proposed filter 1ll

Filter Size

References fo/GHz IL/dB RL/dB (igxig) FBW/%
6 1.57/2.45/5.25 1.5/1.34/0.908 16/16/17 0.182x0.26 8.2/7.3/9.9
7 1.8/2.4/5.8 1.5/0.9/2.9 15/23/18 0.16x0.17 8.9/12.5/5.3
9 1.5/2.45/3.5 1.17/1.02/2.17 19/20/19 0.28x0.11 7.5/5.8/3.6
10 1.8/3.5/5.8 0.88/1.33/1.77 21/15/15 0.108x0.521 7/5/3.5
11 1.52/3.42/5.31 2.6/2.3/5.3 15/35/10 0.36x0.38 5.9/5.8/4
This work 2.46/3.55/5.22 1.5/1.6/1.3 18/20/30 0.2x0.13 5.3/3.7/9
V. CONCLUSION REFERENCES

In this paper, a kind of folded short-loaded dual-
mode resonators are proposed. By controlling length
ratios of stepped-impedance resonator and shorted
stub, three passbands with two poles can be controlled
independently in an appropriate range. Finally, three
filters, conforming 802.11n protocol, are designed and
fabricated on the Rogers 5880 substrate with the relative
dielectric constant e, = 2.2, substrate loss tano = 0.002,
and the thickness h = 0.508 mm. It is shown that the

proposed BPFs have the advantages of good performance.

The insertion losses of measured are lower than 2 dB, the

frequencies can be tuned conveniently and independently.

Good agreement can be achieved between measured
results and simulated ones. Based on the above analysis,
it can be concluded that our design is attractive for
multiband wireless communication.
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Abstract — There will be the pantograph-catenary arc
(PCA) when the pantograph of a high-speed train is
separated from the power supply line, and the
electromagnetic interference (EMI) caused by the PCA
can affect speed sensors of the train. To study the
influence of the PCA, firstly, the traction control unit
(TCU) speed sensor of the high-speed train is researched.
The result shows both overvoltage and electromagnetic
radiation (EMR) generated by the PCA can influence the
signal of speed sensor. Secondly, the composite model
of the train is established. Then, the interference of the
PCA on the TCU speed sensor is verified. The results of
practical measurements show the PCA causes a maximum
overvoltage of 680 V on train body (TB) and increases the
magnetic field around TB to a maximum of 58 dBpA/m.
This is the reason of sensor malfunction, which is
consistent with the theoretical and simulation results.
Finally, the methods to reduce the EMI of the PCA are
proposed.

Index Terms — Electromagnetic Interference (EMI),
high-speed train, overvoltage, Pantograph-Catenary Arc
(PCA), speed sensor.

I. INTRODUCTION

The high-speed train gets electric energy from the
power supply line by the pantograph. But the pantograph
needs to be separated from the line after the train stops
stably. The pantograph-catenary arc (PCA) will be
produced at the moment when the pantograph is
separated from the line [1]-[3], and the electromagnetic
interference (EMI) of the PCA affects the electronic
equipment on the train, such as speed sensor. A typical
example is the train doors cannot be opened normally
after the train stops at a station in China. According to
the analysis results of the door control unit (DCU), there
are two ways to close the train doors. Firstly, the driver
can send the door closing command to DCU directly to
close all the doors. Secondly, the traction control unit
(TCU) speed sensors transmit the detected speed to

Submitted On: October 4, 2020
Accepted On: December 3, 2020

TCU. As long as the speed detected by one of the TCU
speed sensors exceeds 5 km/h, all the train doors will be
closed automatically [4, 5]. After the train arrives at the
station and stops stably, the driver will not issue the
directive to close the doors, and the train speed shall be
zero. But the fact is the train doors still cannot be opened
normally. Therefore, the PCA is likely to interfere with
the speed sensor and cause it to malfunction. So, it is
necessary to research the EMI caused by the PCA.

Some scholars have used the train model to study
the overvoltage on the train bodies (TBs) when the
pantograph is separated from the power supply line [6]-
[8]. But they did not study the effect of overvoltage on
the speed sensors. The electromagnetic radiation (EMR)
caused by the PCA of the subway has been measured and
analyzed in [9, 10]. But its characteristics are different
from those of high-speed trains. In some studies [11, 12],
researchers analyzed the working principle of speed
sensors and researched the effect of the PCA on it. But
they only considered a single influence factor and did not
combine the complete train model to study the influence
of multiple disturbances.

As an extension of previous works, firstly, the
structure and interference modes of the TCU speed sensor
on a high-speed train are analyzed. The results show that
the sensor signal is impacted by overvoltage and EMR
generated by the PCA. Secondly, the structure of the
Chinese high-speed train is studied in detail and the
composite model is established. The model includes the
power supply line, TBs, speed sensors, grounding
systems, and PCA. Thirdly, the practical measurements
are carried out when the pantograph on the roof of the
second TB (02TB) is separated from the power supply
line. The results show the maximum value of overvoltage
on the 02TB is approximately 680 V, and the magnetic
field around the 02TB is nearly 58 dBuA/m. Therefore,
the signal of the TCU speed sensor can be affected by the
PCA. Finally, the methods of adding protective earthing
and nesting magnetic rings are proposed to reduce the
EMI caused by the PCA on the TCU speed sensor.

https://doi.org/10.47037/2020.ACES.J.360213

1054-4887 © ACES

205



206

1. ANALYSIS OF THE STRUCTURE AND
INTERFERENCE MODES OF TCU SPEED
SENSOR
A. Structure of the high-speed train with TCU speed

Sensors

The Chinese high-speed train consists of 16 TBs.
Besides, there are a pantograph, working earthing, and
TCU speed sensor on the 02TB, 07TB, 10TB, and 15TB,
respectively [13]. There is one protective earthing between
the 08TB and 09TB. The partial structure of the high-
speed train is shown in Fig. 1.

Pantograph

Powir Supply Line/’ \
<

[ 01 = 02 p=« 08 ™ 09 ---| 15 |- 16 ]
1B | 1B TB--f-TB --tB-{ | TB
'(rr‘;'%' [@NRI()] mT 0O ; H

v \ J '
TCU Speed Protective Working Steel
Sensor Earthing Earthing Rail

Fig. 1. The partial structure of the high-speed train.

B. Interference of the PCA on TCU speed sensors

The PCA is generated at the moment when the
pantograph is separated from the power supply line,
which produces EMR and overvoltage on the TBs.

Only one end of the TCU speed sensor cable is
connected to the TB as shown in Fig. 2 (a). The
overvoltage caused by the PCA creates a parasitic
capacitance between the cable shield and the core wire
of the sensor as shown in Fig. 2 (b).

e

<
PCA
02TB )
Q) 1 )

70,
TCU :
-
Cable Shield
(@) (b)

Fig. 2. Connection diagram of TCU speed sensor before
and after the pantograph separation.

According to Fig. 2 (b), the inductive voltage
generated by the overvoltage on the sensor core wire can
be calculated by:

JWCZ,
*T1rjwC(Z,+2) ¢ 1)
1 S
where Us is the interference voltage, which can impact
the signal of the TCU speed sensor. Z; and Zs are the

ACES JOURNAL, Vol. 36, No. 2, February 2021

impedance of sensor cable shield and core wire,
respectively, U; is the overvoltage between the sensor
cable shield and the steel rail, and C is the parasitic
capacitance generated by the overvoltage [12].

In addition, the EMR from the PCA can also affect
the TCU speed sensors. The outer conductor of the
sensor cable is made of metal wires. Because there are
many small holes, the outer conductor is not completely
shielded. The inductive electric field (E) is generated
on the surface of the cable because of the EMR. As
described in Fig. 3, a part of the inductive electric field
(E”) will be coupled on the core wire by the tiny holes.
Because the E > E’, the potential difference (U) between
the cable shield and core wire can be caused.

Outer Conductor

Core Wire
Fig. 3. The diagram of speed sensor cable.

The value of U can be obtained by [14]:
U=IxZxL,, 2
where | is the inductive current, Z; is the transfer
impedance per meter cable, and Ly, is the effective length
of the cable.

Based on the above analysis, the overvoltage and the
EMR are two different interference modes of the PCA to
TCU speed sensor. They cause the inductive voltage on
the core wire and the potential difference between the
cable shield and core wire respectively. Besides, they can
affect the signal port of the sensor and make it detect the
wrong speed signal, which lead to the malfunction of the
DCU.

I11. COMPOSITE MODEL OF THE HIGH-
SPEED TRAIN

A. Structure of the high-speed train model

When the high-speed train is running, the pantograph
is connected to the power supply line (25 kV / 50 Hz).
The current is transmitted to four traction transformers
at 02TB, 07TB, 10TB, and 15TB. In addition, four TCU
speed sensors are respectively installed on the wheel
shaft end of that TBs.

As shown in Fig. 4, the current flows into the
earth by working earthings on the primary side of the
transformer. Besides, the high voltage cable, sixteen TBs,
and steel rail are also included in the composite model.
There is a switch to simulate the separation of the
pantograph and the power supply line by opening it. The
relevant parameters in the model refer to the equivalent
parameters of the Beijing-Tianjin high-speed railway in
China as listed in Table 1 [15].
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Fig. 4. The diagram of the composite model of the high-speed train.

Table 1: Relevant parameters of the train model

Name Parameter Parameter
Name Value
Resistance 0.225 mQ
Inductance 0.001103375 mH/m
B Capacitance {0.00001007011316 puF/m
Resistance
Between TBs 6.4mQ
Length 25m/TB
Resistance 0.1367 mQ/m
Inductance 0.000429718 mH/m
Steel Rail | capacitance |  0.0000603384 uF/m
L eakage 0.01 mS/m
conductance
Transformer Equ_lvalent 2941 Q
Resistance
Protec_tlve Resistance 0.05Q
Earthing
Work_mg Resistance 0.05Q
Earthing

Model combines the other two models and makes up for
their shortcomings. The mathematical model of Habedank
Model is [17]:

dg, 1 (i*

dt _eM[PO gMJ ’ )
11 1
g 9c Ou

where gc, fc, gm, and O are the conductance and the
time constants of Mayr and Cassie Model, respectively.
Uc, i, and Po are the voltage, current, and dissipative
power of arc. Py is assumed to be constants in Eq. (3). In
fact, it is not constant and needs to be modified to create
a more realistic PCA model.

Table 2: Relevant parameters of the model of the PCA
generation

Besides, an arc model will be added to the model to
simulate the PCA when the pantograph is separated from
the power supply line as described in Fig. 5. The relevant
parameters are shown in Table 2.

Sk

T T
1@ ¥

{2 Fenpperoon
®

® @

Fig. 5. Model of the PCA generation.

B. Establishment of the PCA model
The current common arc models are Mayr Model,
Cassie Model, and Habedank Model [16]. The Habedank

No. Name Parameter Parameter
Name Value
Railway Voltage 25KV /50 Hz
@ | Traction Resistance 0.165 Q
Substations | |nductance 10.8 mH
) Resistance 0.014 mQ/m
Figh voltage [ inductance_|0.000131093 mH/m
Capacitance | 0.00041162 pF/m
Pantograph -- --
@ | PCA Model -- --

The diameter (d) and the convective power (Py) of

the PCA will be changed because of the train speed [18].
P« of the PCA can be calculated by [19]:

P’ =0.1464d (v +36)*°, (4)

where Py’ is Py per unit length of the PCA. v is the train
speed, which unit is km/h .
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The d value is changed by the transverse airflow
[20]. The relationship between d and v is:

d=1.5369/ . ()
v+36

P«’ can be derived by Eq. (4) and Eq. (5):
P’ =0.225+/i (v +36). (6)
After the train stops, the PCA will be generated at
the moment the pantograph is separated from the power
supply line. At this moment, the maximum length of the
PCA (Larc) is 10mm and v is 0 km/h. Py can be obtained by:
P, =81/i. @)
Px and the radiation power (Ps) of the PCA account
for approximately 80% and 20% of Po, respectively. So

Po of the PCA is:

P, =101.254/i. 8)

According to [21], uc of the PCA is only related to

the length of the arc, and the proportion is a positive
constant. uc of the PCA is calculated by:

uC :15Larc' (9)

where factor 15 is an empirical value when the voltage
of the power supply line is 25 KV/50 Hz.

The new PCA model can be derived by Eq. (3) ~ Eq.

(9):

dg. 1 #°

= ~Gc

dt 6. \150g,

dgM _i i1.5 B

dt 6, [101.25 I | (10)
i1 1
9 9c 9m

C. Simulation results of the high-speed train model

The simulation results show that the distribution
of TB voltage is uniform when the high-speed train is
running (the switch is closed). As we can see in Fig. 6,
the maximum difference of TB voltage (from the head to
the tail of the train, total length is 400 m) is only 0.0036 V,
which can be neglected. However, the pantograph will
be separated from the power supply line after the train
stops (the switch is opened). At this moment, the PCA
produces large overvoltage on TB where the pantograph
is located. But overvoltage can be discharged by
protective grounding. Therefore, the overvoltage on the
TBs far away from the pantograph and close to the
protective grounding is small (such as 08TB and 09TB).
So the distribution of TB voltage is extremely uneven
when the pantograph is separated from the line. The
maximum TB voltage is nearly 700 V (on the 02TB). But
the TB voltage on the 08TB and 09TB is much lower
than that on the other TBs, which is only around 50 V as
shown in Fig. 7.
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Fig. 6. The TB voltage at the head and tail of the train.
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Fig. 7. The overvoltage on 02TB and 09TB.

The train and PCA models are based on the Chinese
typical high-speed train and the Beijing-Tianjin high-
speed railway in this paper. The potential limitations and
several differences need to be noted to extend these
models to other cases.

1) There are some differences in structure and
related parameters among different types of trains. For
example, the trains of Japan and Germany have eight
train bodies, while there are only four in Brazil.
Moreover, the impedance and position of the grounding
system are also different. When the model is applied to
other types of trains, the impedance, position, and length
of the train bodies and the grounding system should be
reset.

2) The characteristics of PCA will be affected by the
running environment of trains. The unstable route will
aggravate the PCA generation, and the moist or dry air
will change the radiation characteristics of the PCA.
Therefore, it is necessary to consider the environmental
factors in PCA modeling.

3) The model can be used to analyze the EMI on
other electrical equipment, like digital encoders, LED
display, and temperature sensors. The connection position
and electrical structure of the equipment should be



changed accordingly in the model.

IV. MEASUREMENT AND SUPPRESSION
OF INTERFERENCE

A. Scenario and results of the measurement

The practical measurements are carried out at a
high-speed train station in China. The test items include
the TB voltage, magnetic field around the TB, and signal
port voltage of the sensor. The pantograph on the 02TB
is separated from the power supply line to produce the
PCA during the measurement. The relative specifications
are listed in Table 3.

Table 3: The specifications of measurement instruments

Instruments Specifications
Name Model Name Data
Frequency 9KHz~3
range GHz
EMI receiver| ESCI-3 | Resolution g4 1,
ratio
R +30 ~ -147
Specification dBm
Loop antenna| HEH2-z2| Freduency 9 KHz ~30
range MHz
. 200 mV ~1000
. Direct voltage
Digital V
multimeter Vea0ce Alternating
2~750 V
voltage
Oscilloscope GDS- Frquency 500 MHz
2302A | Maximum | o Gsample/s
sampling rate

The 02TB voltage is measured by a digital multimeter
as shown in Fig. 8. The results show that the maximum
overvoltage on the 02TB is 680 V when the pantograph
is separated from the power supply line. It is consistent
with the previous simulation results (in Fig. 7).

Power Supply Line

Pantograph
1
01 [] 02 | . SteelRail
B B
(YA} /

[/

Digital
multimeter

(b)

Fig. 8. Measurement scenario of TB voltage test.
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The measurement scenario and results of the
magnetic field around the 02TB are shown in Fig. 9 and
Fig. 10, respectively. The results show that the magnetic
field will increase (up to roughly 58 dBUA/m) because
of the PCA.

Loop Antenna  p.. Supply Line

X" Pantograph

2 m 02 TB

Y O O

A

_ i Steel Rail

3m

EMI
receiver

(b)

Fig. 9. Measurement scenario of magnetic field test.
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Fig. 10. Measurement results of the magnetic field
around the 02TB.

The measurement results show that when the
pantograph is separated from the power supply line,
the EMI caused by PCA is shown in the following
two aspects: Firstly, the interference value of 680 V
overvoltage is formed on the TB. Secondly, the magnetic
field around the TB is increased, and the strong magnetic
field interference is mainly concentrated in 5 MHz and
up to 58 dBHA/m. According to the Section 11, those two
interference modes cause the wrong voltage signal on the
TCU speed sensor. The signal port voltage of the sensor
is tested by an oscilloscope. In fact, there should not be
voltage on the sensor signal port after the train stops.
But due to the EMI of PCA, the signal port voltage is
approximately 2.6 VV when the pantograph is separated
as described in Fig. 11. The sensor will be activated if
the signal port voltage of speed sensor exceeds 1.5 V. So
the EMI of PCA will affect the control of train doors by
interfering with TCU speed sensor.
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Fig. 11. Signal port voltage of the TCU speed sensor on
02TB.

B. Methods of interference suppression

According to the above research, both the
overvoltage and the EMR generated by the PCA can
influence the TCU speed sensor.

Firstly, as for the effect from the overvoltage, the
interference voltage (Us) can be restrained by reducing
the overvoltage (U) as shown in Eq. (1). According to
the simulation results in section I11, U, is greatly reduced
by protective earthing. Because the protective earthing is
connected to the TBs and the earth, the TB voltage can
be discharged by it. But the train has only one protective
grounding, which is installed between the 08TB and
09TB (the middle position of the train). A high-speed
train is about 400 m, so the overvoltage on the TBs far
away from the protective grounding will be very large.
Therefore, the new protective earthing can be added
on the TBs with higher overvoltage to decrease Us.
Compared with Fig. 11, the signal port voltage of the
TCU speed sensor is significantly reduced after the
protective earthing is added on the 02TB as shown in
Fig. 12.
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Fig. 12. Signal port voltage of the TCU speed sensor on
02TB after adding a protective earthing.

Secondly, the potential difference (U) between the
cable shield and core wire can be reduced to suppress the

ACES JOURNAL, Vol. 36, No. 2, February 2021

EMR from the PCA based on Eq. (2). The magnetic rings
can absorb the EMR energy and reduce Z: of cable.
Nesting the suitable Ni-Zn ferrite magnetic rings on the
cable of the speed sensor can reduce the EMI on the
cable. As shown in Fig. 13, the peak of EMI is decreased
by about 7 dB after using the magnetic rings. Moreover,
the discrete interference is reduced obviously in 10 MHz
~ 30 MHz. The measurement method of the EMI on the
speed sensor and the specific selection process of
magnetic rings are introduced in detail in another paper
of the authors [13].
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Fig. 13. The waveform of EMI on the TCU speed sensor
cable.

V. CONCLUSION

The interference of the PCA on the TCU speed
sensor of the high-speed train has been measured and
analyzed. The conclusions are as follows:

1) The PCA creates the overvoltage (maximum
is 680 V) on the TB. Besides, the EMR from the PCA
increases the magnetic field to 58 dBUA/m around the
TB.

2) The overvoltage can impact the TCU speed
sensor signal by the parasitic capacitance between the
cable shield and core wire. Also, the EMR can affect the
speed sensor by the holes on the sensor cable shield.

3) The overvoltage and EMR caused by the PCA can
be effectively suppressed by adding the protective
earthing on the train and nesting the Ni-Zn ferrite
magnetic rings on the sensor cable respectively.

ACKNOWLEDGMENT
We would like to thank the anonymous reviewers
for their insightful comments. This paper is supported



TANG, ZHU, CHEN: ANALYSIS OF EMI FROM PANTOGRAPH-CATENARY ARC

by the National Key R&D Program of China (No.

2018YFC0809500).
REFERENCES
[1] X. Li, F. Zhu, H. Lu, R. Qiu, and Y. Tang,

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

“Longitudinal  propagation characteristic  of
pantograph arcing electromagnetic emission with
high-speed train passing the articulated neutral
section,” IEEE Transactions on Electromagnetic
Compatibility, vol. 61, no. 2, pp. 319-326, June
2018.

F. Zhu, C. Gao, and Y. Tang, “Influence of
pantograph-catenary arc on electromagnetic
disturbance of airport terminal omnidirectional
beacon,” China Railway Science, vol. 39, no. 1, pp.
116-121, Jan. 2018.

J. Gou, F. Zhu, J. Zou, J. Ye, H. Li, and Y. Wang,
“Research on EMI of instrument landing system on
aircraft caused by pantograph arc,” Journal of the
China Railway Society, vol. 40, no. 7, pp. 61-66,
July 2018.

K. Huang, Z. G. Liu, F. Zhu, Z. S. Zheng, and
Y. Cheng, “Evaluation scheme for EMI of train
body voltage fluctuation on the BCU speed sensor
measurement,” IEEE Transactions on Instrumen-
tation and Measurement, vol. 66, no. 5, pp. 1046-
1057, May 2017.

F. Zhu, Y. Tang, and C. Gao, “Mechanism and
suppression of electromagnetic interference of
pantograph-catenary arc to speed sensor of
CRH380BL electric multiple unit,” China Railway
Science, vol. 37, no. 6, pp. 69-74, Nov. 2016.

Y. Cheng, Z. Liu, and H. Ke, “Transient analysis
of electric arc burning at insulated rail joints in
high-speed railway stations based on state-space
modeling,” IEEE Transactions on Transportation
Electrification, vol. 3, no. 3, pp. 750-761, Sep. 2017.
Y. Cheng, Z. Liu, H. Ke, and H. Zhou, “Modeling
analysis of electric multiple units passing insulated
rail joints in high-speed railway station,” IEEE
ITEC 2017 Asia-Pacific, 2017.

F. Fan, “Study on separation between the
pantograph and catenary based on improved
Habedank arc model,” M.S. Thesis, Dept. Electr.
Eng., Southwest Jiaotong University, Chengdu,
China, 2014.

X. Li, F. Zhu, H. Lu, R. Qiu, and Y. Tang,
“Longitudinal  propagation characteristic  of
pantograph arcing electromagnetic emission with
high-speed train passing the articulated neutral
section,” IEEE Trans. IEEE Transactions on
Electromagnetic Compatibility, vol. 61, no. 2, pp.
319-326, June 2018.

X. Li, F. Zhu, R. Qiu, and Y. Tang, “Research on
influence of metro pantograph arc on airport

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

navigation system,” Journal of the China Railway
Society, vol. 40, no. 5, pp. 97-102, May 2018.

J. Yang, “EMC experiment and protection method
on control vehicle speed and distance measuring
equipment of CRH2 HST,” Railway Signaling
Commun. Eng., vol. 7, no. 5, pp. 21-24, Oct. 2010.
J. B. Yang, F. Zhu, J. Li, M. Sha, and D. Q. Yuan,
“Electromagnetic interference measurement and
analysis of high-speed electric multiple units speed
sensor,” Journal of Electronic Measurement and
Instrumentation, vol. 29, no. 3, pp. 433-438, Mar.
2015.

Y. Tang, F. Zhu, H. Lu, and X. Li, “Analysis and
suppression of EMI for traction control unit speed
sensors of CRH380BL electric multiple unit,”
Applied Computational Electromagnetics Society
Journal, vol. 33, no. 5, pp. 553-560, May 2018.
Y. Tang and F. Zhu, “Measurement and suppression
of electromagnetic interference to speed sensor
of CRH380BL electric multiple unit,” 2017
International Applied Computational Electromag-
netics Society Symposium, Sept. 2017.

Y. Wang, Z. Liu, X, Mu, K. Huang, and H. Wang,
“An extended Habedank’s equation-based EMTP
model of pantograph arcing considering
pantograph-catenary interactions and train speeds,”
IEEE Transactions on Power Delivery, vol. 31, no.
3, pp. 1186-1194, Jan. 2016.

M. T. Cassieand D. B. Fang, “An improved arc
model before current zero based on the combined
Mayrand Cassiearc models,” IEEE Transactions
on Power Delivery, vol. 20, no. 1, pp. 138-142, Jan.
2005.

H. Zhou, Z. Liu, Y, Cheng, and K. Huang,
“Extended black-box model of pantograph arcing
considering varying pantograph detachment
distance,” 2017 IEEE Transportation Electrification
Conference and Expo, Asia-Pacific (ITEC Asia-
Pacific), Harbin, pp. 1-6, 2017.

X. Chen, B, Cao, Y. Liu, G. Gao, and G. Wau,
“Dynamic model of pantograph-catenary arc of
train in high speed airflow field,” High Voltage
Eng., vol. 24, no. 11, pp. 3593-3600, Nov. 2016.
X. Yan, W. Chen, and Z. Li, “Simulation for
self-extinction behavior of secondary arc in
transmission lines,” High Voltage Eng., vol. 38, no.
9, pp. 2150-2156, 2012.

Y. Liu, G. Chang, and H. Huang, “Mayr’s equation-
based model for pantograph arc of high-speed
railway traction system,” IEEE Transactions on
Power Delivery, vol. 25, no. 3, pp. 2025-2027,
Aug. 2010.

T. Zhang, “Characteristic of pantograph arcing for
the high-speed train and its influence on traction
drive system,” M.S. Thesis, Dept. Electr. Eng.,

211



212

Southwest Jiaotong University, Chengdu, China,
2018.

Yutao Tang was born in Sichuan
Province, China, in 1991. She
received the B.S. degree in Auto-
mation from Southwest Science and
Technology University, Mianyang,
China, in 2013, and is currently
working toward the Ph.D. degree in
Electrical Engineering at Southwest
Jiaotong University, Chengdu, China.

Her research interests include electromagnetic
environment test and evaluation, and electromagnetic
compatibility analysis and design.

Feng Zhu was born in Anhui
Province, China, in 1963. He
received a B.S. degree in Physics
from Huaibei Normal University,
Huaibei, China, in 1984, an M.S.
degree in Physics from Sichuan
University, Chengdu, China, in

@ 1987, and the Ph.D. degree in
Electromagnetlc Theory and Microwave Techniques
from Southwest Jiaotong University, Chengdu, in 1997.

ACES JOURNAL, Vol. 36, No. 2, February 2021

He is currently a Professor in the Department of
Electrical Engineering, Southwest Jiaotong University.
His research interests include electromagnetic
environment test and evaluation, electromagnetic
compatibility, and numerical electromagnetic methods.

Yingying Chen was born in Shanxi
Province, China, in 1996. She
received a B.S. degree in Electrical
Engineering and Automation from
Taiyuan University of Science and
Technology in China, in 2018. She
is currently pursuing a master's
degree in Electrical ngineering at
Southwest Jiaotong University, Chengdu, China.

Her research interests include electromagnetic
environment testing and evaluation, as well as
electromagnetic compatibility analysis and design.



ACES JOURNAL, Vol. 36, No. 2, February 2021

Studying and Analysis of a Novel RK-Sinc Scheme

Min Zhu

School of Electronic and Information Engineering
Jingling Institute of Technology, Nanjing, 211169, China
zomi@jit.edu.cn

Abstract — In this paper, a novel high-order method,
Runge-Kutta Sinc (RK-Sinc), is proposed. The RK-Sinc
scheme employs the strong stability preserving Runge-
Kutta (SSP-RK) algorithm to substitute time derivative
and the Sinc function to replace spatial derivates. The
computational efficiency, numerical dispersion and
convergence of the RK-Sinc algorithm are addressed.
The proposed method presents the better numerical
dispersion and the faster convergence rate both in time
and space domain. It is found that the computational
memory of the RK-Sinc is more than two times of
the FDTD for the same stencil size. Compared with
the conventional FDTD, the new scheme provides
more accuracy and great potential in computational
electromagnetic field.

Index Terms — Convergence, dispersion,
Runge-Kutta, Sinc function, stability.

FDTD,

I. INTRODUCTION

The finite-difference time-domain (FDTD) [1]
numerical techniques are widely used today for the
analysis of various microwave geometries and for
the modeling of electromagnetic wave propagation.
However, the method has some significant limitations
due to the substantial computer resources required
when it involves modeling a complicated problem,
which has large stencil size at least 10 cells or more per
wavelength. The FDTD has a second order accuracy in
spatial-temporal and large significant computational
errors. In order to improve the limitations of the FDTD
method, lots of methods are proposed, including the
HO-FDTD [2-4] and MRTD [5] (Multiresolution Time-
Domain). The HO-FDTD is presented by Fang firstly in
[2], employing the Taylor series instead of the spatial
and temporal derivatives to increasing accuracy. The
strong stability Runge-Kutta (SSP-RK) method was first
introduced and extended in Refs. [6] and [7]. Compactly
supported Nth-order wavelets and mth-order mth-stage
Runge-Kutta are applied in spatial discretization and
time integration, respectively.

In this paper, we discuss a new method called RK-
Sinc, which is considered has the same convergence
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level for the time and space domains. The remainder of
this paper is organized as follows. In Section Il, the
basic theory and algorithm of the RK-Sinc method is
introduced. The stability, dispersion and convergence of
the method are studied in Section I1l. Computational cost
and memory requirements are discussed in Section 1V.
Numerical example is given in Section V. Conclusions
are summarized in Section VI.

Table 1: Coefficients c(v) for the RK-Sinc(2, 2v) method
(0=v<10)

c(v)
1.27323954
-0.14147106
0.05092958
-0.02598448
0.01570901
-0.01052264
0.00753396
-0.00565884
0.00440567
-0.00352697

OO |No|O|WIN|IFP(<

[EY
o

I1. THE RK-SINC METHOD
A. High-order Sinc method

Considering an arbitrary function f, using the Sinc
function as the basis function to derive one update
equation of the high-order Sinc method as follows:

1 At
X,n+1 _£xn z,n+1/2

Elvoix =Elvzjx T ZZC(V) : (Hi+1/2,j+m+1/2,k A_y_
=)

1
H y,n+1/2 g) ( )

i+1/2,j,k+m+1/2 AZ 1

where Eiﬂ\/z,j,k’ Eiﬁf/z,j,k’ Hix,]rl+n11/+21/z,kv Hiy+Y1n/;],Jj,2k+m+1/2 are
electric field and magnetic field coefficients, m, ¢, u, At,
Ay and Az are the spatial stencil size, the permittivity,
the permeability, the temporal step size, and the spatial
step size in the x-, y- and z-direction, respectively. The
coefficients c(v) [8] for different spatial stencil sizes are
given in Table 1 for the stencil size m is 10.
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B. RK-Sinc method

For simplicity and without loss of generality, in
rectangular coordinate system, using the Sinc function
to expand the spatial electric and magnetic field
components in Maxwell’s equation as described in
equation (1) and the SSP-RK method to replace the
time derivative of the electric field and magnetic field
components in the left part of the equation (2), one
update equation of the RK-Sinc(2, 2v) which is based
on the Sinc function can be written as follows:

O N
.+um(‘) 1zc(v){ (M iz ©)-

H iZ+l/2,j+1IZ-v,k (t)) - (23.)

1
E( H ko O-Hiz; 010 (O )J ,
6Eiy.+ (t) 18
#&k - ;z (V)[ ( vzikvze (0)-
v=1
Hi),(j+1/2,k+1/2-v (t)) - (2b)
1

AX (HI11/2+VJ+1/2 k (t) H|+1/2 -v,j+1/2,k (t)):|,

Eijxs ﬁ) 13
J P Z ( i-1/2+v,j,k+1/2 (t)
v=1

Hi)il/z»v,j,m/z (t))' (20)
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Ay(Hlj 1/2+v| k+1/2(t) H +1/2vk+1/2(t))i|

aH i>,<j+1/2,k+l/2 (t) —
ot

18 1., -
; VZ:; c) [E( B (1) -
Ei¥j+1/2,k+1.\, (t)) —

1
( Ij+Vk+l/2(t) EIJ+1Vk+1/2(t))l

Ay

oH iy+l/2,j,k+1/2 ® _ l Zm:c

1
ot T (V)[A (Bgreae ®-

Eiz-v+1,j k+1/2 (t)) -

( i+1/2,], k+v(t) E|+1/21 k v+1(t)):|,

(2e)

1
Az

OH o) 1 & 1
%:_EC(V){A ( |+l/2]+vk(t)

|+1/21 v+1k(t)) (2f)

1
( Ei}:rv,j i (8) - Ei¥v+l,j,k+1/2 ®) )}

Ax

ACES JOURNAL, Vol. 36, No. 2, February 2021

11l. NUMERICAL PROPERTIES
In this section, the stability, dispersion and
convergence of the RK-Sinc method are discussed.

A. Stability

Refer to the Yee’s FDTD stability relation [1] and
using the Fourier transforms to the Eq. (2) [9], and
considering uniform spatial step size (Ax = Ay = Az =
A), the general form of the stability condition for the
Sinc (2, 2v) can be derived as:

At — A : @)

C(ZIC(V)I)JE

where ¢ is the speed of light in free space, d is the
spatial dimension.

According to [10], the stability of the RK-Sinc
method can be derived as:

At < # 4)
c(22|c(v)|)f
s:C—Ats;:sm, ®)

A a2y ew)|

where L is a constant dependent on the order p of SSP-
RK, and can be derived as /3 and 22 [6],[11] for the
RK3-Sinc and RK;-Sinc, respectively.

The maximum stability factor Smaxis listed in Table

2. It is show that the RK4-Sinc is stricter than the RKs-
Sinc.

Table 2: The maximum CFL number for the RK-Sinc
method

RK3-Sinc
Smax 0.3317

RK:-Sinc
0.5353

B. Dispersion

Defining the stability factor s = (cAt) /A=0.25, the
number of cells per wavelength N = A; /A, u is the
ratio of the theoretic wavelength Ac to the numerical
wavelength A, and V, is the numerical phase velocity.
With the wave propagation angle 8 = 90° and & = 0°,
Figs. 1-3 show the dispersion errors V, /c versus N for
the FDTD and RK-Sinc methods in 3D case.

Figure 1 shows that the RK-Sinc method presented
the better dispersion characteristics at the same spatial
stencil size. Figure 2 shows the dispersion errors versus
wave propagation angle @ for different methods with
6 =90° and AX = Ay = Az = 1 /5. The FDTD method
for different stencil size all presents lower dispersion
errors. From Fig. 3, we can see that the RK4-Sinc is
a little fluctuation to that of the RKs-Sinc method, the
RK4-Sinc has the better dispersion error.
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Fig. 1. Dispersion errors of the different methods.
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Fig. 2. Dispersion errors versus @ of the different
methods.

C. Convergence

Similar to the RK-MRTD (Runge-Kutta
Multiresolution Time-Domain) method in [12], the
convergence relation of the RKp-Sinc(2, 2v) can be
written as:

RK-Sinc-error <CAt” + C,AX". (6)
When v > p and At = sA/c (s < 1), it can be simplified as:
RK-Sinc-error <CAt” +C At" <C At", (7

where C,, Cy, Cy and C,, are coefficients.

The convergence properties of the FDTD, RK3-
Sinc and RK4-Sinc are described in Fig. 4 and it can be
easily found that the order is 2, 2.2 and 3.6 respectively,
the ¢ is uniform spatial step size (Ax = Ay = Az = §).
The results demonstrate that the RK-Sinc has the faster
convergence rate than the FDTD method at the same
stencil size.
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Fig. 3. Dispersion errors versus @ of the RK-Sinc
method.
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Fig. 4. Convergence of the FDTD, RK3-Sinc and RK4-
Sinc methods.

D. Computational cost and memory requirements

According to the RK-MRTD method in 3D case
[12-14], at each time step for FDTD method only E and
H fields at a final time need to be stored, while the
memory requirements of the RK-Sinc is more than
two times of the FDTD for the same mesh size in [11].
The cost of the FDTD can be written as Cost rprp = 2
(M) 3 x 2. It is obviously that the RKy-Sinc needs
largely more than p times computational cost than the
FDTD method for the same mesh size.

In 3D case, for a single time step, the
computational cost of the high order Sinc(2, 2v) method
can be written as follows:

Cost sinc = 2 (M1) 3 x 2v, (8)
where M is the number of cells in a single direction,
2m is the size of the stencil.

215



216

According to [12], the cost of the RK-Sinc can be

written as follows:
Cost rkp-sinc = 2 (M2)® x p x (2v +1), 9)

where M; is the number of cells in a single direction.

If the computational domain is unit size, Ax; and
AXx; are the cell sizes of the Sinc(2, 2v) and RKp-Sinc(2,
2m) methods, then My = 1/Ax1, M2 = 1/Ax; if Aty and
At, are the maximal stable time step for the Sinc(2, 2v)
and RK,-Sinc(2, 2v) methods, and At chosen as 2At:/p.
If the total computational time is 1, then the cost of the
two methods as follows:

Cost sinc = 2(M,)? XZVXL, (10)
Ay

1
Cost ric.sine = 2(M, ) 2V +1)x—
OS1 RK-Sinc ( 2)><p><(V-‘r)><At2 (11)

= (M, ) x p?x(2v +1)><i.

IV. NUMERICAL EXAMPLE

In this section, the RK-Sinc is applied to solve a
dielectric material slab in one dimension. The thickness
of the slab is 8mm, the relative permittivity of the
slab is 3.8. The spatial step size is Ax, and the total
computational domain is discretized as Ax = 4 /5, which
A is the wavelength in the media and corresponds to the
concerned maximum frequency fnax=10GHz.

The analytical solution is the Mie series solution
and the reflection coefficients of the FDTD and RKs-
Sinc are shown in Fig. 5. From the Fig. 5, we can see
that the RKs-Sinc is the better than FDTD method.
Figure 6 describes the errors between the methods and
the analytical solution, we can obtain that the RK4-Sinc
has the better dispersion error than FDTD Scheme.

-+RK4-Sinc

|Exr(f)/Exi(f)|

- FDTD
__analytic
solutions

4 6 8 10
flHz

Fig. 5. Magnitude of reflection coefficients for RK,-
Sinc FDTD method and analytic solution.
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Fig. 6. Errors of the FDTD and RK4-Sinc method.

V1. CONCLUSION

In this paper, a novel method RK-Sinc based on
the SSP-RK and the Sinc function has been presented.
The characteristic including stability, dispersion and
convergence is analyzed and discussed. It can be easily
found that the RK-Sinc method has the better dispersion
and the faster convergence rate than FDTD method
with the same spatial and temporal stencil size. The
computational cost and memory requirements are
studied and show that the RK,-Sinc needs largely more
memory requirements and computational cost of the
FDTD for the same mesh size. The dielectric material
slab example shows that the RK-Sinc is more accuracy
than FDTD method. Therefore, the RK-Sinc scheme
can reduce the numerical dispersion and has a fast
convergence rata, we can draw a conclusion that the
new method is more accurate and efficient, and has well
potential applications in some certain computational
electromagnetic filed.
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Abstract — A novel hybrid excitation flux reversal
machine (HEFRM) is developed. The machine has a
simple reluctance rotor and a stator, which has both an
ac armature winding and a dc field winding. The core on
the surface of the pole arc at the centerline of the stator
pole and the core on the outer surface of the stator yoke
each have a slot along the rotating axis, where the field
windings are placed. A permanent magnet (PM) with
opposite polarity is placed respectively on each side of a
slot in the same stator pole. In this paper, the working
principle of the new HEFRM is introduced, the influence
of magnetic pole parameters and armature parameters on
motor performance are also analyzed, and genetic
algorithm (GA) is used for multi-objective optimization
of the torque characteristics. Finally, the HEFRM
prototype is built, and its theoretical correctness is
verified by the finite element analysis (FEA).

Index Terms — FEA, flux-reverse machine, GA, hybrid
excitation, multi-objective optimization.

I. INTRODUCTION

Flux-reverse machine (FRM) is a new type of
machine, in which rare-earth PMs are added to the stator
or the surface of pole shoes of a switched reluctance
machine (SRM). Because of its high power density,
small rotational inertia, compact structure, easy to install,
and other performance advantages, the application
prospects are very broad, it can be used in automotive
power generation, power tools, industrial drive, and
other fields [1-4]. Since the end of the last century, the
single-phase and three-phase FRM has been proposed
[5], and many new types of FRM have been developed
as a result of extensive research on the structure of the
FRM, such as double stator flux reversal machine [6],
flux reversal linear machine [7-9], Halbach permanent
magnet flux reversal machine [10] and hybrid excitation
flux reversal machine [11].

HEFRM has two different magnetomotive force
sources, the air gap main magnetic field is established by
permanent magnets and the electric excitation plays an
auxiliary role. Thus, the PM machine can be combined
with the electric excitation machine organically [12-14].
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When operating as a motor, the speed range of the motor
is extended; when operating as a generator, the output
voltage can be adjusted to improve the quality of the
power supply. The HEFRMs are promising candidates for
many areas especially for direct-drive systems requiring
a wide speed range. Thus, it is of high research value and
practical significance.

In this paper, a new type of hybrid excitation flux
reversal permanent magnet machine is proposed.
Meanwhile, the FEA is used to analyze its performance,
and achieve its modulation of the air-gap magnetic field.
By comparison, it is verified that it can achieve a wider
speed range and better overload capability.

I1. STRUCTURE AND WORKING
PRINCIPLE

The basic structure of the traditional flux reversal
machine is shown in Fig. 1. It consists of four basic parts:
the armature winding, the permanent magnet, the field
winding, and the rotor as a magnetic flux modulator. The
PM magnetomotive force (MMF) of the traditional flux
reversal machine is basically unchanged during operation.
In vector control, to run the machine above the base
speed, the only way is to adjust the direct axis current to
attenuate the magnetic field for flux weakening speed
regulation. However, the torque performance of the
machine will inevitably be wakened. Therefore, to
better achieve magnetic field regulation, a novel hybrid
excitation flux reversal machine is proposed in this
paper, as shown in Fig. 1 (a).

Compared with the traditional flux reversal machine,
in the structure of the HEFRM, along the rotating axis,
there is a field winding slot not only on the core of the
pole arc surface at the centerline of the stator pole, but
also on the core of the outer surface of the stator yoke.
The DC field winding is in the form of concentrated
winding, which is alternately wound in the field winding
slot, as shown in Fig. 1. The structure of the power
winding is the same as that of a normal winding. The
power winding is placed in the stator slot, which is
orthogonal to the field winding in space. A PMs is placed
on both sides of each stator pole shoe of the machine.
Each PM is opposite in polarity to a PM on the same
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tooth and identical in polarity to a PM on an adjacent
tooth. For the application of the new structure, the
HEFRM and the traditional flux reversal machine have
the same arrangement of PMs and the same number of
pole pairs. So, the structure and operating principle of the
two machines are very similar, which greatly simplifies
the theoretical analysis and design of the new machine.

Fig. 1. (a) Basic structure diagram of hybrid excitation
flux reversal permanent magnet machine, and (b) basic
structure diagram of traditional flux reversal permanent
magnet machine.

Fig. 2. Flux linkage of a stator tooth: (a) turn on the flux
enhancement current, and (b) turn on the flux weakening
current.

In general, the field winding is connected with
demagnetization current to conduct flux weakening
speed regulation. As shown in Fig. 2 (b), after the flux
weakening current is applied, the magnetic field of the
field winding forms a loop through the stator teeth. This
loop is connected in series with the permanent magnet
magnetic circuit. When the flux of the field winding
passes through the permanent magnet, which is in danger
of demagnetization if not properly controlled. As shown
in Fig. 2 (a), if demagnetization of a PM occurs, the
current opposite to demagnetization can be applied, in
that PM can be magnetized to improve system reliability.
Since the field winding is spatially orthogonal to the

DENG, JIA, ZHAO: NOVEL HYBRID EXCITATION FLUX REVERSAL MACHINE

power winding, the two are decoupled. As shown in the
Fig. 3, when the power winding is applied a sinusoidal
voltage, the induced electromotive force of the field
winding on the same tooth is very weak. Without
considering the effect of armature current on excitation
current, this characteristic makes it possible to simplify
the control strategy in weak magnetic control. Moreover,
the field winding is placed in a special slot instead of
in the stator slot. This design makes the field winding
does not occupy the stator slot area with the armature
winding. It also does not weaken the electrical load and
synchronous reactance of the armature windings by
increasing the field winding. Therefore, the design of the
machine can be further simplified.

120

Induced voltage of field winding
Armature winding voltage

80

N
o

Voltage(V)
o

-120
0 5 10
Time(ms)

Fig. 3. Induced electromotive force of field winding
when armature winding is electrified.

The working principle of HEFRM is similar to that
of traditional flux reversal machine, which belongs to
the family of flux modulation machines. Magnetic flux
modulation machine armature winding pole number P,
and magnetic field rotation angular velocity 0, meet the
requirements:

{ P, = |P, — Bal (1)
N, = (Peﬂe - Pmﬂm)/(Pe - Pm),

where 2, and 2,,, are MMF of the permanent magnet
and the angular velocity of the rotor, P, and B,, are the
numbers of poles of PM and the period number of flux
modulator, in FRM B,, = Z,./2, Z, is the number of
rotor slots. To place the three-phase winding, the number
of stator slots and the number of armature winding poles
shall be satisfied:

Z,=3kP, k=123 @)

From the above analysis, the commonly used pole slot
combinations of HEFRM are shown in Table 1.
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Table 1: Pole slot combinations of HEFRM

Z. | z. | 2 [4] 5 [ 7 [8]10]11
P, |1 1| 2 21172
6 |sPP| 1 [1]05|05/1] 1 |05
GR | 2 |4 25[35][8] 10|55
P | 4 2] 1 1]2]4]s
12/sppPl 05 1| 2 [ 2 [1]05]04
GR | 05| 2] 5 | 7 [4]25]22

PS: SPP is the number of slots per pole per phase, GR is
gear ratio (Ratio of rotor slot number Z,. to winding pole
number F,).

Taking 6-stator-slot / 8-rotor-slot HEFRM as an
example, the distribution of the magnetic force line of
HEFRM is shown in Fig. 3. As can be seen from this
figure, whether the PMs are excited individually or the
field windings are excited individually, when the rotor
rotates a rotor slot distance, the flux linkage of the A-
phase windings are reversed. Therefore, the operation
principle of HEFRM is the same as that of traditional
FRM. Due to the use of hybrid excitation, the working
flux density of the PM B,, is determined by the joint
action of the residual magnetic field of the PM B, and
applied magnetic field exerted on the PM by the
excitation coil and the armature winding together H,,;:

B = By + tolrmHm 3

where u,, is the relative permeability of PM. The
external MMF is equal to the magnetic pressure drop of
the air gap and PM. Ignoring the magnetic pressure drop
of the core, the MMF of the whole magnetic circuit can
be expressed as:

Hmlm + Hglg = Ndcldc + Naclac ' (4)

where NI is the MMF of the external field winding, [,
and L, is the thickness of PM and the length of air gap,
respectively. Hy is the air gap magnetic field strength.
In the air gap, the flux density of magnetic field strength
can be expressed as:

Bg = HOHg ' (5)

Besides, both air gap flux ¢, and permanent

magnetic flux ¢,, can be expressed as the multiplication
of flux density and cross-sectional area:

Pg = By
introducing the magnetic flux leakage coefficient k,
Vg = (me . (7

Substituting (4) - (7) into (3) can be obtained:
1 Naclact+Naclac
By, = T Amly [Br + Uolrm %} . (8)
1+I’erA—glmK m

From the above equation, it can be seen that the
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operating magnetic density of a permanent magnet can
be increased or decreased by changing the direction of
the incoming excitation current. Due to the slotting of
the rotor, the air gap length of the machine is not fixed
but varies periodically with the circumferential position
angle 6, and the rotor position angle 8. The air gap flux
density B(8,, 8) can be expressed as the product of the
MMF E,(6,) and the air gap permeability function
A(8,0,):

B(85,0) = F(6,)A(0,0;) . ©))
The distribution of the magnetic field lines of the

machine is shown in Fig. 4.
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Fig. 4. Distribution of magnetic field lines under different
excitation modes: (a) separate excitation of permanent
magnet, and (b) the field winding is separately excited.
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Fig. 5. Distribution of magnetic force lines in different
rotor positions.

The structure and PM arrangement of HEFRM are
shown in Fig. 6. and the stator slot centerline at position
0, as shown in Fig. 5, the MMF E,, (6,) is an odd function
with period T = 4w/ Z,:

[ee) . SGS
E,(65) = Zn:l,s’,S---FnSln (nZ ) ) (10)

2

__8F . (nm nr(1+S9+S1)\ .  [(nm(1-So+Sy)
(5= s (s (202825 g (2030
F. = Bl / tobtrm

(11)
where S, is the ratio of stator slot opening width to stator
slot spacing; S, is the ratio of stator slot opening width
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to stator slot width. The slotting diagram of stator and

be generated, which directly changes the value of the air
rotor is shown in Fig. 6.

gap rotating magnetic field. However, it should be noted
that changing the excitation current only changes the
amplitude of each harmonic of the air-gap field, and does
not introduce new harmonics. The process is shown in

U U U/
Slotted stator

! | Fig. 7.
| MMF of PMs
: : “/:“, N Flux weakening ’f\
i ! M N5
‘ w ( ANA R [
‘ " b, i | || (| c
: Rotor ( s ‘} J q' *
| | s | \/ v} \
i ! E ;‘Kt ‘:‘
Fig. 6. Slotting diagram of stator and rotor. jﬂ J'l lj kl
[ | |
As shown in Fig. 5, HEFRM is a typical double | /{3\ | VY \ J r‘ﬁ\ |
salient structure, whose air-gap permeance A(6, 8,) can [VIRRY v v
be expressed as the product of the air gap relative 0 60 120 180 240 300 360

permeance G,.(0, 6;) when the stator is not slotted but
the rotor is and the air gap relative permeance G¢(6;)
when the stator is slotted but the rotor is not slotted:

A6, 65) = 72G,(8,6:)Gs (62), (12)
g

where G,.(6, ;) is the air gap relative permeance when
the stator is not slotted but the rotor is slotted, and it can
be expressed as:

I (6)

Gr(0,05) = 1oyt 9

where [,,(8) and [,(6, 6) respectively represent the
distribution of magnetizing direction length and effective
air gap length of permanent magnet along circumferential
direction when the stator is not slotted and the rotor is
slotted. After Fourier decomposition, we can get:

GT(QJ 95) = GT‘O + Zi:1,2~~- Gricos[izr(gs - 9)] (14)

Similarly, G,(6,) can be expressed as:

Gs(gs) = GSO + Z?E:LZM GsmCOS (stes) . (15)
To sum up, (9) is rewritten as follows:
B(05,0) = Zn-135- GriGom Fysin (*22)
i=0,1,2
m=0,1,2
cos(iZ, (8 — 8))cos(mZ,6;) . (16)

Combining (8), (10), (11), and (16), it can be seen
that by changing the magnitude and direction of the
excitation current, the magnitude of the working
magnetic density of the PM can be changed, thus the
distribution of MMF of the PM can be changed. Through
the modulation of the rotor, a rotating magnetic field can
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Fig. 7. Comparison of PM MMF and air gap flux density
when PM acting alone and flux weakening.

In the analysis of back electromotive force (EMF),
to analyze the harmonics of the EMF, the theory of
winding function can be applied. The winding function
of a three-phase winding is expressed as:

( Na(6)) = X1 5. Nicos(iP65)
Ny (65) = %j1 5. Nycos (jR.6; — 27 )
Ne(6s) = Zjoas.- Nicos (jROs +27j)
k N = G Ko
where N; is the peak value of the jth harmonic of the
winding function, Ny is the number of turns in series

of each phase, K, ; is the winding factor of the jth

harmonic and P, is the pole number of armature winding.
The EMF expression of phase A winding can be obtained:

d 21
e0(®) = = 5 |l | B0, ON,(6) .|,
0

(17)

TolstZy > v iGyGgnFy, Njcos(iZ,0) , (18)
g Zy
jmm=13,5-
where 7, is the radius of the stator inner circle, Ly is

the stack length, rotor position angle 6 = 0,,t,v =
% + jP;. The comparison of back EMF is shown
in Fig. 8.

I1l. TORQUE PERFORMANCE
OPTIMIZATIN DESIGN

Torque density and torque ripple are important
performance indexes of FRM. The torque ripple of flux
reversal machine is divided into cogging torque caused
by stator PMs and rotor harmonic permeance, and torque
ripple caused by stator back EMF harmonic and winding
current.

In PM machine, cogging torque is inherent. Cogging
torque is generated by the harmonic of MMF under the
action of higher harmonic of air gap permeance. It is
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defined as the negative derivative of the magnetic field
energy w to the stator-rotor relative position angle 6,
when the machine is not energized. It can be expressed

as.
ow

Tcog =" %9 (19)

where the magnetic field energy W can be approximately
equal to the air gap magnetic field energy W,,,:

1
__ 2
Wyap = 7 f B(6,, 0)%dV
v
2_p2
= Wt M p (g, 0)2d6,,  (20)
240 0

where R, and R, are the rotor outer diameter and stator
inner diameter respectively. Combined with (16), it can
be written as:

_ T[ZT(RZ Rl)lstk Z
4lg

iZ)Gril Griz GsmleszannZSin(Nere) ' (21)

Tcog i1ti=Np (11 *

where
N, = — (maEnptmqim,)Zz, . (22)
2Zy

It can be seen from (21) that the cogging torque
is related to the magnetic pole parameters, armature
parameters and the number of pole slots of stator and
rotor. It can be seen from (22) that not all permeability
harmonics will affect cogging torque, and the cogging
torque can be reduced by reducing the amplitude of
the magnetic pole parameter F, F,, and the armature

parameter Gy;, Gyi, Gsm, Gsm, -
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PMs
S 80 / \\ ‘
w Y / A
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Fig. 8. Comparison of phase back-EMF when PM acting
alone and flux weakening.

According to the principle of electromechanical
energy conversion, the output torque of three-phase flux
reversal machine T, can be written as:

Te = [ea(D)ig () + €, (D)ip (1) + ec(D)ic(D]/ 2, (23)



where e(t) and i(t) are three-phase back EMF and phase
current respectively. Combining (17) and (18), (23) can
be rewritten as:

_ 3. Ko

T, = Elqulsthrlsg
oo
=2

=z
jmm=13,5--

G GsmFy NjCOS[(i +1Z.0], (24)

where I is the peak value of rated current. Take i, m = 1,
then T, is equal to the average torque T,,,; take i, m # 1,
then T, is equal to the torque ripple T.. It can be seen
from (24) that, similar to cogging torque, the output
torque and torque ripple can also be adjusted by
modifying the magnetic pole parameter F, and armature
parameters G,;Gsp,.

Both torque density and torque ripple are affected
by the parameters of the magnetic pole and armature.
Consequently, in this section, we will use the genetic
algorithm combined with the finite element algorithm to
design a multi-objective optimization of this machine.
From the analysis in the first section, it has been seen that
the MMF generated by the field winding only affects the
amplitude of the PM working MMF and air gap flux
density, and does not change its harmonic content.
Therefore, the number of slots for the stator and rotor can
be selected in the same way as for the conventional flux
reversal machine. In this section, 6-rotor-slot / 8-stator-
slot is selected as an example. Its pole ratio is large, and
the electromagnetic torque is also relatively large.

A. Design optimization procedure

To optimize the design of the proposed HEFRM,
according to the basic structure and working principle of
the machine presented in Section Il, a prototype has been
designed and simulate by FEA. The FEA parameters are
shown in Table 2.

For the output torque of the machine, we want
greater torque density and smaller torque ripple.
Therefore, The objective functions fixed for this
optimization are:

-Maximize the average torque of the machine output

(Tavg).

-Minimize machine torque ripple (T4 + T;.).

From the analysis in Section Il, the magnetic pole
and armature parameters of the machine can be changed
by changing stator-rotor slot opening ratio and stator
tooth slot opening ratio. Therefore, the optimization
parameters are:

-Rotor slot opening ratio (S,),

-Stator slot opening ratio (S,),

-Stator tooth slot opening ratio (S,).
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Due to the requirements of mechanical strength and
the space for placing the windings. The constraints of the
optimization parameters are shown in Table 3.

Table 2: FEA parameters

Parameter Value Parameter Value
Phase number 3 Sta_tor outer 100mm
diameter
Rotor slot Rotor outer
8 . 50mm
number diameter
Stator slot 6 Air gap 1mm
number length
Stack PM
length 80mm thickness 3mm
Turns per AC 160 PM 115T
coil remanence
Turn ratio of
dcto ac 0.5 Rated 1500rpm
S speed
winding
Stator tooth
slot opening 0.22 f Rated 200Hz
) requency
ratio
Sta’;or slot_ 0.35 _ R_ated ac 5A
opening ratio winding current
Rot_or slot_ 0.45 _I\/Ia_X|maI dc 5A
opening ratio winding current

PS: The rotor slot opening ratio S, is defined as S, =
b, /t,, where b,. is the rotor slot width and ¢, is the rotor
slot pitch.

Table 3: Constraints of the optimization parameters

Optimization Parameters | Minimum | Maximum
Rotor slot opening
ratio (S,) 04 0.6
Stator slot opening
ratio (Sy) 0.2 0.5
Stator toot_h slot opening 0.2 04
ratio (S,)

Setting the above conditions, the optimization engine
uses multi-objective genetic algorithm, the population
size is set to 10 times the number of optimization
parameters, that is 30, and the maximum number of
generations is 65.

B. Optimization results

The optimization of this machine using the multi-
objective genetic algorithm took 30 hours, with a total of
1840 model iterations. The Pareto-optimal front of the
average torque verse torque ripple of the machine output
is obtained, as shown in Fig. 9.
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Fig. 9. Pareto-optimal front.

The comparison of optimized parameter values
before and after optimization is shown in Table 4, and
the comparison of output torque before and after
optimization is shown in Fig. 10. As can be seen in Fig.
10, the optimized machine has a larger average torque
and smaller torque ripple.

Table 4: Constraints of the optimization parameters

Optimization Initial Optimization
Parameters Value Values
Rotor slot opening
ratio (S,) 0.45 0.58
Stator s_Iot opening 035 0.27
ratio (Sy)
Statpr toot_h slot 0.22 0.2
opening ratio (S,)
6
Optimized Model
Ongmal Model

55F \‘ v [
MAMAMAMMAMAN, \MJ\“‘\
51

45

Torque(Nm)

IS
T

3.5

3

. . . \ . . \
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
Time(s)

Fig. 10. Comparison of output torque before and after
optimization.

The optimization algorithm is based on the results
of 2D FEA, considering that the machine contains
different active magnetic circuits. We also performed 3D
FEA to evaluate the end effect. The open-circuit end
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effect coefficient E,,,.,, and the on-load end effect
coefficient E,;, .4 [15] are defined respectively:
Eeopen = ’33——0 x 100%

(25)
Eeloqa = Tav:zz Z X 100%

where E,,,., Can be defined as the ratio of back EMF
E;_p from 3D FEA and the back EMF E,_, from 2D
FEA. E,;oaq Can be defined as the ratio of the average
torque Tgug3-p from the 3D FEA and the average
torque Tgyg2-p from the 2D FEA. The result is shown in
Fig. 11.
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Fig. 11. Comparison between 3D FEA and 2D FEA.

Table 5: End effect coefficient
Project 2D FEA
Auverage output 5 2633Nm
torque
Eeload 98.7%
Back EMF 98.9564V
amplitude

3D FEA
5.1966Nm

100.3322V

101.4%

Eeopen

From Table 5, we can see that the end effect
coefficients are small. Therefore, we can consider that
the optimal model parameters of the machine obtained
from 2D FEA are reasonable.
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IV. PERFORMANCE ANALYSIS
To analyze the performance of the HEFRM, the
machine parameters are shown in Table 6, and its output
characteristics are tested.

From Fig. 12, it can be seen that the machine reaches
steady state after 0.08 seconds. The machine efficiency
is shown in Table 7.

Table 7: Rated efficiency of machine in machine state

Table 6: Parameters of HEFRM Input Electromagnetic 1153.8W
Parameter Value Parameter Value Power '
Phase 3 Stator outer 100mm Copper loss 92.6W
number diameter Core loss 43W
Rotor slot 8 Rotorouter | g Machine efficiency 88.25%
number diameter
Stator slot 6 Alr gap 1mm When the control strategy of i; = 0 is adopted. The
number length ;
9 angle between the phase current and the back EMF is
Stack length | 80mm th'PILVI 3mm kept at 0° by changing the excitation current without
ICKNESS increasing the d-axis current component. Under the above
Turns per 160 PM 1.15T conditions, Fig. 13 analyzes the relationship between
AC coil i
coll rémanence voltage, output torque and speed, and the coupling
Turn ratio Rated relationship between field winding and power winding.
of dcto ac 0.5 speed 1500rpm As can be seen from Fig. 13 (a), when the excitation
winding current is —5A(flux enhancing), the rated voltage can
Rated phase 220V Rated load 5NmM be _reag:hed as soon as possible_. This is because the
voltage excitation current assists magnetism. Therefore, before
Stator tooth Rated reaching the rated speed, the output limit of the inverter
slot opening 0.2 frequency 200Hz voltage will be reached first. If the speed continues to
ratio increase, the main flux must be weakened by increasing
Stator slot Rated ac the stator d-axis current. When the excitation current is
opening 0.27 winding 5A 5A (flux weakening), the electric limit is reached when
ratio current the rated speed is exceeded. This shows that with i; = 0,

Under the given rated voltage, the electric field

winding is connected with the flux enhancement current.
The machine starts with rated load, and its dynamic
response is shown in Fig. 12.
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Fig. 12. Dynamic characteristics of machine.

the speed range can be increased just by adjusting the
excitation current. As can be seen from Fig. 13 (b), when
the excitation current is —5A (flux enhancing), the output
torque is 18% and 55% higher than the output torque
when the excitation current is 0A and 5A, respectively.
This shows that within a certain speed range, the overload
capability of the machine can be greatly increased just
by adjusting the excitation current.

The torque angle characteristic curve of HEFRM is
shown in Fig. 14, and the corresponding torque angle
is 90° when the control strategy of i; = 0 is adopted.
When the phase voltage of the machine is below the rated
voltage, the torque angle can be kept at 90°for speed
regulation. If the speed continues to increase, because the
voltage output limit of the inverter has been reached, the
voltage cannot continue to rise. The current angle is no
longer zero, that is iy # 0. The torque angle starts to
increase and the output torque starts to decrease. At this
time, the current angle is no longer zero, that is, iy # 0,
the torque angle begins to increase and the output torque
begins to decrease. From the figure, it can be seen that in
the process of increasing the torque angle, the torque
output capacity can be improved by increasing the flux
enhancement current, that is, the machine has higher
overload capacity. From Fig. 15, it can be seen that under
the condition of keeping the rated voltage unchanged,
applying flux weakening current can significantly increase



the speed range of HEFRM compared to excitation with
PMs separately.
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Fig. 13. Comparison of relations under different excitation
current .
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Fig. 14. Torque angle characteristic curve.

Figure 16 shows the comparison between the
induced voltage the rated voltage of the field winding
under different excitation currents. It can be seen that due
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to the new structure of the machine, the induced voltage
of the field winding is almost zero when the flux
enhancement and flux weakening currents are applied.
This brings great convenience to the control of the field
winding current.
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Fig. 15. Torque angle speed relationship (rated voltage).
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Fig. 16. Relationship between induced voltage and rated
voltage of field winding.

V. CONCLUSION

This paper presents a novel hybrid excitation flux
reversal machine. Compared with the traditional flux
reversal machine, this structure has three advantages.
First, the DC field winding is not placed in the stator
slot, thus it will not occupy the stator slot area with
the armature winding. Second, the DC field winding
is decoupled from the armature winding, which is
convenient to the control of the excitation current. Third,
reasonable design of slot opening ratio of stator tooth slot
can reduce torque ripple. When the genetic algorithm is
applied for multi-objective optimization of the machine,
we found that the optimal torque performance is obtained
with stator tooth slot opening ratio of 0.2, stator slot
opening ratio of 0.27, and rotor slot opening ratio of
0.58. Finally, under the control strategy of i; = 0, it is



validated that a wider speed range and better overload
capability can be achieved just by adjusting the excitation
current.
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