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Formulation of Iterative Finite-Difference Method for Generating Large
Spatially Variant Lattices

Manuel F. Martinez1, Jesus J. Gutierrez1, Jimmy E. Touma2, and Raymond C. Rumpf1
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Abstract – A new numerical method to generate spa-
tially variant lattices (SVLs) is derived and implemented.
The algorithm proposed solves the underlying partial
differential equations iteratively with an update equa-
tion derived using the finite-difference method to obtain
an SVL that is continuous, smooth, and free of unin-
tended defects while maintaining the unit cell geome-
try throughout the lattice. This iterative approach is
shown to be more memory-efficient when compared to
the matrix-based approach and is, thus, suitable for the
calculation of large-scale SVLs. The iterative nature of
the solver allows it to be easily implemented in graphics
processing unit to parallelize the computation of SVLs.
Two spatially variant self-collimating photonic crystals
are generated and simulated to demonstrate the function-
ality of the algorithm as a tool to generate fully three-
dimensional photonic devices of realistic size.

Keywords – Iterative finite-difference method, function-
ally graded, metamaterials, photonic crystals, spatial
variance.

I. INTRODUCTION

Self-collimating photonic crystals (SCPCs) are
devices in which an electromagnetic wave travels
through a volume of material without any diffraction
and only moves along an axis of the lattice regard-
less of angle of incidence [1]. Attempts to control
power flow inside these structures in an arbitrary man-
ner in 3D SCPCs have been limited to the introduc-
tion of defects or deformations [2], which often weaken
or destroy the overall electromagnetic properties of the
SCPC. Spatial variance is a process to spatially adjust
the geometrical aspects of periodic structures like pho-
tonic crystals (PhCs) [3]. The algorithm for spatial vari-
ance introduces geometrical changes to the PhC in a
way that makes the PhC smooth, continuous, and free
of unintentional defects [4] while retaining the geom-

etry of the unit cells so that electromagnetic response
is maintained. Most approaches to incorporate spatial
variance in SCPCs [5–7] do so in either planar SCPCs
or with devices in which the third dimension is not
spatially varied. The method described in [3] suffers
from the major drawback of being memory inefficient
due to its reliance on large full storage matrices and
computationally expensive lower–upper (LU) decompo-
sition operations, thus limiting the size of spatially vari-
ant lattices (SVLs) that can be generated. Although
other methods such as Galerkin, Crank-Nicolson, and
Fourier methods [8] exist to solve partial differential
equations, these run into the similar drawbacks of mem-
ory inefficiency when solving large problems. The
present body of work discusses the formulation of an
iterative algorithm to compute SVLs based on similar
approaches to those used in electromagnetic simulation
tools such as the finite-difference time-domain (FDTD)
method, in which an update equation is used to explic-
itly solve the underlying system of partial differential
equations point-by-point throughout the problem space
[9]. Approaches with similar formulations to the one
presented in this body of work have been successfully
implemented with the use of general purpose graph-
ics processing units (GPGPUs) to accelerate and scale
execution [10].

II. GENERATION OF SPATIALLY VARIANT
LATTICES

In this section, the step-by-step description of the
overall algorithm to generate SVLs is presented. The
first two subsections discuss the mathematical back-
ground of spatially variant gratings and SVLs. The
following subsections define the steps necessary to
calculate an SVL using the iterative algorithm as
well as presenting the flow-diagram of the proposed
algorithm.
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A. Spatially variant planar gratings and lattices

Consider a simple sinusoidal grating described by a
grating vector �K. The grating vector has a direction per-
pendicular to the planes of the grating and has a magni-
tude of 2π/Λ, where Λ is the period of the grating. Given
a grating vector, the sinusoidal grating is calculated by

εa(�s) = cos(�K •�s), (1)
where�s = xâx + yây + xâz and εa(�s) is called the analog
grating because of its continuous variation between the
values of −1 and 1.

When attributes of the grating such as period or
the orientation are spatially varied, the grating vector �K
becomes a function of position. When this happens, �K
becomes �K(�s) and the calculation in eqn (1) fails to prop-
erly compute the analog grating [3]

εa(�s) �= cos
[
�K(�s)•�s

]
. (2)

Spatial variance is incorporated through an interme-
diate parameter called the grating phase Φ(�s) [3]. The
equation shown in eqn (3) is solved numerically through
a best fit approach of least squares since there are more
equations than unknowns. Then, the analog grating can
be calculated by eqn (4)

∇Φ(�s) = �K(�s), (3)
εa(�s) = cos [Φ(�s)] . (4)

To extend the functionality of eqn (3) and (4) from
planar gratings to general lattices, Rumpf [3] states that
the unit cell that describes the periodic structure to be
spatially varied is decomposed into a complex Fourier
series. Each term in the Fourier series is a spatial har-
monic that can be interpreted as a one-dimensional pla-
nar grating. Given the infinite nature of Fourier trans-
forms, this complex series is truncated to only a finite set
of M planar gratings. Each planar grating in the truncated
series is spatially varied and the overall SVL is obtained
by summing each 1D grating.

B. A general solution for ∇Φ(�s) = �K(�s)
Rumpf [3] presented a matrix-based numerical solu-

tion for the expression in eqn (3) in the framework of
least squares with the use of [A]−1[b] = [x]. This imple-
mentation is a brute force approach that provides fast
and accurate results for small-sized problems. The issue
with this approach to the solution arises when large-scale
lattices are being generated since the [A]−1[b] = [x] is
a matrix problem that increases memory and computa-
tional requirements. This poor scaling with larger lat-
tices leads to a hard-set limit of the size of lattice that
can be computationally generated.

III. ITERATIVE SOLUTION TO ∇Φ(�s) = �K(�s)
A. The update equation

The derivation of the fundamental equations to itera-
tively generate SVLs begins by expanding the expression
to be solved in eqn (3) into Cartesian coordinates

∂Φ(�s)
∂x

+
∂Φ(�s)

∂y
+

∂Φ(�s)
∂ z

=Kx(�s)âx+Ky(�s)ây+Kz(�s)âz.

(5)
This vector equation can be separated into three

independent scalar equations by setting the vector com-
ponents on each side of the equation equal

∂Φ(�s)
∂x

= Kx(�s), (6)

∂Φ(�s)
∂y

= Ky(�s), (7)

∂Φ(�s)
∂ z

= Kz(�s). (8)

For brevity, the following formulation focuses on
eqn (6) as the basic building block for the update equa-
tion and then applied by inspection to the other equa-
tions. Eqn (6) can be approximated by a central finite-
difference to the i− 1 side or a central finite-difference
to the i+1 side

Φ|i, j,k −Φ|i−1, j,k

Δx
=

Kx|i, j,k +Kx|i−1, j,k

2
i−1. (9)

Φ|i+1, j,k −Φ|i, j,k
Δx

=
Kx|i+1, j,k +Kx|i, j,k

2
i+1. (10)

Solving eqn (9) and (10) for Φ|i, j,k results in

Φ|i, j,k =
Φ|i−1, j,k +Φ|i+1, j,k

2
+

Δx
4
(Kx|i−1, j,k−Kx|i+1, j,k).

(11)
In order to generate the grating phase term itera-

tively, eqn (11) needs to be interpreted as an update equa-
tion, where a new term of Φ|i, j,k is calculated at each
iteration based on an old value of Φ|i, j,k at a previous
iteration. Then, eqn (11) is written as

Φnew|i, j,k =
Φold|i−1, j,k +Φold|i+1, j,k

2
+

Δx
4
(Kx|i−1, j,k −Kx|i+1, j,k). (12)

Observing eqn (12), this problem consists of a sys-
tem with more equations than unknowns. It is not pos-
sible to satisfy this system of equations exactly to obtain
Φnew|i, j,k. Instead, a least-squares approach was used to
solve this system of equations. To incorporate the least-
squares framework into eqn (12), three error terms are
included in the formulation that should be minimized

Φnew|i, j,k =
Φold|i−1, j,k +Φold|i+1, j,k

2
+

Δx
4
(Kx|i−1, j,k −Kx|i+1, j,k)+ ε1.

Φnew|i, j,k =
Φold|i, j−1,k +Φold|i, j+1,k

2
+

Δy
4
(Ky|i, j−1,k −Ky|i, j+1,k)+ ε2.

Φnew|i, j,k =
Φold|i, j,k−1 +Φold|i, j,k+1

2
+

Δz
4
(Kz|i, j,k−1 −Ky|i, j,k+1)+ ε3.

(13)

Solving for each error term in eqn (13) yields

ε1 = Φnew|i, j,k −
Φold|i−1, j,k +Φold|i+1, j,k

2
− Δx

4
(Kx|i−1, j,k −Kx|i+1, j,k).

ε2 = Φnew|i, j,k −
Φold|i, j−1,k +Φold|i, j+1,k

2
− Δx

4
(Kx|i, j−1,k −Kx|i, j+1,k).

ε3 = Φnew|i, j,k −
Φold|i, j,k−1 +Φold|i, j,k+1

2
− Δx

4
(Kx|i, j,k−1 −Kx|i, j,k+1).

(14)
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In the least-squares framework, the overall error metric
E to minimize is defined as

E = ε2
1 + ε2

2 + ε2
3 . (15)

To minimize the error in eqn (15), the first-derivative rule
is used, resulting in

0 =
d

dΦnew|i, j,k (ε
2
1 + ε2

2 + ε2
3 ). (16)

Incorporating the error term into eqn (14)

Φnew|i, j,k =
1
3
[
Φold|i−1. j,k +Φold|i+1, j,k

2
+

Δx
4
(Kx|1−1, j,k −Kx|1+1, j,k)]

+
1
3
[
Φold|i. j,−1,k +Φold|i, j+1,k

2
+

Δx
4
(Kx|1, j−1,k −Kx|1, j+1,k)]

+
1
3
[
Φold|i. j,k−1 +Φold|i, j,k+1

2
+

Δx
4
(Kx|1, j,k−1 −Kx|1, j,k+1)]. (17)

Comparing the terms inside the square brackets in
eqn (17) to eqn (12) shows that solving the system of
equations in eqn (17) by least squares is the same as cal-
culating the arithmetic mean of the value of Φnew|i, j,k
generated by solving eqn (12) individually. Therefore,
the calculation for Φnew|i, j,k can be written as

Φnew|i, j,k =
Φx|i, j,k +Φy|i, j,k +Φz|i, j,k

3
(18)

where

Φx|i, j,k =
Φold|i−1, j,k +Φold|i+1, j,k

2

+
Δx
4
(Kx|i−1, j,k −Kx|i+1, j,k).

Φy|i, j,k =
Φold|i, j−1,k +Φold|i, j+1,k

2

+
Δy
4
(Ky|i, j−1,k −Ky|i, j+1,k).

Φz|i, j,k =
Φold|i, j,k−1 +Φold|i, j,k+1

2

+
Δz
4
(Kz|i, j,k−1 −Kz|i, j,k+1). (19)

B. Boundary conditions

The terms used to calculate Φnew|i, j,k in eqn (19)
fail to properly compute at the edges of the grid due to
the equations needing data from outside of the problem
grid that does not exist. The following section describes
how to introduce Neumann boundary conditions into eqn
(19). Since the devices being created with this algorithm
are finite in volume, the Neumann boundary condition
was chosen because it prescribes a continuation of the
function of the boundary for values outside of it. For
the rest of this formulation, a finite discretized grid of
Nx ×Ny ×Nz× points with 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny, and
1 ≤ k ≤ Nz, respectively, is used.

The first condition where Φx|i, j,k fails to compute is
when i=1 since the calculation becomes

Φx|1, j,k =
Φold|0, j,k +Φold|2, j,k

2
+

Δx
4
(Kx|0, j,k −Kx|2, j,k). (20)

which is attempting to access elements Φold|0, j,k and
Kx|0, j,k which are out of the range 1 ≤ i ≤ Nx for the
discretized grid.

In a similar manner, the second boundary problem
occurs when i = Nx; the calculation becomes

Φx|N, j,k =
Φold|Nx−1, j,k +Φold|Nx+1, j,k

2
+

Δx
4
(Kx|Nx−1, j,k −Kx|Nx+1, j,k). (21)

where Φold|Nx+1, j,k and Kx|Nx+1, j,k are attempting to
access values from outside of the 1 ≤ i ≤ Nx range of
the discretized grid.

To reformulate eqn(19) to avoid out-of-bound
access, only eqn(10) is interpreted as the update equa-
tion for values of i = 0

Φx|1, j,k = 4Φold|2, j,k −2Δx(Kx|2, j,k +Kx|1, j,k). (22)

When i = Nx, the terms attempting to access values
outside of the grid are dropped and eqn (9) is then inter-
preted as the update equation

Φx|Nx, j,k = 4Φold|Nx−1, j,k −2Δx(Kx|Nx, j,k +Kx|Nx−1, j,k)
(23)

The formulation for Φx that makes use of eqn (19),
(22), and (23) is

Φx|i, j,k =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

4Φold|2, j,k−
2Δx

(
Kx|2, j,k +Kx|1, j,k

) i = 1

Φold|i−1, j,k +Φold|i+1, j,k

2
+

Δx
4
(
Kx|i−1, j,k +Kx|i+1, j,k

) 2 ≤ i ≤ Nx −1.

4Φold|Nx−1, j,k−
2Δx

(
Kx|Nx, j,k +Kx|Nx−1, j,k

) i = Nx

(24)

By inspection of eqn (24), the expressions for Φy
and Φz that include boundary conditions are

Φy|i, j,k =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

4Φold|i,2,k−
2Δy

(
Ky|i,2,k +Ky|i,1,k

) j = 1

Φold|i, j−1,k +Φold|i, j+1,k

2
+

Δy
4
(
Ky|i, j−1,k −Ky|i, j+1,k

) 2 ≤ j ≤ Ny −1.

4Φold|i,Ny−1,k−
2Δy

(
Ky|i,Ny,k +Ky|i,Ny−1,k

) i = Ny

(25)
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Φz|i, j,k =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

4Φold|i, j,2−
2Δz

(
Kz|i, j,2 +Kz|i, j,1

) k = 1

Φold|i, j,k−1 +Φold|i, j,k+1

2
+

Δz
4
(
Kz|i, j,k−1 +Kz|i, j,k+1

) 2 ≤ k ≤ Nz −1.

4Φold|i, j,Nz−1−
2Δz

(
Kz|i, j,Nz +Kz|i, j,Nz−1

) k = Nz

(26)

IV. IMPLEMENTATION
A. Algorithm flowchart

To summarize the implementation of the algorithm,
the flowchart in Figure 1 presents the algorithm behavior,
along with highlighting in gray the iterative nature of the
solver used to obtain SVLs. A general overview of the
algorithm will be presented here, with more explanation
to follow in the upcoming sections. The flowchart begins
with the definition of the baseline unit cell of the lattice
εuc(�s) and the spatially variant �K function �K(�s). Then,
εuc(�s) is decomposed into a complex Fourier series trun-
cated into a set of P×Q×R spatial harmonics. Each
one of these truncated spatial harmonics is then spatially
varied to obtain the overall SVL. The gray area in the
flowchart of Figure 1 represents the iterative solver to
spatially vary each spatial harmonic. Each iteration in
the solver checks for the difference between the grating
phase, the current, and previous iterations and compares
it to a tolerance term, tol. Once this tolerance is reached,
the iterative solver stops executing and the next spatial
harmonic is spatially varied. Once all spatial harmonics
are processed, the algorithm finishes execution.

B. Algorithm inputs

In the first presentation of the algorithm to generate
SVLs, Rumpf [5] described the most common inputs to
the algorithm. The first input consists of the function
representing the baseline periodic element that describes
the lattice, εuc(�s). In this paper, this function is set to 0
for all areas describing air and 1 for areas where material
exists.

This baseline unit cell is then decomposed into
a complex Fourier series via a fast Fourier transform
(FFT). Each term in the Fourier series is a spatial har-
monic with its own direction, amplitude, and period and,
thus, can be considered as a single sinusoidal grating.
εuc(�s) then becomes a weighted sum of sinusoidal grat-
ings of the form

εuc(�s) =
P

∑
p

Q

∑
q

R

∑
r

αpqre j�Kpqr�s. (27)

where �s is position, αpqr is the complex Fourier coeffi-
cient of the pqrth term, and �Kpqr is the grating vector
associated with the pqrth term. The associated grating

Fig. 1. Flowchart describing the algorithm and its steps.
The area inside of the gray box represents the iterative
solver for the grating phase. A grating phase is calculated
for every Cartesian direction and then combined into a
singular global grating phase.

vectors are calculated analytically according to
�Kpqr = p�T1 +q�T2 + r�T3. (28)

The second set of data in [11] consists of a series
of functions that define the spatial variance of the lat-
tice parameters. Separate functions for lattice spacing,
fill fraction, and unit cell orientation need to be con-
structed that describe the intended behavior for the final
lattice. The examples of input functions described in Fig-
ure 2 show a lattice orientation that changes based on the
direction of a line path as well as the lattice spacing being
spatially varied in a Gaussian profile to go from 0 to 1 of
the nominal lattice spacing; finally, the fill fraction of
the device is changed radially outward to go from 1% to
100%. It is important to note that these input maps can
take any shape the end-user requires for their application.
The examples in Figure 2 is a graphical representation of
a subset of possible maps.

C. Build spatially variant �K function

To compute the spatially variant �K function, an array
that encompasses the problem space is constructed. The
�Kpqr grating vector associated with the pqrth spatial har-
monic is extracted and applied to the whole grid. A rota-
tion matrix is generated to aid in the addition of the tilt
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Fig. 2. Sample algorithm inputs. From left to right: lat-
tice orientation, lattice spacing, and lattice fill fraction.
Any of these input maps can be drawn graphically on a
Cartesian grid to represent arbitrary shapes.

of the orientation to an intermediary �K value at a point in
the grid.

In order to calculate the spatially variant �K, the iter-
ative solver shown in the flowchart in Figure 1 first needs
to calculate the grating phase in accordance with eqn
(3). The grating phase is solved iteratively in accordance
with eqn (24)–(26), and at each iteration, Φold and Φnew
are compared to each other. This comparison is done
to determine when the iteration process to calculate the
grating phase stops. In this implementation, this crite-
ria for stopping the iterative process is controlled by a
tolerance factor; this means that once the numerical dif-
ference between Φold and Φnew is negligible, the answer
for the grating phase is considered complete.

D. Calculate spatially variant grating

After computing the overall grating phase through-
out the problem space, the spatially variant grating,
εpqr(�s), is calculated with the use of

εpqr(�s) = αpqre jΦpqr(�s) (29)
where αpqr represents the Fourier coefficient for the
pqrth planar grating of the unit cell.

E. Calculate overall lattice

Having calculated each spatially variant grating, the
overall lattice is obtained from their sum

εa(�s) = R

[
PQR

∑
pqr=1

εpqr(�s)

]
(30)

The numerical noise caused by the use of the FFT
and the construction of the lattice via the use of eqn (30)
can cause the values in εa(�s) to contain an imaginary
component, which should be dropped by retaining only
the real part of the summation.

 

Fig. 3. Line path used as nominal unit cell orientation
(left) and the output lattice orientation (right). The figure
on the left represents the nominal path an electromag-
netic beam would follow inside of the lattice. The fig-
ure on the right represents the orientation vectors of each
unit cell as a function of position based on the orientation
line.

V. GENERATION AND SIMULATION OF
FULLY 3D SVLs

As mentioned in Section I, a potential application of
SVLs is a spatially variant SCPC to direct the flow of
light through a volume. The algorithm will be demon-
strated here by generating and simulating this type of
lattice. In the sections that follow, a technique for gener-
ating the input maps for this type of lattice is described.
Then, two different spatially variant SCPC structures are
generated with the iterative algorithm described in this
paper. Finally, the results of an FDTD simulation of
these structures are presented to demonstrate that func-
tional lattices can be generated.

A. Line-path algorithm: An intuitive lattice orienta-
tion generator for SCPCs

This section describes the approach used to calcu-
late the lattice orientation input map for flowing an elec-
tromagnetic wave around a double bend. The algorithm
begins by creating a line path that the electromagnetic
wave should follow. This is shown in Figure 3.

For each discrete point along the line, three vectors
�a,�b, and�c are defined that set the ideal orientation of the
unit cells along the line. From here, the unit cell orien-
tation of any other point within the lattice is set equal to
the orientation defined at the closest point on the line. A
loop is set up that iterates through every point in the lat-
tice and calculates the three vectors �a,�b, and �c for each
point. The lattice orientation function that results from
this process is shown in Figure 3.

B. Large lattice simulations

Two spatially variant SCPCs were generated from
the two different unit cells, as shown in Figure 4. The
unit cell in the left portion of Figure 4 is a simple cubic
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Fig. 4. Unit cells used to generate the two spatially vari-
ant SCPCs with their respective materials and dimen-
sions. Cubic unit cell (left) has dimensions a = 1.59 cm
and hexagonal unit cell (right) has dimensions b = 1.00
cm.

Fig. 5. Generated spatially variant SCPCs. The arrows
show the input and output directions of the electromag-
netic waves. Left generated with a cubic unit cell, total
dimensions 20a = 31.90 cm. Right generated with a
hexagonal unit cell, total dimensions 12b = 12.00 cm.

unit cell with the same dimensions and material param-
eters shown in [5]. The second lattice uses a hexagonal
unit cell, as shown in the right portion of Figure 4, which
exhibits broadband, omnidirectional, out-of-plane, and
self-collimation as described in [12] . These structures
were selected for generation with this algorithm due to
their sensitivity to lattice spacing and overall structure
[5, 12]. The final generated lattices are shown in Figure
5. In Figure 5, red arrows represent the input and output
ports of the electromagnetic wave.

Full-wave simulations were performed using Rem-
com’s XFDTD software. The source used was a Gaus-
sian beam that was linearly polarized along the z-axis
impinging the input face of each self-collimating SCPC
as shown in Figure 5. Each lattice was simulated at
two difference frequencies and these were f1 = 15 GHz
and f2 = 22.5 GHz. The beam inside of the lattice was
expected to follow the orientation of the unit cells due to
propagating through an SC crystal. Results for both the
simple cubic and hexagonal spatially variant SCPCs are
shown in Figures 6 and 7.

Fig. 6. FDTD simulation of electric field intensity in a
spatially variant lattice generated with a cubic unit cell
at f1 = 15 GHz with a Gaussian beam (ω = 2.985cm).

Fig. 7. FDTD simulation of electric field intensity in
a spatially variant lattice generated with a hexagonal
unit cell at f2 = 22.5 GHz with a Gaussian beam (ω =
1.333cm).

Both simulations shown in Figures 6 and 7 show
the electromagnetic wave traveling through the lattice
following the curvature defined in Figure 3 and exit-
ing through the output face. The simulation shown in
Figure 6 exhibits greater spurious scattering. There are
two main reasons for this. First, the cubic unit cell
has weaker self-collimation; so it has a limited range
of angles, or field-of-view (FOV), in which a wave can
self-collimate. The waves outside this FOV will scatter
into different directions and will not follow the defined
path of SC. Second, the lattice orientation function fed
into the SV algorithm was not enforcing the vectors per-
pendicular to the direction of SC, and, thus, the unit
cell orientation across the three axes of freedom was not
enforced. This can further change or reduce the limited
FOV of the unit cell, leading to unwanted scattering. It is
hypothesized that the performance of the lattice with the
cubic unit cell can be improved by enforcing all three
axes of freedom to follow the curvature, along with a
deformation control [13] algorithm to further suppress
any deformations along the path. The simulation of the
hexagonal unit cell shows much better performance with
almost zero spurious scattering. The hexagonal unit cell
exhibits omnidirectional SC along the main axis of prop-
agation, allowing the beam to exit the intended output
face with minimal scattering loss.
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Fig. 8. Iterative solver vs. matrix solver memory usage.

VI. RESULTS

The algorithm was benchmarked against the matrix-
based SVL computation approach for memory consump-
tion. Figure 8 presents the results of the benchmark
when the number of unit cells in a simple cubic lat-
tice is increased in the x, y, and z directions. These
results were obtained by calculating the total memory
space allocated inside of MATLAB® for the working
variables of the grating phase, input maps, and interme-
diate parameters used in MATLAB’s LU decomposition
algorithm.

Figure 8 shows that there is a linear trend in the
peak memory utilization while using the iterative SVL
solver, whereas the peak memory usage when using the
matrix solver shows an exponential growth. These trends
in memory usage are a clear indication that the iterative
solver presented is an excellent tool to generate large-
scale lattices, while the matrix solver falls behind in
memory consumption due to the computationally expen-
sive LU decomposition.

VII. CONCLUSION

It was shown that the formulation of an iterative
SVL algorithm can be used to produce fully three-
dimensional SVLs with greater memory efficiency. A
line path algorithm was used to convey the unit cell ori-
entation as a function of position in an easy and intuitive
manner. Large-scale SVLs were able to be generated to
be used in electromagnetic applications as spatially vari-
ant PhCs. Two lattices consisting of 20× 20× 20 and
12×12×12 unit cells, respectively, were generated and
simulated using the FDTD method to confirm the device
functionality. The low memory requirements of the iter-
ative approach to generating SVLs allow for the real-

ization of much larger photonic devices. Further, many
geometrical properties in addition to unit cell orientation
can be spatially varied to control multiple aspects of the
wave at once in a 3D volume. This may prove valuable
for unlocking the full potential that PhCs can offer to
arbitrarily control electromagnetic waves throughout a
volume.
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Abstract – As the explicit finite-difference time-
domain (FDTD) method is restricted by the
Courant−Friedrich−Levy (CFL) stability condition
and inefficient for simulation in some situations, implicit
methods are developed. The hybrid implicit−explicit
(HIE) FDTD method is one popular method among
them. In this paper, a memory-efficient HIE FDTD
method is designed for electromagnetic simulation.
The proposed HIE-FDTD method is based upon the
divergence relationship of electric fields, nearly reduces
one field component, and realizes a memory reduction
rate of 33% approximately. Two numerical experiments
are carried out to validate the proposed method and
the results indicate that the proposed memory-efficient
HIE-FDTD method can work well.

Index Terms – Finite-difference time-domain (FDTD),
hybrid implicit−explicit FDTD (HIE-FDTD), memory-
efficient.

I. INTRODUCTION

Solving electromagnetic (EM) field is a nec-
essary part in device design and analysis of EM
phenomena, and many methods such as ray tracing
method [1], scatter matrix method (SMM) [2–4], and
Wentzel−Kramers−Brillouin (WKB) method [5] have
been proposed. Methods with analytical approximation
are relatively accurate and full of physical information,
while their scopes are limited. As a result, numeri-
cal methods are also developed. The finite-difference
time-domain (FDTD) method [6] has been regarded as
one of the most effective and versatile methodologies
[7, 8] mainly due to its direct temporal computing and
simplicity. However, the explicit FDTD method is con-
strained by the Courant−Friedrich−Levy (CFL) stabil-
ity condition [9]. As a result, when there are fine struc-
tures in the computation task, the FDTD method has to
employ relatively small cell sizes and, thus, unavoidably
takes a relatively small time step and consequently is
confronted with heavy burden of long running time. In
order to solve the issue, researchers resort to implicit
schemes and have proposed a series of methods such as

alternating-direction implicit (ADI) FDTD method
[10, 11], locally one-dimensional (LOD) FDTD
method [12, 13], Crank−Nicolson (CN) FDTD method
[14, 15], weighted Laguerre polynomial (WLP) FDTD
method [16, 17], and hybrid implicit−explicit (HIE)
FDTD method [18, 19]. Among those methods, the
ADI-FDTD method and the LOD-FDTD method both
employ time split schemes and seem somewhat com-
plex. The CN-FDTD method and the WLP-FDTD
method both adopt fully implicit schemes and result
in a huge sparse matrix which is expensive to handle.
Whereas, the HIE-FDTD method only executes implicit
difference schemes for the spatial partial derivatives
in the direction along which there are fine structures
and takes general explicit difference schemes for the
remaining spatial partial derivatives in the directions
along which there are no fine elements. In such an
arrangement, the HIE-FDTD method finishes the re-
striction of the fine spatial cell sizes on time step size,
acquires the ability to improve computational efficiency,
and has drawn much attention in recent years [19–22].
Compared with the conventional FDTD method and
even some other absolutely stable FDTD methods such
as the ADI-FDTD method in some situations [23], the
HIE-FDTD method showed higher efficiency, and a
lot of work including but not limited to simulations
of designing devices, implementations of PML, and
reducing numerical dispersion error [19–22, 24] have
been put forward.

Compared with the FDTD method, the HIE-FDTD
method becomes more complex and needs more mem-
ory to implement, and, recently, the authors in [25] also
point out that the character exists in some previous algo-
rithms that employ implicit schemes. As a result, a form
of HIE-FDTD method that is both free of strict CFL sta-
bility condition and is also of low memory requirements
without bringing much complexity may be of value. In
the paper [26], the authors proposed a scheme based on
divergence relationship and achieved a memory reduc-
tion rate near to 33%. Then the thought of memory sav-
ing was adopted into some other situations [27–29] in
different ways.
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In this paper, based on the work proposed in [18]
and [26], a memory-efficient HIE-FDTD method is de-
veloped based on the divergence relationship of elec-
tric fields. It will be seen that the proposed HIE-FDTD
method nearly only stores two field components in com-
putation, reduces 33.33% of memory approximately, and
maintains the accuracy and efficiency of the original
method.

II. ALGORITHM FORMULATION

In simple, isotropic, and lossless media, according
to [18], the HIE FDTD method is

En+1
x = En

x +
Δt
2ε

∂
(
Hn+1

z +Hn
z
)

∂y
(1)

E
n+1/2
y = E

n−1/2
y −Δt

ε
∂ Hn

z

∂x
(2)

Hn+1
z = Hn

z +
Δt
2μ

∂
(
En+1

x +En
x
)

∂y
− Δt

μ
∂ E

n+1/2
y

∂x
. (3)

In order to acquire the solutions, a user either re-
places Hn+1

z in eqn (1) with Hn+1
z in eqn (3), solves

matrix equations, and acquires En+1
x or inserts eqn (1)

into eqn (3), handles matrix equations, and solves Hn+1
z

and, in the end, calculates the remaining field variables
explicitly. We term them as HIE-E-FDTD method and
HIE-H-FDTD method, respectively.

The divergence relationship of electric fields can be
directly written as

∂ En+1
x

∂x
+

∂ E
n+1/2
y

∂y

=
∂ En

x

∂x
+

∂ E
n−1/2
y

∂y
+

Δt
2ε

∂ 2
(
Hn+1

z −Hn
z
)

∂x∂y
.

(4)

Eqn (4) can also be rewritten as

∂ En+1
x

∂x
+

∂ E
n+1/2
y

∂y
− Δt

2ε
∂ Hn+1

z

∂x∂y

=
∂ En

x

∂x
+

∂ E
n−1/2
y

∂y
− Δt

2ε
∂ 2 Hn

z

∂x∂y
.

(5)

Clearly, the divergence relationship is time invari-
ant. The initial condition is 0; so eqn (5) can be further
rewritten as

∂ En
x

∂x
+

∂ E
n−1/2
y

∂y
− Δt

2ε
∂ 2 Hn

z

∂x∂y
= 0. (6)

In fact, eqn (6) is just the result of linear combina-
tion of the two curl equations of electric field compo-
nents in the HIE-FDTD method. In the region containing
source, eqn (6) may fail; so one can directly apply the
HIE-FDTD method without any change and construct
linear equations to solve the fields or get the discrete di-
vergence relationship by directly adding the numerical
expressions of the two field components in the conven-

tional HIE-FDTD method according to the regular form
of divergence relationship.

Conductor (PEC) will also destroy eqn (6). On the
surface of conductor, tangential E is 0; so eqn (6) is
omitted. As to normal E, we recommend using the HIE-
FDTD method on surface of conductor directly.

After applying finite difference approximation to
spatial derivatives, the full numerical form of eqn (6) can
be written as

En
x (i, j) = En

x (i−1, j)− Δx
Δy

(
E

n−1/2
y (i, j)−E

n−1/2
y (i, j−1)

)

+
Δt
2ε

⎛
⎜⎜⎝

Hn
z (i, j)−Hn

z (i, j−1)
Δy

− Hn
z (i−1, j)−Hn

z (i−1, j−1)
Δy

⎞
⎟⎟⎠ .

(7)
In the computation domain, cells with the same x

coordinate are defined as a sub-region registered as x =
i. In this paper, each sub-region is rectangle, and the
domain consists of M×N cells and is grouped into many
rectangles like x = i − 1, x = i, and x = i + 1, which is
shown in Figure 1.

Fields in these regions are expressed as vectors and
registered as Ey (i), Ex (i), and Hz (i). From eqn (7), it
can be seen that En

x in x = i only requires En
x in x = i − 1

except E
n−1/2
y in x = i and Hn

z in x = i and in x = i − 1. In
this paper, Ey fields are at sides of cells in y direction, Ex
fields are at sides of grids in x direction, and Hz fields are
at the centers of each cell. As a result, eqn (7) can also
be rewritten as a matrix form

En
x (i)=En

x (i−1)+AE
n−1/2
y (i)+BHn

z (i)+C Hn
z (i−1)

(8)
where A, B, and C are matrices determined by coeffi-
cients in front of fields in eqn (7).

 

(a) 

 

(b) 

Fig. 1. (a) The computation domain with cells and sub-
regions. (b) The computation domain with sub-regions.
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Suppose x = i − 1 is the initial position where our
calculation begins. We define Ey (k) and Hz (k) where k
can be each rectangle in the whole domain. As to Ex,
only two vectors ex1 that can store En

x in x = i − 1 and
ex2 that has the memory sufficient to store Ex in x = i are
defined.

First, as ex1 is equal to En
x in x = i − 1, ex2 can be

valued through eqn (8) and is equal to En
x in x = i. As

En
x , E

n−1/2
y , and Hn

z are known in x = i − 1, E
n+1/2
y and

Hn+1
z can be solved by the conventional HIE-FDTD pro-

cedure in x = i − 1. Then ex1=ex2 which is equal toEn
x

in x = i, and En
x in x = i + 1 can be valued by eqn (8)

and can reuse the memory occupied by ex2. And now
as En

x , E
n−1/2
y and Hn

z are known in x = i, and E
n+1/2
y

and Hn+1
z can be solved by the conventional HIE-FDTD

procedure in x = i again. Repeating this process to the
last rectangle, it will be seen that all E

n+1/2
y and Hn+1

z
have been solved, and only two vectors that store En

x in
each sub-region temporarily and are alternatively used
are sufficient to finish the calculation, while in the con-
ventional HIE-FDTD method, all field components are
required to store. As a result, in the proposed method,
one electric field component is nearly eliminated and the
aim of memory reduction is realized in such a way.

A short pseudo-code is written below. Some terms
in this content will be explained. In this part, Tmax is
the last time step, each value of x presents the rectangle
corresponding to cells with the same coordinate of x in
the computation domain, and Xmax presents the last rect-
angle. ex1 and ex2are both vectors, and Ex and Hz are
matrices. t presents the current time step in iteration.

Pseudo-code of the proposed method:
Vector v stores E1

x (1)(=0); H1
z = 0; E

1/2
y = 0.

for t = 2:T max  
ex1  = v ; 

ex1  works as 11Et
x ; 

;122 112/11
12 HHEee t

z
t
z

t
yxx CBA

 

ex2  works as 21Et
x ; 

12/1Et
y , 1H t

z , and 1Et
x  are solved by regular HIE 

FDTD procedure;  
v = 1Et

x ; 
for i=2: X max -1 

ex1  = ex2 ; 

ex1  works as iEt
x

1 ; 

;11 112/11
12 iCiBiA HHEee t

z
t
z

t
yxx

                        ex2  works as 11 iEt
x ; 

iEt
y

2/1  and iH t
z  are solved by regular 

HIE-FDTD procedure; 
end 
i = X max ;  

iEt
y

2/1  and iH t
z  are solved by regular HIE-

FDTD procedure. 
end 

It must be pointed out that Ex and it with identifica-
tions of different time steps and space positions both in
the description above and in the proposed method only
indicate electric fields of x component and does not mean
a matrix that is defined, occupies memory and stores
fields covering the whole calculation domain.

From the description above, it can be stated that in
an arbitrary iteration at (n + 1)th time step, the proposed
method does not need to store all the En

x fields before-
hand; only two vectors ex1 and ex2 that are repeatedly
used are sufficient for the run of the algorithm, and, in
such a way, the memory reduction is realized. In this
description, Ex are chosen as unknown variables in lin-
ear equations. For the case that Hz works as unknown
variables, the algorithm is implemented in a similar way.

In fact, in the proposed method, at each time step,
Ex appear in each sub-region by eqn (7) but do not need
to store after fields in this region are solved. Supposing
Ex in some regions are required, one only needs to store
those solutions when the run goes through the local re-
gions.

III. NUMERICAL VALIDATION

In order to validate the proposed method, two nu-
merical experiments that both use 2D parallel plate
waveguides [15] are carried out. The structures used in
the two examples are shown in Figure 2.

The excitation for the two numerical tests taken
from [11] is

(b)                (c)  

(a)

Fig. 2. (a) The structures in the two numerical examples,
(b) one cell in the first example, and (c) one cell in the
second example.
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Jy (t) = exp

(
−
(

t −Tc

Td

)2
)

sin(2π fc (t −Tc)) , (9)

where

Td =
1

2 fc

Tc = 3Td .

(10)

In the structure, p is the probe point recording fields
at different time step, and Jy is the excitation current.

In the first example, there are 200 and 100 cells with
the sizes set as Δx = 0.01 m and Δy = 0.01 m along x and y
directions, respectively. The source is placed on line of x
= 10 and the point p(50,5) is chosen as observation point
recording Ey at each time step and the two sides of the ex-
tended waveguide are both truncated by first-order Mur’
absorbing boundary condition. In this situation, accord-
ing to the CFL stability condition, the largest time step
sizes for the conventional FDTD method and the HIE-
FDTD method are 23.57 and 33.33 ps, respectively. For
the convenience of comparative analysis, the time steps
for conventional FDTD and HIE-FDTD methods in this
case are both simply set as 20 ps.

Figure 3 shows Ey at p point and Table 1 records
the running time consumed by the FDTD method, HIE-
FDTD method, and the proposed memory-efficient ver-
sion of the later method with the uniform time step size.
From Figure 3, we can see that the numerical results sup-
plied by several algorithms are all in good agreement
and, thus, validate the correctness of the new memory-
efficient version of HIE-FDTD method. It can be seen
that different implementations of the HIE-FDTD meth-
ods show a little difference in computation time. As the
HIE-FDTD method is an implicit method, it costs more
time than the conventional FDTD method when a uni-
form time step is used.

Table 1: Comparison of computation time of different
methods with uniform time step size

FDTD methods Time
step

Iteration
numbers

CPU time
(s)

Conventional
FDTD

20 ps 1000 1.23

Original HIE-E-
FDTD

20 ps 1000 33.35

Proposed HIE-E-
FDTD

20 ps 1000 33.76

Original HIE-H-
FDTD

20 ps 1000 35.58

Proposed HIE-H-
FDTD

20 ps 1000 35.71

In order to measure the accu-
racy of the proposed method, error =√

∑T
i=1

(
Ei

y−Ei
y,Re f

)2
/∑T

i=1

(
Ei

y,Re f

)2
is defined as

error function. In this function, T stands for the total
number of time step iterations and equals 1000. The
solutions of the original HIE-E-FDTD method and
original HIE-H-FDTD method are set as reference
solutions when the errors of two implementations of
the proposed memory-efficient method are discussed.
Setting the solution from the original HIE-E-FDTD
method as standard, the error between the original
HIE-E-FDTD method and the proposed HIE-E-FDTD
method is 0. Setting the solution from the original
HIE-H-FDTD method as standard, the error between
the original HIE-H-FDTD method and the proposed
original HIE-H-FDTD method is 3.59 × 10−15. It can
be seen that the errors are very small and show almost no
difference. So the accuracy of the proposed method can
be seen as the same as that of the original HIE-FDTD
method.

In the second numerical example, we still employ
the extended plate waveguide as test model mentioned
above but fine the mesh size along y direction to 0.0001
m, and all the other conditions stay the same. The rel-
evant results and time cost are shown in Figure 4 and
Table 2.

Figure 4 still shows that the results calculated by the
conventional FDTD method, HIE-FDTD method, and
the proposed memory-efficient HIE-FDTD method are
all in good agreement.

Table 2 represents the CPU time for the simulations
run by different methods. In this situation, it can be
seen that different implementations of the HIE-FDTD
methods show a little difference in computation time.
The proposed method takes almost the same time as the
original HIE-FDTD method, while it is still much faster
than the conventional FDTD method. As a result, the
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Table 2: Comparison of computation time of different
methods with nonuniform time step sizes

FDTD methods Time
step

Iteration
numbers

CPU
time (s)

Conventional
FDTD

0.2 ps 80,000 69.60

Original HIE-E-
FDTD

20 ps 800 32.85

Proposed HIE-E-
FDTD

20 ps 800 32.82

Original HIE-H-
FDTD

20 ps 800 29.75

Proposed HIE-H-
FDTD

20 ps 800 29.65

proposed memory-efficient HIE-FDTD method can both
work well for problems with or without fine structures in
one direction.

Using the same method of measuring the accu-
racy of the proposed method adopted in the first exam-
ple, and setting the solution from the original HIE-E-
FDTD method as standard, the error between the original
HIE-E-FDTD method and the proposed HIE-E-FDTD
method is 0. Setting the solution from the original
HIE-H-FDTD method as standard, the error between the
original HIE-H-FDTD method and the proposed HIE-H-
FDTD method is 6.99×10−14. In this function, T stands
for the total number of time step iterations and equals
800. It can be seen that the errors both are very small
and show almost no difference. So the accuracy of the
proposed method is the same as that of the original HIE-
FDTD method.

Table 3 shows the memory cost in different methods.
As the numbers of cells in two numerical examples are

Table 3: Memory cost (KB) in different methods
FDTD
(KB)

HIE-E-
FDTD

HIE-H-
FDTD

Proposed
HIE-E-
FDTD

Proposed
HIE-H-
FDTD

A 468.75 468.75 468.75 314.06 314.06

B 468.75 468.75 468.75 314.06 314.06

equal, the memory of storing fields they require is also
equal and listed in Table 3 where A presents the first
numerical example and B presents the second one. It
is clear that 1−312.50/468,075 ≈33%; so the memory
reduction rate is near to 33%.

IV. CONCLUSION

The analytic and semi-analytical methods are accu-
rate and can also show physical aspects of a system ex-
plicitly. At the same time, numerical methods are also
developed and are available in a wider range. Numer-
ical methods require more memory than analytic meth-
ods in most situations. The HIE-FDTD method shows
higher computation efficiency than the FDTD method in
problems with fine elements in one direction. In this
paper, efforts are made to reduce memory cost and a
memory-efficient HIE FDTD method is proposed based
on divergence relationship of electric fields. The pro-
posed algorithm nearly eliminates one electric field com-
ponent, saves nearly 33% of memory, and the implemen-
tation of the proposed method is not much more com-
plex than the conventional HIE-FDTD method. Numeri-
cal experiments are carried out and validate that the pro-
posed memory-efficient HIE-FDTD method can solve
EM fields correctly and runs almost as fast as the original
HIE-FDTD method, and in those situations, the compu-
tational efficiency can be interpreted as unchanged. The
accuracy of the proposed memory-efficient HIE-FDTD
method is also very close to that of the original HIE-
FDTD method.
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Abstract – Characteristic mode analysis (CMA) is used
in the design and analysis of a wide range of electro-
magnetic devices such as antennas and nanostructures.
The implementation of CMA involves the evaluation of
a large method of moments (MoM) complex impedance
matrix at every frequency. In this work, we use differ-
ent open-source software for the GPU acceleration of
the CMA. This open-source software comprises a wide
range of computer science numerical and machine learn-
ing libraries not typically used for electromagnetic appli-
cations. Specifically, this paper shows how these dif-
ferent Python-based libraries can optimize the compu-
tational time of the matrix operations that compose the
CMA algorithm. Based on our computational experi-
ments and optimizations, we propose an approach using
a GPU platform that is able to achieve up to 16× and
26× speedup for the CMA processing of a single 15k
× 15k MoM matrix of a perfect electric conductor scat-
terer and a single 30k × 30k MoM matrix of a dielec-
tric scatterer, respectively. In addition to improving the
processing speed of CMA, our approach provided the
same accuracy as independent CMA simulations. The
speedup, efficiency, and accuracy of our CMA imple-
mentation will enable the analysis of electromagnetic
systems much larger than what was previously possible
at a fraction of the computational time.

Index Terms – Big data applications, characteristic mode
analysis, graphics processing unit, method of moments,
scalability.

I. INTRODUCTION

The theory of characteristic modes (TCM), also
termed characteristic mode analysis (CMA), is a com-
putational technique that is used in a wide range of elec-
tromagnetic applications such as antenna design [1–7],
electromagnetic compatibility [8–13], and nano-antenna
analysis and design [14–17]. The numerical recipe of

the CMA implementation involves the numerical analy-
sis of the method of moments (MoM) impedance matrix
using operations such as the singular value decomposi-
tion (SVD), multiplication, inverse, slicing, and matrix
transpose [18]. CMA of electrically large scatterers
or multi-scale scatterers with fine details is challenging
since it can generate large MoM impedance matrices that
can cause out-of-memory issues, limited resource errors,
or longer time to execute [19]. Moreover, if an appli-
cation requires the CMA of hundreds of frequencies to
accurately quantify the electromagnetic response over a
wide frequency range, terabytes (TBs) of RAM and stor-
age and high-speed processors are needed since CMA
typically involves the processing of one dense matrix per
frequency. Therefore, CMA creates a classical big data
problem that needs advanced computer science and Big
Data tools to address efficiently.

A wide range of Big Data tools has recently been
developed to accelerate matrix operations in different
applications. For example, Lee and Cichocki [20] pro-
posed algorithms for calculating SVD on large-scale
matrices based on low-rank tensor train decomposi-
tion. Their approach outperformed MATLAB and
LOBPCG (locally optimal block preconditioned conju-
gate gradient). Gu et al. designed the Marlin library,
which includes three matrix multiplication algorithms
to improve the efficiency of large matrix computations
[21]. Liu and Ansari used Apache Spark for process-
ing matrix inversions to reduce the computation and
space complexity of large-scale matrices [22]. They
developed a scalable lower−upper decomposition-based
block-recursive algorithm called SparkInverse, which
outperformed MRInverse [23] and MPInverse [24] on
large matrices (e.g., 102,400 × 102,400 matrices). Yu
et al. developed MatFast, a scalable matrix process-
ing for in-memory distributed cluster on Apache Hadoop
[25] and Spark for large-scale matrices [26]. MatFast
supports matrix transpose and multiplication. Recently,
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Misra et al. developed Stark, which is a distributed
matrix multiplication algorithm using Apache Spark for
large-scale matrices [27]. Stark is based on Strassen’s
matrix multiplication scheme, which is faster than the
standard one. It was tested on matrices of size up to
16,384 × 16,384. While Stark was faster than Marlin
and Spark MLlib [28], it has high space complexity.

In this work, motivated by the computational com-
plexity of CMA [41], we used some of the new open-
source software for GPU computing previously men-
tioned, as well as different Python-based numerical
libraries, to accelerate the CMA of large-scale matrices.
The performance of Python-based numerical libraries
was recently reported for simple matrix operations and in
an angle of arrival calculation example [42]. However, to
the best of our knowledge, these tools are not commonly
used in computational electromagnetic applications, and
the novelty in this work is to explore their efficacy in
accelerating the CMA implementation. We start our opti-
mization by decomposing the CMA algorithm into basic
matrix operations. We perform exhaustive computational
experiments to study the optimum numerical library to
execute each matrix operation and explore whether each
operation is better executed on multi-core CPUs or on
a GPU. By allocating the operations accordingly, the
acceleration of the CMA can be maximized.

It is important to emphasize that, in this work, we
do not use electromagnetic concepts such as the mul-
tilevel fast multi-pole approximation (MLFMA) [19]
or the symmetry and Toeplitz properties of the MoM
matrix for arrays [43] to accelerate the CMA implemen-
tation. Moreover, there are alternative electromagnetic
decompositions that reduce the computational time and
improve the accuracy of the CMA [44]. However, in this
work, we develop an alternative approach to accelerate
the CMA that is based on brute force computer science
techniques. To the best of our knowledge, this work is
the first time that the acceleration of the CMA imple-
mentation was performed using open-source software
for GPU computing. Related work had been recently
reported for the acceleration of other electromagnetic
techniques such as the MoM and the MLFMA. Yang
et al. accelerated the MLFMA for more than 10 bil-
lion unknowns using 2560 processors and more than
30 TB of RAM [45]. However, in this work, we limit
our focus to GPU-based acceleration techniques. To
put our CMA acceleration work into context, Table 1
summarizes some of this recent work classified by the
electromagnetic method that is accelerated, the max-
imum size of the impedance matrix considered, the
acceleration technique, and the speedup achieved. It is
important to emphasize that, for conciseness, we limit
Table 1 to the studies that used GPUs to accelerate the
frequency-domain MoM and other closely related tech-

niques. Therefore, Table 1 does not include acceleration
studies that did not report the use of GPUs or studies that
used GPUs to accelerate computational electromagnetic
techniques that are not related to the MoM. GPU accel-
eration of the MoM implementation is also available in
commercial solvers such as WIPL-D [46].

The rest of this paper is organized as follows. We
begin with an overview of CMA in Section II. In Sec-
tion III, we present our GPU implementation for CMA
using different Python numerical libraries. We present
the results, including the computational time and valida-
tion of the numerical results, followed by a discussion in
Section IV. Section V concludes the paper.

II. OVERVIEW OF CMA

CMA decomposes the total surface current gener-
ated on a scatterer into a set of fundamental real and
orthogonal modes and calculates the relative importance
of each mode at each frequency [47]. The modes
can be calculated by solving the eigenvalue problem
given by

XJn = λ nRJn, (1)
where X and R are the imaginary and real components
of the impedance operator Z [18]. The vectors Jn are
the eigenvectors or the eigen-currents, and λn are the
eigenvalues. The resulting eigenvalues and eigenvec-
tors are independent of the excitation. By applying the
MoM [48], eqn (1) can be converted into the matrix
equation:

[X] [Jn] = λ n [R] [Jn]. (2)
Two approaches have been reported to obtain the

impedance matrix Z, namely, the volume integral equa-
tion (VIE) formulation [18] and the surface integral
equation (SIE) formulation [47]. In this work, we adopt
the SIE formulation that requires the surface discretiza-
tion of the scatterer.

CMA is applied extensively for conducting bodies
[47, 49]. However, applying CMA for complex shapes,
composed of one or more dielectric materials, is still
under development [50]. The CMA analysis of dielec-
tric materials requires post-processing of the impedance
matrix because the solution includes both electric and
magnetic induced currents (J and M). Applying the
Galerkin methods to the integral equation of SIE, it can
be expressed into the following equivalent system of
matrix equations [51]:[

ZEJ ZEM

ZHJ ZHM

][
J

M

]
=

[
VE

VH

]
(3)

To solve the equation for only the electric currents,
the system of the matrix in eqn (3) can be modified by
replacing the magnetic currents in this equation as fol-
lows [51]:

M =
(
ZHM)−1 (

VH− ZHJJ
)
. (4)
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Table 1: Review of recent research on the acceleration of various electromagnetic techniquesg q
 

Ref. 
Electromagnetic technique/comments Maximum 

size of the 
impedance 

matrix 

Acceleration 
technique 

Speedup ratio (with 
respect to single CPU) 

Impedance 
matrix 

assembly 

Solution 
of linear 
system 

Total 

[29] Conventional MoM/ 
Single precision 

NVIDIA GeForce 7600GT  (675 MHz) GPU with 256 MB video memory 
and an AMD Athlon 64 3000+ (1.81 GHz) CPU with 1 GB memory 

 9.9k GPU acceleration on 
Brook platform 

17.33 NA NA 

[30] Conventional MoM/ 
Complex double-precision 

A CUDA-capable device, GeForce GTX 280 built on the GT200 
architecture was used 

 7.7k GPU CUDA 
acceleration 

 140  13  45 

[31] Conventional MoM/ 
Complex double-precision 

Intel Core i7, GeForce GTX 275 and the CUDA API, PGI 
Fortran+CULA, Intel Fortran + MKL were used 

 7k GPU CUDA 
acceleration 

 9  5  6 

[32] Conventional MoM/ 
Complex double-precision 

NVIDIA GT200 (GeForce GTX 275) CUDA-capable device was used as 
an external math coprocessor to the host CPU (2.66-GHz Intel Core i7) 

 7k GPU CUDA 
acceleration 

 13  5  8.5 

[33] Conventional MoM/ 
Single precision 

Intel Core i7 CPU 930 @2.8GHz, 24 GB of RAM, Windows 7 
Professional 64-bit. Up to three identical GPUs GeForce GTX 480, 1536 

MB of VRAM (each), VRAM access speed 177 GB/s. Four hard-disk 
drives (HDD) with I/O speed 100 MB/s (per HDD, without buffering). 

 152k Out-of-core solver 
accelerated with 
multiple GPUs 

NA NA 20 

[34] Single-level fast multi-pole method (FMM) 
Complex double-precision 

Multi-node GPU cluster of 13 nodes, and Nvidia Tesla M2090 GPU per 
node. An MVAPICH2 implementation of MPI was used for cluster 

parallel programming. 

 245k 13 nodes GPU cluster NA NA  700 

[35] MLFMA 
Single precision 

The CPU-MLFMA is parallelized and executed by eight threads on a 
workstation with a four-core Intel Xeon processor W3550 (with a clock 
speed of 3.06 GHz). The OpenMP-CUDA-MLFMA is executed on four 

Nvidia Tesla C2050 GPUs. 

 342k OpenMP-CUDA on 
multiple GPUs 

124 NA 21 

[36] Higher-order MoM (HMoM)/ 
Complex double-precision 

A Dell Precision 5400 equipped with two Intel Xeon quad-core CPUs (2.5 
GHz clock speed), 16 GB RAM, and one NVIDIA GTX 660 GPU card 
was used. GPU’s architecture is Kepler GK104 with a core frequency of 
1015 MHz, 960 Stream Processors (SPs). CUDA version 4.2 was used. 

 70k Optimized parallel out-
of-core LU solver on 

hybrid GPU/CPU 
platform 

6 9.78 NA 

[37] FMM-FFT/ 
Dual Xeon system with four R9 280X cards 

 1100k GPU/CPU hybrid 
platform 

NA NA  30 

[38] MLFMA/ 
Single precision 

 Intel i7 processor with 8 GB RAM, a TESLA C2075 GPU with 6 GB of 
RAM, a Windows 7 64-bit license, and the 3.1 CUDA toolkit were used. 

 694k Parallelization using 
CUDA 

189 – 84 

[39] Load-balanced out-of-GPU memory 
implementation of MoM/ 

Double-precision 
Intel quad-core i7 3820 CPU running at 3.6 GHz with64 GB RAM, and a 
GeForce GTX 680 GPU with 4 GB of on-board memory running at 1006 

MHz were used 

– GPU CUDA 
acceleration 

2.21  
(when 

compared to 
four-core CPU) 

NA NA 

[40] MoM 
Intel Xeon E5-2698 v3 processor with 16 cores and 25 GB of RAM 

and an NVIDIA Tesla K40 GPU were used 

 1M FMM/GPU NA 2.5 NA 
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Substituting eqn (4) back into eqn (3), it can be
expressed as [51][

ZEJ−ZEM(ZHM)−1
ZHJ

]
J = VE−ZEM(ZHM)−1

VH.

(5)
From eqn (5), a new effective impedance matrix can

be expressed as

ZE=ZEJ−ZEM(ZHM)−1
ZHJ. (6)

It is worth noting that the previous equation involves
the processing of complex matrices. Most of the conven-
tional Big Data tools can only handle pure-real matrices,
especially on GPUs. However, recently, Big Data tools
were developed to handle complex matrices on GPU
[52]. Therefore, one of the main contributions of this
work is to identify, in the following sections, the Big
Data tools compatible with complex matrices necessary
for the CMA of dielectric scatterers, as shown in eqn (6)
[51]. Using the new equivalent impedance matrix shown
in eqn (6), a new generalized eigenvalue equation can be
formulated by [51]

[XE ][Jn] = λ n[R
E ][Jn] , (7)

where λn and Jn are the eigenvalues and eigenvectors
calculated using RE and XE , which are the real and imag-
inary parts, respectively, of the equivalent impedance
matrix ZE . The eigenvalues λn can be used to calculate
the modal significance MSn of each mode as

MSn = 1/ |1 + jλn| . (8)
The modal significance is independent of the exci-

tation, and it identifies the relative weight of each mode
at any given frequency. The modal significance varies
between 0 and 1, reaching 1 typically at the resonance
frequency of the mode [14]. It is important to empha-
size that there are alternative implementations for per-
forming the CMA of dielectric scatterers. Huang et al.
performed an excellent review and comparison in [53].
However, the goal of this work is to explore GPU-based
acceleration, and the techniques developed herein have
the potential to yield similar acceleration levels in alter-
native dielectric CMA implementations.

A scatterer that is highly complex in shape or elec-
trically large needs a detailed mesh that yields a large
MoM impedance matrix containing thousands of rows
and columns. These matrices consume gigabytes of disk
space and RAM for storage during analysis. Computing
CMA for hundreds of frequencies needs the analysis of
hundreds of large MoM impedance matrices, which also
pose a Big Data challenge.

With the availability of high-end CPUs and hard-
ware accelerators such as GPUs, one can cope with the
Big Data challenge in CMA. CPU cores and GPUs pro-
vide internal parallelism inside their architecture [54].
This can speed up the matrix computations in CMA.
A GPU computing platform provides promising sup-
port toward improving resource utilization [54]. Today,

open-source software such as TensorFlow [55], designed
originally for large-scale machine learning, and Python
libraries such as NumPy [52] and CuPy [56] can be
exploited for CMA.

Thus, a hybrid CPU/GPU platform provides ample
opportunities to test different techniques for accelerating
different matrix operations using open-source software
that can handle large datasets.

III. ACCELERATION OF THE CMA
IMPLEMENTATION ON A GPU PLATFORM

In this section, we develop multiple different CMA
implementations using different hardware setups and dif-
ferent numerical libraries. We then perform extensive
experiments to identify the optimum implementation for
each matrix size and for each hardware setup. We used
three different hardware setups for our CMA implemen-
tation: (1) a multi-core CPU, (2) a GPU platform, and
(3) a hybrid CPU/GPU platform. We used the following
numerical libraries: (1) TensorFlow2.0 (TF), (2) Numpy
Python library, and (3) CuPy Python library. TF is an
open-source platform for machine learning, and it can
be executed on both CPUs and GPUs. On a hybrid
CPU/GPU platform, TF will assign all operations to the
GPU by default. To instruct TF to execute a certain
operation on a CPU, the following statement needs to
be added before the operation:

with tf.device (device name):
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TF has application programming interfaces (APIs) in
several languages such as C++, Python, and Java. In
this work, we used Python to implement CMA with TF.
The NumPy python library can run on a multi-core CPU,
whereas the CuPy python library can only run on GPUs.
Therefore, we developed five different CMA evaluations
as follows: (1) TF where all matrix operations are exe-
cuted only on CPUs, (2) TF where all matrix operations
are executed only on GPUs, (3) hybrid TF implementa-
tion where some matrix operations are executed on CPUs
and some matrix operations are executed on GPUs, (4)
NumPy where all matrix operations are executed only on
CPUs, and (5) CuPy where all matrix operations are exe-
cuted only on GPUs. The goal is to identify the fastest
implementation out of the five for different matrix sizes.
Moreover, the five implementations will guide future
CMA users who have access to only CPUs or GPUs and
will also guide users who prefer to use one of the previ-
ously described Python libraries.

Our CMA implementation is based on the method
described in Algorithm 1 [18]. We chose this particular
implementation since it is capable of accurately handling
a wide range of scatterers, including wires and wire-like
nanostructures [14]. First, we read the real and imagi-
nary parts of the input MoM matrix using TensorFlow
(Lines 3−4). Next, we construct the complex matrix
Z followed by slicing it into four equal parts and then
computing ZZ (Lines 5−10). This step is only per-
formed for dielectric targets following the approach in
[51]. For PEC scatterers, this step is skipped, and ZZ is
set equal to Z. The SVD process is then performed (Lines
10 and 11). After that, matrices A and B are computed
as detailed in Lines 13−16. The remaining steps are to
compute the eigenvalues λn as shown in Lines 17−22.

The modes and eigenvalues generated by the CMA
(Algorithm 1) are not ordered in the same way over
the entire frequency range [57–59]. Mode tracking is,
therefore, performed to find the correct mode ordering
throughout the frequency range of interest. Our imple-
mentation of mode tracking, which can be run on a CPU
or a GPU, is based on calculating the correlation between
the modes of the current frequency and the modes of the
previous frequency [57] (see Algorithm 2).

IV. EXPERIMENTAL SETUP, RESULTS,
AND DISCUSSION

In this section, we report the performance of the five
CMA implementations previously described. We ran all
experiments on CloudLab [60], an experimental testbed
for cloud computing. We used a machine in CloudLab’s
Wisconsin data center with two Intel Xeon E5-2667 8-
core CPUs (3.20 GHz) and an NVIDIA Tesla V100
SMX2 GPU (16 GB). All the algorithms were imple-
mented and evaluated using the following software and
tools: Linux Ubuntu 16.04, TensorFlow 2.0.0, CUDA
10.0.130, Python 3.7.10., NumPy1.20.1, CuPy 8.3.0, and
Pandas 1.2.3.

Table 2 breaks down the computational time for
the different CMA matrix operations for a 14k ×
14k matrix using the five implementations previously
described: TF on CPU, TF on GPU, TF on hybrid
CPU/GPU, NumPy on CPU, and CuPy on GPU. All
CPU computational experiments in Table 2 used 32
cores. Comparing the computational time for the TF
on CPU and TF on GPU in Table 2, we see that TF on
GPU is faster than TF on CPU for all matrix operations
except for the SVD and the writing of the eigenvector
operation. Therefore, to optimize the TF on a hybrid
CPU/GPU platform, we assigned all CMA matrix oper-
ations to GPU except the SVD and the writing of the
eigenvectors operation, which were assigned to the CPU.
Table 2 shows that the TF on hybrid CPU/GPU is faster
than the TF on CPU or TF on GPU.

The fourth implementation, NumPy on CPU, is
faster than the three TF implementations in Table 2. The
main advantage of the NumPy on CPU is its acceleration
of the matrix multiplications and the SVD, even though
it is slower than TF in terms of the matrix inverse oper-
ation and writing the eigenvectors. Finally, the CuPy
on GPU is the fastest implementation with a signifi-
cant acceleration in the matrix multiplication and the
SVD compared to the other four implementations. The
CuPy on GPU can provide a speedup of 80× compared
to other implementations in Table 2, highlighting the
importance of selecting the optimum numerical library
for the CMA implementation. The analysis in Table 2
shows that different numerical libraries generate drastic
differences in the computation time of different matrix
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Table 2: Time distribution (minutes) for 14k × 14k
dielectric object over TF CPU, TF-GPU, hybrid TF,
NumPy with multi-core CPU, and CuPy with GPU
implementation

Matrix

operation

TF

CPU

TF

GPU

TF

Hybrid

NumPy with

multi-core CPU

CuPy

with

GPU

Reading the
matrix

0.33 0.25 0.28 0.20 0.22

Assembling real
and imaginary

parts

0.25 0.03 0.03 0.10 0.08

Multiplications 151.07 6.33 6.38 1.22 0.25
Inverse 3 0.03 0.02 0.17 0.05
SVDs 9.78 28.23 9.75 0.92 0.35

Writing
eigenvectors

0.27 0.92 0.23 0.93 0.90

Total time 164.83 38.7 16.79 3.45 1.91

Table 3: MOM matrix memory requirements for differ-
ent formats

Matrix

type

Matrix size CSV file size Binary

file size

4k × 4k 4776 × 4776 1.5 GB 350 MB
14k × 14k 14,183 × 14,183 27 GB 3.0 GB
15k × 15k 15,279 × 15,279 32.4 GB 3.6 GB
16k × 16k 16,608 × 16,608 36 GB 4.2 GB
30k × 30k 33,024 × 33,024 138 GB 16.2 GB

operations, which, to the best of our knowledge, was
not documented for large dense MoM matrices processed
by CMA. If GPUs are not available, the NumPy imple-
mentation provides the fastest implementation of CMA,
whereas if GPUs are available, the CuPy implementation
is the fastest. Therefore, Table 2 can be used as a guide
for choosing the optimum numerical library for any com-
putational electromagnetic technique based on the dom-
inant matrix operations of its algorithm.

To quantify the scalability of the CMA implemen-
tation, we tested MoM impedance matrices, of differ-
ent sizes, generated by the commercial electromagnetic
solver FEKO [61]. Matrices of both dielectric and PEC
matrices were tested. Details of these matrices, including
the matrix size, the size of the CSV file, and the binary
file size, are shown in Table 3. We used the binary files
storing the MoM matrices for these experiments. The
advantage of the binary format is that it requires approx-
imately 10%−20% of the storage hard drive memory
required by the ASCII and CSV file formats, as shown
in Table 3. This reduction in storage memory is partic-
ularly important for the CMA of large MoM matrices
and/or for the simulation of many matrices to cover mul-
tiple frequencies.

Tables 4 and 5 show the computational time required
by our implementation for dielectric and PEC scatterers,
respectively. We tested the computational time of the

Table 4: Time taken by our CMA implementations on a
multi-core CPU and GPU (minutes) for dielectric

Matrix

type

No. of cores used on the

multi-core CPU (NumPy)

GPU

(CuPy)
1 4 8 16 32

4k × 4k 0.88 0.44 0.36 0.34 0.34 0.29
14k × 14k 20.44 6.74 4.38 3.48 3.48 1.90
16k × 16k 33.69 10.81 6.86 5.23 5.26 2.83
30k × 30k 257.13 79.43 47.14 45.11 32.29 15.60

Table 5: Time taken by our CMA implementations on a
multi-core CPU and GPU (minutes) for PEC

Matrix

type

No. of cores used on the

multi-core CPU (NumPy)

GPU

(CuPy)

1 4 8 16 32

15k × 15k 128.98 38.25 23.82 17.92 18.12 12.38

CMA NumPy implementation using 1, 2, 4, 8, 16, and 32
cores without GPU, and we also added the computational
time required when only a GPU and the CuPy implemen-
tation were employed. As we increased the number of
cores, the computational time decreased. For instance, it
took 257 minutes to process the 30k × 30k matrix on 1
core but only 32 minutes on 32 cores. For a PEC scat-
terer, represented by a 15k × 15k matrix, it took 130
minutes to process the matrix on 1 core but only 18 min-
utes on 16 cores. Tables 4 and 5 show that moving from
16 cores to 32 cores showed no decrease in the compu-
tational time for matrix sizes of 16k × 16k and smaller.
Therefore, for matrices that are 16k × 16k and smaller,
the maximum speedup is achieved at 16 cores. However,
Table 4 shows that, for the 30k × 30k matrix, increasing
the number of cores from 16 to 32 lowered the compu-
tational time and enhanced the speedup, indicating the
potential of our implementation to scale for matrices 30k
× 30k and larger.

In Tables 4 and 5, we also report the computational
time required by our CMA CuPy implementation on a
GPU. While our implementation required around 32.29
minutes to process a 30k × 30k matrix of a dielectric
scatterer using a 32-CPU cores, it took only 15.6 min-
utes on the GPU platform. We also tested our CMA
implementation for a PEC scatterer represented by a 15k
× 15k matrix. Again, the CMA implementation on a
GPU platform was the fastest, as shown in Table 5.
Using a GPU achieved a speedup of 16× and 10× for
the dielectric and the PEC object, respectively, in com-
parison to a single CPU core. The computational time
and speedup are shown in Figure 1. Moreover, if we do
not consider the time needed to write the eigenvectors in
the speedup calculations, the speedup will be 26× and
16× for the dielectric and the PEC object, as shown in
Figure 2.
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(a) 

 
(b) 

Fig. 1. Speedup and time taken for CMA with writing
the eigenvalues and eigenvectors vs. different number of
cores for (a) PEC (15k × 15k) and (b) dielectric object
(30k × 30k).

Lastly, we validated the numerical results produced
by our CMA implementation to demonstrate that it does
not compromise accuracy. We tested our implementa-
tion for two different cases. For PEC scatterers, we used
the horn antenna in [see Figure 3(a)]. The eigenvalues
λn of the horn antenna calculated using our implemen-
tation perfectly match the eigenvalues calculated using
FEKO, as shown in Figure 4. We also used a lossless
dielectric cylinder of radius 5.25 mm, height 4.6 mm, εr
= 38, and μr = 1 [see Figure 3(b)]. The frequency range
was chosen from 4.5 to 7.5 GHz with a 50-MHz inter-
val. This case is often used to verify the results of CMA
formulations for real materials [53]. Figure 5 presents
the modal significance of the dielectric cylinder, which
matches with the results reported by Chen et al. [62].
The previous two cases demonstrate the validity of our
accelerated CMA implementation.

 
(a) 

 
(b) 

Fig. 2. Speedup and time taken for CMA without writing
the eigenvalues and eigenvectors vs. different number of
cores for (a) PEC (15k × 15k) and (b) dielectric object
(30k × 30k).

In this work, we limited our computational exper-
iments to common Big Data tools such as TensorFlow,
Python-based CuPy, and Python-based NumPy. Many
additional algorithms have been previously reported
for speeding matrix operations [63, 64]. In future
work, we plan to investigate these implementations and

Fig. 3. Different scatterers used to validate the accuracy
of our accelerated CMA implementation. (a) PEC horn
antenna. (b) Dielectric cylinder.
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Fig. 4. Eigenvalues for a horn-shaped PEC.

Fig. 5. Modal significance for a cylinder-shaped dielec-
tric.

other alternatives, for further acceleration of the CMA
implementation.

V. CONCLUSION

In this paper, we tested different numerical imple-
mentations of the CMA algorithm using open-source
software for GPU computing. We showed that differ-
ent numerical implementations can have drastically dif-
ferent computational times for the different matrix oper-
ations that make up the CMA algorithm. Therefore,
it is important to select the optimum numerical library
since the computational time can vary for large matri-
ces by up to approximately two orders of magnitude.
From our computational experiments, we showed that
the CuPy implementation on GPU delivered the largest
speedup. In comparison to the execution on a single CPU
core, the CuPy implementation on GPU was capable of
achieving 26× and 16× speedup for processing a single
MoM matrix of a dielectric and a PEC object, respec-
tively. In addition to faster execution, our implementa-
tion provided the same accuracy as theoretical solutions
and independent commercial CMA simulations.
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Abstract – Because of less memory costs and time con-
sumption, a finite difference subgrid technique can effec-
tively deal with multiscale problems in electromagnetic
fields. When used in Maxwell equation, symmetric ele-
ments of the matrix are required; otherwise, the algo-
rithm will be unstable. Usually, the electro-thermal
problem also contains multiscale structures. However,
the coefficient matrix of the heat transfer equation is
asymmetric because the parameters of the equation vary
with temperature and the Robbin boundary condition is
used as well. In this paper, a three-dimensional (3D)
finite difference subgridding method is proposed to sim-
ulate the electro-thermal coupling process of the multi-
scale circuits. The stability condition of the algorithm is
deduced with a matrix method. And the efficiency and
the effectiveness of the proposed subgridding approach
are verified through square- and n-shaped resistances.
Compared with the results of the COMSOL software and
the traditional finite difference method (FDM), the pro-
posed subgridding method has less unknowns and faster
speed.

Index Terms – Electro-thermal problems, finite-
difference method (FDM), multiscale, subgridding
method.

I. INTRODUCTION

With the increase of the integration of the electronic
components, Joule heat of the circuits becomes a severe
problem; sometimes, it will lead to the decline of the reli-
ability of the circuit [1, 2]. In order to solve this problem,
the variation of the electromagnetic component parame-
ters with the temperature [1–4], the distribution of the
temperature in the circuit [5–7], and the influence of the
high temperature on circuit performance [1, 2, 8] arouse
the researchers’ study interests to guide circuit design
and improve its stability. The difficulty of this study is
that the electricity is the cause of the Joule heat, and the
heat will affect the electrical parameters in return. They
are coupled with each other.

Using the commercial software COMSOL to estab-
lish an electro-thermal model is one of the effective
methods to solve this issue [9, 10]. However, the COM-
SOL is based on a finite-element method (FEM); so it
has the shortcomings of low efficiency and heavy calcu-
lation burden in commutating the transient temperature
field [11].

In the last decades, some algorithms have been fur-
ther developed and used to study the variation of the
circuit’s temperature and its effects on the device per-
formance. In 2005, the heat transfer equation was ana-
lytically solved to evaluate the changes of temperature
and thermal resistance of a microwave power field effect
transistor (FET) unit [3]. However, the analytical method
is only suitable for solving the electro-thermal problems
of some specific structures. In 2008, a semi-analytical
method was proposed based on the assumption that the
substrate is half infinite. The method was applied to
observe the nonlinear characteristics of an integrated
resistance by considering the changes of the electrical
conductivity (σ ) and the thermal conductivity (K) with
temperature [4]. Due to the limitation of the analyt-
ical method, this approach is not suitable for model-
ing a model of finite substrate. In 2011, a numerical
method of a finite-volume method (FVM) was presented
and applied to estimate the temperature distribution pro-
file of a three-dimensional (3D) power delivery net-
work (PDN) package [1]. Only the variation of σ with
temperature is considered. In 2016, our group devel-
oped a two-dimensional (2D) radial point interpolation
method (RPIM) for electro-thermal coupling modeling.
Although the temperature variation of the σ and K were
taken into account, the instability of the 3D meshless
method of the RPIM still needs to be solved [5]. In
2018, a finite difference time domain method (FDTD)
and a volume-element method (VEM) were combined
for the transient analysis of gas-insulated transmission
lines’ (GILs) electro-thermal performance [6]. Simi-
larly, the change of resistance with temperature is intro-
duced into the modeling process. In 2019, a 3D RPIM
was presented to study the temperature response from
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a through-silicon via (TSV). And the effects of the σ ,
K, and the specific heat C were taken into account [7].
Whereas, the problem of meshless algorithm, which we
mentioned earlier, still needs to be faced. In 2020, the
finite difference method (FDM) was introduced into a
SPICE simulation tool for observing the characteristics
of an insulated gate bipolar transistor (IGBT) at different
temperatures. The charge motion of the semiconductor
materials was introduced into the voltage equations [8].

Among the above algorithms, the FDM has the
advantages of numerical stability and relatively simple
implementation; so it is widely used in temperature field
modeling [6, 8, 12]. One of the disadvantages of the
FDM is difficulty in dealing with multiscale problems.
Because the uniformly fine mesh of the FDM will result
in a very large memory cost and the extension of the
iterations. To solve this issue, some subgridding algo-
rithms, such as a variable step size method (VSSM) [13],
a spatial subgridding algorithm with separated tempo-
ral and spatial interfaces [14], a hybrid implicit–explicit
FDTD method (HIE-FDTD) [15], and a Huygens sub-
gridding FDTD method [16] were proposed and success-
fully applied in solving Maxwell equations. Since at
least two sizes of grids are applied to the subgridding
algorithm and the time steps of the domains with dif-
ferent grid sizes can be different, the simulations of the
coarse grid and the fine grid can be carried out sepa-
rately. In this way, the subgridding method can reduce
the number of the unknowns and shorten the simula-
tion time. Unfortunately, the data on the grids’ bound-
ary needs to be obtained by the interpolation approach,
which will destroy the symmetry of the algorithm. In
order to ensure the stability of the subgridding approach,
an effective solution is to make the element distribution
of its coefficient matrix symmetrical [17], but it is dif-
ficult in mathematics; another simpler way is to derive
the stability conditions of the algorithm so that it can run
under certain conditions [18].

Usually, multiscale structures are often included
in a circuit. Especially, for solving such an electro-
thermal problem, electrical insulation and thermal radi-
ation boundary conditions exist. In addition, the values
of the electrical conductivity and the thermal conductiv-
ity of the circuit are related to the temperature. All these
lead to an asymmetric coefficient matrix of the subgrid-
ding algorithm.

In this paper, a finite difference subgridding method
for modeling the coupled electro-thermal equations is
presented. In the subgridding scheme, the iterations
in coarse grid and fine grid are performed respec-
tively; and the spatial and the temporal linear interpo-
lations are applied to obtain the values on the bound-
ary surface. A matrix method [18] is introduced to
derive the stability condition of the algorithm. In each

march-on-in-time process, the coefficient matrix of the
algorithm is updated as σ and K change. And the σ
and K will vary with the temperature T . To validate the
efficiency of the proposed method, the transient temper-
ature distributions of a square and an n-shaped copper
resistances are simulated and compared with the results
of the commercial software COMSOL and the traditional
FDM, which demonstrate its effectiveness and efficiency.

This paper is arranged in the following manner.
In Section II, theories and mathematics of the pro-
posed method for the 3D electro-thermal problems
as well as the stability condition are derived. In
Section III, the numerical results are compared with
those of the COMSOL software and the traditional FDM.
In Section IV, conclusion is drawn.

II. THEORIES AND NUMERICAL
METHODS

A. The coupled electro-thermal equations

A multiscale structure as shown in Figure 1 is con-
sidered in this research. In this model, a copper resistor
with a smaller size of Lcu ×Wcu × d is integrated on a
cuboid silicon substrate (Ls ×Ws ×Ds). This device is
assumed to be physically small. And because the speed
of thermal change is far less than the speed of the elec-
tromagnetic field transmission, the electromagnetic field
on the resistance is regarded as a static field. Therefore,
the problem of the electro-thermal mutual coupling can
be regarded as an electrostatic field producing Joule heat
losses of P, and then the P becomes the thermal source
and leads to heat conduction. In turn, the spatial distribu-
tions of the temperature will change the parameters of the
device.

This physical mechanism can be described by the
following mathematical equation:

ρC
∂T
∂ t

= ∇ · (K(x,y,z,T )∇T )+P(x,y,z,T ), (1)

where the constants ρ and C represent a density and
a specific heat capacity of a material, respectively,
K stands for the material’s thermal conductivity, T is the
temperature, and t represents the time. The power den-
sity P is calculated by

P = σ(x,y,T ) |∇φ |2 d. (2)

Fig. 1. Electro-thermal model of a resistor.
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Here, φ represents the copper’s electric potential, and it
is estimated by

∇ · (σ∇φ) = 0. (3)
d is the height of the copper. Its conductivity is defined
as

σ (x,y,T ) = 1/ρ0 (1+αT (x,y)) , (4)
where ρ0 is an electrical resistivity and α represents a
temperature coefficient.

As Figure 1 shows, the positive electrode (Γe+) of
the copper is impinged on an Us voltage and its negative
electrode (Γe−) is grounded (i.e., Dirichlet boundary or
first-type boundary). In addition, the electrical insulation
(Neumann boundary or second-type boundary) at Γ#2,
the thermal radiation (the third-type boundary or Rob-
bin boundary) at boundary Γ#3, and the other edges of
the circuit that are cooled to T0 are supposed. These con-
ditions are expressed as

φ |Γe+ =Us,φ |Γe− = 0, and
∂φ
∂ n̂

|Γ#2 = 0, (5a)

and

T |Γ#1
= T0,K

∂T
∂ n̂

∣∣Γ#3 = h(T∞ −T ), (5b)

where n̂ is the norm of the boundary, h is the convective
heat transfer coefficient, and T∞ is the ambient tempera-
ture. The empirical formula for K(x,y,z,T ) can be found
in [4].

B. Application of the finite difference subgridding
method to the coupled electro-thermal equations

In this electro-thermal model, only copper is parti-
tioned with a uniform fine grid of Δl f , while the substrate
is divided by a uniform coarse grid of Δlc. Therefore,
when calculating φ , there is only one kind of grid in the
computational domain. After using the central difference
method to eqn (3) to estimate its derivatives, φ at the fine
cell (i, j) can be estimated by

φi, j =
(
ce

1,i,c
e
2,i,c

e
1, j,c

e
2, j
)(

φi−1, j,φi+1, j,φi, j−1,φi, j+1
)T

,
(6)

where ce
p,q =(4+(−1)pΔσq)

/
16, (p=1, 2. q=i, j), Δσq=(

σq+1 −σq−1
)
/σq..

On Neumann boundary of eqn (5a), eqn (6) becomes

φi, j|Γ#2 =

(
1
2
+

Δσ j

8

)
φi, j+1 +

(
1
2
− Δσ j

8

)
φi, j−1. (7)

Then, the Joule heat losses of P is

P =
d

Δl2
f
·
[(

φi+1, j −φi−1, j
)2

+
(
φi, j+1 −φi, j−1

)2
]
. (8)

Whereas, there are two grid sizes on the Si substrate.
To describe the subgridding algorithm clearly, the FDM
of the temperature field on an upper left corner of the top
surface in Figure 1 is cut out to be discussed in detail.
This is typical because the grids on the top surface are
constrained by the third-type boundary condition.

Fig. 2. An interface of the coarse grids and subgrids on
an upper left corner of the top surface.

The key of a subgridding method is the field cou-
pling between the coarse mesh and the fine mesh. In this
paper, the coupling is realized by linear interpolation.
For simplicity and illustration purpose, the 2:1 ratio of
the coarse cell and the fine cell is used as Figure 2. The
coarse grid borders the fine grid. There are three types of
grids: coarse grid, fine grid, and interpolation grid.

The cells “1, 2, 4, 6, 7” in Figure 2(a) and “11” in
Figure 2(b) are coarse grids, where “6, 7” on the sub-
gridding interface; the “5, 8, 9” are fine grids, where “5”
on the interface, and the point “3, 10” is extra added to
estimate its value. All the unknown temperature fields
in Figure 2(a) are constrained by the Robbin boundary
conditions of eqn (5b). Besides, the temperature fields
of the other grids in the substrate, such as “11,” have no
constraints.

Similarly, the T of these grids, except for “3, 10,”
can be obtained by applying the FDM approach. After
some manipulations, their formulas can be written as

T n+1/m
i, j,k = Rxy

T Tn
xy +Rz

T Tn
z +P, (9)

where P = 0. But for the grids in the copper area, P is
calculated by eqn (8); n is the iteration time step, and
the time step ratio m is also the ratio of the spatial step,
which is defined by

m = Δtc
/

Δt f = Δlc
/

Δl f . (10)
The Rxy

T = (cT
0 , cT

1,i, cT
2,i, cT

1, j, cT
2, j), Tn

xy =(T n
i, j,k, T n

i−1, j,k,
T n

i+1, j,k, T n
i, j−1,k, T n

i, j+1,k)T , where{
cT

0 = 1−4Kqaς

cT
p,q = aς (Kq +(−1)pΔKq)

(11)

Here, aς = Δtς
/

ρCΔl2
ς , ς=c or f ; p=1, 2, q=i, j, k;

ΔKq =(Kq+1 −Kq−1)/4.
For the grids in different regions, m, Rz

T , and Tn
z are

different.
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For the grid “1, 2, 4, 6, 7,” m=1, ς = c,
Rz

T =(−(cT
1b,k + cT

2b,k), cT
1b,k,cT

2b,k), where cT
1b,k = 2Kqaς ,

cT
2b,k = haς Δlς (3−Kk−1

/
Kk); Tn

z =(T n
i, j,k,T n

i, j,k−1,T∞)T .
For the grid “5, 8, 9,” m is defined by eqn (10), and

ς = f, Rz
T , and Tn

z are the same as above; in particular, T3
is interpolated by

T3 =
T1 +T2 +T4 +T6

4
, (12)

and is introduced to estimate T5. T10 is also introduced
to estimate T5, which is interpolated by the two adjacent
coarse grids along x-axis.

For the grid “11,” m = 1, ς = c, Rz
T =(cT

1,k,cT
2,k),

Tn
z =(T n

i, j,k−1, T n
i, j,k+1) T .

Since “6” is located on the boundary of the grid,
when calculating T6, T9 should be known at the same
time. However, “9” is located on a fine cell. Due to the
different time steps between the fine grid and the coarse
grid, T9 needs to be iterated m times to reach the same
time as T6. Therefore, the two grids are coupled with
each other.

To facilitate understanding, suppose that the current
time step is n and all the fields are known. We summarize
the update process of the proposed subgridding scheme
into the following steps.

Step #1: Compute the electric potential equations of eqn
(6)–(8) to obtain the Joule heat losses of P.

Step #2: Compute eqn (9) with Δt=Δtc to update T n
1 , T n

2 ,
and T n

11 of the coarse grid and T n
4 , T n

6 , and T n
7 of the inter-

face grid to be T n+1
1 , T n+1

2 , T n+1
11 , T n+1

4 , T n+1
6 , and T n+1

7 .
Then, compute eqn (12) to obtain T n

3 and T n+1
3 , T n

10, and
T n+1

10 . Similarly, eqn (9) with Δt=Δt f is executed to cal-
culate T n+1/m

5 , T n+1/m
8 , and T n+1/m

9 of the fine grid. Take
T6 as an example:

T n+1
6 = (1−6K6ac +hacΔlc(3−K11/K6))T n

6

+ac(K6 − (K7 −K4)/4)T n
4

+ac(K6 − (K7 −K4)/4)T n
7 (13)

+ac(K6 − (K2 −K9)/4)T n
9

+ac(K6 − (K2 −K9)/4)T n
2

+2K6acT n
11 +hacΔlc(3−K11/K6)T∞ +acΔl2

c P6

Step #3: Update the temperature fields of the fine grids
from the time step n+1/m to n+2/m. It should be noted
that in order to obtain T n+2/m

5 , T n+1/m
3 , and T n+1/m

10 needs
to be interpolated in advance through T n

3 and T n+1
3 , T n

10
and T n+1

10 . This process will be repeated until the time
step increases to n+1. Take T5 as an example:

T
n+ i+1

m
5 =

(
1−6K5a f +ha f Δl f (3−K10/K5)

)
T

n+ i
m

5

+a f (K5 − (K6 −K4)/4)T
n+ 1

m
4

+a f (K5 − (K6 −K4)/4)T
n+ 1

m
6

+a f (K5 − (K3 −K8)/4)T
n+ 1

m
8

+a f (K6 − (K3 −K8)/4)T
n+ 1

m
3 (14)

+2K5a f T
n+ 1

m
10 +ha f Δl f (3−K10/K5)T∞

+a f Δl2
f P5,

where 1 ≤ i ≤ m−1.

Step #4: Renew both σ and K with the temperatures cal-
culated in Step #2 and Step #3. Go to Step #1.

C. Stability analysis

The explicit equation of (9) is conditionally stable.
In this paper, the fine cell’s time step is first derived to be
Δt1

f by using the matrix method, and then Δtc is deter-
mined by using the same method and considering the
relationship with Δt1

f at the same time. Finally, Δt f is
updated to 1/m times of Δtc as eqn (10).

Specifically, the source-free form of eqn (9) is
arranged into the following equation:

Tn+1 =
(

Mc M f
)

N×N Tn, (15)

where T = (T1, T2, . . . , TN)T , N is the total number of
the grids, and Mc and M f denote the coefficient matrix
of the coarse grids and fine grids, respectively. It can be
obtained by

Mς = I +Δt1
f Dς , (ς = c, f), (16)

where I is an identity matrix, and D represents the oper-
ator (ρC)−1∇ ·K∇. It is a sparse matrix.

A necessary condition for Tn+1 is that when n → ∞,
the spectral radius of the coefficient matrix must satisfy∣∣λ M

i
∣∣≤ 1, (17)

where λ M
i = 1+Δt1

f λ D
i , and λ M

i and λ D
i represent the

eigenvalue element of M and D, respectively. Due to the
Robbin boundary condition, M is unsymmetric but full
rank. λ D

i is negative real or complex whose imaginary
part is small enough to be ignored.

From eqn (17), we have
Δt1

f ≤ 2/(max |λ D
i |). (18)

By applying the same method, Δt1
c can be prelimi-

narily determined. In this case, only Mc is considered in
eqn (15). Besides, the time step of the coarse grid has m
times of that of the fine grid as well. So, we take

Δtc = min(Δt1
c ,mΔt1

f ). (19)
Therefore,Δt f can be updated to

Δt f = min(Δt1
f ,Δtc/m), (20)

in turn.
Theoretically, Δt will change with T, but this change

is negligible and can be ignored. To reduce the time loss,
a fixed time step is used in the program execution.
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Table 1: Parameters of Figure 1
Parameter Value Parameter Value

Lcu,Wcu,d 20,20,0.01 mm T0 = T∞ 20 ◦C
Ls,Ws,Ds 40,40,20 mm h 24 W/m2·K
ρ 2.329 g/cm3 C 700 J/kg·K
Δlc 2.5 mm Ui 5 V
Δtc 0.004 s m 4

III. NUMERICAL EXPERIMENTS
A. Cuboid resistor integrated on a Si substrate

The main parameters of Figure 1 are listed in
Table 1. The parameters of σ and K can be found in [4].
A square wave signal with a voltage of 5 V is impinged
on the resistor. The voltage period is 0.08 s. m sets to 4
in this experiment.

Figure 3(a) shows the element distribution charac-
teristics of M. The data shows that M is an asymmet-
ric matrix with dominant main diagonal elements. The
eigenvalues of the matrix, which equal λ M , are given in
Figure 3(b).

The resistor’s σ and K on the top surface at t = 5 s is
simulated and given in Figure 4(a) and (b), respectively.
Obviously, they are spatially distributed, which is caused
by the temperature change in space.

The transient temperatures at (20, 20, and 20 mm)
are observed and illustrated in Figure 5. These results are
compared with those of the conventional FDM, which
adopts a uniform fine grid with Δls = 0.625 mm and its
time step is 0.001 s. From the figure, we can see that
their numerical results agree well.

Figure 6 shows the temperature distributions on the
top surface of the substrate at t = 5 s. We can clearly
see that on the boundary of the coarse and fine grids, the
temperatures of the coarse grids naturally transit to the
fine grids.

In order to further verify the efficiency of the
proposed algorithm, the temperatures on the top sur-
face, whose grid numbers are 1576–1800, are also
compared with the results from COMSOL software
(t = 5 s). Figure 7 shows the numerical results of the

Fig. 3. The characteristics of M. (a) Its element distribu-
tion. (b) Its eigenvalues.

Fig. 4. Temperature-dependent parameters of the resis-
tor. (a) σ . (b) K.

Fig. 5. Comparison of the temperatures obtained with
the different methods at (20, 20, and 20 mm).

three methods. Obviously, they are in good agreement.
It verifies the effectiveness of the proposed subgridding
approach in modeling the multiscale electro-thermal
structure.
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Fig. 6. Temperature distribution on the top surface.

Fig. 7. Temperature distribution obtained by COMSOL,
conventional method, and the proposed method.

Table 2 lists the computational expenditures of three
methods. Based on the table, the following observations
are made.

• The proposed algorithm with subgrids reduces the
number of unknowns by about 91% and the compu-
tational time by about 49.6% compared to the tradi-
tional FDM with uniform fine mesh.

• The proposed finite difference subgridding method
reduces the number of unknowns by about 70% and
the computational time by about 10.7% compared
to the COMSOL software.

B. N-shaped resistor integrated on a Si substrate

To further study the adaptability of the proposed
algorithm, an n-shaped copper resistor (Lcu = Wcu = 20

Table 2: Computational expenditures of different
methods
Numerical

method

Total

number of

unknowns

Total

number of

iterations

CPU

time (s)

Conventional

FDM

31,752 5000 21.27

COMSOL 9391 N/A 12.00
Proposed

subgridding

method

2825 1250 10.72

mm, Larc = 5 mm, d = 0.1 mm) integrated on a square
silicon film substrate (Ls = Ws = 40 mm) is illustrated as
Figure 8 shows. This model has a multiscale structure.
In this case, the square wave voltage changes to be 5 V
and its period is 1 s. Other parameters are the same as
the square resistance above.

Figure 9 shows the temperature distributions of the
substrate at t = 20 s. Also, the obvious reflection of

Fig. 8. N-shaped resistor integrated on a Si substrate.

Fig. 9. Temperature distribution of the substrate at
t = 20 s.
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Fig. 10. Comparison of the temperatures obtained with
the different methods at (20 and 20 mm).

the temperature field on the boundary was not observed.
These results are compared with those of the conven-
tional FDM, which adopts a uniform fine grid with Δls =
0.625 mm and its time step is 0.001 s. Figure 10 gives the
comparison of the transient temperatures obtained with
the two different methods at the observed point (20 and
20 mm). From the figure, we can see that the three tem-
perature patterns tend to be in good agreement. It verifies
the effectiveness of the proposed subgridding approach
again.

IV. CONCLUSION

In this paper, a 3D explicit finite difference subgrid-
ding method is proposed and applied to study the electro-
thermal problems of electronic components and ICs with
multiscale structures. Square- and n-shaped resistances
are used as examples. In order to agree with the actual
problems, the temperature-dependent electrical conduc-
tivity and thermal conductivity are considered in this
research. In addition, the Robbin boundary condition
is used in the model. Therefore, the coefficient matrix
of the subgridding algorithm is asymmetric. Fortunately,
its main diagonal elements are dominant and symmetric;
the imaginary part of the other asymmetric elements is
close to 0. Based on these properties, the stability con-
dition of the algorithm is derived by matrix method. The
numerical results are compared with those of the tradi-
tional FDM with fine mesh and the COMSOL software
as well. They are in good agreement. In addition, the
proposed method can reduce the number of unknowns by
about 91% and 70% and the computational time by about
49.6% and 10.7%, compared to the traditional FDM and
the COMSOL software, respectively. All of the above
show the efficiency of the proposed method.
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Abstract – In this paper, a mixed method (MM) com-
bining the advantages of finite difference time domain
(FDTD), extrapolation, and matrix cascade methods is
proposed. First, the hybrid algorithm combining the
FDTD and extrapolation method is used to compute the
electromagnetic characteristics of the single-layer fre-
quency selective surface (FSS). Subsequently, matrix
cascade method is used to calculate the electromagnetic
characteristics of the multi-layer FSS. By introducing the
Floquet theorem and considering the periodic boundary
condition (PBC), absorbing boundary conditions (ABC)
of the FSS, a three-dimensional model, is established.
The computational results show that, while maintaining
the same level of accuracy, the hybrid method greatly
improves the computation speed and reduces the com-
puter memory compared with the simulation software.
It can provide an important reference for the subse-
quent study of the electromagnetic characteristics of
the FSS.

Index Terms – FDTD, extrapolation method, matrix cas-
cade, FSS, electromagnetic characteristics.

I. INTRODUCTION

At present, radome is widely used for military and
civil fields [1-3]. However, the traditional dielectric
radome does not have the stealth function and cannot
meet the requirements of high in-band wave transmission
and strong out-of-band stealth. In order to overcome the
shortcomings of traditional dielectric radome, frequency
selective surface (FSS) is adopted by the researchers
[4-10] and implanted in the radome to obtain specific
electromagnetic (EM) characteristics. Therefore, study-
ing the EM properties of the FSS is a key indicator for
the design of FSS.

The commercially available simulation packages,
e.g., HFSS and CST [11-13], do not offer the desired
level of flexibility for calculating the EM properties of
FSS. Therefore, a customized simulation package needs
to be pursued.

At present, the numerical computation methods for
the EM properties of FSS mainly include finite element

method (FEM) [14] and finite difference time domain
method (FDTD) [15]. The FEM divides the entire com-
putational domain into a mesh, which takes up a large
amount of computer memory. It is generally the case that
the speed of computations slows down with increasing
memory requirement. Therefore, the FEM is not suitable
for large-sized objects.

The FDTD method has the advantage of increasing
the computation accuracy and reducing the memory re-
quirements. It is used to compute the EM characteris-
tics of the FSS. However, it has certain limitations. For
example, iteration number depends on the relationship
between step size and time, and in order to improve the
accuracy, it is necessary to encrypt the grid. To solve
this problem, researchers have proposed many methods,
such as second-order time approximation [16, 17]. How-
ever, the derivation processes are usually very compli-
cated. Therefore, the extrapolation method is adopted in
this paper.

Based on the extrapolation method, a new algorithm
is proposed in this paper. The computation mainly in-
cludes two steps. First, the result is obtained under the
original mesh density (#1). Then, in order to improve
the accuracy, the mesh density is increased to twice the
original mesh density, and the result is obtained while
keeping the computation region unchanged (#2). For the
above two results, the extrapolated solution can be ob-
tained by the extrapolation formula. This method not
only greatly improves the computation accuracy but also
reduces the computer memory [18]. It is widely used in
the field of mathematics and EM field.

A mixed method (MM) combining FDTD, extrapo-
lation method, and cascading to compute the EM prop-
erties of multi-layer FSS is proposed in this paper. It
has the advantages of fast computational speed of FDTD,
matrix cascade, and high computational accuracy of ex-
trapolation method, while avoiding the disadvantages
of increasing the grid density to improve the accuracy.
Therefore, the hybrid method promises to be a favorable
candidate for computing EM properties of FSS. In Sec-
tion II, the computation process of the EM characteris-
tics of the single-layer FSS is introduced in detail. Then,
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Periodic 
Boundary 
Conditions

(PBC)
Absorbing 
Boundary 
Conditions

(ABC)

FSS Unit

Fig. 1. FSS model.

considering cascading, the expression of the EM charac-
teristics of the multi-layer FSS is derived. In Section III,
the dielectric plate and FSS, having an infinite periodic
structure, are used to verify the accuracy of the hybrid
method. In Section IV, influence factors of reflection co-
efficient are analyzed.

II. HYBRID
FDTD/EXTRAPOLATION/CASCADE

METHOD
A. The basic principle of FDTD

The basic principle of FDTD is to use the idea of
central difference to discretize Maxwell’s equations in
space and time [19]. From Maxwell’s equations, iterative
formulas for electric and magnetic field components can
be derived by employing the central difference formula.

To compute the EM properties of the infinite peri-
odic FSS, the Floquet theorem is introduced. Thus, the
EM characteristic of the entire FSS structure is obtained
by calculating only one unit of the FSS. Figure 1 shows
the model of the FSS. Periodic boundaries are applied to
the four sides of the model, and absorbing boundaries are
applied to the upper and lower sides.

Periodic boundary condition (PBC) is explained in
detail in [4]. At present, the common methods to achieve
absorbing boundary condition (ABC) mainly include
perfectly matched layer (PML), convolution perfectly
matched layer (CPML), and uniaxial perfectly matched
layer (UPML). When dealing with decay pattern, PML
needs to be placed sufficiently far away from the obsta-
cle so that the decay pattern is fully attenuated. However,

Excitation plane

Absorbing 
Boundary 
Conditions

(ABC)

Reflection 
sampling surface

Transmission 
sampling surface

Fig. 2. Computation model.

this will increase the number of grids and reduce the
computation speed. Therefore, PML has low efficiency
when dealing with decay pattern. CPML is an improved
version based on PML [19]. In addition, the parameter
ranges of CPML only apply to individual special cases.
In actual computations, to satisfy the ABC, a larger range
of adjustment coefficients is required, which is not con-
ducive to obtaining results quickly. Therefore, UPML
ABCs are adopted in this paper.

Under the excitation of a Gaussian pulse, EM waves
propagate along the upper and lower sides of the excita-
tion loading surface. We set the reflection sampling sur-
face and the transmission sampling surface on the upper
and lower sides of the FSS structure, respectively. The
schematic diagram of the computation model is shown
in Figure 2.

It can be seen from Figure 2 that the transmission
field Et is calculated on the transmission sampling sur-
face, and the total field is calculated on the reflection
sampling surface, which includes the reflected field Er
and the incident field Ei. Therefore, the expressions for
the reflection and transmission coefficients of FSS are
shown in the following equation:

R = Er
Ei
,T = Et

Ei
, (1)

where Er is the reflected field, Et is the transmission
field, and Ei is the incident field.

B. The basic principle of extrapolation method

The basic principle of the extrapolation method is to
first calculate the result under the original mesh density
(#1). The time step size dt = min(ds)/(4c), where, ds is
the space step and c is the wave velocity in space. Then,
in order to improve the accuracy, the mesh density is in-
creased to twice the original mesh density, and the result
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is obtained (#2). At this time, the time step size remains
unchanged and still meets the requirements of computa-
tional stability. Since the two space divisions before and
after are different, but the time step remains the same,
the results of these two times can be combined.

For the above two results, a simple extrapolation for-
mula is performed. Extrapolation solution is obtained.
This method not only greatly improves the computation
accuracy but also reduces the computer memory require-
ments. The following discussion briefly introduces the
reason why the extrapolation method can improve the
computation accuracy.

Assuming that f is a function of the independent
variable x and time t, and the spacing on the x-axis is
h, Taylor expansion of f (xi+1) at tn is

f (xi+1)|tn = f (xi)|tn +h
∂ f
∂x

∣∣∣∣
x=xi,tn

+
h2∂ 2 f
2!∂x2

∣∣∣∣
x=xi,tn

+O(h3). (2)
Furthermore, Taylor expansion at xi+1/2 is

f (xi+1/2)
∣∣
tn
= f (xi)|tn +

h∂ f
2∂x

∣∣∣∣
x=xi,tn

+

(
h
2

)2 ∂ 2 f
2!∂x2

∣∣∣∣∣
x=xi,tn

+O(h3). (3)

From Equation (2) and (3)

4 f (xi+1/2)
∣∣
tn
− f (xi+1)|tn = 3 f (xi)|tn +h

∂ f
∂x

∣∣∣∣
x=xi,tn

− h3

2
∂ 3 f

3!∂x3

∣∣∣∣
x=xi,tn

+O(h4). (4)

Similarly,

4 f (xi−1/2)
∣∣
tn
− f (xi−1)|tn = 3 f (xi)|tn −h

∂ f
∂x

∣∣∣∣
x=xi,tn

+
h3

2
∂ 3 f

3!∂x3

∣∣∣∣
x=xi,tn

+O(h4). (5)

From Equation (4) and (5),

4
(

f (xi+1/2)
∣∣
tn
+ f (xi−1/2)

∣∣
tn

)
− ( f (xi+1)|tn + f (xi−1)|tn

)
= 6 f (xi)|tn +O(h4). (6)

Besides,
f (xi+1/2)

∣∣
tn
+ f (xi−1/2)

∣∣
tn
= 2 f f (xi)

∣∣
tn
, (7a)

f (xi+1)|tn + f (xi−1)|tn = 2 fc(xi)|tn . (7b)
Substituting Equation (7) into eqn (6),

f (xi)|tn =
1
3

[
4 fenc(xi)|tn − forg(xi)

∣∣
tn

]
+O(h4). (8)

Here, f enc is the results calculated by encrypting the grid
(twice the original mesh density) and f org is the results
under the original mesh density.

It can be seen from Equation (8) that the remaining
term is the fourth-order of the space step, so that the ex-
trapolation solution has higher computation accuracy.

Fig. 3. The computation flow chart of the hybrid method.

C. Hybrid FDTD/extrapolation method

When performing the three-dimensional (3D) nu-
merical computation of the reflection coefficients of the
FSS, first, the FDTD/ extrapolation method is used to
calculate the EM field, given a certain grid density. Due
to space limitations, take the electric and magnetic field
components in the x-direction as an example. The up-
dated equations of the electric field and magnetic field
are shown in the following equations:

En+1
x (i, j,k) = 2εx−Δtσx

2εx+Δtσx
En

x (i, j,k)

+ 2Δt
(2εx+Δtσx)Δy (H

n+1/2
z (i, j,k)−Hn+1/2

z (i, j−1,k))

− 2Δt
(2εx+Δtσx)Δz (H

n+1/2
y (i, j,k)−Hn+1/2

y (i, j,k−1)),
(9)

Hn+1/2
x (i, j,k) = Hn−1/2

x (i, j,k)
+ Δt

μxΔz (E
n
y (i, j,k+1)−En

y (i, j,k))
− Δt

μxΔy (E
n
z (i, j+1,k)−En

z (i, j,k)),
(10)

where εx is the dielectric constant, σ x is the electrical
conductivity, μx is the magnetic permeability, Δt is the
time step, and Δy and Δz are space steps, respectively.

Take the electric field component along the x-
direction as an example, denoted as Eorg

x (i, j,k). Then,
the grid is encrypted. At this time, the calculated result
is recorded as Eenc

x (i, j,k). The computation flow chart of
the hybrid method combining FDTD and extrapolation
method is shown in Figure 3.

From Equation (8), the extrapolation solution is

Eext
x (i, j,k) =

1
3
[4Eenc

x (i, j,k)−Eorg
x (i, j,k)]. (11)
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D. Cascading

The scattering matrix for each independent periodic
structure is calculated. Then, all independent scattering
matrices are cascaded. Figure 4 shows the schematic di-
agram of the N-layer FSS. In addition, when the spac-
ing is small (d/λ < 1), the propagation constant of the
cross-polarization is negative imaginary, and the field de-
cays exponentially away from the FSS. Thus, the quan-
tities of practical interest are the reflection coefficient of
the main polarization, and the cross-polarization is ig-
nored. The reflection coefficients of a single-layer FSS
are calculated using the method in Section II-C. Then,
the single-layer scattering matrix according to the com-
putation results of the reflection and transmission coeffi-
cients is deduced by the following expression:

Sn =

[
Tn

(
1− R2

n
T 2

n

)
Rn
Tn

e j2kdn

−Rn
Tn

e− j2kdn 1
Tn

]
,det

(
Sn

)
= 1, (12)

dn = d1 +d2 + · · ·+dn−1, n = 1,2, . . . ,N.

From Equation (12), the expression of the cascaded
transmission matrix T can be obtained as

T =

[
A B
C D

]
= SNSN−1 · · ·S2S1. (13)

When the second port is open circuit, A is the ratio
of the voltage of the first port to the voltage of the second
port and C is the ratio of the current of the first port to
the voltage of the second port; when the second port is
short circuit, B is the ratio of the voltage of the first port
to the current of the second port and D is the ratio of the
current of the first port to the current of the second port.

After cascading, the reflection and transmission co-
efficients of the multi-layer FSS turn out to be

R =−(C/D) , (14)

T = A− (BC/D) . (15)

III. VERIFICATION OF COMPUTATION
METHOD

A. Verification of hybrid method

In order to test the accuracy of the hybrid method,
a dielectric plate and FSS with infinite periodic structure
are considered. The period of the dielectric plate along
the x-axis and y-axis is 15 mm, its thickness is 6 mm, and
the relative permittivity is 4.3. Metal patch with a length
of 12 mm and a width of 3 mm on the surface of the
above-mentioned dielectric layer. The model is shown
in Figure 5. A Gaussian pulse excitation with the center
frequency of 8 GHz is applied to the structure. The re-
flection coefficient comparison chart is shown in Figure
6(a) and (b), respectively. The extrapolated solution of
Figure 6(a) is calculated from the grid size r = 1.5 mm
and r = 3 mm. Figure 6(b) is calculated from the grid
size r = 0.3 mm and r = 0.6 mm. Tables 1 and 2 show
the comparing results of the dielectric plate and the FSS.

Excitation plane

FSS1

.

.

.

d1FSS2

FSSN

d2FSS3

Fig. 4. The N-layer FSS.

12mm

3mm

 
Fig. 5. Structure model.

The expression of maximum relative error is

Rr =
max |Rcst −Ri|

Rcst
, (16)

where Rcst is the simulation result (CST) and Ri is the
computational result.

It can be seen from Figure 6 that the denser the
grid, the higher the computation accuracy of the FDTD.
However, if the computation accuracy is improved by
encrypting the grid, the memory requirement will be
greatly increased, thus reducing the computation speed.
In engineering applications, not only high computation
accuracy but also fast computation speed is required.
Therefore, the method needs to be improved. In addition,
it can be seen from Figure 6 that the sparser the grid, the
worse the computation accuracy of the FDTD, but the ex-
trapolation solution can greatly improve the computation
accuracy without increasing the grid density.

It can be seen from Tables 1 and 2 that within the
range of errors permitted, the computation speed of the
hybrid method is superior. The proposed method can
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(a) Comparing methods for calculating reflection 

coefficient of periodic dielectric plate. 

 
(b) Comparing methods for calculating reflection 

coefficient of FSS. 

Fig. 6. Comparison chart of computation results.

greatly save the computation time and improve accuracy
of the EM properties of the FSS.

B. Verification of cascade method for multi-layer FSS

The above method is extended to the computation
of EM characteristics of multi-layer FSS. The two-layer
FSS structure is considered. The distance between the
two-layer structures is 24 mm, and the structural param-
eters of the FSS are the same as those in Section III-A.
The computation results are shown in Figure 7.

As shown in Figure 7, the hybrid method is used to
calculate the reflection coefficient of the multi-layer FSS.
The calculated result is very close to the simulation re-

Table 1: Comparison of the efficiency (dielectric plate)
Spacing Running

time
Memory

requirement
Maximum

relative
error

FDTD
3 mm 4.906 s 7306 M 17.5%

1.5 mm 8.342 s 7322 M 7.1%
0.25 mm 858.66 s 8476 M 1.4%

MM
Running time Memory

requirement
Maximum

relative
error

12.436 s 7886 M 1.5%
CST 120.86 s 16998 M

Table 2: Comparison of the efficiency (FSS)
Spacing Running

time
Memory

requirement
Maximum

relative
error

FDTD
0.6 mm 233.5 s 7406 M 7.05%
0.3 mm 1025.1 s 12,853 M 5.9%

MM
Running time Memory

requirement
Maximum

relative
error

1256.2 s 14,855 M 1.8%
CST 4267.8 s 266,761 M

Fig. 7. Reflection coefficient comparison diagram.

sult, and the error between the two is small. In addition,
the matrix cascading technology can greatly reduce the
number of grids and the computer memory requirements
and increase the computation speed. Through compari-
son, we can see that the computation method in this paper
is correct and reasonable.

IV. EXAMPLES AND ANALYSIS
A. Computation of FSS with different patches

The structural parameters of the dielectric layer are
the same as above, and the length and width of the up-
per patch are both 12 mm. And the length and width
of the lower patch are 12 and 3 mm, respectively. The
3D model is shown in Figure 8, the Gaussian excitation
source is the same as above, and the computational re-
sult is shown in Figure 9. The FSS with different patch
geometries are shown in Table 3.

From Table 3, we can see that the computation speed
of the hybrid method is superior. In the same way, the
algorithm proposed in the paper is suitable for the com-

Table 3: Comparing methods
Running time Occupy

memory
MM 2625.1 s 26,988 M
CST 8468.6 s 47,899 M
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Fig. 8. Structure model.

Fig. 9. Computation results.

putation of EM characteristics of the FSS with different
patch geometry.

B. Factors influencing reflection coefficient

1) The impact of dielectric constant
The reflection coefficient of the FSS is closely re-

lated to the dielectric constant of the dielectric layer.
Suppose the structural parameters of FSS are the same as
Section III-A. Keep the excitation source and the length
and width of the dielectric layer unchanged. Change the
dielectric constant of the dielectric layer and observe the
change of reflection coefficient. The computed reflection
coefficients are shown in Figure 10.

From Figure 10, within 1-5 of dielectric constant, it
can be concluded that the resonance frequency decreases
with increasing dielectric constant. It can be seen that

Fig. 10. The effect of dielectric constant on results.

Fig. 11. The effect of patch geometry on results.

the dielectric layer mainly affects the resonant frequency.
Therefore, by loading FSS, the transmission frequency of
the radome can be adjusted effectively.

2) The impact of patch geometry parameters
The reflection coefficient of the FSS is not only

closely related to the dielectric constant but also tightly
dependent on the structure of the patch. As in the previ-
ous case, keeping the excitation source, the size of the di-
electric layer, and the material characteristics unaltered,
and changing the patch geometry to square, monopole,
and cross shape, the computed results are shown in Fig-
ure 11.

As shown in Figure 11, the resonance frequency de-
pends on the patch geometry; the larger the patch geom-
etry covers the area of the dielectric layer, the larger the
resonance point of frequency. It provides an important
reference basis for the design of passband range of the
FSS.

V. CONCLUSION

1. In this paper, a hybrid method combining FDTD,
extrapolation, and cascading is proposed to com-
pute the reflection coefficient of the multi-layer
FSS. By means of an example, it is shown that the
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algorithm has the advantages of increasing the com-
putation speed and accuracy, and reducing the com-
puter memory.

2. The EM characteristics of the FSS are computed.
The results show that the proposed method in this
paper is also applicable to multi-layer FSS with dif-
ferent patch geometry.

3. Within 1-5 of dielectric constant, the resonance fre-
quency decreases with increasing the dielectric con-
stant.

4. The resonance frequency depends on the patch
geometry. The larger the area of the patch ge-
ometry covering the dielectric layer, the larger
the resonance frequency; a property which pro-
vides an important reference for the design of
the FSS.
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Abstract – In this paper, a low-cost, simple, and reliable
bi-static radar cross-section (RCS) measurement method
by using a historic Marconi set-up is presented. It uses a
transmitting (Tx) antenna (located at a constant position,
at a reference angle of θ = 0◦) and a moving receiver
(Rx) antenna. A time gating method is used to extract
the information from the reflection in the time domain;
applying time filter allows removing the antenna side-
lobe effects and other ambient noises. In this method,
the Rx antenna (on the movable arm) is used to measure
the reflected field in the angular range from 1◦ to 90◦
from the structure (printed circuit board, PCB) and the
reference configuration represented by a ground (GND)
plane of the same dimension. The time gating method
is then applied to each pair of PCB/GND measurements
to extract the bi-static RCS pattern of the structure at a
given frequency. Here, a comparison of measurement
results is carried out at 18 and 32 GHz with simula-
tion ones indicating successful performance of the pro-
posed method. It can be used as a low-cost, reliable,
and available option in future measurement and scientific
research.

Index Terms – RCS Measurement, Marconi Set-Up,
Time Gating.

I. INTRODUCTION

Radar cross-section (RCS) measurement is one of
the essential requirements in the field of telecommuni-
cation engineering, of which evaluation is always con-
troversial due to the existence of measurement errors,

environmental noise, post-processing requirements to
extract results, and expensive automation measuring
equipment [1]. RCS was first discussed in the mili-
tary field [2–4]. This concept was introduced in non-
military applications in 1965 [5]. Accurate modeling
and analysis of structures is a basic need in the design of
radar cross-section reduction (RCSR) structures. For this
purpose, physical optics (PO) analyses of small struc-
tures are an effective method for RCS estimation of
small structures [6]. In [7], investigation of the RCS
of finite frequency selective surface (FSS) has been pre-
sented and compared with the infinite size FSS, which
is helpful for the design of FSS structures with low
RCS. The RCS measurement techniques have been well
presented in [8]. Performing RCS measurement in a
laboratory requires hardware such as shielded chamber,
absorbers, Tx/Rx antennas, radio frequency (RF) signal
sources, and receivers [9]. Also, extracting and process-
ing measurement information to eliminate background
noise, antenna side-lobe effects, and other environmen-
tal reflection factors require using numerical techniques,
such as time gating, which is well discussed in the lit-
erature, for example in [10]. Based on the optical theo-
rem, the wideband RCS measurements method that uses
a forward RCS of structure has been presented in [11].
The RCS measurement methods for static and dynamic
facilities were presented in [12] and [13], respectively.
By using spectral extrapolation technique, one can elim-
inate the end of band errors of RCS measurement, which
is an appropriate technique in minimizing of the noise
[14]. During the last decades, many methods, such
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as the method of moment (MOM), geometrical the-
ory of diffraction (GTD), and PO have been proposed
[15]. Moreover, many numerical tools such as finite
element method (FEM), boundary element method, and
software packages implementing a combination of them
were developed to easily calculate the RCS of structures
[16]. Bi-static RCS measurement by using some spe-
cial equipment (synchronized Tx/Rx, source and receiver
equipment, and moving rails) is expensive, and, there-
fore, only a few laboratories can measure it [17, 18]. To
solve the problem of expensive automation set-ups, using
Marconi training set-up can be effective as a simple and
reliable solution in the static RCS measurement. The
Marconi set-up, which is used as one of the teaching aids
in laboratories, has a movable arm and an angled calibra-
tor (protractor) whose rotation rate can be adjusted and
controlled [19]. However, both automatic and manual
solutions for RCS measurement are possible.

In this paper, a simple, cost-effective, and reliable
numerical bi-static RCS measurement method is pre-
sented to extract the RCS results by mounting the Mar-
coni set-up inside of the anechoic chamber and using
the time gating method. In this measurement, the Tx
antenna is placed in front of the printed circuit board
(PCB) and GND of the sample structure, and the Rx
antenna is moved manually on the rotating-angular cal-
ibrated arm to extract the reflection information at all
angles from 1◦ to 90◦ for different frequencies. Then,
the PCB/GND measurement information at each angle
is post-processed, by converting them from frequency
domain to time domain by using inverse fast Fourier
transform (IFFT). The data are then time filtered and re-
converted to the frequency domain by using FFT. The
procedure is applied to data obtained from both PCB
and GND reflections at each angle. The bi-static pattern
is then extracted at each frequency. The measurement
results and the results obtained from the numerical tools
of CST Suite software are in good agreement with the
IEEE 1502 recommended [16] (known as the main refer-
ence for RCS measurement). Comparison of simulation
and measurement results of a sample structure indicates
that this simple, reliable, and cost-effective test method
could be used as a measurement method instead of the
conventional automated test procedure that needs soft-
ware automation for controlling the hardware (rail, Tx,
and Rx antennas).

II. BI-STATIC TEST METHOD

The Marconi test set-up as one of the oldest equip-
ment in the communication laboratory is shown in Fig-
ure 1(a). This set-up has a central stand for placing
the device under test (DUT) on it, ad a rotating and
calibrated arm where the amount of rotation can be
seen and controlled (see Figure 1(b) and (c)). To mea-

 
                    (a)                                          (b) 

Tx-Ant

Rx-Ant

DUT

x

y

z

(c)

(d)

Fig. 1. Photograph of the measurement set-up and DUT.
(a) Schematic of the Marconi set-up in anechoic cham-
ber. (b) Angular calibrated surface of the Marconi set-up.
(c) Bi-static set-up using Marconi set-up, Tx/Rx antenna,
and DUT.(d) Sample metasurface under test

sure bi-static RCS, the Tx antenna is placed in front
of the target at the same height as the DUT, while the
Rx antenna is placed on the rotating arm at the same
height. The RX antenna is rotating to cover any angle
needed for the measurement of RCS, storing and pro-
cessing the reflection signal from the target. The proto-
type of the sample metasurface for RCSR test is shown
in Figure 1(d). The metasurface under test has a dimen-
sion of 250 × 250mm2, and it is printed on a single
layer grounded RO4003 substrate with 1.6-mm thickness
(Figure 1(d)).

To measure the bi-static pattern of the sample struc-
ture by using the Marconi set-up, it is necessary to fix
the Tx antenna in front of the target and then measure
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the reflection from PCB/GND of DUT by the Rx antenna
mounted on a movable arm at any angle. The Rx antenna
is rotated manually by using the calibrated screen of the
set-up protractor (see Figure 1(b)) to minimize the angu-
lar error. Since the structure of the sample metasurface
has symmetry with respect to x/y axes (horizontal and
vertical axes in Figure 1), it is appropriate to measure the
reflection from the PCB/GND of the metasurface in the
angle range of 1◦ ÷90◦.

III. POST-PROCESSING PROCEDURE

After measuring the reflection from PCB/GND at all
desired angles (θ =±1◦ ±90◦) by using the time gating
method, the PCB/GND reflection signals (both real and
imaginary parts) at any specific angle θ are converted
from the frequency domain to the time domain. The dis-
crete IFFT equation is used [20].

Xk =
1
N

N−1

∑
n=0

xnei2πkn/N ,k = 0, . . . ,N −1 (1)

where xn is the nth value of the reflection signal (real
and imaginary) in the frequency domain, N is the num-
ber of frequency samples, and Xk is the kth value of the
signal in the time domain. Then, by applying a suitable
time filter (here Kaiser) in the time domain, noise and
other existing environmental reflections are removed. At
this stage, only the PCB/GND reflection signals remain,
and by FFT, the reflection rate from the PCB/GND is cal-
culated in terms of frequency. The FFT equation that is
used reads [20]

xk =
N−1

∑
n=0

Xkei2πkn/N ,k = 0, . . . ,N −1 (2)

where Xk is the kth value of the signal in the time domain,
N is the number of time steps, and xn is the nth value
of the complex value signal in the frequency domain.
This coordinate loop shown in Figure 2 flowchart is
used to extract the PCB/GND reflection at all angles
(θ = 1◦ −90◦).

In order to apply the measurement flowchart pre-
sented in Figure 2 and measure the bi-static RCS of the
metasurface at 18 and 32 GHz, N5227A PNA Network
Analyzer was used. The 30-GHz bandwidth (from 10 to
40 GHz) has been covered by three sets of TX/Rx anten-
nas, in 1601 frequency points in each frequency band,
and considering 100 Hz PNA resolution bandwidth. The
frequency bandwidth, steps, and resolution bandwidth
are chosen so that the reflected signal from PCB/GND
in the time domain might be detected [1]. It should also
be noted that the radial distance between Tx/Rx antenna
to PCB/GND is equal to 2.5 m, which gives rise to high
spatial attenuation, especially at high frequencies.

To depict the RCS results of the structure in the
entire band of interest (10− 40 GHz), the RCS results
from three measurements (in three separate frequency

Fig. 2. Flowchart of RCSR measurement using the Mar-
coni set-up and time gating method.

bands of 10−18, 18−22, and 22−40 GHz) are merged
in one single plot and presented as the final RCS result
of the proposed structure. By starting from θ = 1◦, the
reflection from PCB/GND was measured at all angles
between 1◦ and 90◦. It should be noted that the reflection
measurement from DUT is done by the same configura-
tion of the network analyzer, and, in this case, the reflec-
tion of both PCB and GND in the frequency domain
has the same power range, as depicted in Figure 3(a).
In this case, it is impossible to distinguish between the
reflection signal of PCB and GND due to the similar
amplitude of their reflection power. At this stage, the dis-
tinction between the reflection signals and consequently
the time gate required to apply the time filter is deter-
mined by applying IFFT and transmitting the PCB and
GND reflection signals from the frequency domain to the
time domain. Figure 3(b) shows the PCB/GND reflection
at θ = 1◦ in the time domain (which corresponds to the
22−40 GHz band).

It can be seen that there is a difference in the reflec-
tion amplitude of PCB and GND in the time interval of
27− 29 ns. Applying a proper time filter to the reflec-
tion signals in this time interval reduces the background
noise, side-lobe signals (especially at 6−10 ns range that
is related to the side-lobes), and reflection from other
environmental factors with more than 80 dB. Figure 3(c)
shows the PCB/GND reflection results after the applica-
tion of the high order (400) Kaiser time filter. The differ-
ence between the reflection signal of PCB and GND in
the period of 27−29 ns can be seen in Figure 3(c).

By applying the appropriate time filter (Kaiser) as
well as FFT to the signals of this time period, the
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Fig. 3. Time and frequency domain reflection results of
the PCB/GND and RCS results. (a) Initial reflection sig-
nal of PCB/GND in frequency domain. (b) Time domain
measurement results of PCB/GND. (c) PCB/GND reflec-
tion results after applying Kaiser time gating filter. (d)
Reflection signal of PCB/GND after FFT. (e) RCSR
measurement and simulation of the sample metasurface
at θ = 1◦.

reflection of PCB and GND in the frequency domain
and subsequently RCS result of considered sub-band,
here 22−40 GHz, can be calculated. It should be
noted that all post-processing steps, i.e., IFFT, FFT,
and Kaiser filter calculation, have been implemented
in Matlab.

In the next step, the PCB/GND reflection for the
considered frequency band (22−40 GHz) at θ = 1◦
is obtained by applying the IFFT which is plotted in
Figure 3 (d). It can be appreciated that in the frequency
range, 22–40 GHz, the reflection from the PCB sur-
face is less than that from the GND one. One can con-
clude that by considering the metasurface, a broadband
RCSR performance has been achieved. At this stage,
the difference between PCB and GND signal is extracted
as a measured RCSR, which is plotted in Figure 3 (e).
The simulation and measurement results in Figure 3 (e)
are in good agreement with each other and there are
small differences (lower than 1.5 dB) between simu-
lated and measured results at 18 and 32 GHz, which
indicate the efficiency of the proposed test method.
Comparison of the simulation results provided by the
full-wave CST Microwave Studio software with the mea-
sured ones proves the accuracy and reliability of the pro-
posed method.

In the same manner, RCS measurement of the meta-
surface in the other two frequency bands (10−18 and
18−22 GHz) has been carried out and the final RCS
result was merged in Figure 4(a) and (b). Reflections
of PCB and GND are plotted in Figure 4(a). Compari-
son between simulation and measurement results of sam-
ple metasurface is shown in Figure 4(b). It can be seen
that there is a good agreement between measurement and
simulation results in the overall 10−40 GHz frequency
band.

A. Bi-static RCS pattern extraction

In the following, the reflection values are extracted
from other angles as shown in Figure 2. By performing
the above-described procedure for all of the other angles
and extracting the reflection values from PCB/GND at
18 and 32 GHz (at any angle), the bi-static RCS pattern
of sample metasurface was plotted in Figure 5(a) and (b),
respectively.

For better presenting and validating the test method,
the simulated and measured normalized PCB/GND RCS
patterns are compared with each other. Due to the
symmetry of the structure, the measurement results
from θ = 1◦ to 90◦ are mirrored to θ = −1◦ to
−90◦. Note that the measurement results for θ =
0◦ are not applicable (because the Tx and Rx anten-
nas should have shared the same location); when
using two Tx/Rx antennas, the minimum measurable
angle is 1◦.
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Fig. 4. Frequencydomain reflection results of the
PCB/GND and RCS results. (a) Initial reflection signal
of PCB/GND in frequency domain. (b) Frequencydo-
main measurement results of PCB/GND.

Comparison of measurement and simulation results
at 18 GHz shows that there is a good agreement between
them in the angular range of 1◦−60◦. According to 5(a),
there is a difference up to several dB between the simu-
lation results and the measurement at angles greater than
60◦. The reason for this difference can be the errors in the
environmental factors such as set-up vibration, and errors
related to the construction of metasurfaces and calibra-
tion of test equipment. In general, there is a good sim-
ilarity and agreement between the measurement results
with the proposed method and the simulation results at
18 GHz, which is due to the following reasons: (1) accu-
rate angular calibration that is achieved using the Mar-
coni set-up allowing accurate measurement of reflection
at any angle; (2) elimination of the reflection noise effect
from the environment by the high-order time filter, which
reduces a significant part of the environmental measure-
ment error (intrinsic advantage of time gating method).
Similarly, a comparison between the measurement and
simulation RCS pattern at 32 GHz shows that the pro-
posed method has good accuracy. In this case, the num-
ber of resonances in the RCS pattern of the structure has
increased, as can be seen in the measurement results.
A comparison between the RCS pattern measurement
and simulation results at 32 GHz proves that the pro-
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Fig. 5. Measurement and simulation bi-static results of
the proposed metasurface at (a) 18 and (b) 32GHz.

posed method has good accuracy. In this case, the num-
ber of resonances in the RCS pattern of the structure has
increased, which can be appreciated in the measurement
results.

Unlike the simulation results at 18 GHz and
60◦ −90◦ incident angles, there is good agreement
between the measurement and simulation results.

IV. CONCLUSION

A low-cost, simple, and reliable bi-static test method
was proposed using a calibrated Marconi scientific-
educational test set-up to perform the measurements and
post-process by time-gating method (using FFT, time fil-
tering, and IFFT) used to extract scattering pattern of
objects and structures. This method can be used as a
suitable alternative to expensive bi-static measurement
methods that require expensive hardware and software
equipment. Using time gate and applying appropri-
ate time filtering (in this case, the Kaiser filter was
used) leads to eliminating the background and environ-
ment reflection, also. The performance of the proposed
method is confirmed by testing a sample metasurface and
comparing it with the simulation results. The sample
metasurface has dimensions of 250 × 250 mm2, which
is printed on the Rogers 4003 substrate with a thickness
of 1.6 mm. Comparison of simulation and measurement
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results shows that the proposed method has the poten-
tial to be widely used in laboratory and scientific appli-
cations by students and researchers. Also, the compar-
ison between bi-static measurement results and simula-
tion results (in accordance with the IEEE 1502 standard)
validates the accuracy of the proposed method.
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Abstract – This paper proposes a fast optimization
method for synthesizing thinned planar antenna arrays.
A 0-1 integer linear programming (ILP) model was
proposed for the antenna array optimization. This
model mainly aims to minimize the peak sidelobe level
(PSLL) and consider the design requirements of nar-
row beamwidth and high directivity, finally obtaining the
optimal distribution of the turned “ON” element posi-
tions in the aperture. Several cases of planar array
designs with different aperture sizes and scan angles
were provided in the paper and compared with other
popular algorithms. Numerical results showed that the
new method can effectively optimize the thinned planar
arrays, including large-scale arrays, while significantly
reducing the computational cost and time.

Index Terms – Antenna arrays optimization, planar array
thinning, sidelobe level (SLL), 0-1 integer linear pro-
gramming (ILP).

I. INTRODUCTION

Thinned antenna arrays are of great application
value for many practical engineering fields such as
mobile communication systems, radar antennas, and
navigation systems. However, array thinning is a com-
plex nonlinear optimization problem, which is hard to
find the optimal solution in a short time.

In general, optimization methods can be divided into
two main categories: heuristic algorithms and determin-
istic algorithms. In recent years, swarm intelligence
algorithms have been favored by many researchers for
their flexibility and efficiency. Stochastic algorithms
such as genetic algorithm (GA) [1], particle swarm opti-
mization (PSO) algorithm [2], cuckoo search (CS) algo-
rithm [3], ant colony optimization (ACO) method [4],
improved chicken swarm optimization (ICSO) method
[5], etc., have been applied to synthesize thinned arrays.
These methods have obvious advantages in solving non-
linear optimization problems, owing to their global
search capabilities and the fact that they do not depend
on a good initial value. However, they are computation-

ally expensive and cannot be applied to the synthesis of
large-scale antenna arrays. Moreover, the scanning per-
formance of the thinned planar array is also an important
design consideration. The random searching methods
in [22] and [24] are able to obtain a low peak sidelobe
level (PSLL) for a given beam scanning direction; yet,
the optimization process is too time-consuming and the
PSLL is not optimal.

Some deterministic algorithms have also been used
to synthesize antenna arrays. In [6], Willey proposed
a space tapering method that yields predictable gain,
beamwidth, and sidelobe level (SLL). Skolnik et al. [7]
proposed a statistical approach to design density taper
arrays. Bucci et al. [8] proposed a simple determin-
istic method for thinning planar circular arrays. These
approaches are all non-iterative procedures and computa-
tionally efficient. However, they are not global optimiza-
tion methods. In [9] and [10], Keizer synthesized linear
and planar arrays using the iterative Fourier technique
(IFT), respectively. This algorithm has been applied
to the design of large-scale thinned arrays successfully.
However, it is prone to trap in local optima and needs
to perform several times to seek the global optimum
solution. Besides, analytic algorithms based on differ-
ence sets (DS) and almost difference sets (ADS) have
been proposed in [11–13]. However, since the num-
ber of control variables in the DS and ADS sequences
is limited, those methods apply only to a finite number
of array apertures. Recently, a new method for design-
ing thinned antenna arrays through the quantum Fourier
transform (QFT) is presented in [14]. Gu et al. [15] pro-
posed a novel algorithm called the probability learning
IFT (PLIFT), a method introducing an innovative adap-
tive learning mechanism with better global convergence
and robustness. Both of these methods can be applied for
large-scale array thinning.

In this paper, the 0-1 integer linear programming
(ILP) method is proposed for planar antenna array thin-
ning. In this method, the optimization model is built with
maximized directivity as the objective function and max-
imum acceptable SLL as the constraints. The intlinprog
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function in MATLAB was utilized to solve this lin-
ear model. The 0-1 ILP method is a global optimiza-
tion algorithm, which has been successfully applied to
solve many engineering problems, such as the design
of homogeneous magnets [16]. However, to the best of
the authors’ knowledge, the 0-1 ILP technique has not
been used to optimize thinned antenna arrays. Compared
with the stochastic methods, the new approach has a dis-
tinct advantage in computational efficiency, especially in
high-dimensional, large-scale problems.

II. MATHEMATICAL FORMULATION
AND METHOD

It is assumed that the size of the array is M × N; dx
and dy are the row spacing and column spacing between
elements, respectively. They are both equal to 0.5λ . The
coordinates of the element in row m, column n can be
expressed as (mdx, ndy), 1 ≤ m ≤ M, 1 ≤ n ≤ N.

The far-field radiated by this planar antenna array is
given as

E(Imn,θ ,ϕ) = EF(θ ,ϕ) ·AF(Imn,θ ,ϕ), (1)

AF(Imn,θ ,ϕ) =
M

∑
m=1

N

∑
n=1

Imn · e jk·[(m−1)dxu+(n−1)dyv] (2)

where:
u = sin(θ)cos(ϕ)− sin(θ0)cos(ϕ0)
v = sin(θ)sin(ϕ)− sin(θ0)sin(ϕ0)

(3)

where EF (θ , ϕ) is the radiation pattern of individual ele-
ments, AF (Imn, θ , ϕ) is the array factor, k = (2π/λ ) is
the wavenumber, and λ is the wavelength of electromag-
netic wave. θ ∈ [0, π/2) andϕ ∈ [0, 2π) are the eleva-
tion angle and the azimuth angle, respectively. (θ 0, φ 0)
is the scanning direction of the main beam. Imn ∈ {0, 1}
is the amplitude excitation of the element in row m, col-
umn n, where “0” and “1” represent the states of a turned
“OFF” element and a turned “ON” element, respectively.
Suppose that Non is the number of turned “ON” elements

Fig. 1. The geometry of a rectangular planar antenna.

and Ntot is the total number of element positions in the
aperture. The fill factor of the array ξ can be denoted as

ξ =
Non

Ntot
. (4)

The directivity and normalized PSLL can be calcu-
lated by eqn (5) and (6), respectively

FDir(Imn)=10lg

⎡
⎢⎣ 4π · |AFmax|2∫ 2π

ϕ=0
∫ π

2
θ=0 |AF(Imn,θ ,ϕ)|2 sinθdθdϕ

⎤
⎥⎦,

(5)

FPSLL (Imn,θ ,ϕ) = max
(θ ,ϕ)∈SR

{
20log10

∣∣∣∣AF(Imn,θ ,ϕ)
AFmax

∣∣∣∣
}

(6)
where AFmax is the maximum antenna array factor, and
SR denotes the sidelobe region. This paper aims to min-
imize the PSLL while maintaining high directivity. For
this purpose, taking the maximum antenna directivity as
the objective function and the acceptable maximum SLL
as constraints, the mathematical optimization model can
be established as
Maximize : [FDir(Imn)] , (7a)

Subject to :

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

FPSLL (Imn,θ ,0)≤ ε (if |θ | ≥ Δθ0)

FPSLL (Imn,θ ,π/2)≤ ε (if |θ | ≥ Δθ90)

M
∑

m=1

N
∑

n=1
Imn = round [(M×N) ·ξ ]

I1,1 = 1, I1,N = 1, IM,1 = 1, IM,N = 1
(7b)

where ε represents a given maximum SLL, Δθ 0 and
Δθ 90 denote one-half of the main beamwidth in ϕ =
0◦ and ϕ = 90◦ directions, respectively, and round(.)
means rounding objects toward the nearest integer. To
improve the speed of program execution, here, we only
constrained the SLL in ϕ = 0◦ and ϕ = 90◦ planes.
Moreover, since the main beamwidth of the array mainly
depends on the aperture size, the four corners of the rect-
angle aperture contain turned “ON” elements to ensure
that the beamwidth remains nearly unchanged. Eqn (7a)
can be equivalently converted to the following form:

Minimize :

[∫ 2π

ϕ=0

∫ π
2

θ=0

∣∣∣∣AF(Imn,θ ,ϕ)
AFmax

∣∣∣∣
2

sinθdθdϕ

]
.

(8)
However, it is hard to solve the model directly

because its objective function and constraints are non-
linear. For this reason, an approximate linearization
technique is adopted to change the nonlinear program-
ming into linear programming. The above model can be
rewritten as

Minimize :

[
2ξ ·

M

∑
m=1

N

∑
n=1

μmn · Imn −
M

∑
m=1

N

∑
n=1

ηmn · Imn

]
,

(9a)
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Subject to :

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

real [FPSLL (Imn,θ ,0)]≤ ε ′ (if |θ | ≥ Δθ0)

imag [FPSLL (Imn,θ ,0)]≤ ε ′ (if |θ | ≥ Δθ0)

real
[
FPSLL(Imn,θ , π

2 )
]≤ ε ′ (if |θ | ≥ Δθ90)

imag
[
FPSLL(Imn,θ , π

2 )
]≤ ε ′ (if |θ | ≥ Δθ90)

M
∑

m=1

N
∑

n=1
Imn = round [(M×N) ·ξ ]

I1,1 = 1, I1,N = 1, IM,1 = 1, IM,N = 1
(9b)

where real(.) represents the real part of the complex
number, imag(.) denotes the imaginary part of the com-
plex number, and the expressions of μmn and ηmn are
given in eqn (10) and (11), respectively

μmn =

∫ 2π
ϕ=0

∫ π
2

θ=0

αmn(θ ,ϕ) ·
M

∑
m=1

N

∑
n=1

αmn(θ ,ϕ)

sinθdθdϕ
|AFmax|2

, (10)

ηmn =

∫ 2π
ϕ=0

∫ π
2

θ=0

[
|αmn(θ ,ϕ)|2

]
· sinθdθdϕ

|AFmax|2
(11)

where
αmn(θ ,ϕ) = e jk·[(m−1)dxu(θ ,ϕ)+(n−1)dyv(θ ,ϕ)]. (12)
The mathematical model above is a canonical lin-

ear programming model, which is much easier to solve
than the nonlinear model. It can be solved effectively
by using the MATLAB (R) INTLINPROG optimization
toolbox. In the above linear programming model, the
main beamwidth in the ϕ = 0◦ and ϕ = 90◦ planes are set
to Δθ 0and Δθ 90, and the PSLL is constrained by ε’.

III. RESULTS AND NUMERICAL ANALYSIS

In this section, several representative simulation
examples are proposed to demonstrate the effectiveness
of the 0-1 ILP method in thinning planar arrays. Here,
we assumed that the element factor satisfies isotropic.
The results obtained by the 0-1 ILP algorithm present
in this section are the best ones among 30 independent
trials. All simulation results below were obtained with a
PC equipped with an AMD R74800H (3.2 GHz) proces-
sor and 16–GB RAM. In order to compare the runtime,
the population size and iteration number of all the fol-
lowing algorithms are the same as those set in the origi-
nal literature.

A. Square array design

In the first case, the 0-1 ILP method was applied to
optimize the 12 × 12 elements planar square arrays with
different fill factors. In order to compare the obtained
results with that of other algorithms, we considered only
the symmetrical antenna array with no populated turned
“ON” elements at the four corners of the aperture. The

Table 1: Comparison of the PSLL and the total runtime
of 12 × 12-element symmetric planar array synthesized
using different algorithms

Method filling
Factor

PSLL (dB)
(ϕ = 0◦)

PSLL (dB)
(ϕ = 90◦)

Total run
time (s)

MPT [17] 34.1% −17.60 −17.60 −
0-1 ILP 34.1% −19.54 −19.54 8.0

MBc-GA
[18]

47.9% −19.40 −19.40 −

0-1 ILP 47.9% −23.20 −23.20 8.3
MBC-GA

[19]
52.8% −23.07 −23.07 453.8

0-1 ILP 52.8% −24.26 −24.56 8.1
BPSO [20] 61.1% −18.65 −16.83 101.7

0-1 ILP 61.1% −23.77 −23.77 7.8

fill factors for the arrays are consistent with those in the
existing literature and present in the second column of
Table 1. It also lists the maximum value of SLL in the
two principal planes and the total runtime for each algo-
rithm. The PSLL attained with the proposed method is
lower than that of the other algorithms. The computa-
tional time is about 0.2–0.3 s for a single trial using the
0-1 ILP approach, and the total time of 30 runs ranges
from 7.8 to 8.4s, which is far less than several hun-
dred seconds for other algorithms. Actually, only a few
runs are required for small arrays to obtain the optimal
solution. The above results validated the effectiveness
of the proposed algorithm in synthesizing small-sized
arrays.

In yet another example, a 16 × 16-element asym-
metric array with a 50% fill factor was considered. In
order to further validate the performance of the proposed
method when the main lobe scanning direction is off
normal, the patterns were simulated for the beam scan-
ning directions of (θ 0= 0◦, ϕ0= 0◦), (θ 0= 15◦, ϕ0= 0◦),
and (θ 0= 30◦, ϕ0= 90◦), respectively. The methods in
[22] and [24] were reproduced to compare with the pro-
posed method. Figures 2(a) and 2(b) give 2D normal-
ized pattern obtained by the IBc-GA [24], BIL-PSO [22],
and the 0-1 ILP methods when the main beam points
at broadside, namely (θ 0= 0◦, ϕ0= 0◦). Figures 2(c)
and 2(d) are the optimization results when the main
lobe direction points to (θ 0= 15◦, ϕ0= 0◦) and (θ 0= 30◦,
ϕ0= 90◦), respectively. For comparison, the main lobe
widths obtained with these three methods at the same
scanning angle were set to the same value. The first
null beamwidth (FNBW) of the broadside pattern in both
principal planes is 23◦. When steering the main beam
toward (θ 0= 15◦, ϕ0= 0◦), the beamwidth in ϕ = 0◦ plane
is increased to 26◦. When the main beam points at (θ 0=
30◦, ϕ0= 90◦), the FNBW in ϕ = 90◦ plane grows to
27◦. Figure 3 gives the 3D normalized power pattern
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Fig. 2. 2D far-field patterns of the 16 × 16 asymmetric
planar array with a 50% fill factor. (a) Broadside pattern
in ϕ = 0◦ plane. (b) Broadside pattern in ϕ = 90◦ plane.
(c) Scanned pattern in ϕ = 0◦ plane with the main beam
pointing at (θ 0= 15◦, ϕ0= 0◦). (d) Scanned pattern in ϕ
= 90◦ plane with the main beam pointing at (θ 0= 30◦,
ϕ0= 90◦).

Fig. 3. 3D far-field patterns of the 16 × 16 asymmetric
planar array with a 50% fill factor. (a) and (c) Steering
the main beam toward (θ 0= 15◦, ϕ0= 0◦). (b) and (d)
Steering the main beam toward (θ 0= 30◦, ϕ0= 90◦).

and contour plot when the main beam is scanned to the
direction of (θ 0= 15◦, ϕ0= 0◦) and (θ 0= 30◦, ϕ0= 90◦),
respectively. The obtained PSLL and directivity of the
planar arrays corresponding to different scanning angles
by the 0-1 ILP method and the methods in [22] and [24]
are presented in Table 2. As can be seen that for given
scanning angles, these three methods can achieve almost
the same directivity and a lower PSLL with no grating
lobe, yet the PSLL obtained by the proposed approach
is significantly lower than that obtained by the other two
methods.

Table 2: Comparison of the performance of thinned
arrays using different algorithms when the main beam
points at (θ 0= 0◦, ϕ0= 0◦), (θ 0= 15◦, ϕ0= 0◦), and (θ 0=
30◦, ϕ0= 90◦)

(θ 0, ϕ0) Results IBc-GA
[24]

BIL-PSO
[22]

0-1 ILP

(0◦, 0◦) PSLL (dB)
(ϕ = 0◦)

−26.72 −27.40 −31.04

PSLL (dB)
(ϕ = 90◦)

−26.74 −27.18 −31.51

Direct.
(dBi)

25.42 25.63 25.80

(15◦, 0◦) PSLL (dB)
(ϕ = 0◦)

−25.30 −26.72 −30.95

Direct.
(dBi)

25.19 25.41 25.42

(30◦, 90◦) PSLL (dB)
(ϕ = 90◦)

−25.84 −26.73 −29.74

Direct.
(dBi)

25.11 25.06 25.15

B. Rectangular array design

In this case, a 20 × 10-element rectangular planar
array was considered. In order to assess the perfor-
mance of the 0-1 ILP technique, we attempted to repli-
cate the methods published in [21–24] and compared the
best results with those acquired by the proposed method.
Table 3 gives the comparison between the optimization
results obtained by methods in [21–23] and the 0-1 ILP
algorithm. All of these methods were applied to a 20
× 10-element symmetric planar array, using fill factors
from 54% to 68%. As shown in Table 3, the PSLLs
obtained by OGA [21], BIL-PSO [22], and ACO [23] are
nearly the same as the 0-1 ILP. However, the total opti-
mization time of the proposed 0-1 ILP method is much
shorter than that of other algorithms.

The performance comparisons of the IBc-GA [24],
BIL-PSO [22], and 0-1 ILP in dealing with the 20 ×
10-element asymmetric planar array with a 54% fill fac-
tor is presented in Table 4 and Figure 4. For a more
accurate comparison, the FNBW values of these meth-
ods were controlled to be the same, where the FNBW
in ϕ = 0◦ plane is set to 18◦ and the FNBW in ϕ = 90◦
plane is set to 36◦. The optimized element distributions
obtained using the 0-1 ILP technique are illustrated in
Figure 5. The white blocks in the figure represent the
ON-state, and the black blocks represent the OFF-state.
From Table 4, it can be seen that the maximum SLL in
principal planes of the proposed approach is −28.55 dB,
which is 2.11 dB lower than that achieved through IBc-
GA [24] and 3.41 dB lower than that obtained by BIL-
PSO [22]; yet, there is little difference in directivity. In
addition, the total runtime of each algorithm is listed in



195 ACES JOURNAL, Vol. 37, No. 2, February 2022

Table 3: Comparison of the PSLL and the total runtime
of 20 × 10-element symmetric planar array synthesized
with different algorithms

Method Filling
factor

PSLL (dB)
(ϕ = 0◦)

PSLL (dB)
(ϕ = 90◦)

Total run
time (s)

OGA [21] 54.0% −26.09 −25.09 225.7
0-1 ILP 54.0% −26.09 −25.09 8.9

OGA [21] 58.0% −28.34 −26.59 227.6
BIL-PSO

[22]
58.0% −28.31 −26.57 241.5

0-1 ILP 58.0% −28.34 −26.59 9.1
ACO [23] 68.0% −25.67 -25.76 326.8
0-1 ILP 68.0% −25.68 −25.77 8.6

Table 4: Comparison of the performance of the 20 ×
10 asymmetric planar array synthesized with the IBC-Ga
[24], BIL-PSO [22], and 0-1 ILP methods

Results IBc-GA [24] BIL-PSO [22] 0-1 ILP
PSLL (dB) in
ϕ = 0◦ plane

−26.64 −25.14 −28.55

PSLL (dB) in
ϕ = 90◦ plane

−26.44 −25.44 −29.37

Directivity
(dBi)

25. 45 25.76 26.12

Total run time
(s)

3355.6 2835.4 14.1
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Fig. 4. Far-field patterns of the 20 × 10 asymmetric pla-
nar array with a 54% fill factor obtained by uniform exci-
tation, IBc-GA [24], BIL-PSO [22], and the proposed
method. (a) 2D pattern in ϕ = 0◦ plane. (b) 2D pattern
in ϕ = 90◦ plane.

the fourth row of Table 4. The average time for one exe-
cution of the proposed method is 0.47 s, and the total
time for 30 independent runs is about 14.1 s, which is
much less than the 3355.6 s required by IBc-GA in [24]
and the 2835.4 s required by BIL-PSO in [22].

Most papers on array thinning are devoted to opti-
mizing symmetric arrays to reduce the solution space and
speed up convergence. These algorithms show good per-
formance in thinning small- and medium-scale symmet-
ric antenna arrays and even achieve the global optimum.
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Fig. 5. Distribution of the turned “ON” element across
the 20 × 10 planar array with a 54% fill factor. White
blocks indicate elements that are turned “ON” and black
blocks indicate elements that are turned “OFF.”

Yet, they can only end up with sub-optimal solutions
when optimizing asymmetric planar arrays with equal
size and the same total number of iterations. That may be
because the asymmetric planar array has higher degrees
of freedom, which increases the difficulty of optimiza-
tion. However, our simulation results demonstrated that
the 0-1 ILP algorithm outperforms [21–24] by achieving
lower PSLL in a much shorter time.

C. Large-scale square array design

To investigate the capabilities of the 0-1 ILP method
for thinning large-scale planar arrays, we considered a
100 × 100 symmetric planar square array with a 49.52%
fill factor. The obtained results are given in Table 5 and
Figures 6−8. Table 5 illustrates that the performance of
the 0-1 ILP technique in optimizing PSLL is better than
[25]. The peak SLL decreases from −32.80 to −40.88
dB in the ϕ = 0◦ plane and drops from −33.40 to −40.71
dB in the ϕ = 90◦ plane. The directivity of the thinned
array is 40.18 dBi, and the FNBW in both ϕ = 0◦ plane
and ϕ = 90◦ plane is 5◦. Figure 6 shows the 3D nor-
malized far-field pattern, Figure 7 plots the 2D far-field
pattern when ϕ = 0◦ and ϕ = 90◦, and Figure 8 gives the
optimal distribution of the turned “ON” elements (white)
and turned “OFF” elements (black) across the array aper-
ture. The average time for one independent run of the
proposed method is about 13.17 s, and the total time for
30 runs is about 395.1 s.

The high-dimensional optimization problem often
comes with a considerable computational burden; so
only a few published methods have the ability to synthe-
size large arrays. Although this method requires multiple
adjustments of the parameters based on experience, the
foregoing results and analysis demonstrated clearly that
the 0-1 ILP method solves optimization problems with
high-dimensional quickly and efficiently.

D. Discussion of the results

Array thinning is a complex nonlinear problem
and is difficult to be solved. Stochastic algorithms are
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Table 5: Comparison of the PSLL of 100 × 100 square
array designed with the IW-PSO [25] and 0-1 ILP
approaches

Results IW-PSO [25] 0-1 ILP
PSLL (dB) in ϕ = 0◦ plane −32.80 −40.88
PSLL (dB)in ϕ = 90◦ plane −33.40 −40.71

Directivity (dBi) − 40.18
Turned-ON elements 4951 4952

Fig. 6. 3D pattern of the symmetric planar array consist-
ing of 100 × 100 size and a 49.52% fill factor.
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Fig. 7. Far-field patterns of the 100 × 100 symmetric
planar array with a 49.52% fill factor. (a) 2D pattern in
ϕ = 0◦ plane. (b) 2D pattern in ϕ = 90◦ plane.

computationally expensive, time-consuming, and may
not converge to the optimal solution. In this paper,
an approximate linearization technique was proposed to
reduce the complexity of the model, which dramatically
accelerates the calculation speed. The method is sim-
ple, efficient, and without any iterations. One drawback
of the 0-1 ILP method is that the approximate lineariza-
tion process may cause rounding errors. However, the
numerical results evidenced that the linear programming
model proposed in this paper has a high approximation
accuracy, the optimizing result of which can be regarded
as an approximate solution of the original model. Fur-
thermore, since the solution accuracy of the intlinprog(.)
function is limited, it could not get the optimal solution
when optimizing larger arrays. Commercial optimiza-
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Fig. 8. Distribution of the turned “ON” element across
the 100 × 100 square array with a 49.52% fill factor.
White blocks indicate elements that are turned “ON,” and
black blocks indicate elements that are turned “OFF.”

tion solvers such as Gurobi and CPLEX can be used to
improve the solution accuracy of the 0-1 ILP model. The
new approach has provided a novel strategy for thinning
planar arrays, which has prominent advantages in solv-
ing the large-scale antenna array optimization problems
with huge solution space and high complexity. In addi-
tion, it can be further applied to optimize the PSLL of
the whole sidelobe region.

IV. CONCLUSION

This paper introduced the 0-1 ILP method for thin-
ning planar arrays. The 0-1 ILP technique is a fast
algorithm without iterative procedures. The obtained
results of the new method were compared with some
earlier published stochastic algorithms. Simulation
results indicate that the method proposed in this paper
can effectively suppress the peak SLL of planar arrays
and substantially increase computational efficiency com-
pared to the stochastic algorithm. Besides, we have
successfully applied the method to optimize a beam-
scannable antenna array and a 100 × 100 planar square
array, demonstrating the effectiveness of the 0-1 ILP
method for steerable arrays and large-scale array thin-
ning, respectively. In future work, we will attempt
to obtain lower PSLL in all ϕ planes and will further
optimize the excitation current of the thinned planar
arrays to reduce the PSLL by nonlinear programming
methods.
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Abstract – In this paper, a novel planar Butler matrix
(BM) utilizing only 3 dB hybrid couplers and a crossover
are implemented using a low-cost silver-nano inkjet
printing technique. Unlike in the conventional design
of BM where a phase shifter is required, this novel
design does not need a phase shifter to be implemented.
However, the use of delicate substrates like polyethy-
lene terephthalate (PET) in the design makes it unique.
This is not possible with the conventional thermal cur-
ing process, as PET substrate cannot be subjected to an
excessively feverish temperature. The results obtained
show good return loss and transmission coefficients bet-
ter than 26.10 and 23.54 dB, respectively, at the cen-
ter frequency. Similarly, an amplitude imbalance of
less than 2.4 dB with phase mismatch within ±0.25◦ is
achieved at the center frequency. The BM has a −10 dB
bandwidth of 24.79% with a beam pattern produced at
+13◦,−40◦, +40◦, and −13◦ when ports 1-4 of the BM
are energized.

Index Terms – Modified coupler, PET substrate, Butler
matrix, crossover.

I. INTRODUCTION

Previously, base-station uses an omnidirectional
antenna for communications. The use of this type of
antenna serves as a waste of power since most of the
power radiates in all directions, instead of being directed
toward the desired user. Moreover, sometimes, this radi-
ated energy also served as an interferer to the nearby

cells. With the advent of smart antenna technology
(SAT), this problem was drastically minimized. Antenna
beamforming network is generally known as an adap-
tive antenna array as per IEEE Standard. It is a type of
antenna system that consists of external circuitries and
radiating elements whose properties are controlled by the
signal being received [1]. There are broadly two types
of antenna beamforming network: the switched beam
system (SBS) with fixed beam and variable phases and
the adaptive antenna array with variable amplitude and
phase [2]. Butler matrix (BM) falls under the category
of SBS. BM is among the well-known beamforming net-
works because of its structural simplicity, compactness,
cost-effectiveness, and easy fabrication. It is being made
from hybrid couplers [3], crossing lines, and some phase
delays [4-6]. It is a vital component of most array-based
multiple-inputs multiple-outputs (MIMO) antenna sys-
tems. Its beam scanning is important in increasing the
channel capacity of a system and reduces interference
[7]. Planar BMs were reported in different technolo-
gies, such as in substrate integrated waveguides [8], [9],
inkjet printing technique [10], multi-layered techniques
[11, 12], composite right-left handed transmission line
(CRLH TL) [13], swapped-port couplers [14], and sus-
pended stripline technology [15]. In [16], [17], BM
beamforming network was designed by integrating addi-
tional controllers and phase shifters to control the beam
steering array. But the bandwidths are mostly less
than 15% due to the λ/4 requirement of the couplers
involved [18]. To maintain the phase difference at the
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intermediate and the final stages of the design, hybrid
couplers together with 135◦ phase shifters are used [19].
These phase shifters sometimes contributed in deterring
good performances of BM due to introduction of losses
[20] and untolerable phase ripples [21]. BM without
crossover was presented in [22]. But the patch used in the
coupler has complex nature and its field distribution does
not have a closed-form equation that characterized its
geometry using any well-known transmission line (TL)
theory. However, the ground plane pattern, some of its
variables, and their locations can only be obtained using
time-consuming and complex processes. The BM pre-
sented in [23] does not use a phase shifter, but a via
is needed for crossing the signals. Despite the impor-
tance of couplers in many designs like BM, little has
been done on arbitrary output phase-difference charac-
teristics [24], [25]. In [25], a hybrid coupler with arbi-
trary phase-difference was proposed. But, the method
has some drawbacks and was corrected in [26]. This
idea was conceived in this paper to propose an inkjet-
printed BM.

In this paper, a novel 4 × 4 BM utilizing modified
couplers and a crossover are presented. Using couplers
with 45◦ phase difference in this design eliminates the
use of phase shifters, and this, in turn, reduces the dimen-
sion and TL losses of the device by shortening the TL
path. We demonstrated the BM by prototyping using
instant inkjet printing technology that does not require
thermal curing. One advantage of this printing process
is the use of chemical sintering which paves a way for
seamless and fast prototyping of electronic devices using
delicate types of substrate materials. For example, the
use of paper and polyethylene terephthalate (PET) sub-
strates is not possible with the thermal curing process as
they cannot be subjected to an excessively feverish tem-
perature.

II. THE INKJET PRINTING TECHNIQUE

The technique presented in this paper uses a chemi-
cal sintering process based on conductive silver nanopar-
ticles ink utilizing an inkjet printer by Brother Industries,
Ltd. (model: DCP–J140w). The choice of this type of
printer is because of its low cost and availability as com-
pared to other chemical sintering processes [10], [27].
Another advantage of this type of printer is the effective-
ness of its nozzles, which eject a moderate amount of
ink volume at a given time which translates to deposi-
tion of the conductive ink in a manner that provides an
undistorted conductive path [28]. Unlike other printing
techniques that require thermal curing for a conductive
pattern to be formed. Immediately after printing with
this setup, the ink dried up and a conductive pattern is
formed with a very low resistance of about 0.3 Ω/m2

within a few seconds.

Before evaluating a complex structure with this
technique, a uniform TL of 50 cm length having an
impedance of 50 Ω was simulated using the properties
of the silver-nano conductor as presented in [29]. Figure
1(a) shows the printer setup that was used for simulation
of the uniform TL. It was terminated at both ends with
50-Ω load and was fabricated on the transparent PET
substrate as shown in Figure 1(b). The simulation was
carried out within a frequency range of 1-9 GHz to ascer-
tain its workability for any design within the frequency
range. The measured results shown in Figure 1(c) illus-
trate good return loss of about 36 dB and a transmission
coefficient S21 of about 0 dB throughout the entire fre-
quency band. It could be inferred that with this print-
ing process, papers and other delicate substrates with a
low melting point could be used to produce electronic
circuitries as against other inkjet printing processes that
required thermal curing in which the substrate materials
will be subjected to very high temperature and pressure.

III. COUPLER DESIGN

To design any form of BM, the use of a coupler
is inevitable. This section briefly describes the two
types of couplers used in the implementation of the
proposed BM.

A. Modified coupler

The concept used in the design of this novel 4 ×
4 BM is centered on the design of 45◦ hybrid coupler
shown in Figure 2. This coupler is referred to as a modi-
fied coupler because its output phase difference is at 45◦
as against the classical coupler whose output difference
is 90◦.

The design for the 45◦ coupler has been adapted
from [30] where the derivation for the design was not
presented. However, the resulting equations used in our
design of the coupler are shown here as eqn (1)–(5):

Z1= Z0P |sinψ | , (1)

Z2 = Z3 =
Z0Psinψ√
1+P2sin2ψ

, (2)

θ1 =
π
2

(3)

θ2 = tan−1
(
(Z0tanψ )

Z1

)
, (4)

θ3 = π − tan−1
(
(Z0tanψ )

Z1

)
, (5)

where, Z1, Z2 , and Z3 are normalized with the refer-
ence impedance terminating the ports Z0. The angles
θ1, θ 2, and θ 3 can be any arbitrary angle, P2 is the
power division ratio, and the phase difference at the cen-
ter frequency is ψ .



201 ACES JOURNAL, Vol. 37, No. 2, February 2022

(a)

(b)

(c)

1 2 3 4 5 6 7 8 9 10 11

Frequency (GHz)

-80

-60

-40

-20

0

20

S 
- P

ar
am

et
er

 (d
B)

S11-Simulated
S11-Measured
S21-Simulated
S21-Measured

Fig. 1. (a) The Brother printer DCP–J140w, (b) lay-
out and photograph of a 50-Ω microstrip TL simulated
and prototyped with the PET substrate, and (c) the S-
parameters for the microstrip TL.

Using these coupler design equations, a 3-dB cou-
pler with a phase difference of 45◦ has been designed
and simulated to operate at a frequency of 6 GHz. Using
the designed equations, the phase difference between the
outputs is set to be 45◦ and the reference impedance Z0
is fixed at 50 Ω. Under these conditions, the impedances
of the horizontal arm of the 3-dB coupler Z1 = 28.87
Ω, whereas those of the horizontal arms are Z2 = Z3 =
35.36 Ω, with θ1=90◦, θ 2= 120◦, and θ3= 60◦. The use
of this coupler having 45◦ phase-difference eliminates

Fig. 2. Structure of the proposed 45
◦

coupler.

Table 1: Parameters of the modified coupler
Parameters Value (mm)

AL1 9.41
AW1 0.93
BL1 5.63
BW1 1.08

L1 1.41
L2 3.67
L3 2.82
W 1.08

PL1 10.0
PL2 3.67
PL3 2.62
PW1 0.67

the need for additional components in building the BM,
thereby making it compact and retain its good perfor-
mance. This is because it replaces the functions of both
the quadrature coupler and phase shifter in the classical
BM which gives a phase difference of either 45◦ or 135◦
at the output of the phase shifter. The physical param-
eters of the coupler are computed from the impedances
and the electrical lengths of the coupler and are tabulated
as shown in Table 1.

The optimized parameters of each section of the
modified coupler are indicated on the layout as shown
in Figure 3(a). The simulated S-parameters showing the
S-parameter response and the output phase difference are
shown in Figure 3(b).

B. Classical coupler

The second type of coupler known as the classical
coupler was also designed using eqn (1)-(5) outlined in
the previous section. From these equations, setting the
output phase difference ψ to 90◦ and the characteristics
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Fig. 3. (a) Layout of the modified coupler. (b) S-
parameter results of the modified coupler.

impedance of the line Z0 to 50 Ω, the corresponding
impedances of the couplers’ vertical and horizontal arms
become: Z1=Z0= 50 Ω and Z2=Z3= 35.36 Ω.

The physical parameters of the coupler are com-
puted from the impedances and the electrical lengths of
the coupler and are tabulated as shown in Table 2. Also,
the values of each section of the coupler are computed
as indicated on the layout of Figure 4(a). Also, the S-
parameters of the coupler are also shown in Figure 4(b).

C. Microstrip crossover

The classical coupler designed was used to obtain
the crossover used in the implementation of the BM.
It was implemented by cascading the two 90◦ cou-

Table 2: Parameters of the classical coupler
Parameters Value (mm)

AL1 7.70
AW1 1.10
BL1 10.50
BW 0.68
PL1 2.00
PL2 3.52
PL3 6.00
PW1 0.67
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Fig. 4. (a) Layout of the quadrature coupler. (b) S-
parameter results of the 45◦ coupler.

plers designed in the previous section. But sometimes,
the resulting structure has to be optimized for better
results. Figure 5 (a) shows the schematic of the opti-
mized crossover, while its S-parameter results are shown
in Figure 5 (b).
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Fig. 5. (a) Layout of the microstrip crossover. (b) S-
parameter results of the crossover.

D. Patch antenna

A square-shaped microstrip patch antenna was
designed based on the equations presented in [31], and
the desired resonant frequency was set to 6 GHz to rhyme
with that of the proposed BM. The design parameters of
the single element microstrip patch antenna is calculated
and presented in Table 3.

After obtaining the physical parameters of the sin-
gle element patch antenna, a commercially available
software, Computer Simulation Technology (CST), was
used for the simulation. Figure 6 shows the geometry
and radiation pattern of the single element patch antenna.
From this figure, it can be seen that an excellent radiation
pattern with a realized gain of 4.97 dB, sidelobe level
of −19.4 dB, and 3-dB angular beamwidth of 82.5◦ has
been obtained.

For quick verification, in practical design, the length
L of a simple patch antenna is usually taken in the range
of 0.33λo < L < 0.5λo, where λo is the wavelength of

Table 3: Parameters of the patch antenna
Parameters Value (mm)

Substrate wavelength (λsub) 0.029
Patch width (WP) 15.45
Patch length (LP) 16.21
Feed width (Wf ) 0.613

Substrate width (W ) 32.40
Substrate length (L) 30.90

(a)

(b)

Fig. 6. (a) Layout of the patch antenna. (b) S-parameter
results of the patch antenna.

the free-space. Also, the thickness of the patch t which
is typically the conductor thickness is usually taken such
that t 
 λo. The height of the substrate h is usually in
the range of 0.01λo ≤ h ≤ 0.05λo, and, finally, the
dielectric constant of the substrate (εr) is typically in the
range of 1 ≤ εr ≤ 10 [31].

IV. BUTLER MATRIX

The overall structure of the BM was obtained from
the individual components designed in the previous sec-
tions. The BM was simulated and fabricated on the trans-
parent PET substrate with a measured dielectric constant
of 2.71, a thickness of 0.125 mm, and a loss tangent of
0.043. CST studio was used throughout the simulation
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(a)

(b)

Fig. 7. The proposed 4 × 4 Butler matrix. (a) Layout.
(b) Photograph.

and the silver-nano printing technology was used for the
prototyping.

The layout and the photograph of the proposed BM
feeding the antenna array are shown in Figure 7. It com-
prises the first two 45◦ couplers, two conventional 90◦
couplers, and a crossover. For ease of handling, the
second crossover was eliminated in the design. This is
because it only reverses the position of the signals at the
output ports of the BM.

The fabricated BM was tested in an anechoic cham-
ber to compare the radiation pattern produced as a result
of exciting the BM. The experimental test stands for the
measurements are shown in Figure 8.

By exciting port 1 of the beamforming network,
the return loss was found to be 26.10 dB and the trans-

Fig. 8. Experimental test stand for the complete BM and
the antenna array.

mission characteristics are S51= 5.11 dB, S61= 8.19 dB,
S71= 5.17 dB, and S81= 8.03 dB at the center frequency.
Similarly, when a signal is applied at port 2 while
terminating other ports with 50 Ω load, a return loss
of 24.8 dB and transmission coefficients of S52= 8.43,
S62= 5.34 dB, S72= 7.51 dB, and S82= 5.27 dB are
obtained at the center frequency. Exciting ports 3 and
4 of the BM produces the same results as in ports 1 and
2. This is due to the symmetry of the beamforming net-
work. In all the cases, the return losses are far below
the 10 dB line, and the transmission coefficient results
approach the theoretical value of 6.0 dB in each case
with a maximum variation of less than ±2.4 dB. Figure
9(a) shows the return loss and isolation while the results
of the transmission coefficients are shown in Figure 9(b).
From these results, all the transmission coefficients are
between −5 and −9 dB at the center frequency.

Also, when ports 3 and 4 are excited, the transmis-
sion coefficients at the various output ports are equal but
in a reverse manner to those obtained when ports 2 and
1 are excited, respectively. It is worth noting that, when
all the input ports are separately excited, return losses
are similar in all the cases. From the results obtained,
as shown in Figure 10, the progressive output phase dif-
ferences, when excited separately from different input
ports, are ±45◦ and ±135◦ with phase mismatch within
±0.25◦ at the center frequency.

The radiation patterns of the BM beamforming net-
work from both the simulation and the measured are
shown in Figure 11. From this plot, it can be observed
that when a signal is applied at the inputs port 1 or 3 and
2 or 4 separately, the scanned beam angles correspond-
ing to each phase difference are ±40.0◦ and ∓13.0◦,
respectively.
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Fig. 9. S-parameters of the 4 × 4 Butler matrix showing
the S-parameter responses when (a) port 1 is excited and
when (b) port 2 is excited.

Fig. 10. Output phase difference of the proposed 4 × 4
Butler matrix when ports 1 and 2 are excited.

(a)

(b)

Fig. 11. The measured and simulated scanned beam
angles of the proposed 4 × 4 BM: (a) when port 1 is
excited; (b) when port 2 is excited.

Table 4: Comparison of the proposed BM with related
BM
Ref. Technique −10 dB

Band-

width

S11
(dB)

Amplitude

imbal-

ance

Phase

error

[2] PCB 15% −16 dB 0.75 dB 6◦
[5] SIW 3.33% −13.5 dB 0.78 dB 11◦
[20] PCB 20.1% −24.1 dB 0.4 dB 0.9◦
[21] TF-IPD 8% −8 dB 4 dB 13◦
This
work

Inkjet
printed

24.8% −22.1 dB 2.4 dB 0.5◦
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V. CONCLUSION

In this work, a novel 4 × 4 BM has been designed,
simulated, and fabricated using PET substrates. In terms
of design, only couplers and crossover have been used
without the phase shifter, typically used in case of con-
ventional BMs. The results obtained show that the per-
formance of the proposed design is highly reliable in
terms of the radiation pattern it produced, the progres-
sive phase difference, and amplitude imbalance at the
output ports, as they are closely aligned with the theoret-
ical predictions. From the radiation pattern measurement
of the BM beamforming network, it can be observed that
the beams are deposed appropriately at an angle sug-
gested in theory. This result shows that by eliminating
the phase shifter which is one of the building blocks
in the design of BM, losses along the consequently
shorter TL path line are minimized. Another merit of
this design is the implementation of the device with a
low-cost inkjet printing technique based on the chemical
sintering process. With these potentials, the proposed
BM can serve as a viable candidate where conformal
antenna is needed and for the future 5G beamforming
network.
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Abstract – This work is focused on how to efficiently
shrink a patch antenna operating in the UHF band. Five
typical independent methods are first introduced that
were solely used to realize a small patch antenna. A
potential combination method is further discussed utiliz-
ing two or more of these five methods. One miniature
patch antenna is experimentally demonstrated operating
at 735 MHz using the combination method, in which
both of shorting wall and complementary split ring res-
onators are applied in a reconciling way. A two-step
optimization procedure is given to show how the antenna
sizes can be significantly reduced with this combination
method. The antenna is fabricated on a simple dielectric
with a low εr of 2.2. The patch size is only 0.127λ ×
0.123λ . The antenna efficiency is considerably high as
77% in measurement.

Index Terms – Combination method, patch antenna,
small-sized, UHF band.

I. INTRODUCTION

Patch antennas are widely used in several gigahertz
(GHz) range. Due to the resonance condition, the patch
length is generally at the order of half guided wavelength
(0.5λ g) [1, 2]. The patch length is, however, physically
large for an antenna operating below 1 GHz in the UHF
band due to the long wavelength. In this work, we aim to
shrink a patch antenna in the UHF band. We notice that
a variety of miniaturization methods have been reported
[3] to realize a compact patch antenna including: (I)
shorting/folding technique [4–7]; (II) etching slots on
the patch and/or ground planes [8–10]; (III) using natural
magneto-dielectric with a higher relative permittivity εrh
and/or permeability μr [11–14]; (IV) using planar meta-
materials [15–18]; (V) bulky metamaterials with effec-
tive permittivity εreff, and/or permeability μreff [19–26],
etc. Most of them were nevertheless solely used.

Inspired by these technologies, a combination
method by incorporating two or more of the five meth-
ods can be utilized to reduce the antenna size as well.
The combination method is more effective than a sin-
gle technique used on its own. Here, with the technolo-
gies of shorting wall and planar metamaterial structures,
a combination method is demonstrated to significantly
compact a patch antenna operating in the UHF band.
The size reduction effect is numerically examined in a
two-step optimization procedure. The first step is to add
a shorting wall that makes the half-wave patch reduced
to quarter-wave. The second step is to further shorten
the quarter-wave length by loading periodic complemen-
tary split ring resonators (CSRRs) [16, 17, 27] on the
patch. One shorted patch antenna with 2 × 2 CSRRs
is experimentally studied resonating at 735 MHz. The
patch antenna is fabricated on a simple dielectric with a
low εr of 2.2. The patch size is only 0.127λ × 0.123λ
(λ is free space wavelength). The measured efficiency
is 77%, which is in good agreement with the simulated
value. The small shorted metamaterial patch antenna can
be applied in the UHF band communications.

II. CONCEPT OF THE COMBINATION
METHOD

The typical five methods to shrink patch antennas
are given in Table 1. The five size multipliers from
MI to MV are also given, which are used to measure
how the antenna length is reduced from the original half-
wave. Note that the first three methods [3–14] have been
widely used in previous decades. The latter two meth-
ods [15–26] are, however, using new conceptual meta-
materials. According to the metamaterial structures, they
are further differentiated into planar and bulky types.
The planar metamaterials are 2D structures [15–18], e.g.,
CSRRs, loaded on the patch or ground plane, which are
similar with etched slots on the planes since they both
need metal planes to make functional patterns. Hence,
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Table 1: Five typical methods to shrink a patch antenna
and the associated multipliers

No. Method Multiplier

I Shorting/folding
technique

MI ≈ 0.5n

II Slotted patch/ground MII

III Natural
magneto-dielectric

(εrh,μr)

MIII ≈
√

εr/(εrhμr)

IV Planar metamaterials MIV
V Bulky metamaterials

(εreff,μreff)
MV ≈√

εr/(εreffμreff)

the second and fourth methods are sometimes incompati-
ble. The bulky metamaterials are, however, 3D structures
embedded in the dielectric substrate [19–26]. They are
physically inhomogeneous included with composite sub-
wavelength structures but work as homogeneous natural
materials as if εreff ≈ εrh and μreff ≈ μr.

Considering a conventional patch antenna with
length L fabricated on a low loss nonmagnetic substrate
with dielectric constant εr, the resonant frequency f 0 is
predicted using a simple formula [1, 2]

f0 ≈ c/
(
2L

√
εr
)
, (1)

where c is the light speed in free space. Note that the
margin effects are not accounted in eqn (1) for simplicity.
The associated electric patch length is calculated as

Lλ =
L
λ

=
L
c

f0. (2)

From eqn (2), we see that the electric patch length is
proportional to f 0. Hence, for a given L, the key issue
to compact the antenna is to downshift f 0 with the five
methods listed in Table 1.

We now discuss the multipliers for these meth-
ods. On the basis of the conventional antenna discussed
above, if the antenna size is kept unchanged when using
these compacting methods, it will resonate at a new but
lower frequency f1. Therefore, multiplier is approxi-
mately equal to f1/ f0, which is smaller than 1. For the
first method of the shorting/folding technique, the mul-
tiplier is MI ≈ 0.5n, where n is an integer. If only a
shorting wall is added to the antenna [4–6], the half-wave
antenna evolves to quarter-wave, e.g., n = 1 in this case.
For more complex folding techniques[7], n can be 2, 3,
or even larger.

The multipliers MII for the second method of adding
slots on the patch or ground, and MIV for the fourth
method are both highly dependent on the shape and
parameters of functional structures. Therefore, it will be
difficult to given empirical solutions for MII and MIV .

For the third method when the patch antenna is
loaded with a natural magneto-dielectric with εrh and μr,
the resonant frequency becomes

f1 ≈ c/(2L
√

εrhμr) . (3)
The associated multiplier is MIII ≈ [εr/(εrhμr)]1/2.

The case for the fifth method is similar with eqn (3) but
using effective εreff and μreff, which is

f1 ≈ c/(2L
√

εreffμreff) . (4)
The associated multiplier is MV ≈

[εr/(εreffμreff)]1/2.
By incorporating all the five methods, we obtain

f1 = f0 ·MI( f1) ·
[

MII( f1)
MIV( f1)

]
·
[

MIII( f1)
MV( f1)

]
= f0 ·Mtotal( f1).

(5)

The new resonant frequency f 1 in eqn (5) is now the
product of f 0 multiplied by a new size reduction opera-
tor Mtotal , which represents the total effect of the five
methods. Considering the second and fourth methods are
sometimes incompatible in a practical antenna design,
we use a square bracket including these two multipliers,
in which only one multiplier can be chosen for the same
time. The case is similar for the second square bracket
where the third and fifth methods are included. If the
size reduction effects vary with frequency, these multi-
pliers should be dispersive as well that only the effects
around f 1 need to be taken into account.

By utilizing the five methods in a combining way,
the antenna length can be reduced more significantly
than only one method used solely. In the following
parts, one compact patch antenna will be demonstrated
by incorporating two methods, in which both of a short-
ing wall and planar metamaterial structures are utilized.

III. ANTENNA DESIGN
A. Step 1: From half-wave to quarter-wave

We start from a conventional rectangular patch
antenna. The prototype of the conventional antenna is
given in Figure 1 (a) with patch size of L × W and ground
plane length G. In the side view of Figure 1 (b), we
see that dielectric substrate is with thickness h, dielectric
constant εr, and loss tangent tanδ . The patch and ground
planes are both made of copper with conductivity of 5.8
× 107S/m and thickness t. The shorted patch antenna
is shown in Figure 1 (c). A shorting wall composed
of numerous conducting vias is added at the end of the
shorted antenna. The shorting wall connects the patch
and ground planes, making the half-wave patch length
(˜λ g/2) reduced to quarter-wave (˜λ g/4). Note that the
sizes for both antennas are identical. And they are both
coaxially fed with characteristic impedance of 50 Ω.

Assuming L = 52 mm, W = 50 mm, G = 100 mm, h
= 12 mm, t = 0.035 mm, εr = 2.2, and tanδ = 0.001, we
obtain the reflection coefficients (S11s) for the conven-
tional and shorted patch antennas in Figure 2, using the
numerical HFSS solver.
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Fig. 1. Antenna prototypes. (a) Top view. (b) Side
view of a conventional patch antenna. (c) Top view of
a shorted patch antenna.

Fig. 2. The simulated S11s for the conventional and
shorted patch antennas.

It is seen that the resonant frequency is 1.788 GHz
for the conventional antenna and 0.885 GHz for the
shorted one. The patch lengths are 0.46 λ gand 0.23
λ g, respectively. If the margin effects for the patches
are accounted, the lengths should be better near λ g/2
and λ g/4.

B. Step 2: Beyond quarter-wave

To make the antenna smaller, the planar CSRRs are
further added on the shorted patch. The scheme for
one CSRR element is given in Figure 3 (a). They are
excited by the electric fields perpendicular to the struc-
tures [16, 17], working as electric metamaterials. The
mechanisms for the CSRRs can be explained using a
lumped-element model (see Figure 13 in [27]) that the
effective capacitance for the CSRR patch is increased
than the original integrated one. The period for the
CSRR element is p. Two slots are etched on the square
structure. The length of the outer slot is a, while the
width is g. These parameters can be tuned and adapted
for different antenna applications. An array including

Fig. 3. (a) One CSRR element and (b) the shorted patch
antenna loaded with 2 × 2 CSRRs.

Fig. 4. The simulated S11s for the shorted patch antennas
with and without CSRRs.

2×2 CSRRs is designed on the patch, as shown in Fig-
ure 3 (b). The metamaterial antenna size is kept the same
as the aforementioned one without CSRRs.

The geometry parameters for the CSRR structure
are: p = 25 mm, a = 20 mm, g = 1 mm, d = 0.5 mm,
and b = 2.5 mm. The shorted antennas loaded with
CSRRs are subsequently calculated in HFSS. The simu-
lated S11s are shown in Figure 4. As is mentioned above,
the original shorted antenna without CSRRs resonates
at 885 MHz. However, by adding 2 × 2 CSRRs, the
antenna resonant frequency is downshifted to 737 MHz.
The patch length is about 0.19 λ g, which is beyond the
quarter-wave limitation for a conventional shorted patch
antenna.

The two-step results provide an evident evolution
map for the combination method to show its capability to
effectively reduce the antenna resonant frequency. Con-
sidering the antenna volumes for these antennas are iden-
tical, it implies that the antenna with a lower resonant
frequency has a smaller electrical size. Hence, a better
size reduction effect can be achieved by the combination
technique than only one method used solely.
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Fig. 5. The S11s for the shorted CSRR patch antenna.
The inset picture shows the fabricated antenna.

IV. EXPERIMENTAL RESULTS

The designed shorted patch antenna with 2 × 2
CSRRs is experimentally demonstrated. The substrate
is a kind of F4BMX dielectric with nominal εr = 2.2
and tanδ = 0.001, provided by Taizhou Wangling Corp.
The measured S11, in contrast to the simulated one,
is given in Figure 5. The fabricated shorted antenna
with the CSRR metamaterial patch is also shown in
the inset picture. It is fed by a 50-Ω coaxial probe.
From the measured S11, it is observed to resonate at
735 MHz (λ = 408.16 mm) with the −10 dB band-
width (BW) of 6.8 MHz (0.93%). They agree well with
the simulated results. The simulated resonant frequency
from HFSS is 737 MHz with BW of 6.2 MHz (0.84%).
The limited BW is resulted from the small antenna size
[28, 29], which can also be found in other miniature
antennas [12].

The normalized antenna size is 0.127 × 0.123λ (or
0.189λ g × 0.182λ g). The substrate thickness is 12 mm
or 0.03λ . Considering the dielectric is with a low index
of εr = 2.2, the size-reduction effect is remarkable.

The radiation patterns for the shorted metamaterial
antenna at the resonant frequency are given in Figure
6. For the shorted antenna, there is only one slot radi-
ating the electromagnetic waves. Hence, its patterns
on the E-plane as shown in Figure 6 (a) exhibit quasi-
omnidirectional characteristics. They are much different
from the conventional patch antenna in which two paral-
lel slots work together. The H-plane patterns in Figure
6 (b) are yet similar with the conventional antenna.

The miniature antenna is with a notable backlobe. It
is due to the electrically small ground plane. To sup-
press the backlobe, an effective method is to increase
the ground size. Another limitation for the antenna is
that the cross-polarizations are seen very large on the H-

(a)

(b)

Fig. 6. The radiation patterns for the shorted metamate-
rial antenna on the (a) E-plane and (b) H-plane.

plane. They seem inevitable for shorted patch antennas
that were also found in other designs with shorting walls
[5–7]. Fortunately, the radiation fields in the broadside
are still with good polarization purity.

The peak antenna gain is at the level of 2 dBi at the
resonant frequency. The antenna gain can be moderately
enhanced to about 3-4 dBi by increasing the directivity.
It can be realized by enlarging the ground plane as to
suppress the backlobe.

Figure 7 shows the simulated and measured
antenna efficiency (η). They are obtained with the G/D
(gain/directivity) method. The directivity is calculated
from the measured 3D radiation pattern data. The peak
efficiency in measurement is about 77%. The simulated
one is slightly higher as 82%. It proves that, although the
new shorted antenna with CSRRs is very small, the total
radiated power is still kept at an acceptably high level.

The performances for the shorted metamaterial
antenna in this work are finally summarized in Table 2,
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Fig. 7. The antenna efficiency.

Table 2: Comparison of several compact patch antennas
operating in the UHF band below 1 GHz

Ref Patch

area

Thick-ness BW

/%

η
/%

Gain

/dBi

[12] 0.16λ ×
0.16λ

0.01λ 0.3 83 1

[19] 0.077λ ×
0.077λ

- 0.83 19.8 -3.9

[21] 0.2λ ×
0.2λ

0.028λ 0.5 - -7.9

This
work

0.127λ ×
0.123λ

0.03λ 0.93 77 2

in comparison with some other compact patch antennas
operating in the UHF band below 1 GHz.

We have realized a small-sized UHF band patch
antenna using the combination method of adding both a
shorting wall and CSRRs. To make the antenna more
compact, some other ways, e.g., a higher permittivity
host substrate [12], [13] or magnetic material [14] may
be incorporated into this powerful technique in future.

V. CONCLUSION

In conclusion, a small patch antenna is designed by
combining two size-reduction methods as adding a short-
ing wall and CSRRs. Numerical calculations show that
the resonant frequency can be significantly reduced by
utilizing the combination method. One particular shorted
patch antenna loaded with 2 × 2 CSRRs is experimen-
tally studied, which is fabricated on a low permittivity
substrate. The antenna resonates at 735 MHz. The patch
size is 0.127λ × 0.123λ . The measured efficiency is
acceptably high as 77% that can meet the demands of
the UHF band communications.
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Abstract –In view of the electromagnetic interference
(EMI) of the signal shielded cable in the rail weighbridge,
the interference source is analyzed on the basis of the field
measurement and investigation, and methods of suppress-
ing the crosstalk voltage of the shielded cable are pro-
posed. First, the capacitive coupling model between the
power line and the shielded cable is established, and the
coupling model between the shielded layer and the core
is developed. Later, the distribution parameters of the
multi-conductor transmission line system are extracted by
the commercial software ANSYS based on the finite ele-
ment method. Then the coupling voltages of the shielded
layer and the core can be calculated; compared with the
measured results, the accuracy and effectiveness of the
proposed method are verified. Finally, the EMI suppres-
sion methods are proposed and its effectiveness is veri-
fied. The EMI of the shielded cable is very common in
engineering, and this method has a good reference value
for solving the similar problems.

Index Terms – Capacitive coupling, crosstalk voltage,
electromagnetic interference, rail weighbridge, shielded
cable.

I. INTRODUCTION

The electronic rail weighbridge is an electronic
weighing device for weighing railway vehicles and
goods [1]. China’s railway capacity is increasing with
the development of railway transportation, and it is nec-
essary to weigh the railway vehicles and their loaded
goods more efficiently and accurately; so the electronic
rail weighbridge must work in electromagnetic compat-
ibility (EMC). However, research on the influence of
shielding and grounding of railway field on electromag-
netic interference (EMI) is still in an initial stage [2-4].
Therefore, the research on crosstalk of shielded signal
cable of rail weighbridge has theoretical and practical
application values [5].

Nowadays, the crosstalk researches of multi-
conductor transmission lines are mainly concentrated in
the high frequency band [6-9]; so they cannot be applied
at low frequency for signal interference analysis. In some
articles, single-end grounding of signal cable is proposed
to solve the problem of EMI [10-12]. However, due to
the complex electromagnetic environment in actual rail-
way fields, even if the single-end grounding is used, there
is still serious interference; so there is still lack of sys-
tematic theoretical analysis of railway electromagnetic
environment. In a rail weighbridge EMI case, the rail
weighbridge is set beside the National Traction Power
Laboratory (NTPL) in Chengdu, China. The pressure
sensor on the rail weighbridge is an electronic device that
converts the weight of cargo and vehicles into an electri-
cal signal. It is supposed to show a zero signal when
there is nothing on the rail weighbridge, but in the EMI
case, it shows a 320-mV electrical signal. The electric
field intensity around the signal cable about 400 V/m is
also measured by using an electric field tester, showing
that the EMI is serious.

In Section II of this paper, the capacitive coupling
model of signal transmission cable and power line under
low frequency of railway weighbridge is established,
and the formula for calculating the potential of the
shielded layer as well as the crosstalk voltage between
the shielded layer and the core of the signal cable is
derived. In Section III, based on actual measurement
and the finite element software ANSYS [13, 14], the
coupling capacitance of multi-conductor line system is
extracted and the interference voltage is calculated. In
Section IV, the measures such as increasing the depth
of grounding rods and improving soil moisture are pro-
posed. Combined with an EMI case of railway weigh-
bridge, the cause of interference signal is analyzed and
eliminated. In Section V, the conclusion is drawn. The
theoretical correctness is verified by comparing with the
measured value in the field.
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Fig. 1. Circuit and signal interference diagram of the
pressure sensor.

II. SIGNAL CABLE INTERFERENCE
MODEL OF RAIL WEIGHBRIDGE

The working circuit and signal interference diagram of
the pressure sensor on the rail weighbridge is shown in
Figure 1. The pressure sensor is mainly composed of
four varistors to form the Wheatstone bridge (consists
of R1-R4 and DC power supply). Its function is to con-
vert the weight of the goods on the rail weighbridge
into electrical signals. These electrical signals are sent
through shielded cable to operational amplifier, filter, and
other signal processing device, and finally the display
will present the electrical signal to the user in terms of
voltage signal and the weight of the goods.

The structure of the shielded cable used in the rail
weighbridge is shown in Figure 1. It is composed of a
copper mesh shielding layer and two core wires. Under
ideal conditions, the shielding layer can protect the core
wires from external electrical signal interference. How-
ever, when the shielded cable is very close to other wires,
especially a power line with a large current, the power
line can be regarded as a source of interference. Through
capacitive coupling between multiple conductors, the
shielding layer of the shielded cable can be regarded as
the interfered object, and the induced charges will be
generated on it. If the grounding resistance R0 of the
shielding layer is large, the electric field of the induced
charges on the shielding layer will generate interference
voltage on the cable core [15].

A. The crosstalk model of shielded layer and power
line

When the signal cable is near the power line, due to
the capacitive coupling between multiple conductors, the
induced charges will be coupled on the shielded layer
[16]. As shown in Figure 2, the shielded layer O is close
to the power line. A, B, and C, respectively, represent the
fire, zero, and ground wires of the power line. The capac-
itance between the shielded layer and the power lines A,
B, and C is C12, C13, and C14, the capacitance of the

Fig. 2. Coupling model of power cord and shield wire.

shielded layer to the ground is C10, the interference volt-
age on the shielded layer is U1, and the voltages on the
three lines A, B, and C are U2, U3, and U4.

According to the model of multi-conductor trans-
mission lines, in a system consisting of three or more
charged conductors, the charge of any conductor is
affected not only by its own voltage but also by the volt-
ages of the other conductors [17]. Then the charge Q1 on
the shielded layer can be expressed as [18]

Q1 = β11U1 +β12U2 +β13U3 +β14U4 , (1)
where β 11 represents the electrostatic induction coeffi-
cient of the shielded layer; β 12, β 13, and β 14 represent
the mutual electrostatic induction coefficients of the sig-
nal cable and the three-phase transmission lines. The
relation between β 1n and C1n is [19]

β11 =C10 +C12 +C13 +C14, (2)
C1n =−β1n n = 2 , 3 , 4 , (3)

C10 = β11 +β12 +β13 +β14. (4)
According to the Thevenin theorem, the power line,

shielding layer, and the ground can be regarded as a two-
port network with an ideal voltage source in series with
a resistor. The parameters of the voltage source and the
resistor can be obtained by the following methods.

Consider two extreme cases: (1) perfect insulation
of signal cable to ground; (2) short circuit of signal cable
to ground. i1 represents the short-circuit current of the
signal cable when it short-circuits to the ground.

When the signal cable is perfectly insulated from the
ground, Q1= 0. According to eqn (1), the open-circuit
voltage of the signal cable is

U1 =−β12U2 +β13U3 +β14U4

β11
. (5)

When the signal cable is short-connected to the
ground, the signal cable voltage U1 is 0, and then its
induced charge is

Q1 = β12U2 +β13U3 +β14U4 . (6)
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In the case of alternating current 50 Hz, charge Q1
is related to short-circuit current i1 [20], which can be
expressed as

i1 =− jωQ1. (7)
According to the Thevenin theorem, the power line,

the shielded layer, and the ground can be regarded as
the two ends of the power supply with the open-circuit
voltage U1 and short-circuit current i1. The internal
impedance of power supply is

Z1 =
1

jωβ11
=

1
jω (C10 +C12 +C13 +C14)

. (8)

The grounding resistance R0 of the shielded layer of
the signal cable is related to the soil conductivity, tem-
perature, humidity and grounding wire wiring measures
at the grounding site [21, 22], and the grounding resis-
tance value must comply with the national standard [23].
At this time, the disturbance voltage on the shielded layer
of the signal cable is [24]

Um =U1
jωβ11R0

1+ jωβ11R0
. (9)

In the ideal case, the earth is equipotential, but,
in fact, there is a potential difference between any two
points on the earth; so, the shielded layer will have great
potential when the grounding device selection is inap-
propriate, the soil resistivity is excessive, or the poten-
tial gradient of the soil is large, especially near the
high power equipment. Therefore, the potential of the
shielded layer of the signal cable is equal to the vector
sum of the ground potential and the induced voltage, and
the calculation formula is as follows [25]:

Us =

√
(Ug)

2 +(Um)
2 , (10)

where Us represents the total disturbance voltage of the
shielded layer, Ug is the increased ground potential, and
Um is the induced voltage of the transmission line.

B. The coupling voltage of the shielded layer and core
of the signal cable

For the sensor signal cable, the disturbance voltage on
the shielded layer produces interference voltage on the
core through electric field coupling, which will have
a serious impact on the useful signal after amplifica-
tion. The electric field intensity model generated by the
shielded layer voltage is shown in Figure 3. The shielded
layer with line charge density τ is 2l in length, and the
center point of the conductor is selected as the origin to
establish a Cartesian coordinate system.

According to the Coulomb’s law and the concept of
potential, the potential ϕ generated by point q on the
shielded layer to any point P is [26]

ϕ =−
∫ P

q
�E •d�l =

τ
4πε0

ln[
sinθ1(1− cosθ2)

sinθ2(1− cosθ1)
] , (11)

sinθ1 =
r√

r2 +(z+ l)2
, (12)

Fig. 3. A model of the electric field generated by the
voltage of shielded layer.

cosθ1 =
z+ l√

r2 +(z+ l)2
, (13)

sinθ2 =
r√

r2 +(z− l)2
, (14)

cosθ2 =
z− l√

r2 +(z− l)2
, (15)

where r and z are the horizontal and vertical distances of
points P and q, the angle between the point q and the y-
axis is θ , the angles between the two ends of the shielded
layer and y-axis are, respectively, θ 1 and θ 2, and ε0 is
the vacuum permittivity. Replacing eqn (12)-(15) into
eqn (11), it can be derived:

ϕ =
τ

4πε0
ln

[√
r2 +(z− l)2 − (z− l)√
r2 +(z+ l)2 − (z+ l)

]
. (16)

In the actual situation, on the surface of the shielded
layer, z<< l and r<< l, eqn (16) can be derived:

ϕ =
τ

2πε0
ln

2l
r
. (17)

According to the Gauss law, the electric field E can
be expressed as

E =
τ

2πε0

1
r
. (18)
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Then the interference voltage Ud on the core of the
signal cable can be obtained:

Ud = Ed, (19)
where d is the distance between the shielded layer and
the core of the signal cable.

III. ANALYSIS OF TEST AND SIMULATION
RESULTS

A. A case study on the EMI of rail weighbridge

We have participated in an EMI case of a rail weigh-
bridge. The physical layout of the rail weighbridge is
shown in Figure 4. In the figure, the pressure sensor of
the yellow rail weighbridge is connected with the outer
chassis through a signal cable. The power line and sig-
nal cable behind the outer chassis are very close to each
other. The internal structure of the outer chassis is shown
in Figure 5. The collected data is transmitted to the
amplifier through CH0, CH1, CH2, and CH3 channels.

It was found that even without cargo on the rail
weighbridge, the voltage signal still displayed an inter-
ference voltage on the core of the cable, as shown in Fig-
ure 6. The exact value of the interference voltage derived
from the exported table was 320 mV in maximum. The
crosstalk voltage of the shielded layer was measured to
be about 105 V, and the electromagnetic intensity beside
the signal cable was measured to be about 400 V/m by
using the electric field tester, as shown in Figure 7. There
was a great interference voltage on the core of the signal
cable, which affected the normal usage of the rail weigh-
bridge.

B. Simulation and coupling capacitance extraction

In this case, the signal cable adopts RVVP double-core
shielded cable, the insulating material is PVC (polyvinyl
chloride), the shielding layer is copper braid, the cable
diameter d is 7.6 mm, the diameter of the core is 3
mm, the power line adopts RVV three-core cable, the

Fig. 4. Layout of the device for rail weighbridge.

Fig. 5. Internal structure diagram of external chassis of
rail weighbridge.

Fig. 6. Four channels of interference voltage signal dis-
played on the screen.

cable diameter is 7.9 mm, and the diameter of the core is
2.8 mm. The two cables are 1-mm apart in close prox-
imity and 0.5 mm above the ground. The finite element
model of the shielded cable and power line is shown in
Figure 8.

Through the analysis of finite element software
ANSYS [27], the ground wire, fire wire, and zero wire in
the power line constitute the multi-conductor transmis-
sion lines coupling system. The coupling capacitance
between them can be extracted as 27.83, 27.62, and 6.29
pF, which represent C12, C13, and C14, respectively, and
the coupling capacitance C10 is 71.31 pF. Some actual
parameters are obtained in the measurement: ϕ is 105 V,
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Fig. 7. Testing picture of the electric field intensity.

Fig. 8. Power line, signal cable, and ground modeled by
finite element method.

l is 5 m, and r is 7.9 mm. According to formula (9)
mentioned above, the shield-power cord crosstalk volt-
age Um is 102.1 V. According to formulae (16) and (17),
the electric field intensity of the shielded layer E is 413
V/m. Substituting the diameter d of the shielded cable
as 7.6 mm into formula (19), the crosstalk voltage of the
core of the signal cable which is represented by Ud is
316 mV.

The calculated values of the proposed method are
basically consistent with the measured data, which veri-
fied the accuracy of the proposed method for interference
prediction of railway weighbridge system.

IV. APPLICATION AND MEASURES FOR
IMPROVEMENT

From the above, we know that the power line of the rail
weighbridge system will generate interference voltage in
the signal cable, resulting in a large error in the output
signal voltage. The coupling capacitance of the shielded
layer and the core, the length of the signal cable are fixed,
they are not easy to be changed. Therefore, measures to
reduce low-frequency crosstalk voltage of core can be
mainly divided into increasing shielding protection mea-
sures and reducing ground potential [28, 29], as follows.

1) To improve the joint between the signal cable and
the equipment, using the shielded cable with good
shielded performance can reduce the coupling path
of EMI.

2) To improve the grounding condition, increasing the
contact area and depth of the grounding rod can
reduce the soil resistivity.

3) When the surface potential gradient of the shielded
cable is large, it is suitable to increase the number of
grounding rods to reduce the surface potential dif-
ference.

After on-site inspection, there are some high-power
equipment in the laboratory; so the induced voltage of
the earth’s surface is large, the depth grounding rod is
not enough, and the soil is dry. Therefore, the meth-
ods of increasing the grounding depth from 0.1 to 0.6
m, increasing the moisture of soil, increasing the number
of grounding rods from 1 to 4, and replacing the joints of
the shielded cable are adopted.

After the improvement, the test shows that the inter-
ference voltage is basically reduced to 2 mV, and the
electric field intensity near the power line is reduced to

Fig. 9. Comparison of interference voltage of the signal
before and after improvement.
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about 5 V/m. The comparison of the signal interference
voltage before and after the improvement in the display
is shown in Figure 9, in which the solid blue line is the
interference voltage before suppression, and the dashed
red line is the interference voltage after suppression in
the absence of pressure. By comparison, the maximum
crosstalk voltage decreases from 320 to 2 mV, and the
inhibition effect of the proposed method is significant.

V. CONCLUSION

This paper studies the EMI of the signal cable in
railway weighbridge. The multi-conductor transmission
lines model is established with the power line and signal
cable, and the use of software for the simulation and cal-
culation verifies the validity of the model. Then, as to an
actual case of EMI, some applications such as replacing
the shielded cable’s joints and improving the grounding
devices to restrain EMI had been proposed. Finally, the
interference voltage on the signal cable had been elim-
inated. The inhibition effect of the proposed method is
significant. This kind of EMI for shielded cable is very
common in engineering, and the methods have good ref-
erence value for solving the similar problems.

ACKNOWLEDGMENT

This work was supported in part by the National Key
R&D Program of China under Grant 2018YFC0809500.

REFERENCES
[1] Y. Zhou, H. Jiang, S. Li, A. An, and L. Bai,

“Present situation of railway scale technology,”
in Metering Technology of Track Scale .Bei-
jing,China. Science Press, pp. 2-5, 2017.

[2] Y. Cui, S. Yong, Z. Liu, and Y. Wang, “Research
on shielding and grounding mode of railway signal
cable,” Journal of the China Railway Society, vol.
39, no. 17, pp. 77-82, Nov. 2017.

[3] B. Yi, Z. Wang. “Parameters calculation of shield
cable and crosstalk between shielded layer and
core,” High Voltage Engineering, vol. 04, pp. 804-
808, Apr. 2008.

[4] Z. Han, B. Li, and Z. Guo. “Discussion on earthing
anti-jamming technology,” Measurement and Con-
trol Technology, vol. 23, no. 12, pp. 74-77, Dec.
2007.

[5] F. Lin, Z. Yao, and X. Dai, “Numerical calcula-
tion of common-model interference coupled in a
shielded cable,” High Voltage Engineering, vol. 23,
no. 4, pp. 9-11, Dec. 1997.

[6] C. Taylor, R. Satterwhite, and C. Harrison, ‘The
response of a terminated two-wire transmission line
excited by a nonuniform electromagnetic field,”
IEEE Transactions on Antennas & Propagation,
vol. 13, no. 6, pp. 987-989, Dec. 1965.

[7] V. Teppati, M. Goano, A. Ferrero, “Conformal-
mapping design tools for coaxial couplers with

complex cross section,” IEEE Transactions on
Microwave Theory and Techniques, vol. 50, no. 10,
pp. 2339-2345, Nov. 2002.

[8] P. Xiao, W. Ran, and P. Du, “An analytic method of
determining a critical cable spacing for acceptable
crosstalk,” Applied Computational Electromagnet-
ics Society (ACES) Journal, vol. 35, no. 2, pp. 237-
277, Feb. 2020.

[9] L. Li, W. Li, X. Wang, and W.-B. Li, “Crosstalk
analysis between two parallel transmission lines,”
Chinese Journal of Radio Science, vol. 16, no. 2,
pp. 271-274, Jun. 2002.

[10] Q. Yu, W. Liu, K. Yang, X. Ma, and T. Wang
“Uncertainty quantification of the crosstalk in mul-
ticonductor transmission lines via degree adaptive
stochastic response surface method,” Applied Com-
putational Electromagnetics Society (ACES) Jour-
nal, vol. 36, no. 2, pp. 174-183, Feb. 2021.

[11] A. Djordhevic and T. K. Sarkar, “Analysis of time
response of lossy multiconductor transmission line
networks,” IEEE Transactions on MTT, vol. 35, no.
10, pp. 898-908, Nov. 1987.

[12] M. Z. M. Hamdalla, A. N. Caruso, and A. M.
Hassan, “Predicting electromagnetic interference
to a terminated wire using characteristic mode
analysis,” Applied Computational Electromagnet-
ics Society (ACES) Journal, vol. 35, no. 11, pp.
1318-1319, Nov. 2020.

[13] Z. He, Z. Li, P. Liang, “ANSYS calculation method
of temperature and current-carrying capacity for
transmission lines,” Zhejiang Electric Power, vol.
8, pp. 1-5, 2010.

[14] C. Zhu, W. Yan, S. Liu, and L. Geng, “Analysis on
crosstalk for coplanar irregular-placed cables based
on cascading method and cubic spline interpolation
algorithm,” Applied Computational Electromagnet-
ics Society (ACES) Journal, vol. 35, no. 5, pp. 572-
579, May 2015.

[15] G. Vijayaraghavan, M. Brown, and M. Barnes,
“Equipment grounding,” in Practical grounding,
bonding, shielding and surge protection. 3th ed.
Butterworth-Heinemann, pp. 24-37, 2004.

[16] C. R. Paul, “Solution of the transmission-line
equation for three-conductor lines in homoge-
neous media,” IEEE Trans. Electromagnetic com-
patibility. vol. 20, no. 1, pp. 216-222, Mar.
1978.

[17] J. Bai, G. Zhang, L. Wang, A. Duffy, C. Liu, and
T. Shao, “Comparison of calculation methods of
braided shield cable transfer impedance using FSV
method,” Applied Computational Electromagnetics
Society (ACES) Journal, vol. 30, no. 2, pp. 140-
147, Feb. 2015.

[18] C. R. Paul, Analysis of Multiconductor Transmis-
sion Lines. New York, USA: Wiley, 1994.



221 ACES JOURNAL, Vol. 37, No. 2, February 2022

[19] C. Feng and X. Ma, An introduction to engineering
electromagnetic fields, Higher Education Press, pp.
46-51, 2018.

[20] R. Morrison, “Electromagnetic compatibility,” in
grounding and shielding techniques. 4th ed. New
York, Wiley, 1998.

[21] R. Xiong, Q. Yin, W. Yang, Y. Liu, and J. Li,
“Improvement of shaped conductive backfill mate-
rial for grounding systems,” Applied Computa-
tional Electromagnetics Society (ACES) Journal,
vol. 36, no. 4, pp. 442-449, Apr. 2021.

[22] J. Ma and F. P. Dawalibi, “Analysis of grounding
systems in soils with finite volumes of different
resistivities,” IEEE Power Engineering Review, vol.
17, no. 2, pp. 596-601, Apr. 2002.

[23] Code for Electrical Design of Civil Buildings,
JGJ16-2008, Ministry of Construction of the Peo-
ple’s Republic of China, 2008.

[24] H. Lu, Z. Yu, and W. Li, Electronic Information
Specialty, Xian, China, Xidian University Press,
2012.

[25] S. W. Blume, “Critical telecommunications cir-
cuits in HV environments,” in High Voltage Pro-
tection for Telecommunications, Wiley-IEEE Press,
pp. 121-142, 2011.

[26] D. K. Chen, Field and Wave Electromagnetics,
Pearson education, pp. 49-72, 2013.

[27] Q. Q. Liu, Y. Zhao, C. Huang, W. Yan, and
J. M. Zhou. “A new method for stranded cable
crosstalk estimation based on BAS-BP neural net-
work algorithm combined with FDTD method,”
Applied Computational Electromagnetics Society
(ACES) Journal, vol. 35, no. 2, pp. 135-144, Feb.
2020.

[28] W. Huang, W. Liang, and X. Wen, “Method of
reducing the grounding impedance of yangjiang
nuclear power plant,” High Voltage Engineering,
vol. 36, no. 2, pp. 365-370, Feb. 2010.

[29] Z. Lu, S. Chang, and X. Wen, “Numerical analysis
of grounding impedance for grounding grids with
multi points short circuit current into the ground,”
High Voltage Engineering, vol. 30, no. 10, pp. 15-
16, Oct. 2004.

Yang Yang was born in Shanxi,
China, on April 19, 1989. She
received the master’s degree in con-
trol theory and control engineer-
ing from Northwestern Polytechni-
cal University in 2014. She is
currently working toward the Ph.D.
degree in electrical engineering with

Southwest Jiaotong University, Chengdu, China. At the
same time, she is also a Lecturer with the Sichuan Col-
lege of Architectural Technology. Her research interests
include electromagnetic environment test and evaluation,
electromagnetic compatibility analysis, and design in the
field of rail transit.

Feng Zhu received the Ph.D. degree
in railway traction electrification and
automation from the Southwest Jiao-
tong University, Sichuan, China, in
1997. He is currently a Full Pro-
fessor with the School of Electri-
cal Engineering, Southwest Jiaotong
University. His current research

interests include locomotive over-voltage and grounding
technology, electromagnetic theory and numerical anal-
ysis of electromagnetic field, and electromagnetic com-
patibility analysis and design.

Nan Lu was born in Anhui
Province, China, on June 3, 1990.
He received the master’s degree
in electrical engineering from the
Anhui University of Science &
Technology, Anhui, China, in 2016,
and is currently working toward
the Ph.D. degree in electrical engi-

neering with Southwest Jiaotong University, Chengdu,
China. His research interests include electromag-
netic compatibility, electromagnetic environment test
and evaluation, and transmission-line analysis.

Yingchun Xiao was born in Gansu
Province, China, in 1990. She
received the B.S. degree in elec-
tronic information science and tech-
nology from the Lanzhou Univer-
sity of Technology, Lanzhou, China,
in 2012, and is currently working
toward the Ph.D. degree in electri-

cal engineering with Southwest Jiaotong University,
Chengdu, China. At the same time, she is a Lecturer with
Lanzhou City College. Her research interests include
electromagnetic environment test and evaluation, elec-
tromagnetic compatibility analysis and design, and iden-
tification and location of electromagnetic interference
sources.



ACES JOURNAL, Vol. 37, No. 2, February 2022 222

Solid Characterization Utilizing Planar Microwave Resonator Sensor

Ahmed Jamal Abdullah Al-Gburi1, Zahriladha Zakaria1,∗, Imran Mohd Ibrahim1,

Rahmi S. Aswir1, and Syah Alam1,2

1Fakulti Kejuruteraan Elektronik dan Kejuruteraan Komputer, Universiti Teknikal Malaysia Melaka,
Hang Tuah Jaya, 76100 Durian Tunggal, Melaka, Malaysia

∗zahriladha@utem.edu.my

2Department of Electrical Engineering, Universitas Trisakti

Abstract – This paper outlines the design and the imple-
mentation of a planar microwave resonator sensor for
sensing application using the perturbation concept in
which the dielectric characteristics of the resonator influ-
ence the quality factor (QF) and the resonance frequency.
The designed sensor is fabricated using Roger 5880, and
it is operating at 2.27 GHz in ranges of 1-3 GHz for
testing solid materials. In addition, applying a specific
experimental methodology, practical material is used as
material samples such as those in Roger 5880, Roger
4350, and FR4. To investigate the microwave resonator
sensor performance, an equivalent circuit model (ECM)
is introduced. The proposed sensor has achieved a nar-
row bandwidth and high QF value of 240 at an operating
frequency of 2.27GHz. Besides, the sensitivity and accu-
racy of the sensor is more than 80%, which makes this
sensor an excellent solution to characterize the material,
especially in discovering the material characteristics and
quality.

Index Terms – Planar microwave resonator, solid sam-
ple, high Q-factor.

I. INTRODUCTION

A microwave sensor is possibly the most widely
known sensor for the food sector, quality control,
biomedical, and industrial use for material characteriza-
tion detections [1–3]. Controls on the health and safety
of fodder products are necessary in order to achieve the
health and well-being of consumers whose presence can
affect certain ingredients and end up causing specific dis-
eases, such as allergic reactions, contaminating, and can-
cer. For such cases, the quality and safety of the product
(e.g., drinks and cooking oils) must be ensured before
even being marketed to the customers [3]. There have
been two main types of resonant microwave methods:
resonant and non-resonant methods for characterizing
materials [4].

Microwave resonant technique is one of the poten-
tial methods which is used for highly accurate measure-
ment of dielectric material characterization at a single or

discrete frequency. According to the traditional method,
material characterization was accomplished using high-
sensitivity and precision waveguide, dielectric, and coax-
ial resonators [5]. However, the conventional resonator
sensor is extremely large, costly to make, and requires
a significant amount of material to be detected [material
under test (MUT)] [5–8]. Besides that, this technique
results in low sensitivity and Q-factor values, limiting
the material’s characterization range.

An objective of this report was to identify the short-
comings of the prior one by developing a new microwave
sensor that is compatible, low in cost, small, easy to han-
dle, and has a higher Q-factor [9–12]. A complementary
split-ring resonator (SRR) was proposed to accurately
measure the material’s complex permittivity. The stated
resonator operated at frequencies from 1.7 to 2.7 GHz
[9]. Another study was conducted by utilizing a meta-
material resonator sensor for sensing applications. The
proposed sensor was utilized at two main frequencies,
3.2 and 4.18 GHz, with Q-factors of 642 and 251, respec-
tively [11]. A novel electromagnetic sensor operated at
1.4 GHz was proposed for real-time sensing liquid char-
acterization [12].

In this study, a planar microwave resonator sensor is
proposed to measure the corresponding permittivity for
solid planar dielectric materials. The proposed method
uses the sample under test as a substrate of a microstrip
line with an impediment that has to be installed at vari-
ous positions over the microstrip line for measurement
determination. An equivalent circuit model (ECM) is
proposed to confirm the design structure. Besides, this
study looked into the drawbacks of the previous research
studies through a new microwave sensor in terms of com-
patibility: low cost, simple structure, easy to fabricate,
high Q-factor, and high precision.

II. SENSOR DESIGN AND
CONFIGURATION

A. Design process

The proposed resonator sensor is performed at 2.27
GHz for frequencies of 1-3 GHz in order to explore
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Fig. 1. The geometry of the proposed sensor.

Table 1: Proposed sensor parameters
S V (in

mm)
S V (in

mm)
S V (in

mm)
L 40 W 50 L6 11.4
L1 16.25 S1 0.3 L7 14.59
L2 10.42 S2 0.4 W3 1.7
L3 10.5 S3 0.5 L4 4.5
L5 8 W1 1.6 W2 1.5

the type of materials employing the solid technique.
The formed radiator is designed by utilizing a CST
microwave studio. The total dimensions of the mod-
eled radiator are about 50 mm × 40 mm, printed on
Roger 5880 dielectric substrate comes with a thickness
of 0.79 and 2.2 of dielectric constant and a loss tangent
of 0.0009. The overall sensor geometry is duplicated in
Figure 1 and recorded in Table 1.

It is worth mentioning that the need for an inner ring
to the existing resonator is to allow more current to pass
through the ring resonator, which leads to high e-field
concentrations.

S = symbols and V = values.
The mathematical analysis of the proposed sensor

through compatible folding arm loading the length and
breadth of the patch, the length of the resonator is the
half of the wavelength as presented in the following
equation [12]:

L =
c

2π
√

εeff
× 1

f0
. (1)

Based on the sensor length, the resonance frequency
(f 0) can be determined using the following equation [13]:

f0 =
c

2 πr
√

εeff
, (2)

where c is the speed of light (8.98755179 × 1016 m2/s2),
L denotes the resonator length, and εeff is the effective
dielectric constant of the stated resonator.

The width of microstrip patch antenna resonator W
can be calculated using the following equation:

W =
c

2 f0

√
εr+1

2

. (3)

The effective permittivity of the patch εeff can be calcu-
lated as proposed in eqn (4), for the fringing field and the
wave propagation in the line [14].

εeff =
εr+1

2
+

εr−1
2

[
1

1+12 h
w

]
(4)

where h is the height of the substrate and w is the width
of the patch.

The Q-factor is acknowledged in this study as a
quality factor embedded in a resonant circuit, which
is involved as an infinite value together to reflect the
unwanted energy with a specific resonant. It desig-
nates spectrum in relevant incidence at the center of
frequency [15]

Q =
2 f0

� f
(5)

where Q represents the Q-factor, f denotes the center of
frequency, and the resonant frequency is characterized
as f 0.

B. Equivalent circuit model and analysis

Before analyzing the ECM configuration, it is very
important to discover the sensing region of the proposed
microwave sensor, which is based on the electric field
distributions. The more electric field concentration is
found to be near the square gap (red color), as shown
in Figure 2(b). The 3D view of the proposed resonator is
duplicated in Figure 2(a).

The sensitive area with the highest electric field con-
centration was located around the ring gap, and the excel-
lent sensing region was only 378 nL. Setting the chan-
nel very close to the resonator sensor guarantees that the
sample interacts with field lines concentrated by the res-
onator. An advance design software (ADS) is used in
this stage to investigate the influence of material charac-
teristics on the resonator sensor. The overall microwave
sensor was designed with an effective length of 40 mm
to operate at ranges from 1 up to 3 GHz.

The operational mechanism of the proposed ECM is
mainly divided into two lump components: inductance
(L) and capacitance (C) to achieve an LC circuit as dupli-
cated in Figure 2(c). The ECM configuration is formed
from the metallic co-planar with two square radiated
rings. The metallic co-planar is equivalent inductance, as
presented in [16], the ring resonators are structured from
resonant inductance Lt , and the gaps between them are
provided with a resonant capacitance (Ct ) as suggested
in [17] and calculated by approximating it between two
identical co-planar strips with unlimited substrate thick-
ness, as shown in eqn(6) and (7) [18]:

Ct= ε0
k′ (m)

k (m)
w+ε0εsubstrate

k′ (m)

k (m)
w+ε0

ht

s
w (6)
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(a) (b)

Fig. 2. Microwave sensor representation. (a) 3D view.
(b) E-field. (c) ECM of all microwave sensors.

Table 2: Optimized values of the proposed ECM res-
onator

Circuit Parameters Values
Ct 51 pF
Rt 100 k0
T 0.31

Rr0 0.9 M.
Lr 76 nH

Cr0 50 fF
Rr 5.4 O
a. 10

where w denotes the width of the resonator feed line,
k(m) is an elliptic integral, k(m) is its complement, ht
is the copper thickness of the resonator feed line, and s
is the spaces between the two inner and outer rings. The
operational factor Z can be derived as

Z =

√
s

2∗w+2∗ s
. (7)

Table 2 outlines the implemented ECM values of the
proposed resonator. When samples are placed on top of
the patch sensor’s copper track, which has a high electric
field concentration, the interaction of MUT and the struc-
tured patch electrical field results in changes in a res-
onant frequency which leads to affecting the functional
parameters Ct and Rt , respectively, by presenting permit-
tivity and loss variation in the sensor’s profile. Permittiv-
ity variation was designed and simulated by sweeping the
value of Ct , and the loss effect was simulated by evaluat-
ing simultaneous linear interpretation on Rt based on the
following equation:

Rt = Rr0 +α
Ct − Ct0

Cr0

, (8)

where α is the empirical constant, Ct 0 denotes the initial
value of matching gap capacitance, and Rt 0 describes the
initial equivalent loss of the bare resonator’s gap area.

Fig. 3. Measurement setup using VNA.

C. Simulation process

The modeled sensor is designed by utilizing CST
software. This sensor’s classification is proposed based
on the theoretical and mathematical analysis obtained
from the justification parameters. Therefore, the tun-
ing approach was proposed to deliver a more reliable
insertion loss plot. Besides, the pair waveguide-ports
are introduced to characterize the transverse electric and
magnetic and their effect on the S-parameter.

The simulation process is carried out based on the
MUT material characterization. The MUT characteriza-
tion mainly depends on the red color region of the res-
onator electric-field as presented in Figure 2(b). The
material units will be installed on the resonator patch,
which leads to main electric field radiations. The sensi-
tive area with the highest electric field concentration was
located around the ring gaps and more from the left ring
side of the resonator. Besides, the integration of material
samples on the top of resonator sensors leads to a shifting
in the resonant frequency.

D. Fabrication and measuring resonator

After understanding and upgrading the mathemati-
cal and the simulation process, the scheduled resonator
is fabricated and measured in this study. The Roger
5880 is used for the fabrication process. The proposed
microwave sensor is experimentally assessed by employ-
ing a VNA for frequencies of 1-3 GHz. The network ana-
lyzer verifies the sensor by connecting the two waveg-
uide ports with 50 Ω. The MUT samples are installed at
the radiated electric field of the radiated resonator patch.

The dimensions of the MUT are 10 mm × 12 mm
for the types of materials such as FR4, Roger 5880, and
Roger 4350. The fabrication and measurement process
was set up by employing a VNA device, as shown in
Figure 3.

The comparison between the simulation and mea-
surement results of the modeled resonator is recorded in
Table 3.



225 ACES JOURNAL, Vol. 37, No. 2, February 2022

Table 3: Comparison simulation and measurement results
MUT Simulation results Measurement results

Q-
factor

S21 BW f
(GHz)

Δf Error% Q-factor S21 BW f
(GHz)

Δf Error%

Free
space

110.05 −1.796 0.04129 2.272 0 0 240 −10.9 0.02 2.4 0 0

Roger
5880

110.14 −1.862 0.03915 2.156 0.166 5.1056
(94.894)

140 −7.17 0.0329 2.31 0.09 3.75
(96.25)

Roger
4350

103.98 −2.2356 0.04043 2.102 0.17 7.4824
(92.517)

64.92 −8.25 0.06875 2.21 0.19 7.916
(92.084)

FR4 72.66 −4.9350 0.05373 1.952 0.32 14.0845
(85.9155)

168.8 −14.07 0.025 2.11 0.29 12.083
(87.917)

Fig. 4. Predicted and measured S21 results.

III. RESULT AND ANALYSIS
A. Resonant frequency

Figure 4 presents the simulated and measured trans-
mission coefficient (S21) of the finalized sensor. From
Figure 4, we can observe that the shifting in the reso-
nant frequency defined the efficiency of the microwave
sensor. During simulation, the resonant wavelength of
the stated sensor is shifted from 2.272 for simulation to
2.4057 GHz for the measured one, with a slight varia-
tion of about 0.1337 GHz. The results of the resonant
frequency regarding simulation results are appropriately
matched. However, there are slightly shifted resonances
compared to the measured results. This shifting because
of a lack of feed lines and SMA connectors, and even
the fabrication tolerances, can influence simulation accu-
racy.

B. Q-factor analysis

The Q-factor magnitude was calculated based on
eqn (5). The proposed sensor was first operated at 2.272
GHz. Referring to eqn (5), the Q-factor is equal to 110
for simulation results; moreover, at the same frequency
of 2.272 GHz, the measured Q-factor is about 240. It can
be noticed that the measured Q-factor is higher than the
simulated one.

The simulated and measured results slightly differ
due to inaccuracies when fabricating using manual cut-
ting tools, besides the inhomogeneous dielectric con-
stant of the substrate [19]. The differences between
simulations and measurements are also affected by the

SMA connector losses in practice, as an ideal connec-
tor is modeled in simulations. Besides that, the amount
of power fed into the antenna in measurements is also
affected by the way the epoxy is applied to galvanically
connect the SMA connector and fabric [20].

Furthermore, the Q-factor rises as the change in the
resonance frequency reduces to the lowest frequency.
Hence, a narrow bandwidth is expected, which points to
improving and increasing the Q-factor value at its maxi-
mum magnitude.

Referring to the permittivity value of the exper-
imented materials, which are FR4, Roger 4350, and
Roger 5880, which have various thickness values of 1.6,
0.78, and 0.5mm. The simulated MUT materials are
resonating at frequencies of 1.952, 2.1, and 2.156 GHz,
respectively, meanwhile, for the measured part. The res-
onant frequencies are shifted due to the mutual coupling
effect between the two co-planars on the resonator patch.
The shifted frequencies were 2.11 GHz for FR4, 2.21,
and 2.31 for Roger 5880 GHz at 2.4 GHz, sequentially.
Figure 5 shows the simulated and measured transmission
coefficient (S21) at different resonant frequencies.

C. Dielectric and loss tangent analysis

The shifted frequencies are strongly dependent on
the impedance of the signal within the highest E-field
concentrations and the MUT’s permittivity. The relation-
ship between resonance turned resonant frequency and
the conventional permittivity can be categorized by the
second polynomial method utilizing experimental out-
comes as displayed in formula (9):

εr =−10.89x2 +37.288x−25.779 (9)
where εr is the MUT permittivity.

Applying data shifts of resonance frequencies as
shown in Figure 6, the curve fitting (CF) method is mod-
eled based on the second-order polynomial role. The
technical procedure is proposed for estimating the actual
permittivity magnitude.

The outcomes of the estimated permittivity are
recorded in Table 4. From Table 4, we can notice that
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                          (a) 

 
                          (b)  

Fig. 5. Comparison of S21 MUT results for (a) simula-
tion and (b) measurement.

the error in permittivity related to the second polynomial
comparison is between 0.34% and 1.40%, respectively.
The permittivity magnitude of the representation materi-
als was an increase when the error got decreased.

The loss tangent is a frequency-dependent loss that
produces a loss that is proportional to the frequency.
When the tangent loss value is low, it shows a greater
effect on the peak amplitude S21. So, when the tangent
loss value is the smallest, the S21 parameter becomes
smaller. The third-order polynomial expression estab-
lished the link between loss tangent and resonant fre-
quency change. The difference between the reference

Table 4: Analyzing permittivity values under MUT
MUT Reference

tan δ
Measured

tan δ
% Error

Air 0 0 0
Roger 5880 0.0009 0.000897 0.33
Roger 4350 0.0037 0.003694 0.162

Fr4 0.025 0.024991 0.036

Fig. 6. Polynomial CP permittivity.

Fig. 7. Third-order polynomial curve fitting of loss tan-
gent.

and measurement loss tangent was analyzed based on the
percentage error trend line. From the third-order polyno-
mial expression, the measurement tangent loss value can
be obtained. The third-order polynomial expression is
illustrated in Figure 7.

Figure 7 is structured from the particular input data
collection regarding the model tangent loss to generate
expression based on the CF method. It can be observed
that the combination of tanδ and Δ f is not consistent,
and the result is described by the eqn (8). However, the
relationship between both parameters can be described
as a polynomial representation of third order to create an
efficient mathematical equation as follows:

Tan δ =−0.0278|Δf3|+0.0777|Δf2|−0.0248|Δf|−7−15.
(10)

IV. CONCLUSION

This paper presented a planar microwave resonator
sensor which proves that it can be used to detect the
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properties of solid material. Thus, high accuracy sensor
works on 2.27 GHz. The sensor produces a high Q-factor
value which is 240 compared to previous research. A
mathematical model is developed for the determination
of the dielectric constant and loss tangent of MUT. The
polynomial CF was also applied to determine the dielec-
tric properties of the material. The percentage error for
permittivity of measurement and tangent loss is below
5%. The accuracy for this sensor is more than 85% which
makes the sensor suitable to be applied in industrial.

V. FUTURE WORK

While the research is thriving, a few ideas for poten-
tial enhancements are presented as follows. Princi-
pally, to improve the sensor’s sensitivity, the electric field
should be highly concentrated. Besides, the area around
the resonator will reflect all over the energies. Then,
checking the soldering connectivity must be considered
to block the loss in radiation behavior for both input and
output terminals.
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Abstract – The performance of a rail gun depends on
the current density distribution over the rail and arma-
ture as it determines the force that accelerates the pro-
jectile of the rail gun. A finite element method (FEM)
coupled with Simplorer was developed to model and
study the performance of the rail gun. The rail gun was
modeled using an ANSYS eddy current field solver to
determine the current density distribution and equivalent
rail gun circuit for the given rail gun geometry. The
armature velocity was then calculated using Simplorer
by coupling the obtained equivalent rail gun circuit and
exciting the rails using a capacitor-based pulsed power
supply (PPS) system. The FEM coupled with Simplorer
method was verified by numerical calculations for the
rectangular rails and also with other researchers’ value,
and that showed a good agreement between the results.
Further, the current density distribution over rails and
armature and velocity of the armature was calculated for
different rail cross sections such as circular concave, cir-
cular convex, rectangular concave, rectangular convex,
T-shaped concave, and T-shaped convex with a C-shaped
armature. It was observed that the circular convex rail
gun with C-shaped armature showed minimum current
density distribution and gives a higher value of arma-
ture velocity compared with other rail gun structures.
Thus, the circular convex armature was found to be suit-
able for the electromagnetic (EM) rail gun launching
system.

Index Terms – ANSYS coupled with Simplorer (ACS),
current density, inductance gradient of rails, pulsed
power supply system.

I. INTRODUCTION

A rail gun is a type of electromagnetic (EM) launch
system that has great potential in EM applications and is
widely studied [1, 2]. It has become a research hotspot

in the field of military equipment with the advantages
of having a simple structure, fast response, and accurate
control. In the future, this technology may be used to
launch small satellites into a low earth orbit or even into
space at low cost [3, 4]. The simple rail gun has mainly
three parts: two parallel rails, an armature, and a pulsed
power supply (PPS) system. When pulse current flows
along one rail, it crosses the armature, returns back along
the second rail, and tends to accelerate the armature. Its
work is based on a very basic EM concept known as the
Lorentz force law, which can be shown by F = 1

2 L′I2

where F is the force acting on the armature, I is the cur-
rent passing through the armature, and L′ is the induc-
tance gradient of the rails [5]. The representation of a
rail gun is shown in Figure 1.

The current density distribution in the rails and
armature and inductance gradient of the rails plays an
important role in a rail gun design as they determine the
force that accelerates the armature with higher velocity.
It also depends on the rail and armature shape, its cross
sections, magnitude, and shape of the current pulse sup-
plied to the rails. For the last several years, research has
been carried out to calculate the same using 2D analy-
sis by varying rail shapes and its dimensions by neglect-

Fig. 1. A simple rail gun representation [6].
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ing the armature effect [5–9]. Researchers also used 3D
analysis using analytical methods such as finite element
method (FEM) and finite difference method (FDM) by
considering the armature effect, and the armature was
assumed to be stationary [10–12]. These results were
acceptable for lower values of armature velocity and
were inconsistent for higher values of armature veloc-
ity [13]. Nowadays, researchers are focusing to develop
field circuit coupling methods to study the performance
of a rail gun under dynamic conditions of the armature
[14, 15]. The EM coupled analysis using LS-Dyna was
proposed to obtain a higher muzzle velocity, improved
current density distribution, and inductance gradient of
the tapered rails [16]. A hybrid robust optimization
method was proposed to improve the energy efficiency
of the rail gun using the polynomial chaos expansion
method coupled with Latin hypercube design to study the
influence of muzzle velocity, projectile diameter, projec-
tile length, launch angle, and guidance coefficient [17].
The velocity and force acting on the armature were opti-
mized by solving differential equations using the fourth-
order Runge-Kutta method, and particle swarm opti-
mization (PSO) algorithm was used to optimize the rail
gun parameters [18]. The 3D transient finite element
solver was adopted to solve the field circuit coupled
problem and calculate the armature velocity of the rail
gun [19, 20].

In this article, by using Maxwell’s ANSYS software,
which has an inbuilt electric field simulator named Sim-
plorer, a method was developed to study the performance
of the rail gun for various rails and armature shapes under
dynamic conditions of the armature. The current den-
sity distribution in the rails and armature and the equiv-
alent electric circuit of rail gun were obtained using the
ANSYS eddy current field solver by sweeping the arma-
ture position. The armature velocity was calculated using
Simplorer coupled with the ANSYS eddy current field
solver by exciting the rail gun with the capacitor-based
PPS system. The method was validated by numerical
method by simulating the rectangular rail cross section
and simulating the rail gun structure that was used by
other researchers. The results obtained by ANSYS cou-
pled with Simplorer (ACS) method showed good agree-
ment between the results. Then, the work was extended
to study the performance of the rail gun for various rail
gun structures by calculating the current density distri-
bution over the rails and armature and the velocity of the
armature.

II. GOVERNING EQUATIONS

The inductance gradient L′, magnetic flux density
between the rails, the current density distribution, and
the force acting on the rails are obtained using the eddy
current solver [20].

In the analysis, the magnetic vector potential (A) is
obtained as follows:

∇X
(

1
μ0

(
∇X

−→
A
))

= (σ + jω)
(
− jω

−→
A −∇∅

)
, (1)

where
−→
A is the magnetic vector potential, ∅ is the elec-

tric scalar potential, μ is the magnetic permeability, ω is
the angular frequency, ε is the relative permittivity, and
σ is the conductivity of the conductor.

The eddy current solver solves the magnetic vector
potential to obtain the magnetic flux density as follows:

∇X
−→
A =

−→
B . (2)

The magnetic field intensity and the current density dis-
tribution are calculated using the following relationships:

−→
B = μ−→H . (3)

∇X
−→
H =

−→
J . (4)

Then the energy stored in the system is given as

Wavg =
1
4

∫∫∫ −→
B .

−→
H dv. (5)

The instantaneous energy of system is equal to

Winst =
1
2

LI2 , (6)

where I is the instantaneous value of current.
Using the above equations, the ANSYS Maxwell’s

solver calculates the inductance gradient of the rails
which is given as

L′ = 2
(
F/I2) . (7)

Because the inductance value of the EM launcher is pro-
portional to the position of the armature, the inductance
of the rails are varied with respect to armature position,
as given in the following:

L = (x0 + Δx)L
′
= 2(x0 +Δx)F/I2, (8)

where x0 is the initial position of the armature and Δx is
the displacement of the armature.

III. DESIGN CALCULATION OF PULSED
POWER SUPPLY SYSTEM

The PPS system has an important function in the EM
launcher system because it discharges a huge amount of
electrical energy to the rails within a short duration. The
PPS system, which is generally a capacitor-based sys-
tem, gets energy from a high-voltage transformer and a
rectifier circuit, which have advantages of mature devel-
opment, simple control, operational reliability, and lower
cost [21, 22]. The capacitor-based PPS system was made
up of units called pulse forming units and they were
assembled into many sections called modules. These
modules were concurrently switched to get the desired
velocity of the projectile by using thyristors [23, 24]. The
design of PPS system depends on the muzzle velocity of
the armature. To get the desired velocity of the arma-
ture, the PPS system stores enough energy to deliver the
current required to accelerate the armature. The driving
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current for obtaining the desired velocity of the arma-
ture, time period up to which the armature has contact
with rails to get the desired velocity of the armature,
and the amount of energy stored by the capacitor-based
PPS were calculated using the numerical formula given
below.

The muzzle velocity of the rail gun is given by the
empirical formula [25]

Vmuzzle =

√
L′D
m

I,m/s (9)

where L′ is the inductance gradient of the rails (μH/m),
D is the length of the rails (m), I is the driving current
(A), and m is the mass of projectile (kg).

The driving current supplied to the rails was
obtained by assuming the muzzle velocity of the arma-
ture. The time period up to which the projectile has con-
tact with the rails to get the desired velocity of the pro-
jectile was obtained by substituting the driving current
supplied to rails in eqn (2)

t =

√
4mD
L′I2 , s (10)

where t is the time period of the armature in the rails (s),
m is the mass of the armature (kg), D is the length of the
rails (m), L′ is the inductance gradient of rails (μH/m),
and I is the driving current (A).

The PPS system stores enough amount of energy
and supplies the driving current to rails until the arma-
ture exits from the rails. The energy stored by the capac-
itor was calculated by assuming 10% efficiency, and it is
given as follows:

Energy stored by the capacitor = (Energy stored in the
rails at muzzle end)/(Efficiency of the rail gun).

The amount of energy stored in the rails at the muz-
zle end when the armature exits from the rails was
calculated by

Emuz =
1
2

mv2, Joules (11)

where Emuz is the energy stored at the muzzle end
(Joules), m is the mass of the armature (kg), and v is the
velocity of the armature (m/s).

The required voltage to energize the PPS capacitor
was calculated by

Energy stored by the capacitor =
1
2

Cv2, Joules (12)

where C is the capacitance of the capacitor (F) and v is
the required voltage to charge the capacitor.

IV. PROCESS OF DYNAMIC ANALYSIS OF
RAIL GUN USING THE ACS METHOD
Figure 2 shows the process of ACS method which

was used to study the performance of the rail gun. Ini-
tially, the properties of the materials, boundary condi-
tions, and excitation of rails were assigned for a given

Fig. 2. Process of ACS method.

rail gun structure by creating meshes. The meshing was
done over the length based on selecting the geometric
region for a maximum of 1000 elements for armature
and 2000 elements for rails. Then, the parametric sweep
analysis was carried out to determine the current density
distribution and magnetic density distribution over rails
and armature and the inductance of the rails. Initially, in
the parametric sweep analysis, the rail length and initial
position of armature were assigned and current density
(J), magnetic field distribution (B), and the inductance
gradient (L′) were calculated. Then, the armature posi-
tion was incremented and, once again, J, B, and L′ were
calculated and the process was repeated until the arma-
ture reached the defined rail length. Then the equivalent
rail gun circuit, which was obtained at the end of FEM
analysis, was coupled with Simplorer and the armature
velocity and displacement of the armature were calcu-
lated by exciting the rails with PPS system. In Simplorer,
the rail gun circuit was excited with the PPS system and
the position of armature and velocity of the armature
were calculated. The solver checks the armature posi-
tion, and when the armature position was less than the
defined rail length, the position of the armature was once
again given as input to the rail gun circuit and the veloc-
ity and position of the armature were calculated, and
the process was repeated until the armature reached the
defined rail length.
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Fig. 3. Electrical equivalent circuit model of rail gun.

Figure 3 shows the electrical equivalent circuit
model of the rail gun system coupled with ANSYS
Simplorer. The capacitor is connected to the rails through
cable (L2, R2) and the pulse shaping inductance (L1, R1)
is used to generate the desired shape of current pulse.
The capacitor is charged to rated voltage through high-
voltage DC supply and it is connected to rails once it is
charged to its rated value by closing the triggering pulse
switch. The current delivered by the capacitor and the
position of armature are given as inputs to the rail gun
circuit (EM rail gun). The rail gun circuit calculates the
force acting on the armature which is considered as a
translational mass based on the current delivered by the
capacitor and inductance gradient of the rails. The force
is thus generated as a result of high discharge current
that propels the armature mass (translational mass) with
a frictional damper. The change in position of the arma-
ture motion is recorded using a position sensor. Then
the velocity of the armature and the distance traveled by
the armature is recorded using velocity and displacement
sensor.

V. METHODS AND MATERIALS

To validate the concept of the ACS method for rail
gun design, a rectangular rail cross section was used to
accelerate the armature with a muzzle velocity of 1500
m/s. In this rail gun model, the length of rail was 1 m,
the cross section area was 1500 mm2, and the separation
between rails was 20 cm. The armature length was 20
cm and mass of the armature was 100 g. The rails and
armature were made up of a solid copper and aluminum
conductor, and the properties of the materials used for
simulation are given in Table 1.

To accelerate the armature with the desired velocity,
the PPS system delivers the current until the armature
exits from the rails. The PPS design parameters were

Table 1: Rail and armature material properties
Parameters Material Conductivity (S/m) Density (kg/m3)

Rails Copper 5.8 × 107 8940
Armature Aluminum 3.5 × 107 2800

Table 2: Pulsed power supply system parameters
Rail gun

parameters

H = 40 mm W =

37.5 mm

L′ = 0.483

μH/m [8]

I (kA) 216
t (ms) 1.3

Emuz (kJ) 112.5
Energy stored by

the capacitor (MJ)

1.125 (for 10% of rail gun efficiency)

Input voltage (kV) 3.75 (total capacitance of 160 mF)
L1, L2 5 μH, 1 mH

calculated using the numerical formula as discussed in
Section II and are given in Table 2.

The current density distribution over the rails and
armature and velocity of the armature depends on the
contact pressure and friction between the rails and arma-
ture and the shape of current waveform. The effect of
friction coefficient is not predominant at high velocity
of the armature, and, therefore, its value is maintained
as constant. Hence, in this work, it was assumed to be
0.1 [26]. Initially, the armature was kept at 0.1 m at the
breech end and a current of 216 kA in the high frequency
limit was applied to rails, and the current density dis-
tribution and velocity of the armature were obtained by
sweeping the armature position with an increment of 100
mm using the ACS method as shown in Figures 4 and 5.

From the figures, it is observed that the current
delivered by the PPS system is 216 kA and the veloc-
ity of the armature is 1500 m/s at 1.31 ms, which shows
a good agreement with numerical calculations.
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Fig. 4. Pulsed power capacitive discharge current.

Fig. 5. Velocity of the armature.

To validate the ACS method further, the rail gun
model of other researchers was simulated and the
velocity of the armature was calculated, as shown in
Figure 6. The simulated results were compared with val-
ues of other researchers and are given in Table 3.

From Table 3, it is observed that the values obtained
using the ACS method show a good agreement with the
values of other researchers.

Hence, in this work, the ACS method was used and
simulated further to study the effect of rails and arma-
ture shape over current density distribution in rails and
armature.

VI. RESULTS AND DISCUSSIONS

To study the effect of rails and armature shape over
the current density distribution, different rail gun struc-
tures such as rectangular concave and convex, circular
concave and convex, T-shaped concave, and convex rails
with C-shaped armature, which are shown in Figure 7,
were considered and simulated.

Figure 8 shows the current density distribution in
the rails and armature for different rail gun structures

Fig. 6. Armature velocity of the other researchers.

(a) Circular concave (b) Circular convex

(c) Rectangular concave (d) Rectangular convex

(e) T-shaped concave (f) T-shaped convex

Fig. 7. Different rail gun geometries.

Table 3: Comparison of other researchers’ results
lAuthors

name

Method used Velocity

(km/s)

Velocity

(km/s) using

ACS method

Zhang et al.
(2014) [14]

Field circuit
method

1.01 (2.5 ms) 1.01 (2.5 ms)

Wild et al.
(2017)

Finite element
method

1.45 (2.5 ms) 1.43 (2.5 ms)

Yin et al.
(2019)

Finite element
method

1.5 (2.6 ms) 1.55 (2.6 ms)
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(a) Circular concave rail gun. 

 

 
 

(b) Circular convex rail gun. 

 
(c) Rectangular concave rail gun. 

(d) Rectangular convex rail gun. 
 

(e) T-shaped concave rail gun.  
 

 
(f) T-shaped convex rail gun. 

Fig. 8. (a)–(f). Current density distribution for different rail gun structures at 0.1 m and 0.9 m position.

obtained from the simulation at positions 0.1 and 0.9 m.
From Figure 8, it is observed that current density dis-
tribution in the rails and armature is non-uniform when
sliding along the rails. Moreover, the current distribution
is higher over the corners and on the surface of the rails
and armature edges. It is observed that the current does
not penetrate deeper into the rails and armature when the
armature is at the breech end, but it penetrates deeper into
the rails and armature when the armature is at the muz-
zle end. This is mainly due to the velocity skin effect
between the rails and armature. It is also observed that

among the various rails and armature shapes, the circular
convex rail gun shows minimum current density concen-
tration in the armature of about 1.4455 × 109 A/m2 at
the breech end and 1.2821 × 109 A/m2 at the muzzle
end. Thus, the circular convex rails possess minimum
current density concentration in the armature compared
to the other rail gun structures. As the current hotspot
is less, this armature model suits the launching process
and the armature does not get destroyed before leaving
the muzzle end of the rails. The ANSYS calculates the
equivalent value of the rail gun inductance with respect
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to armature positions by using the current density dis-
tribution and magnetic field distribution over rails and
armature.

The expressions of resultant inductance (μH/m)
of rails are given in eqn (13)–(18) for various
configurations.

Circular convex rail gun:
L′

circ concave = −2.105(ρ)2 + 491.5ρ + 45.41. (13)
Circular convex rail gun:

L′
circ convex = −1.172(ρ)2 + 483.5ρ + 45.19. (14)

Rectangular concave rail gun:
L′

Rect concave = −0.964(ρ)2 + 494.3ρ + 46.50. (15)
Rectangular convex rail gun:

L′
Rect convex = −0.156(ρ)2 + 480.8ρ + 45.70. (16)

T-shaped concave rail gun:
L′

T concave = −0.655(ρ)2 + 501.5ρ + 47.35. (17)
T-shaped convex rail gun:

L′
T convex = −0.263(ρ)2 + 487.0ρ + 46.40, (18)

where ρ is the armature position.

The rail gun equivalent circuit was then coupled
with Simplorer and excited by the capacitor-based PPS
system, and the velocity and distance traveled by the
armature were calculated and are shown in Figures 9
and 10.

The values of velocity and displacement of the
armature for different rail structures are given in Table 4.

From Table 4, it is observed that the circular con-
vex rail gun with C-shaped armature achieves velocity of
about 1.99 km/s at 1.3 ms with armature displacement of
1.35 m compared with other rail gun structures. Hence,
circular convex rails with C-shaped armature may be
considered while designing the rail gun system.

Fig. 9. Velocity of the armature for different rail gun
structures.

Fig. 10. Displacement of the armature for different rail
gun structures.

Table 4: Velocity and displacement of the projectile for
different rail gun structures

Geometric

model

Velocity (km/s)

at 1.3 ms

Distance (m) at

1.3 ms

Circular concave 1.3140 0.8065
Circular convex 1.9990 1.3524

Rectangular
concave

1.1852 0.6924

Rectangular
convex

1.0528 0.5703

T-shaped concave 1.1769 0.6377
T-shaped convex 1.0347 0.5604

VII. CONCLUSION

In this study, the ACS method was developed to
study the performance of the rail gun. The method was
validated for rectangular rail cross section with numeri-
cal calculations and further validated against various rail
gun structures that were used by other researchers. The
obtained results showed good agreement between the
results. Then the current density distribution over rails
and armature and velocity of the armature were calcu-
lated for different rail gun structures such as circular con-
cave, circular convex, rectangular concave, rectangular
convex, T-shaped concave, and T-shaped convex with a
C-shaped armature for various rail gun structures. It was
observed that the circular convex with C-shaped arma-
ture showed a lower current density distribution over
rails and armature and gave a higher value of armature
velocity compared with other rail gun structures. Thus,
it can be concluded that the circular convex armature is
suitable for the EM rail gun launching system.
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Abstract – The method to evaluate the transmitted fields
of a source inside a simply connected magnetic shell
with large but finite conductivity at low frequencies is
proposed in this paper. When modeling the magnetic
shell with large conductivity, it is regarded as a pene-
trable object. Electric field integral equation (EFIE) is
selected for the exterior region problem and magnetic
field integral equation (MFIE) is chosen for the interior
region problem. Each operator is decomposed with loop-
star functions to overcome the problem of low-frequency
breakdown. Numerical results verify the accuracy of the
proposed method.

Keywords – Large conductivity, loop-star, low frequency,
magnetic material, transmitted fields.

I. INTRODUCTION

The analysis of electromagnetic compatibility
(EMC) is frequently carried out to keep a system or com-
ponents of a system working properly [1, 2]. For exam-
ple, components of a microelectronic system should
work normally and not interfere with others at the same
time. The protection of an electronic system with high
sensitivity from the electromagnetic (EM) emission from
a high power electrical equipment is usually needed on a
platform like ships and airplanes. One common strategy
to suppress EM interference (EMI) is to enclose the elec-
tronic or electrical equipment with a shield with large
conductivity if possible. Hence, it is necessary to cal-
culate the fields transmitted from a shielding shell. In
some scenarios, the amplitude of EM fields leaked from
a target is expected to be as small as possible so that it
cannot be detected. This is of great importance for some
underwater targets, such as submarines and unmanned
underwater vehicles. Because those underwater targets
are immersed in sea water, low-frequency EM waves can
propagate to a large distance. The body of underwater
targets may be filled with magnetic materials. At low
frequencies, the shell cannot be modeled as perfect elec-

trical conductor (PEC) because the skin depth is compa-
rable to its thickness. Hence, it is necessary to model the
fields transmitted from a magnetic shell with large but
finite conductivity accurately at low frequencies.

The method based on quasi-static approximation is
first developed by neglecting the displacement currents
[3, 4]. However, this approximate method can only work
well at low frequencies and may give wrong results at
relatively higher frequencies, and the frequency when
quasi-static method fails is difficult to predict.

Rigorous methods are proposed to model conduc-
tor with large but finite conductivity, like finite ele-
ment method (FEM), volume integral equation (VIE)
method, and surface integral equation (SIE) method. SIE
method is preferred to model conductors with the advan-
tage of only discretizing the surface of conductors. In
SIE method, the conductor is modeled as a penetrable
object. Appropriate equations from the interior and exte-
rior problems are selected to describe the behavior of the
fields in the interior of the conductor and the coupling
between other objects, respectively [5–8]. Examples are
the method using the generalized impedance boundary
condition (GIBC) [7] and the differential surface admit-
tance (DSA) [8].

The low-frequency breakdown (LFB) problem of
electric field integral operator (EFIO) in the SIE method
mentioned above has to be overcome. Some remedies
have been proposed. The primal and dual projectors
of solenoidal and non-solenoidal component are used to
perform quasi-Helmholtz decomposition of operators in
Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT)
equation [9]. Two low-frequency stable equations with
different augment techniques are proposed in [10] and
[11]. To reduce the number of equivalent surface
sources on the interface and improve the efficiency of
solvers, single-source formulations are proposed with
augment techniques for lossy conductors to cover the
low-frequency band analysis [12, 13]. Well-conditioned
formulation based on potential, instead of electric and
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Fig. 1. Configuration of a source in a shell immersed in
a homogeneous background media.

magnetic fields, is also reported to model good conduc-
tors [14].

In this work, the electric field integral equation
(EFIE) in the exterior problem and the magnetic field
integral equation (MFIE) in the interior problem of a
shell are selected to model the shell with large conduc-
tivity and relative permeability, similar to [7]. The back-
ground media may also have large constitutive param-
eters, like sea water with large relative permittivity.
Hence, PMCHWT equation are not chosen because it
may fail to model objects with high contrast material
parameters. The shell is thin with a thickness of sev-
eral centimeters. The approximation in [7] due to small
skin depth does not hold in this work because the skin
depth may be comparable to the thickness. Furthermore,
the LFB problem in [7] is not fully considered. Here,
loop-star decomposition is performed on each operator
in the equation for a simply connected shell. The low-
frequency scaling of the decomposed coefficient matrix
is analyzed and two sets of new rescaling coefficients are
applied to improve the conditioning of the formular at
low frequencies.

II. FORMULATION FOR THE SHELL
A. Equation formular at high frequency

A source in a magnetic shell with large but finite
conductivity is shown in Figure 1. The source Jin is in
region V1 with parameters (μr1,εr1,σ1) and bounded by
surface ∂V1. Region V2 denotes the shell with parame-
ters (μr2,εr2,σ2). The shell is bounded by surfaces ∂V1
and ∂V2. The shell is immersed in a homogeneous back-
ground media V3 with parameters (μr3,εr3,σ3). n̂ is the
outward unit vector of the surface. In our application,
region V1 is air with σ1 = 0, region V2 has large con-
ductivity σ2 and relative permeability μr2, and region
V3 is sea water with large relative permittivity εr3 and
σ3 = 4 S

/
m.

Based on extinction theorem, the EFIE and MFIE

describing the internal problem of region V1 can be
written as

n̂×
[
L 1E

{
J1−

d

}−K1E
{

M1−
d

}
+Ein

]
= 0, r ∈ ∂V1,

(1)
and

n̂×
[
K1H

{
J1−

d

}−L1H
{

M1−
d

}
+Hin

]
= 0, r ∈ ∂V1,

(2)
where J1−

d and M1−
d are the unknown equivalent surface

electric current and magnetic current density on ∂V1.
Ein and Hin are the fields radiated by the source Jin.
The EFIE and MFIE describing the internal problem for
region V2 can be expressed as

n̂×
[

L2E
{

J1+
d

}−K2E
{

M1+
d

}
+L2E

{
J2−

d

}−K2E
{

M2−
d

} ]= 0, r ∈ ∂V1,

(3)

n̂×
[

L2E
{

J1+
d

}−K2E
{

M1+
d

}
+L2E

{
J2−

d

}−K2E
{

M2−
d

} ]= 0, r ∈ ∂V2,

(4)
and

n̂×
[

K2H
{

J1+
d

}−L2H
{

M1+
d

}
+K2H

{
J2−

d

}−L2H
{

M2−
d

} ]= 0, r ∈ ∂V1,

(5)

n̂×
[

K2H
{

J1+
d

}−L2H
{

M1+
d

}
+K2H

{
J2−

d

}−L2H
{

M2−
d

} ]= 0, r ∈ ∂V2,

(6)
where J1+

d and M1+
d are the equivalent surface electric

current and magnetic current density on ∂V1, respec-
tively. J2−

d and M2−
d are the equivalent surface elec-

tric current and magnetic current density on ∂V2, respec-
tively. The EFIE and MFIE describing the internal prob-
lem of region V3 can be written as

n̂× [(L3E
{

J2+
d

}−K3E
{

M2+
d

})]
= 0, r ∈ ∂V2, (7)

n̂× [(K3H
{

J2+
d

}−L3H
{

M2+
d

})]
= 0, r ∈ ∂V2, (8)

where J2+
d and M2+

d are the equivalent surface electric
current and magnetic current density on ∂V2, respec-
tively. Due to the boundary condition on the interfaces,
Ji+

d =−Ji−
d and Mi+

d =−Mi−
d , with i = 1, 2.

The magnetic shell has large conductivity and is
modeled as a penetrable object. Hence, the MFIE
describing internal problem of region V2 and EFIE
describing external problem of region V2 are selected:

n̂× [L1E
{

J1−
d

}−K1E
{

M1−
d

}
+Ein]= 0, r ∈ ∂V1,

(9)

n̂×
[

K2H
{

J1+
d

}−L2H
{

M1+
d

}
+K2H

{
J2−

d

}−L2H
{

M2−
d

} ]= 0, r ∈ ∂V1,

(10)

n̂×
[

K2H
{

J1+
d

}−L2H
{

M1+
d

}
+K2H

{
J2−

d

}−L2H
{

M2−
d

} ]= 0, r ∈ ∂V2,

(11)
n̂× [L3E

{
J2+

d

}−K3E
{

M2+
d

}]
= 0, r ∈ ∂V2. (12)



HUANG, XIAO, MAO: LOW-FREQUENCY TRANSMITTED FIELDS OF A SOURCE INSIDE A MAGNETIC SHELL 240

The equivalent surface sources Ji+
d and Mi+

d on the sur-
face ∂Vi are expanded with RWG functions [15]

Ji+
d =

Ni

∑
n=1

ji
nfn, Mi+

d =
Ni

∑
n=1

mi
nfn. (13)

After testing eqn (9)–(12) with n̂× fm, a matrix equation
is obtained⎡

⎢⎢⎣
L1E K1E 0 0

K2H −L2H −K2H L2H
K2H −L2H −K2H L2H

0 0 L3E K3E

⎤
⎥⎥⎦
⎡
⎢⎢⎣

j1

m1

j2

m2

⎤
⎥⎥⎦=

⎡
⎢⎢⎣
−Vin

e
0

0

0

⎤
⎥⎥⎦ .

(14)
The expressions of matrix entries are listed in the
Appendix. Note that a rotated identity matrix I

p
X appears

in K1E , K2H , K2H , and K3E . Once the equivalent surface
sources J2+

d and M2+
d on ∂V2 are solved, the transmitted

fields in the background media can be obtained
Et = L3E

{
J2+

d

}−K3E
{

M2+
d

}
, r ∈V3, (15)

Ht = K3H
{

J2+
d

}−L3H
{

M2+
d

}
, r ∈V3. (16)

B. Loop-star decomposition

At low frequencies, the LFB problem of operators
has to be dealt with. In this work, the loop-star decom-
position is adopted and the shell is assumed to be simply
connected. Different from the work in [7], the loop-star
scheme is applied to all operators in eqn (14). Specifi-
cally, after loop-star decomposition, the discretized oper-
ators in (14) become

U
qH
iE/H =

[
ULL

iE/H ULS
iE/H

USL
iE/H USS

iE/H

]
,(i = 1,2,3) , (17)

where U denotes L or K. The scaling of entries in the
decomposed operators U

qH
iE/H can be analyzed with Tay-

lor expansions when frequency approaches zero. At low
frequencies, the Green’s function can be expanded as

gi
(
r,r′

)≈ 1
4πR

[
1− jkiR− 1

2
(kiR)

2 + · · ·
]
, (18)

and the dominant term of gi (r,r
′) is O (1) as frequency

approaches zero. Hence, the scaling of each sub-block
in LiE and LiH is determined by the coefficients kiηi and
ηi
/

ki of the vector and scalar potential terms. At low
frequencies, if σi �= 0, εieff ≈ σi

/
jω . Hence,

kiηi = ωμi = O (ωμ0) ,(i = 1,2,3) , (19)
η1

k1
=

1
ωε1eff

=
1

ωε0
= O

(
1

ωε0

)
, (20)

ηi

ki
=

1
ωεieff

=
j

σi
= O

(
1
σi

)
,(i = 2,3) . (21)

Hence, the scaling of L
qH
1E is

L
qH
1E = O

[
ωμ0 ωμ0
ωμ0

1
ωε0

]
. (22)

The scaling of L
qH
2E and L

qH
3E is

L
qH
iE = O

[
ωμ0 ωμ0
ωμ0

1
σi

]
,(i = 2,3) . (23)

The scaling of L
qH
2H and L

qH
3H can be derived similarly as

L
qH
iH = O

[
σi σi
σi

1
ωμ0

]
,(i = 2,3) . (24)

The gradient of Green’s function can be expanded at low
frequencies as

∇g
(
r,r′

)≈ 1
4π

(
∇

1
R
− k2

i
2

R

R
+

jk2
i

3
R+ · · ·

)
. (25)

Note that the static term ∇
(
1
/

R
)

in (25) will be canceled
between the interaction of two local loop functions [16].
Hence, the leading term of KLL

iE/H is O
(
k2

i
)
. This does

not happen in other sub-blocks in K
qH
iE/H . The expression

of k2
i in Vi is

k2
i =

{
ω2μ0ε0, i = 1
− jωμiσi, i = 2,3 , (26)

and the scaling of K
qH
iE/H can be derived as, accordingly,

K
qH
iE/H = O

[
ω2μ0ε0 1

1 1

]
, (i = 1) , (27)

K
qH
iE/H = O

[
ωμ0σi 1

1 1

]
, (i = 2,3) . (28)

The scaling of rotated identity operator I
p,qH
X is [17]

I
p,qH
X = O

[
0 1
1 1

]
, (p = 1,2) . (29)

ZΛΣ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ωμ0 ωμ0 ω2μ0ε0 1 0 0 0 0
ωμ0

1
ωε0

1 1 0 0 0 0
ωμ0σ2 1 σ2 σ2 ωμ0σ2 1 σ2 σ2

1 1 σ2
1

ωμ0
1 1 σ2

1
ωμ0

ωμ0σ2 1 σ2 σ2 ωμ0σ2 1 σ2 σ2
1 1 σ2

1
ωμ0

1 1 σ2
1

ωμ0
0 0 0 0 ωμ0 ωμ0 ωμ0σ3 1
0 0 0 0 ωμ0

1
σ3

1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (30)

Eqn (14) ZI = V becomes ZΛΣIΛΣ =VΛΣ after loop-
star decomposition. The scaling of ZΛΣ can be writ-
ten as eqn (30). Apparently, the matrix of eqn (30)
is ill-conditioned as frequency approaches zero. To
improve the conditioning of ZΛΣ, two diagonal matrices
are defined as follows:

L = diag(aL,bL,cL,dL,eL, fL,gL,hL) , (31)
R = diag(aR,bR,cR,dR,eR, fR,gR,hR) . (32)

The preconditioned equation is
Ay = b, (33)

where A = LZΛΣR, y = R−1IΛΣ, and b = LVΛΣ. To
improve the conditioning of matrix A, the values of
rescaling coefficients in matrices L and R are selected
as follows:

aL =
√

1
ωμ0

,bL =
√

ωε0,cL =
√

1
ωμ0

,dL =
√ωμ0,

eL =
√

1
ωμ0

, fL =
√ωμ0,gL =

√
1

ωμ0
,hL =

√
1

ωμ0
,

(34)
aR =

√
1

ωμ0
,bR =

√
ωε0,cR =

√ωμ0,dR =
√ωμ0,

eR =
√

1
ωμ0

, fR =
√ωμ0,gR =

√ωμ0,hR =
√ωμ0.

(35)
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The scaling of preconditioned matrix A is shown in
equation (36).

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 ω√μ0ε0 ω2μ0ε0 1 0 0 0 0
ω√μ0ε0 1 ω√μ0ε0 ω√μ0ε0 0 0 0 0

σ2

√
ε0
μ0

σ2 σ2 σ2 1 σ2 σ2

1 ω√μ0ε0 ωμ0σ2 1 1 ωμ0 ωμ0σ2 1

σ2

√
ε0
μ0

σ2 σ2 σ2 1 σ2 σ2

1 ω√μ0ε0 ωμ0σ2 1 1 ωμ0 ωμ0σ2 1
0 0 0 0 1 ωμ0 ωμ0σ3 1
0 0 0 0 1 1

σ3
1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(36)
It is observed that much better conditioning of coefficient
matrix is achieved. The IΛΣ can be recovered from y by

IΛΣ = Ry, (37)
and the vector of RWG coefficients I can be recovered as
follows:

I =

(
T1

T2

)
IΛΣ =

(
T1

T2

)
Ry, (38)

where Tp is the basis transformation matrix on
surface ∂Vp.

The proposed method is stable with respect to the
small perturbations of the geometry and material param-
eter in the framework of Gakerkin testing.

III. NUMERICAL EXAMPLES

The radiation of a vertical magnetic dipole in a
spherical shell is calculated to validate the accuracy of
the proposed method. The relative error is calculated
with 20log

(‖x−y‖/‖y‖), where x and y are the cal-
culated and reference results. ‖•‖ is the l2 norm.

The parameter Imdl of the magnetic dipole is 1 Vm.
The dipole is placed along +z direction at (0,0,0.05 m).
The inner and outer radii of the shell are 0.3 and 0.33 m,
respectively. The region V1 is free space. The param-
eters of shell V2 are εr2 = 1, μr2 = 100, and σ2=1.0×
107 S

/
m. The parameters of background region V3 are

εr3 = 81, μr3 = 1, and σ3=4S
/

m. The frequency is
0.1 Hz. The inner and outer spherical surfaces are dis-
cretized with an average edge length of 0.04 m, result-
ing in 2556 and 3099 RWG functions on the inner and
outer surfaces, respectively. The current densities on the
outer surface are shown in Figure 2. If the Mie analyti-
cal solution is the reference result, the relative errors of
electric and magnetic current density on the inner sur-
face are −36.1 and −31.6 dB, respectively; the corre-
sponding relative errors of current densities on the outer
surface are −40.9 and −35.9 dB, separately. The condi-
tion number reduced from 1.1× 1022 to 2.4× 109 after
rescaling coefficients were applied.

The scattered fields in region V1 along the
line

(
r = 0.2 m,0 ≤ θ ≤ π,φ = π

/
4
)

are shown in
Figure 3. The total fields in the shell along the
line

(
r = 0.315 m,0 ≤ θ ≤ π,φ = π

/
4
)

are shown in
Figure 4. The transmitted fields in the background

        (a)                                         (b)                   

Fig. 2. (a) Electric current density on the outer surface.
(b) Magnetic current density on the outer surface.

                  (a)                                         (b)   

Fig. 3. Scattered fields along the line (r = 0.2m, 0 ≤ θ ≤
π,φ = π

/
4). (a) Electric field. (b) Magnetic field.

media along the line
(
r = 1.2 m,0 ≤ θ ≤ π,φ = π

/
4
)

are shown in Figure 5.
The transmitted electric and magnetic fields on the

XOZ plane in the region −20 ≤ z ≤ 20,1 ≤ x ≤ 41,y = 0
are shown in Figures 6 and 7, respectively. The results
calculated with proposed method agree well with refer-
ence results.

The transmitted fields of the spherical shell are also
calculated at 50 Hz. The inner and outer surfaces of the
shell are discretized into 8481 and 10212 RWG func-
tions, respectively. The transmitted fields on the XOZ
plane in the region −20 ≤ z ≤ 20,1 ≤ x ≤ 41,y = 0 are
shown in Figures 8 and 9, respectively. It is observed that
the amplitude of transmitted fields at 50 Hz is attenuated
to a very small level. The reason is that the thickness

                  (a)                                          (b)             

Fig. 4. Total fields along the line (r = 0.315m, 0 ≤ θ ≤
π,φ = π

/
4). (a) Electric field. (b) Magnetic field.
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                  (a)                                          (b)             

Fig. 5. Transmitted fields along the line (r = 1.2m, 0 ≤
θ ≤ π,φ = π

/
4). (a) Electric field. (b) Magnetic field.

                 (a)                                          (b)             

Fig. 6. Transmitted fields on the XOZ plane. (a) Electric
field calculated with the proposed method. (b) Electric
field calculated with Mie series solution.

of the shell is about 13 times of the skin depth at 50 Hz
while 0.6 times of the skin depth at 0.1 Hz.

The proposed method can be easily extended to eval-
uate the transmitted fields of a source in a two-layered
magnetic shell with large conductivity. We give the
numerical results to verify the proposed method directly
since the theory is similar. The inner and outer radii of
the inner shell are a = 0.3 m and b = 0.33 m, respec-
tively. The inner and outer radii of the outer shell are
c = 0.5 m and d = 0.53 m, respectively. The regions
r < a and b < r < c are free space. The parameters of
shell a < r < b and c < r < d are εr2 = 1, μr2 = 100,
and σ2 = 1.0×107 S

/
m. The parameters of background

region d < r are εr3 = 81, μr3 = 1, and σ3 = 4 S
/

m. The

                  (a)                                          (b)             

Fig. 7. Transmitted fields on the XOZ plane. (a) Mag-
netic field calculated with the proposed method. (b)
Magnetic field calculated with Mie series solution.

                  (a)                                          (b)              

Fig. 8. Transmitted fields on the XOZ plane. (a) Electric
field calculated with the proposed method. (b) Electric
field calculated with Mie series solution.

                  (a)                                          (b)              

Fig. 9. Transmitted fields on the XOZ plane. (a) Mag-
netic field calculated with the proposed method. (b)
Magnetic field calculated with Mie series solution.

frequency is 0.1 Hz. The inner and outer spherical sur-
faces of inner shell are discretized into 2556 and 3099
RWG functions, respectively. The corresponding total
numbers of RWG functions on the inner and outer spher-
ical surfaces of outer shell are 7032 and 7956, respec-
tively. The electric current and magnetic current density
on the surface r = d are shown in Figure 10. Compared
to Mie series solution, the relative errors of current den-
sities are −49.6 and −41.9 dB, respectively.

The transmitted fields in the background media
along the line

(
r = 1.2 m, 0 ≤ θ ≤ π, φ = π

/
4
)

are
shown in Figure 11. The transmitted electric and mag-
netic fields on the XOY plane in the region −20 ≤ x ≤
20,1 ≤ y ≤ 41,z = 0 are shown in Figures 12 and 13,
respectively. They agree well with each other.

IV. CONCLUSION

In this work, evaluation of the transmitted fields
from a magnetic shell with large but finite conductivity
at low frequencies is proposed. The shell is modeled as
a penetrable object. EFIE in the exterior problem and
MFIE in the interior problem for the shell are selected to
capture the wave behaviors outside and inside the shell.
Furthermore, loop-star decomposition is carried out on
operators in the formulation to overcome the LFB prob-
lem. Appropriate rescaling coefficients are applied to
the decomposed equation to improve the conditioning at
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         (a)                                                (b)     

Fig. 10. (a) Electric current density on the surface r = d.
(b) Magnetic current density on the surface r = d.

                  (a)                                          (b)             

Fig. 11. Transmitted fields along the line(
r = 1.2 m,0 ≤ θ ≤ π,φ = π

/
4
)
. (a) Electric field.

(b) Magnetic field.

                 (a)                                          (b)             

Fig. 12. Transmitted fields on the XOY plane. (a) Electric
field calculated with the proposed method. (b) Electric
field calculated with Mie series solution.

low frequencies. Presented numerical results validate the
accuracy of the proposed method.
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APPENDIX
A. Expressions of operators

The explicit expression of operators LiE , KiE , KiH ,
and LiH in region Vi are

LiE {X(r′)}=− jkiηi
∫

S gi (r,r
′)X(r′)dS′

+ ηi
jki

∇
∫

S gi (r,r
′)∇′ ·X(r′)dS′, (39)

KiE
{

X
(
r′
)}

=
∫

S
∇gi

(
r,r′

)×X
(
r′
)

dS′, (40)

                 (a)                                          (b)            

Fig. 13. Transmitted fields on the XOY plane. (a) Mag-
netic field calculated with the proposed method. (b)
Magnetic field calculated with Mie series solution.

KiH
{

X
(
r′
)}

=
∫

S
∇gi

(
r,r′

)×X
(
r′
)

dS′, (41)

LiH
{

X
(
r′
)}

=
1

η2
i
LiE

{
X
(
r′
)}

. (42)

KiE and KiH include both residue term and Cauchy prin-
cipal value term. ki = ωμiεieff and ηi = μi

/
εieff are the

wave number and wave impedance in region Vi, respec-
tively. εieff = εi +σi

/
jω is the effective permittivity in

region Vi. gi (r,r
′) = e− jkiR

/
4πR is the Green’s function

in the region Vi.

B. Expressions of matrix entries in (14)
The expressions of matrix elements in (14) are as

follows:
LiE (m,n) = jkiηi

∫
Sm

fm · ∫Sn
gi (r,r

′) fndr′dr
+ ηi

jki

∫
Sm

∇ · fm · ∫Sn
gi (r,r

′)∇′ · fndr′dr, (43)

KiE (m,n) =
∫

Sm

n̂× fm ·
∫

Sn

∇gi
(
r,r′

)× fndr′dr, (44)

KiH (m,n) =
∫

Sm

n̂× fm ·
∫

Sn

∇gi
(
r,r′

)× fndr′dr, (45)

L2H (m,n) = jki
ηi

∫
Sm

fm · ∫Sn
gi (r,r

′) fndr′dr
+ 1

jkiηi

∫
Sm

∇ · fm · ∫Sn
gi (r,r

′)∇′ · fndr′dr,
(46)

Vin
e (m) =

∫
Sm

fm ·Eindr. (47)
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Abstract – A fast analytical method for predicting
the shielding effectiveness (SE) and resonances of a
parallelly–serially cascaded triple enclosure was pro-
posed. Under the concept of electromagnetic topology,
the observation points and the walls are treated as nodes
and the space between them as tubes. An equivalent
circuit model of the enclosures is derived in which the
apertures on the front and rear walls of the two paral-
lelly cascaded sub-enclosures are considered as a pair
of three-port networks. To predict the SE at a partic-
ular monitoring point, we introduce the position fac-
tor. The results of the proposed method have a good
agreement with the numerical methods while it is much
faster. The proposed method can help in determin-
ing SE for cascaded enclosures. We can also find that
the resonance effect affects each subenclosure through
the apertures, which must be carefully considered in
practice.

Index Terms – Shielding effectiveness, aperture cou-
pling, general Baum–Liu–Tesche equation

I. INTRODUCTION

The development of high-power microwave (HPM),
such as radar illuminating and electromagnetic pulses, in
recent years has the potential to damage digital systems.
Electromagnetic shielding is one of the most commonly
used techniques to protect valuable electronics. The
shielding performance of an enclosure with apertures is
defined by the shielding effectiveness (SE), which is the
ratio of the electric field at an observation point without
and with the enclosure [1].

There are numerous approaches for calculating SE
of the shielding enclosures with apertures, which can
generally be divided into numerical methods and analyt-
ical formulations.

Numerical methods include finite-difference time-
domain method [2], method of moments [3, 4], transmis-

sion line matrix (TLM) method [5]. Numerical methods
can handle complicated structures, but they often con-
sume more computational resources.

The analytical formulations are based on circuit
models. For instance, Robinson’s method [6, 7] and its
developed methods [8–11] are based on transmission line
parameters. In this type of method, the rectangular en-
closure and the aperture are modeled by a short-circuited
rectangular waveguide and a transmission line, respec-
tively. However, the analytical formulations can hardly
handle complex enclosure structures.

Electromagnetic topology (EMT) provides a useful
tool for studying the coupling problems of complicated
electrical systems, which treat the complex interaction
problem into smaller and more manageable problems
[12, 13]. By applying the EMT concept, the Baum–
Liu–Tesche (BLT) equation can be derived to calcu-
late the voltage and current responses at the nodes of a
general multiconductor transmission line network. Af-
ter transforming the enclosure and aperture into nodes,
we can use the extended BLT equation to calculate the
voltage and current at all nodes [14, 15]. In [16], a
method is proposed to use the BLT equation to pre-
dict the SE of multiple cascaded enclosures, but the
monitoring points are limited to the center axis of each
front wall.

In this paper, we propose a fast algorithm based on
the EMT to predict the SE for a parallelly–serially cas-
caded triple enclosure. The SE and resonances at any
monitor point can be quickly and effectively predicted
over a wide bandwidth range by introducing the aperture
position factor.

The structure of this paper is as follows. The elec-
tromagnetic topological model and equivalent circuit are
given along with the derivation of the extended BLT
equation in Section II. Validation of the model is given in
Section III, and Section IV summarizes the conclusions
of this paper.
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Fig. 1. Rectangular parallelly–serially cascaded enclo-
sure and its coordinate system; all apertures are posi-
tioned centrally in the walls.

II. ELECTROMAGNETIC TOPOLOGICAL
MODEL

In this paper, we focus on a parallelly–serially cas-
caded triple enclosure. The structure of this enclosure is
shown in Figure 1. The overall size of the enclosure is
300×100×500 mm, and the thickness of the enclosure
wall is 1 mm.

The enclosure consists of three enclosures, and the
subenclosure of the left-front one in Figure 1 is labeled
as number 1 and has size c×b×d1. The one on the right
is labeled as number 2 and has the same size as Enclo-
sure 1. And the rear one is labeled as number 3, and the
size is a× b× d2; it is also the biggest sub-enclosure.
The left aperture ap1 at the front wall of Enclosure 1
has a dimension of l1 × w1 and the right aperture ap2

has a dimension of l2 × w2, and another pair of aper-
tures ap3 and ap4 with dimensions l3 ×w3 and l4 ×w4

are located on the second wall. P1, P2, and P3 are obser-
vation points located in the center of each subenclosure,
respectively.

The equivalent circuit of the cascaded enclosures
in Figure 1 is given in Figure 2. The impedance and
propagation constants zg and kg are given by

kg = k0

√
1−

(
mλ
2a

)2

−
(

nλ
2b

)2

(1)

Fig. 2. Equivalent circuit of the parallelly–serially cas-
caded enclosure.

Zg = Z0/

√
1−

(
mλ
2a

)2

−
(

nλ
2b

)2

. (2)

The radiating source is represented by voltage V0

and impedance of free space Z0 = 377Ω. Aperture is
treated as a coplanar strip transmission line which is
shorted at each end; its characteristic impedance is given
by Gupta et al [17]:

Zap =Ca
j
2

l
a

Zostan
(

k0l
2

)
. (3)

Ca is the position factor which is defined as [8, 11]

Ca = sin
(mπ

a
xa

)
cos

(nπ
b

ya

)
. (4)

xa and ya are the position coordinate, and m and n
are mode indices. We can find that when the aperture is
located at the center of the wall, T E01, T M11, and T E20

modes will not exist.
Since the cascaded enclosures have a thickness, we

have effective width we

we = w− 5t
4π

[
1+ ln

4πw
t

]
(5)

where t is the thickness of the enclosure’s wall and w is
the width of the aperture. If the shape of the aperture is
close to a slot (we � b√

2
), we have

Zos = 120π2

[
ln

(
2

1+ 4
√

1− (we/b)2

1− 4
√

1− (we/b)2

)]
. (6)
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Fig. 3. Signal flow graph of cascaded enclosures.
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. (7)

Figure 3 gives EMT for the triple enclosures shown
in Figure 1. Node N1 represents the observation point
outside the enclosure which is equivalented by one-port
network; nodes N3, N4, and N6 denote observation points
P1, P2, and P3 inside the subenclosures respectively, and
they are equivalented by two-port networks. The aper-
tures are represented by nodes N2 and N5 as three-port
network, and the shorted end is represented by N7 as
one-port network. Tube 1 denotes the electromagnetic
wave propagation in free space, while Tube 2, Tube 3,
Tube 4, Tube 5, and Tube 6 are the wave propagation be-

tween the observation points and the apertures in suben-
closures. Tube 7 denotes the wave propagation to the
short end of Enclosure 3.

As illustrated by Figure 3, we have a propagation
matrix as shown in eqn (7):

lx is the distance between electromagnetic wave and
the apertures; γ0 = jk0 is the phase constant of freespace.
Ti represents the phase constant of each subenclosure:

T1 = γg1d1,T2 = γg1d2 (8)

T3 = γg2d3,T4 = γg2d4 (9)
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T5 = γg3d5,T6 = γg3d6. (10)

Here, γg = jk0
√

1− (mλ/2a)2 − (nλ/2b)2, and di
shown in Figure 2 represents the distance between each
point in the planar wave propagation direction. We can
also write eqn (7) as

Vref = Γ×Vinc −Vs. (11)
The scattering matrix S contains the scattering coef-

ficients as shown in eqn (12). For the responses ordered
by the tube number, this matrix is sparse, but not neces-
sarily block diagonal, since the locations of the various
scattering coefficients depend on how the junctions in the
network are numbered and interconnected:
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V i
1,2

V i
2,2

V i
3,2

V c
3,3

V i
5,3

V i
2,4

V i
4,4

V i
4,5

V i
5,5

V i
6,5

V i
6,6

V i
7,6

V i
7,7

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(12)

ρ1 = 0 is the free space, and ρ6 = −1 is the short
end of the Enclosure 3. S3 , S4, and S5 represent P1 , P2,
and P3:

S3 = S4 = S6 =

[
0 1
1 0

]
. (13)

S2 and S5 can be obtained from network T1 and
T2 in Figure 2 respectively. Since the apertures are or-
thogonal to the propagation direction, we cannot deter-
mine the transmission between them; so we neglect the
coupling between aperture 1 and aperture 2 and, hence,
S2

23 = S2
32 = 0:

S2
11 = (Y0Yg2 +Y0Yap2 +Y0Yap1 +Y0Yg1 −Yg1Yg2 −

Yg1Yap2 −Yg2Yap1 −Yap1Yap2)/Y 2
t

S2
12 = 2(Y0Yg2 +Y0Yap2)/Y 2

t

S2
13 = 2(Y0Yg1 +Y0Yap1)/Y 2

t

S2
21 = 2(Y0Yg1 +Yg1Yg2 +Yg1Yap2)/Y 2

t

S2
22 = (Y0Yg1 +Yg1Yg2 +Yg1Yap2 −Y0Yap1 −Yg2Yap1 −

Yap1Yap2 −Y0Yap2 −Y0Yg2)/Y 2
t

S2
31 = 2(Y0Yg2 +Yg1Yg2 +Yg2Yap1)/Y 2

t

S2
33 = Y0Yg2 +Yg1Yg2 +Yg2Yap1 −Y0Yap2 −Yg1Yap2 −

Y0Yap2 −Y0Yg1 −Yap1Yap2

Y 2
t = Y0Yg2 +Y0Yap2 +Y0Yap1 +Y0Yg1 +Yg1Yg2 +

Yg1Yap2 +Yg2Yap1 +Yap1Yap2.

For the same reason mentioned above, S5
12 =

S5
21 = 0:

S5
11 = (Yg1Yg3 +Yg1Yg2 +Yg1Yap4 −Yg3Yap3 −Yg2Yap3 −

Yg3Yap4 −Yg2Yg3 −Yap3Yap4)/Y 5
t

S5
13 = 2(Yg1Yg3 +Yg1Yg2 +Yg1Yap4)/Y 5

t

S5
22 = (Yg2Yg3 +Yg1Yg2 +Yg2Yap3 −Yg3Yap4 −Yg1Yap4 −

Yap3Yap4 −Yg3Yap3 −Yg1Yg3)/Y 5
t

S5
23 = 2(Yg2Yg3 +Yg1Yg2 +Yg2Yap3)/Y 5

t

S5
31 = 2(Yg2Yg3 +Yg3Yap4)/Y 5

t

S5
32 = 2(Yg1Yg3 +Yg3Yap3)/Y 5

t

S5
33 = (Yg1Yg3 +Yg3Yap3 +Yg3Yap4 +Yg2Yg3 −Yg1Yg2 −

Yg2Yap3 −Yg1Yap4 −Yap3Yap4)/Y 5
t

Y 5
t = Yg1Yg3 +Yg1Yap3 +Yg1Yap4 +Yg1Yg2 +Yg2Yg3 +

Yg2Yap3 +Yg3Yap4 +Yap3Yap4.

The values of Y0, Ygn, and Yapn are derived from the
equivalent circuit and eqn (2), and (3). For ap3 and ap4,
they are located on the front wall of Enclosure 3; so the
width is 300 mm and xa = a/4.

We can also write eqn (12) as

Vref = S×Vinc. (14)
The voltage response is defined as V = Vref +Vinc

and, denotes the voltage response at the central point of
the z = zp plane; then we have the extensional BLT equa-
tion [14]:

V = (E+S)×(Γ−S)−1 ×Vs. (15)
Here, E is a unit matrix, Γ is the propagation matrix

as shown in eqn (7), and S is the scattering matrix. Vs is
the source matrix, and since we have only one source in
Tube 1, the Vs has only one element in the first line.

The total voltage equal to the sum of the voltages
in the different propagation modes, the SE at point P is
calculated by SE =−20log(Vp/V0).

III. RESULTS AND DISCUSSION

In this section, we use CST-MWS, a 3D electromag-
netic simulation program, to check the validity of the
model presented in Section II. The incident plane wave
propagates along the +z axis, and the frequency range is
between 0.2 and 2.2 GHz.

Enclosures 1, 2, and 3 shown in Figure 1 have
dimensions of 150 × 100 × 240,150 × 100 × 240, and
300 × 100 × 260 mm, respectively. And the sizes of
each aperture are defined as 60 × 10,50 × 10,60 × 10,
and 70× 10 mm, respectively. And the P1, P2, and P3
are in (75, 50, 380), (225, 50, 380), and (150, 50, 130),
respectively.



ZHOU, WANG: PREDICTION AND ANALYSIS OF THE SHIELDING EFFECTIVENESS AND RESONANCES OF A CASCADED TRIPLE 250

Fig. 4. Comparison between the SE result from the BLT
equation with that of CST for observe points 1, 2, and 3,
respectively.

A. Results of different enclosures

Figure 4(a) shows SE at P1, and this is also the center
of Enclosure 1. It can be observed that the result calcu-
lated by the proposed method is in good agreement with
the simulation result of CST. The minimum SE values
due to the resonance effect are just located at the reso-

nance points which can be calculated by eqn (16):

fmnh =
C
2

√(m
a

)2
+
(n

b

)2
+

(
h
d

)2

(16)

where m, n, and h are determined by the wave modes
in the enclosure. In Enclosure 1, the resonant frequency
is 1179.24 MHz for the T E101 mode and 1600.78 MHz
for the T E102 mode. 1000 MHz is the cutoff frequency
of T E10 mode Enclosure 1, and the cutoff frequency of
T E30 in Enclosure 1 is 3000 MHz; consequently, the
higher-order propagation modes are blocked.

Figure 4(b) shows the SE at P2, which have a similar
SE of P1 due to the same dimension size. The differ-
ence of SE results from the different dimensions of the
apertures.

Figure 4(c) shows the SE at P3, and compared with
SE at the observation point P1, the SE at the center of En-
closure 3 improves by 20 dB in most frequency ranges,
except at the resonance points. From Figure 4(c), it can
be seen that the result of SE with the proposed method is
in good agreement with that of CST-MWS. Figure 4(c)
shows the resonant frequencies of different transmis-
sion modes, such as 763.44 (T E101), 1154.49 (T E201),
1257.52 (T E102), 1607.12 (T E301), 1801.54 (T E103), and
2081.54 MHz (T E401). As we have seen in Section II,
ap3 and ap4 are not at the center of the front wall of En-
closure 3, so T E201 and T E401 modes appear in Enclo-
sure 3; Note that the T E201 mode is also T E101 mode
in Enclosure 1 and Enclosure 2, which further weak-
ens the SE in Enclosure 3. We can conclude that the
shielding capacity of the inner enclosures is obviously
much better than that of the outer enclosure, and the res-
onant modes of the different enclosures influence each
other through the apertures; this must be considered in
practice. By observing eqn (16), we can also see that re-
ducing the size of the enclosure will increase the resonant
frequency; in other words, separating the outer enclosure
into two smaller enclosures helps to improve the SE of
the inner enclosure.

B. Results of different positions

By applying the position factor in eqn (4), we obtain
voltage distribution at any observation point: v

′
p = vpCa;

then an off-center observation point can be considered in
this way. We have moved the observation points to new
positions, and the new points P′

1, P′
2, and P′

3 are located
in (30, 50, 380), (225, 80, 380), and (150, 50, 100).

Figure 5(a) shows the SE at P′
1, and we can see that

the SE at P′
1 is about 5 dB higher than at P1, indicating

that the off-center point has a better SE.
Figure 5(b) shows the SE at P′

2. Unlike the case of
P′

1, the SE of P′
2 is very close to P2. Since T E10 is the

main mode in Enclosure 2, it leads to a consistent voltage
distribution in the y-axis direction.
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Fig. 5. Comparison between the SE results from P′
1, P′

2,
and P′

3 with the same position and the original position
P1, P2, and P3 of CST.

Figure 5(c) shows the SE at P′
3. We vary the z co-

ordinate by changing d in the propagation matrix. It can
be observed that the results of SE for the same enclosure
differ greatly between two different monitor points.

All cases were calculated on the same computer run-
ning a 2.2-GHz Intel i7-8750 CPU. The CST takes 25–
30 minutes for a simulation with 200 frequency points,
while the fast algorithm takes no more than 0.2 sec-
onds for the same case, indicating the high computa-
tional efficiency of the fast algorithm compared to the
CST simulation.

IV. CONCLUSION

In this paper, we propose a fast algorithm based on
EMT theory and the BLT equation to analyze the shield-
ing performance of an apertured triple enclosure illumi-
nated by an external plane wave. We derive a double
three-port scattering matrix to describe the coupling re-
lationship of the triple enclosure. By introducing the po-
sition factor ca, the SE and resonances at any observa-
tion point can be easily predicted. Several observation
points are presented to demonstrate the validity and accu-
racy of the algorithm. The proposed method has a good
agreement with numerical method over a wide frequency
range, while it can significantly improve the computation
speed. This algorithm also proves that the BLT equation
can handle complex enclosures by changing the EMT
relationship.
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Abstract – Based on a test rig supported by active mag-
netic bearings (AMBs), this paper focuses on the study
of the nonlinear dynamic characteristics and the factors
affecting the operation of a rotor system under the cou-
pling of magnetic bearing force and Alford force. In
order to solve the nonlinear dynamic response of rotor
system, a dynamic equation of the rotor which intro-
duces Alford force and the electromagnetic force of the
AMBs controlled by PID is established. By changing
the control parameters (kP and kD), operation parameters
(rotational speed), and structural parameters (clearance
between impeller and volute), the equation is solved by
using Runge−Kutta method. The results show that the
rotor system exhibits complex nonlinear dynamic char-
acteristics under the coupling action of Alford force and
magnetic bearing force. The rotor system appears dif-
ferent dynamic behaviors such as single period, multi
multi-period, and quasi quasi-period when changing the
control parameters. Among all the control parameters,
adjusting kD is more effective to ensure system stability.
The amplitude of rotor increases from 8.2 μm to 11.9 μm
with the increase of speed from 6000 rpm to 10,000 rpm,
while that decreases from 9.6 μm to 8.2 μm with the
increase of clearance between impeller and volute from
1mm to 4 mm. Therefore, under the influence of Alford
force, apart from the control parameters, the operation
parameters and structural parameters of magnetic bear-
ings also affect the operation of the rotor system sup-
ported by the AMBs.

Index Terms – Active magnetic bearings, Alford force,
Rotor rotor dynamics, Nonlinearnonlinear.

I. INTRODUCTION

The stable operation of rotor system is the premise
of normal operation of rotating machinery. However,

because of the manufacturing and assembly problems,
the impeller and volute are relatively eccentric, thus lead-
ing to the uneven distribution of tip clearance unevenly
distribution as well as the difference in blade effi-
ciency and pressure distribution around the circumfer-
ence. According to Bernoulli principle, the blade with
small clearance is more efficient and dose does more
work and, therefore, receives more aerodynamic load.
In consequence, apart from the resultant torque, a trans-
verse force acting on the impeller axis which increases
with the increase of impeller eccentricity is generated by
the circumferential aerodynamic force. The transverse
force is a self-excited force of the rotor which may even-
tually cause the instability of the rotor. Consequently, it
is necessary to explore the influence of this force cou-
pling on the rotor system.

GE found this phenomenon in the test of a gas tur-
bine. The vibration was not effectively eliminated by
dynamic balance method but finally solved by changing
the structure. At that time, people did not pay more atten-
tion to this phenomenon. Until 1958, Thomas first raised
this problem in the study of the stability of steam tur-
bine [1]. Alford studied this problem and established
a mechanical model [2]. Therefore, this force is usu-
ally called Alford force. Since then, many scholars
have studied Alford force. Cheng et al. who com-
bined rolling bearing force with Alford force and used
the Runge−Kutta method to solve the dynamic equa-
tions of the system found that excessive bearing clear-
ance and rotor eccentricity will reduce the stability of
the system [3]. Jung et al. did a limit-cycle analysis
of auto-balancer system considering Alford force. The
results showed that for certain combinations of bearing
parameters and operating speeds, the global asymptotic
stability of the synchronous balanced condition can be
guaranteed [4]. Yada et al. analyzed the open/close noz-
zle mode and the open/close ratio of the symmetrical
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part of the partial intake turbine in the turbopump of the
rocket engine. It is found that the Alford force varies
with the rotation angle at a certain opening/closing ratio
and put forward the universal rules to provide guidelines
for follow-up research [5]. Taking the flexible shaft and
elastic disk rotor system as the research object, Yang et
al. established the vibration differential equation with
the modal synthesis method and solved the equation by
using the Runge−Kutta method. The results showed that
the increase of speed and disk radius will lead to the
increase of rotor response, which can help to improve the
stability of the system by adjusting the support position
[6]. Li et al. analyzed the impact of nonlinear coupling
factor and blade-bending vibration to dynamic charac-
teristics of rotor-bearing system and the results indicated
that the Alford force caused by blade tip clearance makes
the motion state of the system more complex [7].

Based on the rolling bearing rotor system, many
scholars have studied the factors that affect the opera-
tion of rotor system considering Alford force. However,
in recent years, with the application and development of
electromagnetic technology, permanent magnet genera-
tor [8–10], maglev planar motor [11–13], and magnetic
bearings [14–16] have been widely concerned because
of its advantages of no friction, high speed, and long life.
In addition, active magnetic bearings (AMBs) that can
be actively controlled has have been successfully applied
in many industrial products [17]. Therefore, it is nec-
essary to study the factors affecting the stability of the
rotor system supported by the AMBs under Alford force.
There are few researches on it, nevertheless. Wang et
al. who established the finite element model of the cou-
pling of magnetic bearing force and Alford force under
PID control algorithm used the Newmark-β method to
solve the dynamic response of the rotor system. The
results showed that under the action of magnetic bear-
ing force and Alford force, the system shows complex
dynamic characteristics and the control parameters have
great influence on the characteristics of rotor system.
But, this paper only does the simulation research [18].

In this paper, an AMB test rig is taken as the research
object, a dynamic equation which considers the cou-
pling effect of Alford force and magnetic bearing force
under the PID controller is established, and the rotor
response is solved with the Runge−Kutta method. The
results show that after considering Alford force, the sys-
tem has significant nonlinear characteristics. Meanwhile,
by changing the control parameters (kP and kD), operat-
ing parameters (rotational speed), as well as structural
parameters (clearance between impeller and volute), the
characteristics of the system have changed greatly. It
shows that different from the traditional bearing, the
magnetic bearing should take not only structural char-
acteristics but also the control parameters into account.

Motor AMB
Rotor

AMB

Displacement sensor

A -side B -sidede

AMB

Fig. 1. Active magnetic bearing rotor system structure.

II. MODELING OF THE AMBs ROTOR
SYSTEM CONSIDERING ALFORD FORCE

A. The AMBs rotor system model

A typical AMB rotor system structure is shown in
the Figure 1. It is limited to 5 five degrees of freedom by
AMBs and driven to rotate by motor.

The electromagnetic force produced by an electro-
magnet in a magnetic bearing can be expressed as

fx =
μ0AN2

4

(
I0

C0

)2

. (1)

The magnetic bearing adopts differential arrange-
ment in one degree of freedom and the resultant force
under the action of a pair of magnets is:

fx = fx1 − fx2

=
μ0AN2

4

[(
I0 + ix

C0 + xcosα

)2

−
(

I0 − ix
C0 − xcosα

)2
]
.

(2)
The Taylor expansion is carried out at ix = 0, x =

0 and the higher order term is ignored, . The magnetic
bearing force on the rotor can be expressed as:

fAMB =
μ0AN2I2

0 cos2α
C3

0
x+

μ0AN2I0 cosα
C2

0
ix

=khx+ kiix,

(3)

where μ0 is the vacuum permeability, A is the area of a
single magnetic pole, N is the total number of turns of
the coil on a pair of magnetic poles, C0 is the unilateral
air gap when the rotor is at the magnetic center, I0 is the
coil bias current, ix is the coil control current, kh is the
displacement stiffness coefficient, and ki is the current
stiffness coefficient.

B. Alford force model

Many scholars have focused on the modeling of
Alford force. The first model given by Thomas is as fol-
lows:

f =
moλu

2
· dξsp

dδ
· e, (4)

where mo is the total gas flow, λ is the pressure coef-
ficient, u is the tangent speed at the center of the blade,
ζ sp is the local efficiency loss, δ is the tip clearance,
and e is the eccentricity.
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Alford made a further study and established the
model as:

f =
T βe
DH

, (5)

where, T is the torque on the impeller, D is the diameter
at the center of the blade, H is the blade height, β is the
efficiency coefficient, and e is the eccentricity.

However, their models have some limitations. First,
their models are based on the local efficiency loss of
impeller. What’s more, it is difficult to get some param-
eters of the model. In Thomas’ model, dξsp

dδ is irregular
and difficult to calculate. In Alford’s model, similar to
the correction factor, β is a variable value that can be
adjusted to meet the matching between theory and exper-
iment by adjusting that value. Since then, many schol-
ars have revised and improved the Alford force model
[19–20]. Among them, based on fluid mechanics and
momentum theorem, Chai et al. combined the impeller
structure parameters to carry out theoretical modeling
and used numerical methods to verify the reliability of
the model [21]. This paper applies the model established
by Chai et al. The details are as below follows:

fALFORD = A1 · e+A3 · e3,

e =
√

x2 + y2,

A1 =
(
RT

2 −RB
2)2πCRT/

(
RT

2 −RB
2 +2RT δ

)2
,

A3 = 3
(
RT

2 −RB
2)2πCRT

3/
(

RT
2 −RB

2 +2RT δ
)4

,

C =V 2 sinβ1ρ0 (cosβ1 +ζ cosβ2) ,{
fax = fa · cosθ
fay = fa · sinθ

(
tanθ =

y
x

)
,

(6)
where e is the eccentricity, RT is the tip radius, RB is the
root radius, β 1 is the inlet angle, β 2 is the outlet angle,
ρ0 is the airflow density, ζ is the speed coefficient, δ̄
is the average tip clearance, V is the inlet speed, and fax,
fay are the component forces of the Alford force in the x
and y directions.

C. System dynamics equation

Alford force and magnetic bearing force are sub-
stituted into the rotor system and the system dynamics
equation is as follows:

mẍ0 = fAMB +mēϖ2 sinϖT + fALFORD. (7)
The AMBs are different from rolling bearings as the

control algorithm also affects the support characteristics
of the AMBs. This paper adopts PID controller which is
widely used in industry, and the bearing force under the
PID controller can be expressed as:

fAMB = kxx0 + ki[kPx0 + kI

T∫
0

Sx0dS+ kDẋ0], (8)

Table 1: Parameters of magnetic bearing and impeller
Parameter name Symbol Value Unit

Mass m 14.56 kg
Current stiffness ki 338.54 N/A

Displacement stiffness kh 2.502e6 N/μm
Tip radius RT 29 mm

Root radius RB 7.5 mm
Inlet angle β 1 25 ◦

Outlet angle β 2 30 ◦

where m is the rotor mass, and kP, kI , and kD are the
proportional, integral, and differential coefficients.

Formulae (8) and (6) are substituted into eqn (7) and
the dimensionless transformation is introduced to facili-
tate computation.

Taking x0
c0

= x, ē
c0

= e, ω̄
√

c0
g = ω , formula (7) is

changed into:
...
x (t) = k1

ω2 ẋ(t)+ k2
ω2 ẋ(t)+ k3

ω3 x(t)
+ k4

ω ẍ(t)+ ecos t + k5
ω2 ẋ(t).

(9)

In formula (9):

k1 =
kxc0
mg ,k2 =

kikPc0
mg ,k3 =

kikIc0
mg

√
c0
g ,

k4 =
kikD

m

√
c0
g ,k5 =

A1c0
mg .

Transform formula (9) into matrix form:⎡
⎣ ẋ1

ẋ2
ẋ3

⎤
⎦=

⎡
⎣ 0 1 0

0 0 1
k3
ω3

k1+k2+k5
ω2

k4
ω

⎤
⎦
⎡
⎣ x1

x2
x3

⎤
⎦+

⎡
⎣ 0

0
1

⎤
⎦ecos t.

(10)
Due to the strong nonlinear characteristics of the

system, the Runge−Kutta method is used to solve the
dynamics equation of the system and the results are ana-
lyzed.

III. SYSTEM CHARACTERISTIC ANALYSIS

In order to explore the influence of Alford force,
simulation is carried out. In the simulation, the magnetic
bearing rotor system and impeller parameters are shown
in the Table 1.

The Poincare map is obtained according to the solu-
tion of the motion equation. As shown in Figure 2, with-
out considering the influence of Alford force, the system
is characterized by a single point on Poincare map at 100
Hz, and it shows that the system behaves as a typical sin-
gle period motion. After introducing Alford force, the
Poincare map shows a bunch of outward divergent points
and the system is in multi-period motion. When the
rotating speed is increased to 500 Hz, the Poincare map
is similar to that at 100 Hz, but the divergence is stronger
than that at 100 Hz, which indicates that the system is
in multi-period motion and with a stronger non-linearity.
Fast Fourier transform (FFT) analysis at the speed of 500
Hz shows that apart from the main frequency, there is
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(a) Poincare map without Alford force at 100 Hz.

(b) Poincare map considering Alford force at 100 Hz.

(c) Poincare map considering Alford force at 500 Hz.

(d) FFT analysis at 500 Hz.

Fig. 2. Dynamics behavior of the system.

still a frequency of 204 Hz which verifies the existence
of Alford force.

As mentioned above, the supporting characteristics
of the AMBs can be changed by adjusting control param-
eters. In this paper, with the adoption of the PID con-
troller. kP and kD are expressly explored as they have a
great influence on the system characteristics. Figure 3
is the Poincare map and phase trajectory diagram of
the system when kD is 0.0015 and 0.015, respectively.
The Poincare map appears as a closed ellipse and the
phase trajectory is relatively miscellaneous when kD is
0.0015. At this time, the whole system is in quasi-
periodic motion. When kD is 0.015, the Poincare map
and the phase trajectory are single, which means the sys-
tem is in single periodic motion. The results show that
the system runs more stably with the increase of kD. This
is because in the AMBs rotor system, adjusting kD is
equivalent to changing system damping which can effec-
tively improve the stability of system operation.

Figure 4 is the Poincare map as well as the phase
trajectory diagram of the system when kP is 1 and 3,
respectively. Compared with kD, kP has less influence on
the system. Whether kP is 1 or 3, the Poincare maps of
the system are divergent points and the phase trajectories
are multiple mixed lines. In this case, the system is in
multi-periodic motion. The small influence of kP is due
to the fact that in the AMBs rotor system, adjusting kP is
equivalent to changing the system stiffness.

IV. EXPERIMENTAL SETUP

In order to verify the accuracy of the above analy-
ses, an AMBs rotor system test rig is used to conduct
the experiment. The experimental setup is shown in
Figure 5.

First, the experiment is conducted without installing
the volute. Assuming that the circumference of the
impeller is a uniform field without differential pressure,
so no influence of Alford force will be considered. As
shown in Figure 6, the amplitude response of the rotor at
a speed of 100 Hz in this state is obtained. Then through
installing the volute to create Alford force, the amplitude
response of the rotor in this state is obtained. Compar-
ing that with the amplitude response of the rotor without
volute, the results are shown in Figure 7. It shows that
the amplitude of the rotor increases by about 2 μm within
the range of all running speeds after installing the volute
considering the effect of Alford force.

ISO 14839-2 defines the vibration displacement
level of a magnetic bearing rotor system under steady
conditions [22]. In Figure 8, xmax and ymax are the max-
imum amplitudes measured by the sensor in the radial
direction, and Dmax is the maximum radial displacement
of the rotor.
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(a) Poincare map with kD = 0.0015.

(b) Poincare map with kD = 0.015.

(c) Phase trajectory with kD = 0.0015.

(d) Phase trajectory with kD = 0.015.

Fig. 3. Dynamics behavior of the system under
different kD.

(a) Poincare map with kP = 1.

(b) Poincare map with kP = 3.

(c) Phase trajectory with kP = 1.

(d) Phase trajectory with kP = 3.

Fig. 4. Dynamics behavior of the system under
different kP.
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1 Oscilloscope

3

4 2

6

5

1

2 PC
3 dSPACE
4 Power amplifier
5 VFD
6 AMB test rig

Fig. 5. Experimental setup.

Fig. 6. Rotor response without the Alford force.

Fig. 7. Comparison of rotor response with and without
Alford forces.

So,

Dmax = max
∣∣∣∣
√

x2(t)+ y2(t) , (11)

where x(t), and y(t) is are the rotor position coordinates.

x(t)

y(t)

xmax

ymax
Dmax

Cmin

Fig. 8. Rotor orbit of vibration displacement.

Table 2: Recommended criteria of zone limits
Level Dmax/Cmin

A A < 0.3
B 0.3 ≤ a < 0.4
C 0.4 ≤ a < 0.5
D 0.5 ≤ a

Cmin means the gap between protective bearing and the
rotor. In this paper, Cmin = 0.125 mm.

Based on the above testing principles and methods,
the vibration displacement level curve of both ends of the
rotor are obtained, as shown in Figure 9. With the effect
of impeller, the amplitude of terminal A is larger than B.

As shown in Table 2, the ISO 14839-2 standard
defines the level of vibration displacement of a rotor in a
magnetic levitation system, where a = Dmax/Cmin.

Combined with the recommended level of standards
in the table, the amplitude ratio of vibration displace-
ment at both ends is less than 0.3, indicating that the
rotor vibration displacement level of the test rig is within

Fig. 9. Rotor vibration level.
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Fig. 10. Rotor response under different rotational speeds.

Fig. 11. Rotor modal analysis.

Fig. 12. Sleeve with different clearance.

level A, which provides a guarantee for subsequent
research.

Figure 10 shows the amplitude of the rotor consid-
ering Alford force at different speeds. It can be seen
that the amplitude of the rotor increases from 8.2 μm
to 11.9 μm with the increase of the rotating speed from
6000rpm to 10,000 rpm. While at 8000 rpm, the ampli-
tude of the rotor is the largest, reaching 14.7 μm, because
8000 rpm is close to first-order frequency. The modal
shape and frequency of the rotor in the free-−free state

Fig. 13. Rotor response under different clearance.

are obtained by simulation, as shown in Figure 11, and
the first-order mode frequency is 130 Hz, which verified
the above analysis.

Alford force is caused by the clearance difference.
In this paper, sleeves with different inner diameters are
machined to produce different Alford forces and the
structure is shown in the Figure 12. The response of the
rotor with different clearances is obtained and shown in
the Figure 13 which reveals that with the increase of the
clearance from 1mm to 4 mm, the amplitude of the rotor
decreases from 9.6 μm to 8.2 μm. This means that a
larger gap produces a smaller Alford force. Due to the
large clearance, the flow field between the cylinder and
impeller is more uniform and the pressure difference is
smaller, thus leading to a smaller Alford force.

V. CONCLUSION

Taking an AMBs rotor system test rig as the research
object, this paper not only analyzes the dynamic charac-
teristics of the rotor system under the coupling action
of Alford force and magnetic bearing force but also
explores the factors affecting the operation of the sys-
tem. The results reveals that the rotor system shows more
complex characteristics when considering Alford force.
The specific conclusions are as follows:.

1) Without considering Alford force, the whole system
behaves in a typical single period motion. At the
same time, the test rig meets the level-A standard
without the influence of Alford force, which guar-
antees the follow-up research. After considering the
Alford force, the whole system behaves in a multi-
period motion, which indicates that it has strong
nonlinear characteristics.

2) It can be concluded that when the control parame-
ters kP and kD, the rotational speed, and the clear-
ance between impeller and volute are changed,
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kP has little influence on the rotor operation and
kD of which selection should be paid more atten-
tion to when setting the parameters is more obvi-
ous. In addition, the coupling effect is more obvi-
ous with the increase of speed, ; therefore, when
the system operates at high speed, we need to pay
more attention. Last but not least, the clearance
between impeller and volute also affects the state
of the system. With the increase of clearance, the
effect is relatively reduced. In further design, the
effect can be reduced by increasing the clearance
appropriately.
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