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Abstract — Characteristic mode analysis (CMA) is used
in the design and analysis of a wide range of electro-
magnetic devices such as antennas and nanostructures.
The implementation of CMA involves the evaluation of
a large method of moments (MoM) complex impedance
matrix at every frequency. In this work, we use differ-
ent open-source software for the GPU acceleration of
the CMA. This open-source software comprises a wide
range of computer science numerical and machine learn-
ing libraries not typically used for electromagnetic appli-
cations. Specifically, this paper shows how these dif-
ferent Python-based libraries can optimize the compu-
tational time of the matrix operations that compose the
CMA algorithm. Based on our computational experi-
ments and optimizations, we propose an approach using
a GPU platform that is able to achieve up to 16x and
26x speedup for the CMA processing of a single 15k
x 15k MoM matrix of a perfect electric conductor scat-
terer and a single 30k x 30k MoM matrix of a dielec-
tric scatterer, respectively. In addition to improving the
processing speed of CMA, our approach provided the
same accuracy as independent CMA simulations. The
speedup, efficiency, and accuracy of our CMA imple-
mentation will enable the analysis of electromagnetic
systems much larger than what was previously possible
at a fraction of the computational time.

Index Terms — Big data applications, characteristic mode
analysis, graphics processing unit, method of moments,
scalability.

L. INTRODUCTION
The theory of characteristic modes (TCM), also
termed characteristic mode analysis (CMA), is a com-
putational technique that is used in a wide range of elec-
tromagnetic applications such as antenna design [1H7],
electromagnetic compatibility [8-13]], and nano-antenna
analysis and design [[14H17]. The numerical recipe of

Submitted On: June 29, 2021
Accepted On: January 1, 2022

the CMA implementation involves the numerical analy-
sis of the method of moments (MoM) impedance matrix
using operations such as the singular value decomposi-
tion (SVD), multiplication, inverse, slicing, and matrix
transpose [18]. CMA of electrically large scatterers
or multi-scale scatterers with fine details is challenging
since it can generate large MoM impedance matrices that
can cause out-of-memory issues, limited resource errors,
or longer time to execute [19]. Moreover, if an appli-
cation requires the CMA of hundreds of frequencies to
accurately quantify the electromagnetic response over a
wide frequency range, terabytes (TBs) of RAM and stor-
age and high-speed processors are needed since CMA
typically involves the processing of one dense matrix per
frequency. Therefore, CMA creates a classical big data
problem that needs advanced computer science and Big
Data tools to address efficiently.

A wide range of Big Data tools has recently been
developed to accelerate matrix operations in different
applications. For example, Lee and Cichocki [20] pro-
posed algorithms for calculating SVD on large-scale
matrices based on low-rank tensor train decomposi-
tion. Their approach outperformed MATLAB and
LOBPCG (locally optimal block preconditioned conju-
gate gradient). Gu et al. designed the Marlin library,
which includes three matrix multiplication algorithms
to improve the efficiency of large matrix computations
[21]]. Liu and Ansari used Apache Spark for process-
ing matrix inversions to reduce the computation and
space complexity of large-scale matrices [22]. They
developed a scalable lower—upper decomposition-based
block-recursive algorithm called Sparklnverse, which
outperformed MRInverse [23] and MPInverse [24] on
large matrices (e.g., 102,400 x 102,400 matrices). Yu
et al. developed MatFast, a scalable matrix process-
ing for in-memory distributed cluster on Apache Hadoop
[25] and Spark for large-scale matrices [26]]. MatFast
supports matrix transpose and multiplication. Recently,
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Misra et al. developed Stark, which is a distributed
matrix multiplication algorithm using Apache Spark for
large-scale matrices [27]. Stark is based on Strassen’s
matrix multiplication scheme, which is faster than the
standard one. It was tested on matrices of size up to
16,384 x 16,384. While Stark was faster than Marlin
and Spark MLIib [28], it has high space complexity.

In this work, motivated by the computational com-
plexity of CMA [41], we used some of the new open-
source software for GPU computing previously men-
tioned, as well as different Python-based numerical
libraries, to accelerate the CMA of large-scale matrices.
The performance of Python-based numerical libraries
was recently reported for simple matrix operations and in
an angle of arrival calculation example [42]. However, to
the best of our knowledge, these tools are not commonly
used in computational electromagnetic applications, and
the novelty in this work is to explore their efficacy in
accelerating the CMA implementation. We start our opti-
mization by decomposing the CMA algorithm into basic
matrix operations. We perform exhaustive computational
experiments to study the optimum numerical library to
execute each matrix operation and explore whether each
operation is better executed on multi-core CPUs or on
a GPU. By allocating the operations accordingly, the
acceleration of the CMA can be maximized.

It is important to emphasize that, in this work, we
do not use electromagnetic concepts such as the mul-
tilevel fast multi-pole approximation (MLFMA) [19]
or the symmetry and Toeplitz properties of the MoM
matrix for arrays [43]] to accelerate the CMA implemen-
tation. Moreover, there are alternative electromagnetic
decompositions that reduce the computational time and
improve the accuracy of the CMA [44]. However, in this
work, we develop an alternative approach to accelerate
the CMA that is based on brute force computer science
techniques. To the best of our knowledge, this work is
the first time that the acceleration of the CMA imple-
mentation was performed using open-source software
for GPU computing. Related work had been recently
reported for the acceleration of other electromagnetic
techniques such as the MoM and the MLFMA. Yang
et al. accelerated the MLFMA for more than 10 bil-
lion unknowns using 2560 processors and more than
30 TB of RAM [45]]. However, in this work, we limit
our focus to GPU-based acceleration techniques. To
put our CMA acceleration work into context, Table E]
summarizes some of this recent work classified by the
electromagnetic method that is accelerated, the max-
imum size of the impedance matrix considered, the
acceleration technique, and the speedup achieved. It is
important to emphasize that, for conciseness, we limit
Table [I] to the studies that used GPUs to accelerate the
frequency-domain MoM and other closely related tech-
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niques. Therefore, Tableﬂ]does not include acceleration
studies that did not report the use of GPUs or studies that
used GPUs to accelerate computational electromagnetic
techniques that are not related to the MoM. GPU accel-
eration of the MoM implementation is also available in
commercial solvers such as WIPL-D [46].

The rest of this paper is organized as follows. We
begin with an overview of CMA in Section II. In Sec-
tion III, we present our GPU implementation for CMA
using different Python numerical libraries. We present
the results, including the computational time and valida-
tion of the numerical results, followed by a discussion in
Section IV. Section V concludes the paper.

II. OVERVIEW OF CMA

CMA decomposes the total surface current gener-
ated on a scatterer into a set of fundamental real and
orthogonal modes and calculates the relative importance
of each mode at each frequency [47]. The modes
can be calculated by solving the eigenvalue problem
given by

XJ, = 2vnRJna (D
where X and R are the imaginary and real components
of the impedance operator Z [18]]. The vectors Jn are
the eigenvectors or the eigen-currents, and A, are the
eigenvalues. The resulting eigenvalues and eigenvec-
tors are independent of the excitation. By applying the
MoM [48]], eqn can be converted into the matrix
equation:

X][J] = A, [R][J]. 2)

Two approaches have been reported to obtain the
impedance matrix Z, namely, the volume integral equa-
tion (VIE) formulation [18] and the surface integral
equation (SIE) formulation [47]. In this work, we adopt
the SIE formulation that requires the surface discretiza-
tion of the scatterer.

CMA is applied extensively for conducting bodies
[47, 149]]. However, applying CMA for complex shapes,
composed of one or more dielectric materials, is still
under development [50]. The CMA analysis of dielec-
tric materials requires post-processing of the impedance
matrix because the solution includes both electric and
magnetic induced currents (J and M). Applying the
Galerkin methods to the integral equation of SIE, it can
be expressed into the following equivalent system of
matrix equations [51]:

ZEJ ZEM J VE
l:ZHJ ZHM:| [M}: l:VH] (3

To solve the equation for only the electric currents,
the system of the matrix in eqn (3) can be modified by
replacing the magnetic currents in this equation as fol-
lows [51]):

M — (ZHM)—l (VH_ ZHJJ) . 4)
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Table 1: Review of recent research on the acceleration of various electromagnetic techniques

Intel Xeon E5-2698 v3 processor with 16 cores and 25 GB of RAM

and an NVIDIA Tesla K40 GPU were used

Electromagnetic technique/comments | Maximum Acceleration Speedup ratio (with
Ref. size of the technique respect to single CPU)
impedance Impedance|Solution| Total
matrix matrix |of linear
assembly | system
[29] Conventional MoM/ ~ 9.9k GPU acceleration on 17.33 NA NA
Single precision
NVIDIA GeForce 7600GT (675 I\g/IHz)pGPU with 256 MB video memory| BrOOk platform
and an AMD Athlon 64 3000+ (1.81 GHz) CPU with 1 GB memory
[30] Conventional MoM/ ~ 7.7k GPU CUDA ~ 140 ~13 | ~45
Complex double-precision i
A CUDA-capable dEvice, GeForce GTF))< 280 built on the GT200 acceleratlon
architecture was used
[31] Conventional MoM/ ~ 7k GPU CUDA ~9 ~5 ~6
Complex double-precision acceleration
Intel Core i7, GeForce GTX 275 and the CUDA API, PGI
Fortran+CULA, Intel Fortran + MKL were used
[32] Conventional MoM/ ~ Tk GPU CUDA ~13 ~5 |~85
Complex double-precision i
NVIDIA GT200 (GeForEe GTX 275) CUD?A-capable device was used as acceleratlon
an external math coprocessor to the host CPU (2.66-GHz Intel Core i7)
[33] Conventional MoM/ ~ 152k Out-of-core solver NA NA 20
Single precision i
Intel Core i7 CPU 930 @gZ.SGEu, 24 GB of RAM, Windows 7 accel?rated Wlth
Professional 64-bit. Up to three identical GPUs GeForce GTX 480, 1536 mu |t|p|e GPUs
MB of VRAM (each), VRAM access speed 177 GB/s. Four hard-disk
drives (HDD) with 1/O speed 100 MB/s (per HDD, without buffering).
[34] | Single-level fast multi-pole method (FMM) | ~ 245k |13 nodes GPU cluster NA NA |~ 700
Complex double-precision
Multi-node GPU cluster of 13 nodes, and Nvidia Tesla M2090 GPU per
node. An MVAPICH2 implementation of MPI was used for cluster
parallel programming.
[35] MLFMA ~ 342k | OpenMP-CUDA on 124 NA | 21
Single precision ;
The CPU-MLFMA is parall%lizet?and executed by eight threads on a mu Itlple GPUs
workstation with a four-core Intel Xeon processor W3550 (with a clock
speed of 3.06 GHz). The OpenMP-CUDA-MLFMA is executed on four
Nvidia Tesla C2050 GPUs.
[36] Higher-order MoM (HMoM)/ ~ 70k  |Optimized parallel out- 6 9.78 NA
Complex double-precision :
|A Dell Precision 5400 eqFL)Jipped with two Irgel Xeon quad-core CPUs (2.5 Of Core_ LU SOIVer on
GHz clock speed), 16 GB RAM, and one NVIDIA GTX 660 GPU card hybrid GPU/CPU
was used. GPU’s architecture is Kepler GK104 with a core frequency of
1015 MHz, 960 Stream Processors (SPs). CUDA version 4.2 was used. platform
[37] FMM-FFT/ ~ 1100k | GPU/CPU hybrid NA NA | ~30
Dual Xeon system with four R9 280X cards p| atform
[38] MLFMA/ ~ 694k | Parallelization using 189 - 84
Single precision
Intel i7 processor with 8 GB%AMPa TESLA C2075 GPU with 6 GB of CUDA
RAM, a Windows 7 64-bit license, and the 3.1 CUDA toolkit were used.
[39] Load-balanced out-of-GPU memory - GPU CUDA 2.21 NA NA
implementation of MoM/ acceleration (when
Double-precision compared to
Intel quad-core i7 3820 CPU running at 3.6 GHz with64 GB RAM, and a four-core CPU)
GeForce GTX 680 GPU with 4 GB of on-board memory running at 1006
MHz were used
[40] MoM ~ 1M FMM/GPU NA 25 NA
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Substituting eqn @) back into eqn (3, it can be
expressed as [51]]

[ZEJ_ZEM (ZHM)_IZHJ} J = VE_ZEM (ZHM) “lyH
&)

From eqn (3, a new effective impedance matrix can

be expressed as
ZE_7El _7EM (ZHM) _IZHJ. 6)

It is worth noting that the previous equation involves
the processing of complex matrices. Most of the conven-
tional Big Data tools can only handle pure-real matrices,
especially on GPUs. However, recently, Big Data tools
were developed to handle complex matrices on GPU
[52]. Therefore, one of the main contributions of this
work is to identify, in the following sections, the Big
Data tools compatible with complex matrices necessary
for the CMA of dielectric scatterers, as shown in eqn (6))
[51]]. Using the new equivalent impedance matrix shown
in eqn (6)), a new generalized eigenvalue equation can be
formulated by [51]]

[XE][Jn] = ln[REHJn]v @)
where A, and Jn are the eigenvalues and eigenvectors
calculated using RF and X, which are the real and imag-
inary parts, respectively, of the equivalent impedance
matrix ZF. The eigenvalues A, can be used to calculate
the modal significance MSn of each mode as

MSn = 1/[1 + jiq|. (8)

The modal significance is independent of the exci-
tation, and it identifies the relative weight of each mode
at any given frequency. The modal significance varies
between 0 and 1, reaching 1 typically at the resonance
frequency of the mode [[14]. It is important to empha-
size that there are alternative implementations for per-
forming the CMA of dielectric scatterers. Huang ef al.
performed an excellent review and comparison in [53].
However, the goal of this work is to explore GPU-based
acceleration, and the techniques developed herein have
the potential to yield similar acceleration levels in alter-
native dielectric CMA implementations.

A scatterer that is highly complex in shape or elec-
trically large needs a detailed mesh that yields a large
MoM impedance matrix containing thousands of rows
and columns. These matrices consume gigabytes of disk
space and RAM for storage during analysis. Computing
CMA for hundreds of frequencies needs the analysis of
hundreds of large MoM impedance matrices, which also
pose a Big Data challenge.

With the availability of high-end CPUs and hard-
ware accelerators such as GPUs, one can cope with the
Big Data challenge in CMA. CPU cores and GPUs pro-
vide internal parallelism inside their architecture [54].
This can speed up the matrix computations in CMA.
A GPU computing platform provides promising sup-
port toward improving resource utilization [54]. Today,
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open-source software such as TensorFlow [55]], designed
originally for large-scale machine learning, and Python
libraries such as NumPy [52]] and CuPy [36] can be
exploited for CMA.

Thus, a hybrid CPU/GPU platform provides ample
opportunities to test different techniques for accelerating
different matrix operations using open-source software
that can handle large datasets.

Algorithm 1 CMA pseudocode based on Harrington’s
method [18]
1: Input: Real part of input MoM matrix R, imaginary
part of input MoM matrix X, matrix size n_cols

2: Result: Eigenvalues A,, and eigenvectors J,,

3: Using CPU (TensorFlow):

4 read R; read X

5: Using GPU (CuPy):

6: Z=R+X > Create complex matrix
7

Slice Z into four parts Zgy, Zgy, Ly, and
Zirm
8: ZZZZEJ_ZE}U*Z;{]JU*ZHJ
9: RR=real(ZZ)
10: XX =imag(ZZ)
11: U,S, V=SVD(RR)
12: si = len(S)
13; U = =05
14: A=UT«XX=xU
15: Slice A into four parts A1, A2, Az, and Agp
16: B =un1 *(A[] —A12*A521*AT2)*U]1
17: UB,SB,HB = SV D(B)

> upp = 1/sqrt(S)

18: VB = U x concat(eye(si), (—A;z1 x AT,)) *
u11 * HB

19: J, =flip VB

20: for j;m =1,2,..., n_cols do

21: Aplim] = imuy(J.,,[:._jm]T*ZZ*J,,[:,_jm,])

22: end for

23: return

III. ACCELERATION OF THE CMA

IMPLEMENTATION ON A GPU PLATFORM

In this section, we develop multiple different CMA
implementations using different hardware setups and dif-
ferent numerical libraries. We then perform extensive
experiments to identify the optimum implementation for
each matrix size and for each hardware setup. We used
three different hardware setups for our CMA implemen-
tation: (I) a multi-core CPU, (2Z) a GPU platform, and
(@) a hybrid CPU/GPU platform. We used the following
numerical libraries: (T)) TensorFlow2.0 (TF), (2) Numpy
Python library, and CuPy Python library. TF is an
open-source platform for machine learning, and it can
be executed on both CPUs and GPUs. On a hybrid
CPU/GPU platform, TF will assign all operations to the
GPU by default. To instruct TF to execute a certain
operation on a CPU, the following statement needs to
be added before the operation:

with tf.device (device name):



TF has application programming interfaces (APIs) in
several languages such as C++, Python, and Java. In
this work, we used Python to implement CMA with TF.
The NumPy python library can run on a multi-core CPU,
whereas the CuPy python library can only run on GPUs.
Therefore, we developed five different CMA evaluations
as follows: (I) TF where all matrix operations are exe-
cuted only on CPUs, TF where all matrix operations
are executed only on GPUs, hybrid TF implementa-
tion where some matrix operations are executed on CPUs
and some matrix operations are executed on GPUs, @I)
NumPy where all matrix operations are executed only on
CPUs, and (3)) CuPy where all matrix operations are exe-
cuted only on GPUs. The goal is to identify the fastest
implementation out of the five for different matrix sizes.
Moreover, the five implementations will guide future
CMA users who have access to only CPUs or GPUs and
will also guide users who prefer to use one of the previ-
ously described Python libraries.

Our CMA implementation is based on the method
described in Algorithm 1 [18]. We chose this particular
implementation since it is capable of accurately handling
a wide range of scatterers, including wires and wire-like
nanostructures [[14)]. First, we read the real and imagi-
nary parts of the input MoM matrix using TensorFlow
(Lines 3—4). Next, we construct the complex matrix
Z followed by slicing it into four equal parts and then
computing ZZ (Lines 5—10). This step is only per-
formed for dielectric targets following the approach in
[S1]. For PEC scatterers, this step is skipped, and ZZ is
setequal to Z. The SVD process is then performed (Lines
10 and 11). After that, matrices A and B are computed
as detailed in Lines 13—16. The remaining steps are to
compute the eigenvalues A, as shown in Lines 17—22.

Algorithm 2 Mode tracking pseudocode
I: Input: Real part of Z matrix RR, eigenvectors
at the previous frequency oldM, no. of requested
modes numM
: Result: Ordered eigenvalues CM
: forgm =1,25. 004 numM do
for ym =1.2,... , numM do
CM[im, jm| = abs(oldM]:,im]” * RR *
Jo 5 im))
6: end for
7 [temp, It] = maz(CM[im,:])
8: if It & im then

oo L

9: templ = A\, [It]

10: A [Lt] = Aplim]

11: Anlim] = templ
12: temp2 = J,[;, It
13: I It) = J,. 5, im]
14: J.[:,im] = temp2
15: end if

16: end for

17: return
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The modes and eigenvalues generated by the CMA
(Algorithm 1) are not ordered in the same way over
the entire frequency range [S7H59]]. Mode tracking is,
therefore, performed to find the correct mode ordering
throughout the frequency range of interest. Our imple-
mentation of mode tracking, which can be run on a CPU
or a GPU, is based on calculating the correlation between
the modes of the current frequency and the modes of the
previous frequency [57] (see Algorithm 2).

IV. EXPERIMENTAL SETUP, RESULTS,
AND DISCUSSION

In this section, we report the performance of the five
CMA implementations previously described. We ran all
experiments on CloudLab [60], an experimental testbed
for cloud computing. We used a machine in CloudLab’s
Wisconsin data center with two Intel Xeon E5-2667 8-
core CPUs (3.20 GHz) and an NVIDIA Tesla V100
SMX2 GPU (16 GB). All the algorithms were imple-
mented and evaluated using the following software and
tools: Linux Ubuntu 16.04, TensorFlow 2.0.0, CUDA
10.0.130, Python 3.7.10., NumPy1.20.1, CuPy 8.3.0, and
Pandas 1.2.3.

Table [2] breaks down the computational time for
the different CMA matrix operations for a 14k X
14k matrix using the five implementations previously
described: TF on CPU, TF on GPU, TF on hybrid
CPU/GPU, NumPy on CPU, and CuPy on GPU. All
CPU computational experiments in Table [2] used 32
cores. Comparing the computational time for the TF
on CPU and TF on GPU in Table [2| we see that TF on
GPU is faster than TF on CPU for all matrix operations
except for the SVD and the writing of the eigenvector
operation. Therefore, to optimize the TF on a hybrid
CPU/GPU platform, we assigned all CMA matrix oper-
ations to GPU except the SVD and the writing of the
eigenvectors operation, which were assigned to the CPU.
Table [2] shows that the TF on hybrid CPU/GPU is faster
than the TF on CPU or TF on GPU.

The fourth implementation, NumPy on CPU, is
faster than the three TF implementations in Table[2] The
main advantage of the NumPy on CPU is its acceleration
of the matrix multiplications and the SVD, even though
it is slower than TF in terms of the matrix inverse oper-
ation and writing the eigenvectors. Finally, the CuPy
on GPU is the fastest implementation with a signifi-
cant acceleration in the matrix multiplication and the
SVD compared to the other four implementations. The
CuPy on GPU can provide a speedup of 80x compared
to other implementations in Table [2] highlighting the
importance of selecting the optimum numerical library
for the CMA implementation. The analysis in Table
shows that different numerical libraries generate drastic
differences in the computation time of different matrix

160



161

Table 2: Time distribution (minutes) for 14k x 14k
dielectric object over TF CPU, TF-GPU, hybrid TF,
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Table 4: Time taken by our CMA implementations on a
multi-core CPU and GPU (minutes) for dielectric

NumPy with multi-core CPU, and CuPy with GPU Matrix No. of cores used on the GPU
implementation type multi-core CPU (NumPy) (CuPy)
Matrix TF TF TF NumPy with CuPy 1 4 8 16 32
operation CPU | GPU | Hybrid | multi-core CPU (V}V;)t{l] 4K % 4K 0.88 044 10361034034 0.29
Reading the 033 | 025 | 028 0.20 0.22 14k x 14k | 20.44 | 6.74 | 4.38 | 3.48 | 3.48 | 1.90
matrix
Asvembling el T 025 1 005 | 003 510 508 16k x 16k | 33.69 |10.81| 6.86 | 5.23 | 5.26 | 2.83
and imaginary 30k x 30k | 257.13 |79.43|47.14|45.11{32.29| 15.60
parts
Multiplications | 151.07 | 6.33 | 6.38 1.22 0.25 . i .
Tnverse 3 0.03 | 0.02 017 0.05 Table 5: Time taken by our CMA implementations on a
SVDs 978 [2823]| 9.75 0.92 0.35 multi-core CPU and GPU (minutes) for PEC
eig{:g:i " 027 | 092\ 023 093 090 Matrix No. of cores used on the GPU
Total time 164.83 | 387 | 16.79 345 1.91 type multi-core CPU (NumPy) (CuPy)
1 4 8 16 32
Table 3: MOM matrix memory requirements for differ- 15k x 15k|128.98|38.25|23.82]17.92]18.12] 12.38

ent formats

Matrix Matrix size |CSYV file size | Binary
type file size
4k x 4k 4776 x 4776 1.5GB 350 MB
14k x 14k | 14,183 x 14,183 27 GB 3.0GB
15k x 15k | 15,279 x 15,279 32.4GB 3.6 GB
16k x 16k | 16,608 x 16,608 36 GB 42 GB
30k x 30k {33,024 x 33,024| 138 GB 16.2 GB

operations, which, to the best of our knowledge, was
not documented for large dense MoM matrices processed
by CMA. If GPUs are not available, the NumPy imple-
mentation provides the fastest implementation of CMA,
whereas if GPUs are available, the CuPy implementation
is the fastest. Therefore, Table E] can be used as a guide
for choosing the optimum numerical library for any com-
putational electromagnetic technique based on the dom-
inant matrix operations of its algorithm.

To quantify the scalability of the CMA implemen-
tation, we tested MoM impedance matrices, of differ-
ent sizes, generated by the commercial electromagnetic
solver FEKO [61]. Matrices of both dielectric and PEC
matrices were tested. Details of these matrices, including
the matrix size, the size of the CSV file, and the binary
file size, are shown in Table [3] We used the binary files
storing the MoM matrices for these experiments. The
advantage of the binary format is that it requires approx-
imately 10%—20% of the storage hard drive memory
required by the ASCII and CSV file formats, as shown
in Table |3] This reduction in storage memory is partic-
ularly important for the CMA of large MoM matrices
and/or for the simulation of many matrices to cover mul-
tiple frequencies.

Tables[]and[5]show the computational time required
by our implementation for dielectric and PEC scatterers,
respectively. We tested the computational time of the

CMA NumPy implementation using 1, 2, 4, 8, 16, and 32
cores without GPU, and we also added the computational
time required when only a GPU and the CuPy implemen-
tation were employed. As we increased the number of
cores, the computational time decreased. For instance, it
took 257 minutes to process the 30k x 30k matrix on 1
core but only 32 minutes on 32 cores. For a PEC scat-
terer, represented by a 15k x 15k matrix, it took 130
minutes to process the matrix on 1 core but only 18 min-
utes on 16 cores. Tables 4] and [5|show that moving from
16 cores to 32 cores showed no decrease in the compu-
tational time for matrix sizes of 16k x 16k and smaller.
Therefore, for matrices that are 16k x 16k and smaller,
the maximum speedup is achieved at 16 cores. However,
TableEl] shows that, for the 30k x 30k matrix, increasing
the number of cores from 16 to 32 lowered the compu-
tational time and enhanced the speedup, indicating the
potential of our implementation to scale for matrices 30k
x 30k and larger.

In Tables ] and [5] we also report the computational
time required by our CMA CuPy implementation on a
GPU. While our implementation required around 32.29
minutes to process a 30k x 30k matrix of a dielectric
scatterer using a 32-CPU cores, it took only 15.6 min-
utes on the GPU platform. We also tested our CMA
implementation for a PEC scatterer represented by a 15k
x 15k matrix. Again, the CMA implementation on a
GPU platform was the fastest, as shown in Table E}
Using a GPU achieved a speedup of 16x and 10x for
the dielectric and the PEC object, respectively, in com-
parison to a single CPU core. The computational time
and speedup are shown in Figure [I] Moreover, if we do
not consider the time needed to write the eigenvectors in
the speedup calculations, the speedup will be 26x and
16x for the dielectric and the PEC object, as shown in

Figure
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Fig. 1. Speedup and time taken for CMA with writing
the eigenvalues and eigenvectors vs. different number of
cores for (a) PEC (15k x 15k) and (b) dielectric object
(30k x 30k).

Lastly, we validated the numerical results produced
by our CMA implementation to demonstrate that it does
not compromise accuracy. We tested our implementa-
tion for two different cases. For PEC scatterers, we used
the horn antenna in [see Figure [3(a)]. The eigenvalues
An of the horn antenna calculated using our implemen-
tation perfectly match the eigenvalues calculated using
FEKO, as shown in Figure EI We also used a lossless
dielectric cylinder of radius 5.25 mm, height 4.6 mm, &,
=38, and y, = 1 [see Figure[3(b)]. The frequency range
was chosen from 4.5 to 7.5 GHz with a 50-MHz inter-
val. This case is often used to verify the results of CMA
formulations for real materials [53]. Figure [3] presents
the modal significance of the dielectric cylinder, which
matches with the results reported by Chen et al. [62]].
The previous two cases demonstrate the validity of our
accelerated CMA implementation.
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Fig. 2. Speedup and time taken for CMA without writing
the eigenvalues and eigenvectors vs. different number of
cores for (a) PEC (15k x 15k) and (b) dielectric object
(30k x 30k).

In this work, we limited our computational exper-
iments to common Big Data tools such as TensorFlow,
Python-based CuPy, and Python-based NumPy. Many
additional algorithms have been previously reported
for speeding matrix operations [63, [64]. In future
work, we plan to investigate these implementations and

(a) PEC hom.

(b) Dielectric cylinder.

Fig. 3. Different scatterers used to validate the accuracy
of our accelerated CMA implementation. (a) PEC horn
antenna. (b) Dielectric cylinder.
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Fig. 5. Modal significance for a cylinder-shaped dielec-
tric.

other alternatives, for further acceleration of the CMA
implementation.

V. CONCLUSION

In this paper, we tested different numerical imple-
mentations of the CMA algorithm using open-source
software for GPU computing. We showed that differ-
ent numerical implementations can have drastically dif-
ferent computational times for the different matrix oper-
ations that make up the CMA algorithm. Therefore,
it is important to select the optimum numerical library
since the computational time can vary for large matri-
ces by up to approximately two orders of magnitude.
From our computational experiments, we showed that
the CuPy implementation on GPU delivered the largest
speedup. In comparison to the execution on a single CPU
core, the CuPy implementation on GPU was capable of
achieving 26 x and 16x speedup for processing a single
MoM matrix of a dielectric and a PEC object, respec-
tively. In addition to faster execution, our implementa-
tion provided the same accuracy as theoretical solutions
and independent commercial CMA simulations.
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