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Abstract – Antenna synthesis refers to determining the
antenna current distribution by evaluating the inverse
Fourier integral of its radiation pattern. Since this inte-
gral is highly oscillatory, Levin’s method can be used for
the solution, providing high accuracy. In Levin’s method,
the integration domain is divided into equally spaced
sub-intervals, and the integrals are solved by transfer-
ring them into differential equations. This article uses
a new optimization algorithm to determine the location
of these interval points (knots) to improve the method’s
accuracy. Two different antenna design examples are pre-
sented to validate the accuracy and efficiency of the pro-
posed method for antenna synthesis applications.

Index Terms – antenna synthesis, fourier integral, highly
oscillatory integrals knot placement, Levin’s method.

I. INTRODUCTION
Antenna synthesis aims to find the current distri-

bution by evaluating the inverse Fourier integral of the
antenna radiation pattern. [1, 2]. Since this integral is
highly oscillatory, a proper solution algorithm must be
employed [3, 4].

Levin’s method is a numerical technique widely
used for solving highly oscillatory integrals, and it gives
accurate results, especially with complex phase functions
[4–7]. In this method, the integral domain is divided into
equally spaced sub-intervals, and the integrals of these
sub-intervals are evaluated by transferring them into dif-
ferential equations. These equations are then solved by
converting the problem into a linear equation system by
the collocation method. Lastly, the results of the sub-
integrals are added to obtain the final solution.

The collocation approximation is the finite sum of
some linearly independent basis functions with unknown
coefficients. Therefore, selecting the basis functions is
highly important regarding the method’s accuracy. In [8],
Levin’s method is used with “reproducing kernel func-
tions”, giving better accuracy and stability than the other
well-known basis functions.

In this paper, the Levin’s method is improved by
using a new optimization algorithm to determine the

locations of the integration sub-interval points (knots).
This algorithm was first introduced by Yeh et al. in [9] as
a knot placement method for the B-spline curve fitting.
Here, it is used in the Levin’s method to obtain higher
accuracy. To the author’s knowledge, this is the first time
the Levin’s method is used with this new knot optimiza-
tion technique in an antenna synthesis application.

Two examples are presented to validate the accu-
racy and efficiency of the proposed method. In the first
example, the radiation pattern of a log-periodic antenna,
4030/LP/10, is used to obtain the equivalent current dis-
tribution on a linear conductor. In the second example,
an array antenna with a narrow beamwidth is consid-
ered. The error and stability analyses are carried out by
comparing the original radiation patterns with the ones
obtained by the proposed solution. The results show that
the proposed method provides more accuracy than the
standard equal-distance knot placement integration tech-
nique, particularly for narrow beam radiation.

The remaining of this paper is arranged as fol-
lows: In sections II and III, the Levin’s method and
reproducing kernel functions are explained, respectively.
In section IV, the novel knot placement method is
explained. In section V, the antenna synthesis examples
are presented. In section VI, conclusions are made based
on the error and stability analysis results.

II. LEVIN’S METHOD
Levin’s method is a numerical technique to solve

highly oscillatory integrals in the form:

I =
∫ b

a
f (x)eiq(x)dx, (1)

where f (x) is a slowly varying function, and q(x) is a
highly oscillatory function. Since q(x) is oscillatory, it
can be written that |q′(x)| � (b−a)−1.

In Levin’s method, the integral in (1) is transformed
into the following differential equation:

f (x) = iq′(x)p(x)+ p′(x) = L(1)p(x). (2)
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Substituting (2) in (1) yields:

I =
∫ b

a

(
iq′(x)p(x)+ p′(x)

)
eiq(x)dx

=
∫ b

a

d
dx

(
p(x)eiq(x)

)
dx

= p(b)eiq(b)− p(a)eiq(a).

(3)

Thus, the solution of the integral in (1) requires
the solution of p(a) and p(b) only. By the collocation
approximation, p(x) can be written as:

pn(x) =
n

∑
k=1

αkuk(x), (4)

where {uk(x)}n
k=1 are some linearly independent basis

functions, and αk’s are the coefficients to be determined
by the n collocation points as:

L(1)pn(x j) = f (x j), j = 1,2,3, ...,n. (5)
The integral in (3) can be re-written in terms of (4) as

I = pn(b)eiq(b)− pn(a)eiq(a). (6)
Substituting (4) into (2) and using (5) gives the fol-

lowing linear equation system:
n

∑
k=1

αku′k(x j)+iq′(x j)
n

∑
k=1

αkuk(x j) = f (x j),

j = 1,2,3, ...,n,

(7)

where {αk}n
k=1’s are the unknown coefficients that can

be solved. Thereupon, (4) and (6) can be used to find the
solution to (1).

In attempt to increase the accuracy of the method,
instead of increasing the number of collocation nodes,
n, which causes the solution matrix to be ill-conditioned
and the method to become unstable, the integration
domain is divided into more intervals. Thus, the selec-
tion of the basis function set is a highly important for the
accuracy and stability of the Levin’s method.

III. REPRODUCING KERNEL FUNCTIONS
The basis function {uk(x)}n

k=1 to be used in the
Levin’s method is given as follows:

uk(x) = λk,yKm(x,y), (8)
where Km(x,y) is the reproducing kernel function,
defined in [8] as:

Km(x,y) =
{

ξ (x,y), y≤ x
ξ (y,x), y > x , (9)

where m = 1,2, ... gives a set of reproducing kernel func-
tions. Also,

ξ (x,y) =
m−1

∑
i=0

(
yi

i!
+(−1)m−1−1 y2m−1−i

(2m−1−1)!

)
xi

i!
,

(10)
and λk = δxk , k = 1,2, ...,n, is the evaluation functional
and λk,y is λk acting on the function of y. The reproducing
kernel function Km(x,y)∈Hm[a,b], where Hm[a,b] is the
reproducing kernel Hilbert space with m > 1.

Hilbert space H is a function space defined on
domain E. The reproducing kernel Hilbert space (RKHS)
is defined as for each x ∈ E, the function K : E×E → R
is known as the RKF of the Hilbert function space H if

K(·,x) ∈ H f or all x ∈Ω, (11)
and

p(x) = 〈p(·),K(·,x)〉, (12)
where the inner product defines the reproducing property
of the Hilbert space. For further information on RKHS,
the reader can refer to [10, 11].

IV. KNOT PLACEMENT METHOD
This method was introduced in [9] to optimize the

placement of knots for a B-spline curve fitting.
The methodology follows that for an m-point

dataset, the location of the sample points are defined as
U = {ui : ui ∈ R,ui < ui+1}m

i=1, and the data points cor-
responding to these locations are Q =

{
qi : qi ∈ Rd

}m
i=1

where d is the dimension of the problem. For 1D prob-
lems, d = 1 and qi = yi, and for 2D problems, d = 2 and

qi = (xi,yi), etc. Also, Q(k) =
{

q(k)j ∈ R
}m−k

j=1
is the set

for k’th derivatives of this dataset.
For Q(0) = Q and U (0) = U , the derivatives are cal-

culated for k > 0 using the central difference formula:

q(k+1)
j =

q(k)j+1−q(k)j

u(k)j+1−u(k)j

, (13)

with parameter

u(k+1)
j =

1
2

(
u(k)j +u(k)j+1

)
. (14)

The “feature function”, f (u), is defined using a set
of “feature points”, fi, as to measure the amount of detail
in the input data. Furthermore, the feature points, fi, are
defined at a set of point locations ūi as:

(ūi, fi) =


(u1,0), i = 0(

u(p)
i ,
(
‖q(p)

i ‖2

)1/p
)
, 1≤ i≤ m− p

(um,0), i = m− p+1

,

(15)
where p is the order of the polynomial approximation.
For a B-spline approximation with polynomial order p,
the highest degree is (p− 1). Also, `2-norm defines the
magnitude of the derivatives with respect to the prob-
lem’s dimensionality.

The feature function, f (u), is given as:

f (u) =
u− ūi+1

ūi− ūi+1
fi +

u− ūi

ūi+1− ūi
fi+1, (16)

where 0≤ i≤ m− p+1, and ūi < u < ūi+1.
In order to determine the knot locations, the cumu-

lative distribution function (CDF), F(u), of the feature
function is defined as:

F(u) =
∫ u

−∞

f (v)dv. (17)
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Then the location of r distinct knots, {k1,k2, ...,kr},
are given in terms of this CDF as:

ki = F−1 ((i−1)δF) , i = 1,2, ...,r, (18)
where the boundary values k1 = u1 and kr = um. Further-
more, the inverse CDF, F−1, is defined as:

F−1(q) = u ⇔ F(u) = q. (19)
Also, the progressive feature increment value, δF , is
described by:

δF =
Fmax−Fmin

r−1
. (20)

The increment value, δF , determines the number of
knots, as well as the accuracy of the approximation. The
smaller δF refers to more knots with greater accuracy.
However, the knot intervals must not be less than the data
intervals, so this puts a limit on the number of nodes that
can be used in a given dataset.

V. ANTENNA DESIGN EXAMPLES

A. Example 1
A rotatable log-periodic antenna, 4030/LP/10, is

used in an antenna synthesis application to verify the
effectiveness of the proposed method. The radiation pat-
tern (space factor for the electric field) of the antenna
is obtained from the antenna’s spec sheet, and it is
imported into MATLAB using a B-spline interpolation
at 91 points. The resulting pattern is shown in Fig. 1.

The equivalent current distribution on a linear con-
ductor, which would create this radiation pattern, is
calculated by solving the following inverse Fourier
integral [2]:

I(z′) =
1

2π

∫
∞

−∞

f (θ)e− jz′ξ dξ , (21)

where f (θ) is the radiation pattern, and the variable ξ =
kcosθ , and where k = 2π/λ is the wavenumber and λ

is the wavelength. Furthermore, the antenna is assumed

Fig. 1. Normalized radiation pattern, f (θ), of the log-
periodic antenna, 4030/LP/10.

to be located along the vertical z′ axis, where the prime
notation is used to designate the source coordinates.

The knot placement method is applied using r = 7
distinct knots (` = 6 intervals) and the increment value
δF = 1.29. The optimized knot locations are evaluated
at θi = {0,7,16,26,36,56,90} degrees for i = 1,2, ...,7.
The CDF, F(θ), is shown in Fig. 2.

Fig. 2. Cumulative distribution function.

The Levin’s method is used to solve the integral in
(21) using the optimized knot locations using n = 6 col-
location points for each interval and m = 3 for the repro-
ducing kernel function as the basis in the collocation for-
mulation. The limits of the integral in (21) are truncated
to θ ∈ [900,00] or ξ ∈ [0,k]. Thus, the integrals for each
sub-interval become:

I j(z′) =
1

2π

∫ kcosθ j+1

kcosθ j

ḟ (θ)e− jz′ξ dξ , j = 1,2, ..., `,

(22)
where ḟ (θ) is the part of the radiation pattern in the given
interval. Due to the linearity, the total current can be writ-
ten as:

I(z′) =
`

∑
j=1

I j(z′), j = 1,2, ..., `. (23)

The resulting current distribution is shown in Fig. 3.
In order to analyze the accuracy of the proposed

method, the radiation pattern created by this current dis-
tribution must be obtained. This is accomplished by solv-
ing the following Fourier integral:

f (θ) =
∫ l/2

−l/2
I(z′)e jξ z′dz′ =

∫ 15λ

−15λ

I(z′)e jkcos(θ)z′dz′.

(24)
The Levin’s method is re-used to solve this integral

with r = 91 knots (` = 90 intervals) and 3 evaluation
points (n = 3) for each sub-interval for the purpose of
obtaining higher accuracy.

The radiation patterns for the optimized knot place-
ment and the equally spaced knot placement methods
are compared with the original pattern. The results are
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Fig. 3. Current distribution along the z′ axis in terms of
the wavelength.

Fig. 4. Comparison of the radiation patterns for the knot
optimized and the equally spaced Levin’s method (`= 6,
n = 6).

Table 1: Error and stability analysis in terms of the abso-
lute errors and the matrix condition numbers for the stan-
dard (Std.) and the optimized (Opt.) methods

` n m
(RKF)

Error
(Std.)

Error
(Opt.)

Cond.
Num.
(Std.)

Cond.
Num.
(Opt.)

3 3 3 3.00 3.80 2e03 3e07
3 6 3 3.78 2.60 2e06 3e10
3 11 3 3.46 2.70 2e10 2e12
6 3 3 1.97 1.13 5e07 4e11
6 6 3 1.88 1.01 4e10 8e13
6 11 3 1.69 1.36 4e12 6e14

12 3 2 0.90 0.64 7e05 6e06
12 6 2 0.50 0.46 5e07 4e08
12 11 2 0.50 0.47 6e09 4e09

shown in Fig. 4. It can be observed that the absolute error
is minimized for the proposed optimized knot placement

method to be 1.01, whereas for the same settings (`= 6,
n = 6, m = 3), the absolute error is 1.88 for the equally
spaced knot placement method.

The error and stability analysis results are listed in
terms of the absolute errors and the condition numbers
of the solution matrices in Table 1 for different ` and
n values. In a linear equation system, the matrix condi-
tion number measures how sensitive the output vector
is against the changes in the input vector. These results
show that the optimized knot placement method yields
more accuracy and slightly less stability than the stan-
dard method (equally spaced knot placement) for every
m value of the reproducing kernel function.

B. Example 2
In this example, an array antenna is used with a nar-

row beam radiation at θ = 30◦ on the elevation plane
(E-plane). The radiation data is transferred into Matlab
using B-spline interpolation at 91 points as before, and
the resulting pattern function is shown in Fig. 5.

The knot optimization algorithm is carried out for
r = 4 knots (` = 3 intervals), and the knot locations are
obtained at θi = {27,29,32,34} degrees for i= 1,2, ...,4.
The cumulative distribution function corresponding to
the antenna radiation pattern, F(θ), is shown in Fig. 6.

Equivalent current distribution on a linear conduc-
tor is obtained by using the Levin’s method with opti-
mized knot locations. The resulting current distribution
is shown in Fig. 7. The comparison results of the radi-
ation patterns for the knot optimized and the standard
methods are shown in Fig. 8. It is observed that the abso-
lute error for the proposed method is 0.16, whereas for
the same settings (`= 3, n = 3, m = 3), the absolute error
is 2.7 for the equally spaced knot placement method.

The error and stability analysis results are listed for
the standard and the optimized methods in Table 2. The
results show that the proposed method provides even
more significant error reduction.

Fig. 5. Normalized radiation pattern of the array antenna.
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Fig. 6. Cumulative distribution function.

Fig. 7. Current distribution along the z′ axis in terms of
the wavelength.

Table 2: Error and stability analysis in terms of
the absolute errors and the matrix condition num-
bers for the standard (Std.) and the optimized (Opt.)
methods

` n m
(RKF)

Error
(Std.)

Error
(Opt.)

Cond.
Num.
(Std.)

Cond.
Num.
(Opt.)

3 3 3 2.70 0.16 3e04 3e07
3 6 3 1.50 0.29 3e09 7e11
3 11 3 1.00 1.50 3e11 9e13
6 3 3 4.50 0.46 1e06 1e06
6 6 3 1.38 0.10 2e08 2e08
6 11 3 0.98 0.06 3e09 3e09

12 3 2 6.20 0.15 3e04 6e06
12 6 2 5.00 0.06 3e06 8e08
12 11 2 5.97 0.01 6e07 2e10

Fig. 8. Comparison of the radiation patterns for the knot
optimized and the equally spaced Levin’s methods using
`= 3 intervals and n = 3 collocation points.

VI. CONCLUSION
Based on the simulation results, the Levin’s method

gives more accurate results when combined with the knot
optimization algorithm for antenna synthesis applica-
tions. This accuracy improvement can be observed from
Table 1 and Table 2, where the error is reduced for the
increasing number of intervals (`) independent of the
number of collocation points (n) used for each interval.

The proposed method is particularly advantageous
for radiation patterns with small beam widths, as this
requires a large number of intervals for the standard tech-
nique. This result can be seen from the error analysis
between the standard and the proposed techniques in
Table 2.

In both examples, the optimized method gives the
most accurate result for m = 2 of the reproducing kernel
function, especially with an increase in intervals. For the
other m values not listed in Tables 1 and 2, the error is
almost the same for different values of m for n = 3 and
degrades significantly for n> 3, independent of the num-
ber of intervals ` for both the standard and the optimized
methods. Also, the matrix condition number increases
with increasing m regardless of the values for n and `.

The only drawback of the proposed method is the
increased condition number of the solution matrix, which
implies that the method’s stability decreases slightly
compared to the equal-interval integration technique.
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