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Abstract ─ The popularity of wearable devices and smart 
phones provide a great convenience for large-scale data 
collection. Owing to the non-uniform distribution of 
mobile sensors, the data quantity collected from 
different regions has a wide variation. So we design the 
region division algorithm that divides area into different 
density grades and sets appropriate sampling frequency 
on different regions. Furthermore, we propose Circle  
of Time Slice (CoTS) and Cardinal Number Timing 
Method (CNTM) to solve the sampling error when 
nodes move from one area to another. On this basis, we 
propose the Data Collection Algorithm Based on the 
Sampling Frequency (DC-BSF) to reduce the data 
redundancy. Simulations demonstrate that the method 
proposed in this paper can reduce data redundancy 
under the condition of achieving high coverage. 
 
Index Terms ─ Data collection, region division, sampling 
frequency, time slice cycle. 
 

I. INTRODUCTION 
With the rapid development of mobile 

communication and sensing technology, a number of 
innovative applications and services have emerged. In 
particular, the popularity of portable devices (e.g., smart 
phones, wearable devices, etc.) and vehicle sensors 
(e.g., GPS), provide efficient ways to sense physical 
objects and environmental conditions on a large scale. 
It greatly expanded the dimensions of human perception 
and changed the way people perceive the world [1]. 

Mobile Crowd Sensing (MCS), where individuals 
with sensing and computing devices collectively share 
data and extract information to measure phenomena of 
common interest [2]. Sensor nodes collect data adaptively 
in the mobile process. It forms a Mobile Opportunistic 
Networks (MONs) when data is transferred between 
sensor nodes [3]. The data transmission depends on the 
cooperation of nodes to fulfill a “store – carry – process 

– forward” mode. 
Sensors are embedded in a taxi and collect data 

periodically. Since different taxis always have 
heterogeneous mobility regions with some randomness, 
they could make different contributions to the coverage. 
The mobile trajectory is more intensive in hot regions, 
like shopping malls, stations and so on. So there are a 
large number of sensors in these regions. If they collect 
data at the same sampling frequency as sensors in 
sparse region, it may lead to serious data redundancy. 
On the contrary, the mobile trajectory is relatively 
sparse in remote areas. The data coverage is low in the 
sparse area. Sensors in these regions need to be set a 
higher sampling frequency. So we divide the region 
according to the density of taxi trajectory. Then we  
set the sampling frequency of sensors in regions of 
different density. At last, we propose an effective 
sensing mechanism that can reduce data redundancy in 
the premise of high coverage. The main contributions 
of this paper are shown as follows. 
1) We design the Region Division algorithm (D-RG) 

to divide the entire area into regions of different 
grades, according to density of nodes’ trajectory. 

2) We propose the Circle of Time Slice and Cardinal 
Number Timing Method to solve the sampling 
error resulted from nodes moving from one region 
to another. 

3) We propose the Data Collection Algorithm Based 
on the Sampling Frequency that can reduce data 
redundancy in the premise of high coverage. 
The remainder of this paper is organized as follows. 

Section 2 reviews the related work. Section 3 describes 
the system model and two algorithms. In Section 4, we 
evaluate the performance of our model by real mobile 
traces. Finally, we conclude the paper in Section 5. 
 

II. RELATED WORK 
Recently the concept of mobile crowd sensing has 
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attracted the attention of many researchers. Challenges 
in this research include localized analytics, resource 
limitation, privacy, security, data integrity, architecture 
and so on [1]. The 4W1H characterize the major 
research issues in the MCS life cycle [4]. The noise-
mapping system can intuitively present the urban noise 
level by encoding levels with colors [5]. COUPON is a 
cooperative framework for building sensing maps in 
mobile opportunistic network [6]. The CarTel is a 
distributed mobile sensor computing system [7]. 

As more and more sensors are integrated on mobile 
devices, the application field of mobile crowd sensing 
is constantly expanding [8]. In the paper [9], smart 
parking was used as a case study to investigate features 
of crowdsourcing that may apply to other mobile 
applications. Participatory sensing can be applied in 
environmental monitoring [10]. The Intelligent Traffic 
System (ITS) is based on mobile crowd sensing [11]. 
Smart P2P model can optimize the search process [12]. 

Due to the different scenarios and purposes, the 
type of data needed is different. So many scholars have 
studied the methods of data collection. ITAMP is a new 
sparsely adaptive algorithm with high recovery rate and 
fast reconstructing speed [13]. In paper [14], the data 
collection method of wireless sensor networks in 
gateway was proposed. Another data acquisition method 
was proposed in paper [15], heterogeneous multi-source 
multi-mode sensory based on data quality. 

The data sensing mechanism is the key to obtaining 
valid data in the process of data collection. Researchers 
have proposed some sensing mechanisms. Researchers 
designed two cooperative schemes to optimize the 
system performances in terms of sensing quality, 
delivery delay and energy consumption [16]. Researchers 
proposed a city hot spot event sensing method based on 
mobile crowd sensing. This method can discover and 
classify hot spots [2]. Previous studies have considered 
the characteristics of nodes mobility and the spatial-
temporal correlation among sensory data. But they 
ignored the moving speed of sensors, residence time in 
each area and the sampling error resulted from nodes 
moving from one region to another. In view of the 
above problems, we propose a new data collection 
algorithm. It can reduce data redundancy under the 
condition of achieving high coverage. 
 

III. PERCEPTION PROCESS 
In this part, we divide the entire sensing area into 

different grades according to the data of pre-sampling 
firstly. Furthermore, we propose the Circle of Time 
Slice and Cardinal Number Timing Method to solve the 
sampling error resulting from nodes moving from  
one region to another. Finally, we propose the Data 
Collection Algorithm Based on the Sampling Frequency 
(DC-BSF). 
 

A. Division of sensing area 
Although the movement trajectory possesses some 

randomness, it has characteristics of dense or sparse. 
The data of taxi movement trajectory is provided by 
Korea Advanced Institute of Science and Technology 
(KAIST) [17]. The graph of movement trajectory is 
shown in Fig. 1. 
 

 
 
Fig. 1. The graph of taxi movement trajectory. 
 

In order to further analyze the characteristics of the 
trajectory of sensors, we divide the entire sensing area 
into the same size grid cells { }1 2 ,, ,mG g g g=   and 
sensors 1 2( , ), ns s s  are embedded in mobile vehicles 
[7], as illustrated in Fig. 2. 
 

 
 
Fig. 2. The sensing area with same size grid cell. 
 

The cell-grid (gi) shown in Fig. 2 is the smallest 
unit of region division. In order to divide the sensing 
area according to the density of the vehicle trajectory, 
we need to calculate the density of trajectory firstly. 
The statistical method is shown in Algorithm 1. It 
counts the number of trajectories in each grid cell 
according to the data of pre-sampling.  

Statistical results are stored in a table like Table 1. 
The ia  in the i-th row represents the number of trajectory 
in a grid cell. The ui  in i-th row represents the total 
number of grids that include ia  trajectories. 
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Algorithm 1: Statistical method of sampling times 
Input:  

vecData;  // Pre sampled data 
tabsize; // Grid size 
Xnum; // the number of grid on the X axis 
Ynum; // the number of grid on the Y axis 

Output:  
vecTabData; // Sampling times 
mapSumData; //the number of grid sampled n times 

Initialize vecTabData is NULL; 
for i ← 0 to vecData.size do 

index_x ← floor(vecData[i].x / tabsize) + 1;  
index_y ← floor(vecData[i].y / tabsize) + 1; 
// floor() is a Integral Formula.  
vecTabData[index_x][index_y] 
←vecTabData[index_x][index_y] + 1; 

repeat 
for i ← 0 to vecTabData.size do 

for j ← 0 to vecTabData[i].size do 
if (mapSumData.find( vecTabData[i][j] ))  

then  mapSumData(vecTabData[i][j]) 
←mapSumData(vecTabData[i][j]) + 1; 

else 
mapSumData(vecTabData[i][j]) ← 1; 

endif 
repeat 

repeat 
 
Table 1: Statistical table 

Number of tracks ( ia ) Number of grids ( iu ) 

0 0a =  0u  

1 1a =  1u  

︙ ︙ 

na n=  nu  
 

We set a information table stored at each node and 
the table is dynamic. The information table includes the 
current time, data (collected and transmitted), sampling 
frequency (f(lk)) and current location, as illustrated in 
Table 2. Current location is stored in a two-dimensional 
array. tab[i][j] represents that the location of a cell-grid 
is the i-th row and j-th column of the area. level_k 
represents that the grade of the grid is k. The formula 
level_k = f (lk) in Table 1 means that the sampling 
frequency of sensors located in level_k is f (lk). 
 
Table 2: Storage table in sensors 
Current Location Frequency Data 

[ ][ ]i j level ktab −=  
( )

klklevel f
−

=  Collect Transmit 
 

The traditional K-means algorithm [18] is a typical 
distance-based clustering algorithm. Distance between 
the surrounding sensors and the center sensor was used 

as the evaluation index of similarity. Therefore, we 
propose a method based on the number of trajectory in 
each cell-grid to divide sensing area. We divide the 
entire area into three levels according to the data of 
Table 1. The steps are shown bellow, and the algorithm 
is shown in Algorithm 2; 

 
( )

0

1
3
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n

i
i isum a u

=
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(1) 

where sum represents one-third of the total number of 
trajectory in all grids. There is a constant p that satisfies 
the Equation (2): 
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We divide the grids that satisfy the above conditions 
into the region of low sampling frequency (level_1). As 
shown in Fig. 3, the different textures represent different 
region grades. Similarly, there is a constant q that 
satisfies the Equation (3): 

 

1 2

1 2 1

,
qp p

p p q

a a a sum
a a a sum

+ +

+ + + >





+ + + ≤
+ + +





[ ).1,q p n∈ +  (3) 

We divide the grids satisfying the above conditions into 
the region of intermediate sampling frequency (level_2), 
as shown in Fig. 3. The rest of the grids are divided into 
the region of high sampling frequency (level_3). 
 
Algorithm 2: D-RG algorithm 

Input: ia , iu  
Output:  pa , qa  
Initialize  s ← 0; 
for i ← 0 to n do 

s ← s + ia  × iu ;  
//Determine the boundary value of the level region.  
if( s >= sum ) then 

Get a boundary value: ia ;   
s ← 0; // get the next boundary value.  

 end if  
repeat 

 

 
 
Fig. 3. The graph of region grades represented by 
different textures. 
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B. The algorithm of data collection 
The sensor performs the sampling task, when the 

sampling time is reached and the sensor does not 
contain the data of the current grid. Due to the limited 
transmission range of sensors, the transmission delay is 
relatively serious. So we set different sampling frequency 
for sensors in different regions. Sensors can collect data 
according to their own sampling frequency, rather than 
entirely relying on collaboration with other sensors. 
Therefore, it can reduce the interdependence between 
sensors. 

In the pre-sampling process, sampling period is T1 
(30 seconds). Considering the number of grids that are 
over-sampled and the region grade, we set the different 
sampling frequency for sensors in different grade 
regions. The time interval of sampling in level_k is 
shown bellow: 

 ( )
1 ,2k

k

i i
l

i

a u
T

u
T

×
× ×= ∑

∑
 

 [ ) [ ) [ ]0,   1,   1, ,  1, 2,3.i p or p q or i q n k∈ + ∈ + =  (4) 
So the sampling frequency in level_k is shown 

below: 

 ( ) 1 ,
k

k
l

f l
T

λ= × ( 1,2,3;k λ= is a constant). (5) 

In the sensing process, sensors may move from one 
region to another. However, the sampling frequency of 
sensors in these regions is different. If sensors stay in 
one region for a short time, it may miss some data. 
From the trajectory of the sensor in Fig. 4, we can see 
that the sensor moves to the level_2 region and then 
leaves here. Under the condition of the same speed, the 
sensor stays in the level_2 region for a short time. If the 
dwell time is much shorter than the sampling interval of 
the sensor, the data in that region may be missed.  
 

 
 
Fig. 4. Moving trajectory in different grade regions. 
 

So we propose the Circle of Time Slice (CoTS) and 
Cardinal Number Timing Method (CNTM) to solve the 
sampling error resulted from sensors moving from one  

area to another. The Time Slice aims to divide the time 
axis into many short time periods. The sampling interval 
is much longer than the time slice. CoTS means that 
sensors check information at the beginning of each time 
slice. The sensor requires checking its current location, 
whether it contains the data of current grid and whether 
it has reached the sampling time. CNTM is a method of 
calculating time length, as shown in Equation (6): 

 
,_ __ _

_
const init timecur time cur time

time k
= −

 
(6) 

where cur_time indicates how long it takes to reach the 
sampling instants. The time_k represents the sampling 
interval in level_k region. The const_init_time is the 
lowest common multiple of time_k (k = 1, 2, 3). After a 
time slice, the cur_time is shortened by const_init_time/ 
time_k. This also ensures that the longer the sampling 
interval, the more times that sensors check information 
during the sampling interval. The data collection 
algorithm based on the sampling frequency is shown as 
follows. 
 
Algorithm 3: DC-BSF 
Input: time_k, const_init_time, transimit_length 
Output: the data required; 
Initialize cur_time ← const_init_time; 
while( during the sampling time ) do 

if( current location is included in level_k ) then 
cur_time  =  cur_time－const_init_time / time_k;  
// the circle of time slice 

end if 
for i ← 0 to n do 

Traverse all nodes; 
if( dis <= transimit_length ) then  

// dis is the distance between two nodes. 
    Process and forward the collected data; 
end if 

repeat 
if( cur_time <= 0 &&  

Data of current grid is not included in the node.)  
then Perform sampling task; 
end if 

repeat 
 
C. Analysis of algorithm 

In algorithm DC-BSF, T, ,x y∗  n and m 
respectively represent the sampling period, the number 
of grids in the entire area, sensors and grids that have 
been sampled. The algorithm is mainly completed in a 
while circulation and the total number of circulation is 
t. The following three steps are performed in each 
cycle. 
1) Sensors check the grade of the region that the 

sensor is located and the sampling interval in this 
grade. So the time complexity in this part is  
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( )( )2 2log log .x y×Θ  
2) Sensor nodes transmit data between each  

other. The time complexity in this part is 
( )( )2 2log log .x yn x y ×Θ × × ×  

3) Sensor nodes check whether it contains the data of 
current grid. The time complexity in this part is 

( )( )2 2log log .x y×Θ  
So the time complexity of algorithm DC-BSF is 

( )( )2 2log log .x yt n x y ×Θ × × × ×  
 
IV. PERFORMANCE EVALUATION 

In order to verify the feasibility and superiority  
of DC-BSF, we carry out the following evaluation 
based on the real mobility traces provided by Korea 
Advanced Institute of Science and Technology [17]. 
The simulation platform we used is Opportunistic 
Network Environment (ONE) [19]. ONE is a free 
simulation platform developed in Java language. It can 
be used to simulate Opportunistic Network and Delay 
Tolerant Network. The simulation parameter is shown 
in Table 3. 
 
Table 3: Simulation parameter 
Parameter Value 
Time 35ks (about 10 hours) 
Area 30km×30km 
The number of nodes 92 
Communication 
range 100m 

Size of level_k 500m 
 λ    0.5; 0.8; 1; 1.5; 2; 5 

Size of grid   100; 200… ; 900; 1000m 
 

We evaluate the feasibility of DC-BSF algorithm in 
terms of coverage and data redundancy as follows. 

In Fig. 5, we compare the coverage with various 
values of λ  by ten sizes of grid from 100 to 1000 m. 
The legend in this figure represents different grid size. 
We can obviously find that the coverage rate increases 
with the increase of λ  regardless of the size of grid. 
When the coefficient of sampling frequency ( )λ increases 
from 0.2 to 0.8 the coverage rate increase greatly, but 
the coverage level is low. When λ  > 0.8, the coverage 
rate reaches a high level and keeps stable. So the 
optimum range of λ  is from 0.8 to infinity considering 
the coverage rate only. 

Data redundancy is an inevitable problem under the 
condition of high coverage rate. In order to reach the 
best compromise between coverage rate and data 
redundancy, we compare the data redundancy with 
various values of λ  by ten sizes of grid from 100 to 
1000 m. And the simulation parameter is shown in 
Table 3. From Fig. 6, we can see that the DC-BSF  

can achieve a lower data redundancy and the data 
redundancy increases slowly whenλ  is less than 2. On 
the contrary, the data redundancy is large and increases 
rapidly when λ  > 2. So the optimum range of λ  is 
from negative infinity to 2 considering the data 
redundancy only. 
 

 
 
Fig. 5. Coverage rate with various values of λ . 
 

 
 
Fig. 6. Data redundancy with various values of λ . 
 

Therefore, considering the best compromise 
between coverage rate and data redundancy, we take 
the intersection of the two parts. From the two sets of 
simulation above, we can get a conclusion that the 
optimum range of λ  is from 0.8 to 2. It means that the 
data collection method based on the sampling frequency 
can reduce data redundancy in the condition of achieving 
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high coverage when the range of λ  is from 0.8 to 2. 
The simulation results above verified the feasibility 

of the method we proposed. In order to verify the 
efficiency of DC-BSF proposed in this paper, we 
compare it with Cooperative Sensing (CS) [6] in terms 
of coverage and redundancy. The Cooperative Sensing 
method is based on spatial-temporal correlation among 
sensory data. 

We have 1λ =  in our DC-BSF and set the parameter 
k=1 in CS. Other parameters in the simulation are the 
same as in Table 2. As shown in Fig. 7, we compare the 
DC-BSF with CS about the coverage rate by using ten 
kinds of grid size. These two methods both get a high 
coverage rate and the gap between them is small. And 
then from Fig. 8, we can see that compared to the data 
redundancy of CS, it is significantly less of DC-BSF. 
So the method we proposed in this paper outperforms 
the CS relatively, although the DC-BSF does not 
achieve its best performance. 
 

 
 
Fig. 7. Coverage rate of two kinds of 
sampling mechanisms in different grids. 
 

 
 
Fig. 8. Data redundancy of two kinds of sampling 
mechanisms in different grids. 

V. CONCLUSION AND FUTURE WORK 
In this paper, we propose the Division of Region 

Grade algorithm to divide the entire area into three 
regions of different grades. Furthermore, we put forward 
two concepts: CoTS and CNTM. These two methods 
can solve the sampling error resulting from nodes 
moving from one area to another. Last but not least, we 
proposed the Data Collection Algorithm Based on the 
Sampling Frequency that can reduce data redundancy in 
the premise of high coverage.  

The model proposed in this paper has strict 
constraints. In the future, we plan to further study and 
improve it. 
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