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Abstract – This paper generalizes a recent improve-
ment to a traditional spatial-processing algorithm to
optimally use body-mounted arrays of dual-polarization
radio-frequency antenna elements rather than single-
polarization antenna elements. The paper’s generalized
algorithm exploits high-fidelity far-field gain and polar-
ization data, generated most practically by a computa-
tional electromagnetic solver (CES), to characterize the
antenna array’s individual dual-polarization elements.
Using this characterization and that of the desired and
undesired communication nodes’ antennas, the general-
ized algorithm determines the array’s optimal weights.
The subsequent application of a CES to a practical
scenario, in which an optimally weighted array of dual-
polarization antenna elements is mounted on a repre-
sentative body, demonstrates the generalized algorithm’s
exceptional spatial-processing performance.

Index Terms – antenna arrays, beamforming, null-
steering, polarization matching, spatial filters, spatial
processing.

I. INTRODUCTION
This paper generalizes a recent improvement [1] to

a traditional algorithm for spatial processing (beamform-
ing in the direction of a single desired communication
node and nullsteering in the directions of potentially
multiple undesired communication nodes). The recent
algorithmic improvement optimally used an array of
potentially diverse single-polarization radio-frequency
(RF) antenna elements arbitrarily arranged on a body of
arbitrary shape and material composition. This paper
generalizes that improved algorithm to optimally use
arrays of dual-polarization antenna elements. A dual-
polarization antenna element has two ports, each of
which corresponds to one of two nominally orthogo-
nal polarizations in the direction of the element’s max-
imum gain. For example, the two polarizations could
be orthogonally linear (say, vertical and horizontal) or
orthogonally circular (i.e., right-hand circular (RHC)
and left-hand circular (LHC)). This paper assumes the

antenna array functions exclusively in a receive mode.
However, under the assumed principle of reciprocity
[2], this paper’s generalized spatial-processing algorithm
applies equally to a transmitting antenna array.

Previous research in spatial processing with arrays
of dual-polarization elements [3–10] has recognized this
problem’s extraordinary complexity in even relatively
simple practical scenarios. For example, the electrical
effects caused by surface waves on the body, mutual
coupling between array elements, and spatial varia-
tions in element gain and polarization patterns are prac-
tically impossible to characterize without a full-wave
computational electromagnetic solver (CES) solution or
sophisticated measurements [3]. In response researchers
have generally made three simplifying assumptions to
facilitate their analyses and simulations. Firstly, most
researchers assume the absence of any tangible body
[3–6] on which the antenna array is mounted. This
assumption precludes the study of surface-wave effects
that are crucial to scenarios in which the body is physi-
cally between an emitter and the receiving antenna [11]
or antenna array [1]. Although some researchers [7–10]
assume a planar or cylindrical physical layout of the
antenna elements, they still account for no explicit body
in their analyses. Secondly, most researchers explicitly
assume negligible mutual coupling between the array’s
elements [3–7, 9, 10]. Thirdly, most researchers assume
the array’s dual-polarization elements are ideal crossed-
dipole (or electrically equivalent) elements which have
perfectly orthogonally linear transmission and reception
characteristics [4–7, 9, 10].

Since these effects are typically small, much mean-
ingful research can be performed while ignoring them.
However, the accurate characterization of a spatial-
processing algorithm’s performance in practical scenar-
ios requires exceptional fidelity in all three typically
simplified areas. For example, to achieve extremely
deep nulls in a receive array’s gain pattern, a spatial-
processing algorithm must weight the element output
signals so that their sum is nearly exactly zero. By
maximally exploiting the high-fidelity data produced by
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a CES, this paper’s generalized algorithm accounts for
the typically small yet non-negligible electrical effects of
the presence of the body, mutual coupling between array
elements, and element gain and polarization deviations
from ideal behavior.

All traditional receive-mode spatial-processing
algorithms [12–14] require knowledge of the array
elements’ locations in the receive array’s coordinate
system, the thermal-noise power-spectral density (PSD)
at every array output port, the desired and undesired
far-field emitters’ apparent angular directions in the
array’s coordinate system, and all undesired emitters’
spatial power densities at the array’s location. This
paper’s generalized algorithm requires additional infor-
mation. Specifically, the generalized algorithm requires
quantitative knowledge (or, at least, estimates) of the
desired and undesired emitters’ antenna gains and
polarization characteristics in the direction of the receive
array. The algorithm also requires high-fidelity quan-
titative knowledge of the transmitted far-field vector
electric field in the directions of all scenario emitters
produced by each port of each array element, accounting
for the structure of the corresponding element, the
electromagnetic interactions with the other elements
(i.e., mutual-coupling effects), and the electromagnetic
interactions with the body. Only a CES or high-fidelity
testing can practically provide such detailed data. Proper
processing of this additional information produces the
parameters needed to populate the recently developed,
high-fidelity RF antenna models (both transmit and
receive modes) [15, 16].

Using the populated antenna models, the gener-
alized algorithm calculates a set of complex weights
(effecting amplitude scalings and phase shifts) to apply
to the output signals of the array elements’ ports.
The summation of these weighted signals optimizes
some appropriate figure of merit (e.g., the signal-to-
interference ratio (SIR) when the array operates in an
RF-interference (RFI) environment). These signal mod-
ifications effectively produce an antenna pattern having
high effective gain in the direction of the desired emitter
and low effective gains in the directions of the undesired
emitters. Note that effective gain is the total gain less
the polarization-mismatch loss, which is ideally very low
for the desired emitter and very high for all undesired
emitters.

Section II reviews this problem’s technical back-
ground. Section III generalizes the spatial-processing
technique of [1] assuming dual-polarization antenna
elements. Section IV presents high-fidelity digital-
simulation results for an array of realistic dual-polari-
zation antenna elements mounted on a representative
body. Section V concludes the paper with a summary
of key results and several suggestions for future work.

II. TECHNICAL BACKGROUND
This section reviews the technical background

needed for the development of Section III’s generalized
algorithm. Subsection A provides the general scenario’s
physical description, including the locations of the
receive-antenna elements, the single desired emitter, and
the potentially multiple undesired emitters. Subsection B
mathematically specifies the desired and undesired emit-
ters’ transmitted signals. Subsections C, D, and E respec-
tively characterize the receive-antenna array’s elements,
the desired emitter’s antenna, and the undesired emit-
ters’ antennas. Subsection F derives the electric fields
incident on the receive-antenna elements. Subsection G
develops the array elements’ output signals. Subsection
H describes the receiver/spatial-processor model fed by
the receive-antenna array’s elements. Section I presents
the problem statement.

A. Physical description of scenario
The diagram of Figure 1 notionally depicts the sce-

nario of interest. A receive-antenna array mounted on a
body of potentially complex shape and material compo-
sition attempts to receive an RF signal from a desired
far-field emitter. Multiple spatially diverse undesired
far-field RF emitters interfere with the desired signal’s
reception. Note that the body may be physically between
one or more of the receive array’s elements and one or
more of the scenario’s emitters.

Figure 2 shows the basic scenario geometry in
which an array of M dual-polarization antenna elements
arranged on a body receives signals from a single desired
far-field emitter and N undesired far-field emitters. The

Fig. 1. Notional depiction of scenario.
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Fig. 2. Basic scenario geometry.

Cartesian coordinate system shown in Figure 2 has its
origin at O, some convenient point near the physical cen-
ter of the antenna array on the body. Figure 2 also shows
a spherical coordinate system using the traditional quan-
tities of the distance r (r ≥ 0) and the two orthogonal
angles θ(0 ≤ θ ≤ π) and φ(0 ≤ φ < 2π) to specify an
arbitrary point of interest.

The single desired emitter’s antenna’s phase center,
located at D, has spherical coordinates (r(d),θ (d),φ (d))
and Cartesian coordinates x(d)

y(d)

z(d)

=

 r(d)s
θ (d)cφ (d)

r(d)s
θ (d)sφ (d)

r(d)c
θ (d)

 , (1)

where we use the shorthand notation[
cρ sρ

]
=
[

cos(ρ) sin(ρ)
]
∀ρ ∈ R. (2)

The nth undesired emitter’s antenna’s phase center,
located at Un, has spherical coordinates (r(u)n ,θ

(u)
n ,φ

(u)
n )

and Cartesian coordinates x(u)n

y(u)n

z(u)n

=


r(u)n s

θ
(u)
n

c
φ
(u)
n

r(u)n s
θ
(u)
n

s
φ
(u)
n

r(u)n c
θ
(u)
n

 , n ∈ {1, · · · ,N}. (3)

The phase center of the mth element’s pth port has Carte-
sian coordinates (xm,p

(a), ym,p
(a), zm,p

(a)).
As shown in Figure 2, we define three orthogonal

unit vectors associated with the antenna array and the
desired emitter. Firstly, unit vector

a3 =
[

s
θ (d)cφ (d) s

θ (d)sφ (d) c
θ (d)

]T
, (4)

with T denoting simple (unconjugated) transposition,
points along the ray from O to D (i.e., in the direction of

increasing distance from O at D). Secondly, unit vector

a1 =
[

c
φ (d)cθ (d) s

φ (d)cθ (d) −s
θ (d)

]T
, (5)

points in the direction of the antenna array’s increasing
θ at D. Thirdly, unit vector

a2 =
[
−s

φ (d) c
φ (d) 0

]T
, (6)

points in the direction of the antenna array’s increasing φ

at D. Unit vectors a1 and a2 are parallel to all planes nor-
mal to the line passing through O and D. Thus, for any
point on this line, the plane defined by these unit vectors
contains the polarization ellipse of a plane electromag-
netic (EM) wave propagating between D and O.

As shown in Figure 2, we define three orthogonal
unit vectors associated with the antenna array and the
nth undesired emitter. Firstly, unit vector

un,3 =
[

s
θ
(u)
n

c
φ
(u)
n

s
θ
(u)
n

s
φ
(u)
n

c
θ
(u)
n

]T
, (7)

points along the ray from O to Un (i.e., in the direction of
increasing distance from O at Un). Secondly, unit vector

un,1 =
[

c
φ
(u)
n

c
θ
(u)
n

s
φ
(u)
n

c
θ
(u)
n
−s

θ
(u)
n

]T
, (8)

points in the direction of the antenna array’s increasing
θ at Un. Thirdly, unit vector

un,2 =
[
−s

φ
(u)
n

c
φ
(u)
n

0
]T

, (9)

points in the direction of the antenna array’s increasing φ

at Un. Unit vectors un,1 and un,2 are parallel to all planes
normal to the line passing through O and Un. Thus, for
any point on this line, the plane defined by these unit
vectors contains the polarization ellipse of a plane EM
wave propagating between Un and O.

As shown in Figure 3, unit vector
p3 =−a3, (10)

points along the ray from D to O. We define the orien-
tation of the desired emitter’s local spherical coordinate

Fig. 3. Unit vectors associated with the desired emitter.
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system, having origin at D, to satisfy two requirements.
Firstly, unit vector

p1 =−a1, (11)

points in the direction of the desired emitter’s increasing
θ at O. Secondly, unit vector

p2 = a2, (12)

points in the direction of the desired emitter’s increasing
φ at O. Unit vectors p1 and p2 define planes normal to
the line passing through O and D. Thus, for any point on
this line, the plane defined by these unit vectors contains
the polarization ellipse of a plane EM wave propagating
between D and O.

As shown in Figure 4, unit vector

qn,3 =−un,3, (13)

points along the ray from Un to O. We define the orienta-
tion of the nth undesired emitter’s local spherical coordi-
nate system, having origin at Un, to satisfy two require-
ments. Firstly, unit vector

qn,1 =−un,1, (14)

points in the direction of the nth undesired emitter’s
increasing θ at O. Secondly, unit vector

qn,2 = un,2, (15)

points in the direction of the nth undesired emitter’s
increasing φ at O. Unit vectors qn,1 and qn,2 define
planes normal to the line containing O and Un. Thus,
for any point on this line, the plane defined by these unit
vectors contains the polarization ellipse of a plane EM
wave propagating between Un and O.

Fig. 4. Unit vectors associated with the nth undesired
emitter.

B. Mathematical description of transmitted signals
The desired emitter’s transmitter sends to its antenna

the deterministic narrowband signal

x(d)(t) = A(d)(t)cos
[
2π fRF t + γ

(d)(t)
]
, (16)

where A(d )(t) and γ(d )(t) are the narrowband signal’s
slowly varying amplitude modulation and phase modu-
lation, respectively, f RF is the center RF in hertz, and t is
time in seconds. Assuming the desired emitter’s antenna
has unit impedance, the desired emitter’s time-averaged
power is

P(d) =
[
A(d)

]2
/

2, (17)

if we also assume A(d )(t) is a constant A(d ).
The nth undesired emitter’s transmitter sends to its

antenna the zero-mean, wide-sense stationary (WSS)
random narrowband signal

x(u)n (t) = x(u)I,n (t)cos(2π fRF t)− x(u)Q,n(t)sin(2π fRF t),
(18)

where xI ,n
(u)(t) and xQ,n

(u)(t) are, respectively, the
inphase (I) and quadrature (Q) components of xn

(u)(t).
We assume the N undesired emitters’ signals are mutu-
ally uncorrelated.

The nth undesired emitter’s signal has double-sided
PSD

S(u)n ( f ) =
N(u)

n

2

[
Π

(
f − fRF

B(u)
n

)
+Π

(
f + fRF

B(u)
n

)]
,

(19)
where Nn

(u)/2 is the PSD’s level in W/Hz, Bn
(u) is the

bandwidth in Hz, and

Π(x) =
{

1, |x| ≤ 1/2
0, otherwise , (20)

is the unit pulse function. The nth undesired emitter’s
I and Q components are independent, zero-mean, WSS
random lowpass processes with double-sided PSD

S
(u)

I,n( f ) = S
(u)

Q,n( f ) = N(u)
n Π

(
f/B(u)

n

)
. (21)

C. Electrical description of antenna array
We assume complete quantitative knowledge of the

practically planar vector electric field
E(a)

m,p(t,r(a),θ ,φ , fRF) =

v1(θ ,φ)E
(a)
m,p,1(r

(a),θ ,φ , fRF)

×cos[2π fRF t + γ
(a)
m,p,1(r

(a),θ ,φ , fRF)]

+v2(θ ,φ)E
(a)
m,p,2(r

(a),θ ,φ , fRF)

×cos[2π fRF t + γ
(a)
m,p,2(r

(a),θ ,φ , fRF)]

, (22)

produced at known far-field slant range r(a) from O for
every combination of θ and φ corresponding to a sce-
nario emitter when monochromatic source signal

ss(t) = As cos(2π fRF t + γs), (23)
exclusively stimulates port p of array element m with
all elements present on the body. In (22) direction-
dependent unit vector vi, i ∈{1,2}, can represent ai or
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un,i as appropriate. Equation (22) is the electric field pro-
duced at a point with spherical coordinates (r(a), θ , φ )
when element m is transmitting due to the stimulation by
(23) of only its pth port while all other elements are phys-
ically present but electrically inactive. A CES is the most
practical source of such high-fidelity data, but sophisti-
cated testing might be capable of generating these data.
Figure 5 shows the high-fidelity antenna model [15] cor-
responding to the pth port of the antenna array’s mth ele-
ment. The model has two sets of direction-dependent
parameters. The first set comprises an apparent inter-
nal attenuation Km,p,1

(a)(θ ,φ ) and an apparent internal
delay τm,p,1

(a)(θ ,φ ) associated with an antenna perfectly
linearly polarized along v1. The second set comprises
an apparent internal attenuation Km,p,2

(a)(θ ,φ ) and an
apparent internal delay τm,p,2

(a)(θ ,φ ) associated with a
collocated antenna perfectly linearly polarized along v2.

The model’s apparent internal attenuations are

K(a)
m,p,i(r

(a),θ ,φ , fRF) =
√

2E(a)
m,p,i(r

(a),θ ,φ , fRF )

As
K(a), i ∈ {1,2},

(24)

where [16]
K(a) = λ r(a)/Z0. (25)

In (25) the EM wave’s wavelength is
λ = c/ fRF , (26)

where c is the speed of light (exactly 299,792,458 m/s
in free space, the assumed propagation medium). Also,
in (25) Z0 = 4π×10−7c ≈ 376.7303 Ω is the intrinsic
impedance of free space.

The model’s apparent internal time delays are

τ
(a)
m,p,i(θ ,φ , fRF)≈

γs−γ
(a)
m,p,i(r

(a),θ ,φ , fRF )

2π fRF

−r(a)/c+ k(a)m,p,i/ fRF

+
[
sθ cφ x(a)m,p + sθ sφ y(a)m,p + cθ z(a)m,p

]/
c, i ∈ {1,2},

(27)

where km,p,i
(a) is any integer satisfying

γ
(a)
m,p,i(r

(a),θ ,φ , fRF) = γs +2πk(a)m,p,i

−2π fRF

[
r(a)+ sθ cφ x(a)m,p + sθ sφ y(a)m,p + cθ z(a)m,p

]/
c

−2π fRF τ
(a)
m,p,i(r

(a),θ ,φ , fRF).
(28)

Fig. 5. Model for the pth port of the antenna array’s mth
element.

We intuitively choose each km,p,i
(a) to make the cor-

responding τm,p,i
(a) positive but minimal. Note that

(24) and (27) account for the presence of the body
and the other antenna elements. In other words, for
each of the array’s 2M ports, this technique produces
apparent internal attenuations and delays which gener-
ally differ—often significantly—from the apparent inter-
nal attenuations and delays obtained in the absence of the
other antenna elements and the body.

D. Electrical description of desired emitter’s antenna
We assume the desired emitter’s transmit antenna

has a known total gain of G(d ) in the direction of O. We
further assume the desired emitter’s transmit antenna has
a known polarization characterized by axial ratio R(d ),
tilt angle α(d ), and rotation sense s(d ) in the direction of
O. The phase difference δ (d ) between the untilted spa-
tially orthogonal electric field components appearing in
the far field is [16]

δ
(d) =

{
−π/2, s(d) = R
π/2, s(d) = L

. (29)

Given these characteristics, we model the desired emit-
ter’s transmit antenna as shown in Figure 6, where [16]

K(d)
1 = K̄(d)

1 K(d), (30)

K(d)
2 = K̄(d)

2 K(d), (31)

τ
(d)
1 = − ]

[
c

α(d) − s
α(d)e jδ (d)

/R(d)
]/

(2π fRF)

−r(d)/c+ k(d)1 / f RF ,
(32)

and

τ
(d)
2 = − ]

[
s

α(d) + c
α(d)e jδ (d)

/R(d)
]/

(2π fRF)

−r(d)/c+ k(d)2 / f RF .
(33)

In (30) and (31), respectively,

K̄(d)
1 =

1
r(d)

√
Z0G(d)

2π

∣∣∣∣∣cα(d) −
s
α(d) e jδ (d)

R(d)

∣∣∣∣∣√√√√∣∣∣∣∣cα(d) −
s
α(d) e jδ (d)

R(d)

∣∣∣∣∣
2

+

∣∣∣∣∣sα(d) +
c

α(d) e jδ (d)

R(d)

∣∣∣∣∣
2
,

(34)

Fig. 6. Model for the desired emitter’s transmit antenna.
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and

K̄(d)
2 =

1
r(d)

√
Z0G(d)

2π

∣∣∣∣∣sα(d) +
c

α(d) e jδ (d)

R(d)

∣∣∣∣∣√√√√∣∣∣∣∣cα(d) −
s
α(d) e jδ (d)

R(d)

∣∣∣∣∣
2

+

∣∣∣∣∣sα(d) +
c

α(d) e jδ (d)

R(d)

∣∣∣∣∣
2
.

(35)
In both (30) and (31),

K(d) = A(d)
s λ

2

√
G(d)

Z0π

[(
E(d)

1

)2
+
(

E(d)
2

)2
]
, (36)

where [16] As
(d ) is the amplitude in volts of the

monochromatic source signal which results in the ampli-
tudes E1

(d ) and E2
(d ) of the spatially orthogonal electric-

field components appearing at O. In (32) and (33), posi-
tive integers k1

(d ) and k2
(d ) respectively satisfy

]
[
c

α(d) − s
α(d)e jδ (d)

/R(d)
]
=

−2π fRF τ
(d)
1 −2π fRF r(d)/c+2πk(d)1

, (37)

and

]
[
s

α(d) + c
α(d)e jδ (d)

/R(d)
]
=

−2π fRF τ
(d)
2 −2π fRF r(d)/c+2πk(d)2 .

(38)

E. Electrical description of undesired emitters’ anten-
nas

We assume the nth undesired emitter’s transmit
antenna has a known total gain of Gn

(u) in the direc-
tion of O. We further assume that, in the direction of
O, the nth undesired emitter’s transmit antenna has a
polarization characterized by axial ratio Rn

(u), tilt angle
αn

(u), and rotation sense sn
(u). The phase difference

δ n
(u) between the untilted spatially orthogonal electric-

field components appearing in the far field is [16]

δ
(u)
n =

{
−π/2, s(u)n = R
π/2, s(u)n = L

. (39)

Given these characteristics, we model the nth unde-
sired emitter’s transmit antenna as shown in Figure 7,
where [16]

K(u)
n,1 = K̄(u)

n,1 K(u)
n , (40)

K(u)
n,2 = K̄(u)

n,2 K(u)
n , (41)

τ
(u)
n,1 = − ]

[
c

α
(u)
n
− s

α
(u)
n

e jδ (u)
n /R(u)

n

]/
(2π fRF)

−r(u)n /c+ k(u)n,1/ f RF ,
(42)

and

τ
(u)
n,2 = − ]

[
s

α
(u)
n

+ c
α
(u)
n

e jδ (u)
n /R(u)

n

]/
(2π fRF)

−r(u)n /c+ k(u)n,2/ f RF .
(43)

Fig. 7. Model for the nth undesired emitter’s transmit
antenna.

In (40) and (41), respectively,

K̄(u)
n,1 =

1
r(u)n

√
Z0G(u)

n
2π

∣∣∣∣∣∣cα
(u)
n
−

s
α
(u)
n

e jδ (u)n

R(u)
n

∣∣∣∣∣∣√√√√√
∣∣∣∣∣∣cα

(u)
n
−

s
α
(u)
n

e jδ (u)n

R(u)
n

∣∣∣∣∣∣
2

+

∣∣∣∣∣∣sα
(u)
n

+
c

α
(u)
n

e jδ (u)n

R(u)
n

∣∣∣∣∣∣
2
,

(44)
and

K̄(u)
n,2 =

1
r(u)n

√
Z0G(u)

n
2π

∣∣∣∣∣∣sα
(u)
n

+
c

α
(u)
n

e jδ (u)n

R(u)
n

∣∣∣∣∣∣√√√√√
∣∣∣∣∣∣cα

(u)
n
−

s
α
(u)
n

e jδ (u)n

R(u)
n

∣∣∣∣∣∣
2

+

∣∣∣∣∣∣sα
(u)
n

+
c

α
(u)
n

e jδ (u)n

R(u)
n

∣∣∣∣∣∣
2
.

(45)
In both (40) and (41),

K(u)
n =

A(u)
n,s λ

2

√√√√√√ G(u)
n

πZ0

[(
E(u)

n,1

)2
+
(

E(u)
n,2

)2
] =

λ r(u)n

Z0
,

(46)
where [16] An,s

(u) is the amplitude in volts of the
monochromatic source signal which results in the ampli-
tudes En,1

(u) and En,2
(u) of the spatially orthogonal

electric-field components appearing at O. In (42) and
(43), positive integers kn,1

(u) and kn,2
(u) respectively sat-

isfy

]
[
c

α
(u)
n
− s

α
(u)
n

e jδ (u)
n /R(u)

n

]
=

−2π fRF τ
(u)
n,1 −2π fRF r(u)n /c+2πk(u)n,1

, (47)

and
]
[
s

α
(u)
n

+ c
α
(u)
n

e jδ (u)
n /R(u)

n

]
=

−2π fRF τ
(u)
n,2 −2π fRF r(u)n /c+2πk(u)n,2.

(48)

F. Electric fields incident on antenna array’s elements
Since the desired emitter’s transmitter sends (16) to

its antenna, the desired emitter’s antenna effectively pro-
duces at a point very near D on the line passing through
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D and O the vector electric field [16]

E(d)
D (t)≈

K(d)
1 A(d)(t)√

2
cos
[
2π fRF(t− τ

(d)
1 )+ γ(d)(t)

]
p1

+
K(d)

2 A(d)(t)√
2

cos
[
2π fRF(t− τ

(d)
2 )+ γ(d)(t)

]
p2.

(49)

After propagating to the receive-antenna array’s mth
element’s pth port’s phase center, the desired emitter’s
transmitted electric field is

E(d)
m,p(t)≈−K̄(d)

1 A(d)(t− τ(d))/
√

2

×cos
[
2π fRF(t− τ

(d)
1 − τd→a

m,p )+ γ(d)(t− τ(d))
]

a1

+K̄(d)
2 A(d)(t− τ(d))/

√
2

×cos
[
2π fRF(t− τ

(d)
2 − τd→a

m,p )+ γ(d)(t− τ(d))
]

a2,

(50)
where

τ
(d) = r(d)/c, (51)

is the propagation delay from D to O and

τ
(d→a)
m,p = r(d→a)

m,p /c≈ r(d)/c

−
[
s

θ (d)cφ (d)x
(a)
m,p + s

θ (d)sφ (d)y
(a)
m,p + c

θ (d)z
(a)
m,p

]/
c
, (52)

is the propagation delay from D to the phase center of
the receive-antenna array’s mth element’s pth port.

Since the nth undesired emitter’s transmitter sends
(18) to its antenna, the nth undesired emitter’s antenna
produces at a point very near Un on the line passing
through Un and O the vector electric field [16]

E(u)
n→Un

(t)≈ K(u)
n,1 A(u)

n (t)/
√

2

×cos
[
2π fRF(t− τ

(u)
n,1 )+ γ

(u)
n (t)

]
qn,1

+K(u)
n,2 A(u)

n (t)/
√

2

×cos
[
2π fRF(t− τ

(u)
n,2 )+ γ

(u)
n (t)

]
qn,2.

(53)

After propagating to the receive-antenna array’s mth ele-
ment’s pth port’s phase center, the nth undesired emit-
ter’s transmitted electric field is

E(u)
n→m,p(t)≈−un,1K̄(u)

n,1 A(u)
n (t− τ

(u)
n )/
√

2

×cos
[
2π fRF(t− τ

(u)
n,1 − τ

(u→a)
n→m,p)+ γ

(u)
n (t− τ

(u)
n )
]

+un,2K̄(u,n)
2 A(u)

n (t− τ
(u)
n )/
√

2

×cos
[
2π fRF(t− τ

(u)
n,2 − τ

(u→a)
n→m,p)+ γ

(u)
n (t− τ

(u)
n )
]
,

(54)
where

τ
(u)
n = r(u)n /c, (55)

is the propagation delay from Un to O and

τ
(u→a)
n→m,p = r(u→a)

n→m,p/c≈ r(u)n /c

−
s
θ
(u)
n

c
φ
(u)
n

x(a)m,p+s
θ
(u)
n

s
φ
(u)
n

y(a)m,p+c
θ
(u)
n

z(a)m,p

c

, (56)

is the propagation delay from Un to the phase center of
the receive-antenna array’s mth element’s pth port.

G. Output signals of receive-antenna array’s elements
We assume the ports of the receive-antenna array’s

elements respond linearly to incident EM waves. That is,

each port’s response to the incident EM waves from the
desired and undesired emitters is the sum of that port’s
response to the individual incident EM waves. We fur-
ther assume mutually independent thermal-noise signals
corrupt the array’s 2M outputs.

The response of the receive-antenna array’s mth ele-
ment’s pth port to (50) is

x(d)m,p(t)≈−K(a)
m,p,1(θ

(d),φ (d))K̄(d)
1 A(d)(t− τ(d))/2

×cos
{

2π fRF

[
t− τ

(d)
1 − τ

(d→a)
m,p − τ

(a)
m,p,1(θ

(d),φ (d))
]

+ γ(d)(t− τ(d))
}

+K(a)
m,p,2(θ

(d),φ (d))K̄(d)
2 A(d)(t− τ(d))/2

×cos
{

2π fRF

[
t− τ

(d)
2 − τ

(d→a)
m,p − τ

(a)
m,p,2(θ

(d),φ (d))
]

+ γ(d)(t− τ(d))
}
.

(57)
The response of the receive-antenna array’s mth ele-
ment’s pth port to (54) is

x(u,n)m,p (t)≈
−
[
K(a)

m,p,1(θ
(u)
n ,φ

(u)
n )K̄(u)

n,1/2
]

A(u)
n (t− τ

(u)
n )

×cos
{

2π fRF

[
t− τ

(u)
n,1 − τ

(u→a)
n→m,p− τ

(a)
m,p,1(θ

(u)
n ,φ

(u)
n )
]

+ γ
(u)
n (t− τ

(u)
n )
}

+
[
K(a)

m,p,2(θ
(u)
n ,φ

(u)
n )K̄(u)

n,2/2
]

A(u)
n (t− τ

(u)
n )

×cos
{

2π fRF

[
t− τ

(u)
n,2 − τ

(u→a)
n→m,p− τ

(a)
m,p,2(θ

(u)
n ,φ

(u)
n )
]

+ γ
(u)
n (t− τ

(u)
n )
}
.

(58)
WSS, Gaussian, zero-mean thermal-noise signal

x(tn)m,p(t) = x(tn)I,m,p(t)cos(2π fRF t)

−x(tn)Q,m,p(t)sin(2π f RF t)
, (59)

additively corrupts the output of the pth port of the
mth antenna-array element. In (59) xI ,m,p

(tn)(t) and
xQ,m,p

(t n)(t) are, respectively, the I and Q components
of xm,p

(tn)(t). The thermal-noise signal has PSD

S(tn)m,p( f ) =
N(tn)

m,p

2

[
Π

(
f − fRF

B(tn)
m,p

)
+Π

(
f + fRF

B(tn)
m,p

)]
,

(60)
where Nm,p

(tn)/2 is the PSD’s level in W/Hz and Bm,p
(tn)

is the RF bandwidth in Hz of the thermal noise of
the pth port of the mth antenna-array element. The I
and Q thermal-noise components of the pth port of the
mth antenna-array element are independent, zero-mean,
Gaussian, WSS random lowpass processes with PSD

S(tn)I,m,p( f ) = S(tn)Q,m,p( f ) = N(tn)
m,p Π

[
f/B(tn)

m,p

]
. (61)

H. Receiver/spatial-processor model
Figure 8 shows the 2M ports’ output signals feeding

the employed receiver/spatial-processor model. Phase-
synchronized quadrature demodulators [17] linearly pro-
duce the complex envelopes of their respective inputs.
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Fig. 8. Receiver/spatial-processor model.

Samplers then take time-coincident samples of these
complex envelopes, and the weight-and-sum network
produces a weighted sum of the 2M sampled values.
The model of Figure 8 represents several practical sys-
tems. For example, this model represents a system which
scales in amplitude and shifts in phase 2M RF signals
prior to summing them to produce a single RF signal
which then feeds, e.g., a global navigation satellite sys-
tem (GNSS) receiver or a single GNSS-receiver channel
(i.e., a channel corresponding to a specific GNSS satel-
lite’s unique pseudorandom-noise code).

The complex envelope of (57) is

x̃(d)m,p(t)≈ d̃m,pA(d)(t− τ
(d))e jγ(d)(t−τ(d)), (62)

where
d̃m,p =−K(a)

m,p,1(θ
(d),φ (d))K̄(d)

1

/
2

×e− j2π fRF [τ
(d)
1 +τ

(d→a)
m,p +τ

(a)
m,p,1(θ

(d),φ (d))]

+K(a)
m,p,2(θ

(d),φ (d))K̄(d)
2

/
2

×e− j2π fRF [τ
(d)
2 +τ

(d→a)
m,p +τ

(a)
m,p,2(θ

(d),φ (d))]

= e− j2π fRF τd→a
m,p

×
{
−K(a)

m,p,1(θ
(d),φ (d))K̄(d)

1

/
2

×e− j2π fRF

[
τ
(d)
1 +τ

(a)
m,p,1(θ

(d),φ (d))
]

+K(a)
m,p,2(θ

(d),φ (d))K̄(d)
2

/
2

× e− j2π fRF

[
τ
(d)
2 +τ

(a)
m,p,2(θ

(d),φ (d))
]}

≈ e
− j2π fRF

 r(d)−s
θ(d)

c
φ(d)

x(a)m,p−s
θ(d)

s
φ(d)

y(a)m,p−c
θ(d)

z(a)m,p

c


×
{
−K(a)

m,p,1(θ
(d),φ (d))K̄(d)

1

/
2

×e− j2π fRF

[
τ
(d)
1 +τ

(a)
m,p,1(θ

(d),φ (d))
]

+K(a)
m,p,2(θ

(d),φ (d))K̄(d)
2

/
2

× e− j2π fRF

[
τ
(d)
2 +τ

(a)
m,p,2(θ

(d),φ (d))
]}

.

(63)

For future convenience we define

g̃m,p = e
− j2π fRF

−s
θ(d)

c
φ(d)

x(a)m,p−s
θ(d)

s
φ(d)

y(a)m,p−c
θ(d)

z(a)m,p

c


×
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1
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2

×e− j2π fRF

[
τ
(d)
1 +τ

(a)
m,p,1(θ

(d),φ (d))
]

+K(a)
m,p,2(θ

(d),φ (d))K̄(d)
2

/
2

×e− j2π fRF

[
τ
(d)
2 +τ

(a)
m,p,2(θ

(d),φ (d))
]}

⇒ d̃m,p ≈ e− j2π fRF r(d)/cg̃m,p.
(64)

The complex envelope of (58) is

x̃(u,n)m,p (t)≈ ũn,m,pA(u)
n (t− τ

(u)
n )e jγ(u)n (t−τ

(u)
n )

= ũn,m,p

[
x(u)I,n (t− τ

(u)
n )+ jx(u)Q,n(t− τ

(u)
n )
]
,

(65)

where
ũn,m,p =−K(a)
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(u)
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(u)
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(u)
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n )
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(u)
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(u)
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.

(66)

For future convenience we define
h̃n,m,p =

e
− j2π fRF

−s
θ
(u)
n

c
φ
(u)
n

x(a)m,p−s
θ
(u)
n

s
φ
(u)
n

y(a)m,p−c
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n
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c


×
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n ,φ

(u)
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]
+K(a)
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(u)
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(a)
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n ,φ
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⇒ ũn,m,p ≈ e− j2π fRF r(u)n /ch̃n,m,p.

(67)

The complex envelope of (59) is

x̃(tn)m,p(t) = x(tn)I,m,p(t)+ jx(tn)Q,m,p(t). (68)
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The component of the sampled complex envelope of the
mth element’s pth port’s output due to the desired emit-
ter’s signal is

x̃(d)m,p(ts) = X̃ (d)
m,p

≈ d̃m,pA(d)(ts− τ(d))e jγ(d)(ts−τ(d)).
(69)

The component of the sampled complex envelope of the
mth element’s pth port’s output due to the nth undesired
emitter’s signal is

x̃(u,n)m,p (ts) = X̃ (u,n)
m,p

≈ ũn,m,p

[
x(u)I,n (ts− τ

(u)
n )+ jx(u)Q,n(ts− τ

(u)
n )
]
.

(70)

The component of the sampled complex envelope of the
mth element’s pth port’s output due to thermal noise is

x̃(tn)m,p(ts) = X̃ (tn)
m,p

= x(tn)I,m,p(ts)+ jx(tn)Q,m,p(ts) = X (tn)
I,m,p + jX (tn)

Q,m,p.
(71)

The receiver/spatial processor’s final output is

Z̃ =
2

∑
p=1

M

∑
m=1

w̃∗m,p

[
X̃ (d)

m,p +
N

∑
n=1

X̃ (u)
n,m,p + X̃ (tn)

m,p

]
. (72)

The component of the receiver/spatial processor’s final
output due to the desired emitter’s signal is

S̃ =
2
∑

p=1

M
∑

m=1
w̃∗m,pX̃ (d)

m,p

≈ A(d)(ts− τ(d))e jγ(d)(ts−τ(d))
2
∑

p=1

M
∑

m=1
w̃∗m,pd̃m,p.

(73)

The component of the receiver/spatial processor’s final
output due to the N undesired emitters’ signals is

Ũ =
2
∑

p=1

M
∑

m=1
w̃∗m,p

N
∑

n=1
X̃ (u)

n,m,p =
N
∑

n=1

2
∑

p=1

M
∑

m=1
w̃∗m,pX̃ (u)

n,m,p

≈
N
∑

n=1

[
x(u)I,n (ts− τ

(u)
n )+ jx(u)Q,n(ts− τ

(u)
n )
]

×
2
∑

p=1

M
∑

m=1
w̃∗m,pũn,m,p.

(74)
The component of the receiver/spatial processor’s final
output due to the 2M thermal-noise signals is

Ñ =
2
∑

p=1

M
∑

m=1
w̃∗m,pX̃ (tn)

m,p

=
2
∑

p=1

M
∑

m=1
w̃∗m,p

[
X (tn)

I,m,p + jX (tn)
Q,m,p

]
.

(75)

I. Problem statement
We define the SIR as [12]

SIR ∆
=

∣∣S̃∣∣2
E
[∣∣Ũ + Ñ

∣∣2] , (76)

where E(·) denotes expectation. We desire to maximize
(76) by choosing

w =
[

w̃1,1 w̃1,2 · · · w̃M,1 w̃M,2
]T (77)

subject to the traditional and practical constraint [12]
w′w = 1, (78)

where the ′ represents conjugated matrix transposition.

III. ALGORITHM GENERALIZATION
This section generalizes the spatial-processing algo-

rithm of [1] to support arrays of dual-polarization
antenna elements. The squared magnitude of (73) is∣∣S̃∣∣2 ≈ [A(d)(ts− τ(d))

]2
∣∣∣∣∣ 2

∑
p=1

M
∑

m=1
w̃∗m,pd̃m,p

∣∣∣∣∣
2

≈
[
A(d)(ts− τ(d))

]2
∣∣∣∣∣ 2

∑
p=1

M
∑

m=1
w̃∗m,pe− j2π fRF r(d)/cg̃m,p

∣∣∣∣∣
2

=
[
A(d)(ts− τ(d))

]2
∣∣∣∣∣ 2

∑
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M
∑

m=1
w̃∗m,pg̃m,p

∣∣∣∣∣
2

.

(79)
By defining a second complex vector

s =
[

g̃1,1 g̃1,2 · · · g̃M,1 g̃M,2
]T

, (80)
we can write (79) as∣∣S̃∣∣2 ≈ [A(d)(ts− τ

(d))
]2 ∣∣w′s∣∣2 . (81)

Since the 2M thermal-noise signals and the N undesired
emitters’ signals are zero mean and mutually uncorre-
lated,

E
[∣∣Ũ + Ñ

∣∣2] = E
[(

Ũ + Ñ
)(

Ũ + Ñ
)∗]

= E
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so
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Now,
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∑
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∑
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∑
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(84)

where δ m,l represents the Kronecker delta function, hav-
ing a value of unity if m = l and zero otherwise. We next



BELEN, TARI, MAHOUTI, BELEN, ÇALIŞKAN: SURROGATE-BASED DESIGN OPTIMIZATION OF MULTI-BAND ANTENNA 28

write

E
[∣∣Ũ∣∣2]= E

(
ŨŨ∗

)
≈ E

{{
N
∑

n=1

[
x(u)I,n (ts− τ

(u)
n )+ jx(u)Q,n(ts− τ

(u)
n )
]

×

(
2
∑

p=1

M
∑

m=1
w̃∗m,pũn,m,p

)}
×
{

N
∑

n=1

[
x(u)I,n (ts− τ

(u)
n )− jx(u)Q,n(ts− τ

(u)
n )
]

×

(
2
∑

p=1

M
∑

m=1
w̃m,pũ∗n,m,p

)}}
= E

{
N
∑

n=1

N
∑

l=1

[
x(u)I,n (ts− τ

(u)
n )+ jx(u)Q,n(ts− τ

(u)
n )
]

×
[
x(u)I,l (ts− τ

(u)
l )− jx(u)Q,l(ts− τ

(u)
l )
]

×

(
2
∑

p=1

M
∑

m=1
w̃∗m,pũn,m,p

)(
2
∑

p=1

M
∑

m=1
w̃m,pũ∗l,m,p

)}
=

N
∑

n=1

N
∑

l=1
E
{[

x(u)I,n (ts− τ
(u)
n )+ jx(u)Q,n(ts− τ

(u)
n )
]

×
[
x(u)I,l (ts− τ

(u)
l )− jx(u)Q,l(ts− τ

(u)
l )
]}

×

(
2
∑

p=1

M
∑

m=1
w̃∗m,pũn,m,p

)(
2
∑

p=1

M
∑

m=1
w̃m,pũ∗l,m,p

)
.

(85)

Manipulation of the expectation in (85) produces

E
{[

x(u)I,n (ts− τ
(u)
n )+ jx(u)Q,n(ts− τ

(u)
n )
]

×
[
x(u)I,l (ts− τ

(u)
l )− jx(u)Q,l(ts− τ

(u)
l )
]}

= E
[
x(u)I,n (ts− τ

(u)
n )x(u)I,l (ts− τ

(u)
l )
]

+E
[
x(u)Q,n(ts− τ

(u)
n )x(u)Q,l(ts− τ

(u)
l )
]

= 2N(u)
n B(u)

n δn,l .

(86)

Substituting (86) into (85) gives

E
[∣∣Ũ∣∣2]≈ N

∑
n=1

N
∑

l=1

[
2N(u)

n B(u)
n δn,l

×

(
2
∑

p=1

M
∑

m=1
w̃∗m,pũn,m,p

)(
2
∑

p=1

M
∑

m=1
w̃m,pũ∗l,m,p

)]

=
N
∑

n=1
2N(u)

n B(u)
n

(
2
∑

p=1

M
∑

m=1
w̃∗m,pũn,m,p

)

×

(
2
∑

p=1

M
∑

m=1
w̃m,pũ∗n,m,p

)
=

N
∑

n=1
2N(u)

n B(u)
n

2
∑

q=1

M
∑

k=1

2
∑

p=1

M
∑

m=1
w̃∗m,pũn,m,pw̃k,qũ∗n,k,q

=
2
∑

q=1

M
∑

k=1

2
∑

p=1

M
∑

m=1
w̃∗m,pw̃k,q

×
N
∑

n=1
2N(u)

n B(u)
n ũn,m,pũ∗n,k,q

=
2
∑

q=1

M
∑

k=1

2
∑

p=1

M
∑

m=1
w̃∗m,pw̃k,q

×
N
∑

n=1
2N(u)

n B(u)
n h̃n,m,ph̃∗n,k,q.

(87)

For each n (1 ≤ n ≤ N), we define a 2M × 2M matrix

Qn = 2N(u)
n B(u)

n


h̃n,1,1
h̃n,1,2

...
h̃n,M,1
h̃n,M,2




h̃∗n,1,1
h̃∗n,1,2

...
h̃∗n,M,1
h̃∗n,M,2



T

. (88)

We can then write

E
[∣∣Ũ∣∣2]= w′

(
N

∑
n=1

Qn

)
w. (89)

Thus, substituting (81), (84), and (89) into (83) gives

SIR≈

[
A(d)(ts− τ(d))

]2
|w′s|2

N
∑

n=1
w′Qnw+2

2
∑

p=1

M
∑

m=1
N(tn)

m,p B(tn)
m,p
∣∣w̃m,p

∣∣2
=
[
A(d)(ts− τ

(d))
]2∣∣w′s∣∣2/(w′Rw

)
,

(90)

where
R = ∑

N
n=1 Qn +diag

[
2N(tn)

1,1 B(tn)
1,1 , 2N(tn)

1,2 B(tn)
1,2 ,

· · · , 2N(tn)
M,1B(tn)

M,1, 2N(tn)
M,2B(tn)

M,2

]
.

(91)

We maximize (90) by choosing
w = kCR−1s, (92)

where kC is an arbitrary nonzero complex constant.
Finally, we satisfy (78) with

w′w = 1 = k∗Cs′(R−1)′kCR−1s
= |kC|2 s′(R−1)′R−1s⇒ |kC|= 1

/√
s′(R−1)′R−1s.

(93)
Since any phase angle for kC is acceptable, we choose
for convenience

kC = 1
/√

s′ (R−1)′ R−1s. (94)

IV. SIMULATION RESULTS
To demonstrate the generalized algorithm’s perfor-

mance, we reconsider the example scenario of [1]. Fig-
ure 9 shows a perfectly electrically conducting (PEC)

Fig. 9. Antenna array on cylindrical PEC body.



29 ACES JOURNAL, Vol. 37, No. 1, January 2022

Table 1: Emitter parameters

Emitter r (km) θ (◦) φ (◦) Transmit
Pow. (W) G (dB)

Des. 100 35 50 don’t care
Undes. 1 100 35 140 0.1 20
Undes. 2 100 105 155 1 20
Undes. 3 100 165 105 2 20

cylindrical body with outer radius 0.5 m and length 1 m.
We longitudinally center a 4×4 array of identical, dual-
polarization patch (microstrip) antennas on the body’s
curved outer surface. We number these 16 array ele-
ments as shown in Figure 9. Using the procedure of [2],
we design the array’s probe-fed elements for operation
at GPS L1 (f RF = 1575.42 MHz). We longitudinally and
circumferentially separate the elements by a half wave-
length (9.52 cm). We assume the thermal-noise signal at
the output of each port has a noise temperature of 576
K (representing a receive channel with a 4.75-dB stan-
dard noise figure [18]) and an RF bandwidth of 1 MHz.
Table 1 lists the parameters of the scenario’s desired and
undesired emitters. All scenario emitters operate at GPS
L1 and with perfect RHC polarization. All undesired
emitters have 1-MHz RF noise bandwidths.

Figure 10’s additional detail of element 11 includes
the numbering (common to all 16 elements) of its two
feed points (the physical points on the patch to which the
ports are directly electrically connected by a probe feed).
Each feed point corresponds to a nominally orthogonal
linear polarization in the direction normal to the ele-
ment’s copper patch. In [1] we configured each element
for single-port operation (thus needing only one complex
weight) by applying the same signal to both feed points
but with an additional 90◦ phase lag for feed point 2 with
respect to feed point 1. This configuration achieved nom-
inally RHC polarization in the direction normal to the
element’s patch.

For this paper’s generalized algorithm, we assume
the receiver/spatial-processor structure of Figure 8 and

Fig. 10. Detail of antenna element 11.

Table 2: MoM solution and corresponding antenna-
model parameters for m = p = 1 at θ = 35

◦
and φ = 50

◦

Re[Ẽ1
(a,1,1)(θ ,φ )] –1.5550709 × 10−5 V m−1

Im[Ẽ1
(a,1,1)(θ ,φ )] 3.50444601 × 10−6 V m−1

E1
(a,1,1)(θ ,φ ) 1.59406930 × 10−5 V m−1

γ1
(a,1,1)(θ ,φ ) 2.919939365 rad

K1
(a,1,1)(θ ,φ ) 0.00113871745

τ1
(a,1,1)(θ ,φ ) 1.89938530409 × 10−10 s
k1

(a,1,1) 525,505
Re[Ẽ2

(a,1,1)(θ ,φ )] 2.03270802 × 10−5 V m−1

Im[Ẽ2
(a,1,1)(θ ,φ )] –6.2683354 × 10−6 V m−1

E2
(a,1,1)(θ ,φ ) 2.12716294 × 10−5 V m−1

γ2
(a,1,1)(θ ,φ ) –0.2991212046 rad

K2
(a,1,1)(θ ,φ ) 0.0015195309

τ2
(a,1,1)(θ ,φ ) 5.151403190 × 10−10 s
k2

(a,1,1) 525,505

Table 3: Complex weights
m p Value
1 1 0.077819763793407 – j0.029465368993892

2 0.12459247349541 + j0.056703522041672
2 1 0.04516455849397 + j0.088872686331463

2 –0.065219319424497 + j0.12102226092079
3 1 –0.084334092382453 + j0.05080185997583

2 –0.080437225078455 – j0.03253844379338
4 1 –0.064700015503375 – j0.09520474257253

2 –0.006716174970139 – j0.09855765370402
5 1 0.07240921216198 + j0.128209559888171

2 –0.15646309053785 + j0.092759629157202
6 1 –0.1181600997625 + j0.0987977754199944

2 –0.12530905300321 – j0.158594127589902
7 1 0.121564402276342 – j0.100967272857737

2 0.129714464685709 – j0.137050242386695
8 1 0.086584951359559 – j0.138732803481413

2 0.17288811461883 + j0.089184429403536
9 1 –0.14794676203213 + j0.222500477675839

2 –0.18429998546202 – j0.104658615087023
10 1 –0.24105956227135 – j0.087952073329248

2 0.09175938725054 – j0.211979313185187
11 1 0.036227149294823 – j0.253494967774504

2 0.20696199056989 + j0.044332359948352
12 1 0.23987987902997 – j0.0066528888725053

2 0.003340598877023 + j0.21313132797126
13 1 –0.15316226330551 – j0.026851522912361

2 –0.036866990090258 – j0.13751921996212
14 1 0.0022933490913445 – j0.16987881222102

2 0.15162145119333 – j0.0696164846633674
15 1 0.160637367698868 – j0.026138400102631

2 0.056684020299592 + j0.15759987438645
16 1 0.040167786422328 + j0.17579356008101

2 –0.13038580760452 + j0.081501570656114
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seek the 32 complex weights to maximize (90). To this
end we first populate the parameters of the desired and
undesired emitters’ antenna models of Figure 6 and Fig-
ure 7, respectively, using the technique of [16]. We then
use a CES (FEKO’s method-of-moments (MoM) solver)
to calculate the far-field vector electric-field data for each
port of each antenna element with that port enabled and
the other 31 ports disabled. We collect the far-field vec-
tor electric-field data at a constant slant range of 100 km
for 0

◦ ≤ θ ≤ 180
◦

and 0
◦ ≤ φ < 360

◦
in 5

◦
increments

each. To populate the parameters of the model of Fig-
ure 5 for all 32 ports, we process the electric-field data
according to (24)–(28), assuming the phase center is at
the center of the corresponding element’s copper patch.
Table 2 shows FEKO’s electric-field solution and the cor-
responding antenna-model parameters for the first ele-
ment’s first port for θ = 35

◦
and φ = 50

◦
.

Table 3 lists the complex weights calculated with
(92) and (94). To find the optimally weighted array’s
total and effective receive-gain patterns, we firstly
exploit the principle of reciprocity by applying the calcu-
lated complex weights to the respective ports as source-
signal amplitudes and phases. We then use FEKO’s
MoM solver to numerically calculate the total and effec-
tive (RHC-polarization, in this case) transmit-gain pat-
terns.

The annotated plots of Figure 11 and Figure 12
respectively show the achieved total-gain and effective-
gain patterns. Clearly, the resulting gain patterns favor
the desired emitter’s angular location with high total
gain and nearly equal effective (i.e., RHC-polarization)
gain, indicating very low polarization-mismatch loss due
to an excellent match to the desired emitter’s polar-
ization. In sharp contrast, however, the resulting gain
patterns disfavor the undesired emitters’ angular loca-
tions with significantly lower total gains and strik-
ingly lower RHC-polarization gains, indicating very high
polarization-mismatch losses due to nearly perfect mis-

Fig. 11. Total-gain pattern of optimally weighted array.

Fig. 12. Effective-gain pattern of optimally weighted
array.

matches to the undesired emitters’ polarization. That is,
in the directions of the undesired emitters, the optimally
weighted array’s polarization states are nearly perfectly
antipodal to the undesired emitters’ RHC polarization
states [19]. Also, as we intuitively expect, the spatial-
processing algorithm’s calculated weights result in the
deepest effective null to counter the most powerful unde-
sired emitter.

Table 4 lists the achieved antenna gain and polar-
ization characteristics corresponding to the desired
and undesired emitters’ directions for three spatial-
processing algorithms. Firstly, the traditional spatial-
processing algorithm of [12] uses each individual ele-
ment’s (total) receive directivity (as calculated with
FEKO’s MoM solver) in the directions of all emitters
due to the element itself, the cylindrical body, and the
other elements. However, when calculating its sixteen
complex weights, this first approach does not account
for the apparent signal phase shifts (time delays) intro-
duced within each individual element. Note that this
first approach assumes each element is nominally RHC
polarized (i.e., each element has a single port which
drives both patch feed points with equal amplitude but
with a 90◦ phase lag applied between the element’s
single port and its second feed point). Secondly, we
repeat the results of the modern, improved algorithm of
[1]. Like the traditional algorithm, the improved algo-
rithm assumes single-port, nominally RHC-polarized
elements. However, when calculating the sixteen com-
plex weights, the improved algorithm does account for
each individual element’s apparent internal attenuations
and phase shifts using the high-fidelity antenna model
of [15]. Thirdly, we report the results of this paper’s
generalized algorithm in which we apply the thirty-two
complex weights to their corresponding array ports (each
connected directly to a patch feed point).

The results listed in Table 4 indicate the improved
algorithm of [1] drastically outperforms the traditional
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Table 4: Achieved antenna gain and polarization charac-
teristics in emitter directions

Traditional Improved Generalized
Algorithm Algorithm Algorithm

Desired Emitter
G 12.65 dB 12.78 dB 13.04 dB

Ge f f 12.63 dB 12.76 dB 13.02 dB
Lpmm 0.02 dB 0.02 dB 0.02 dB

R 1.137 1.149 1.159
α 63.53◦ 63.87◦ 19.53◦

s R R R
Undesired Emitter 1

G –2.64 dB –29.08 dB –17.82 dB
Ge f f –2.72 dB –43.24 dB –43.37 dB
Lpmm 0.09 dB 14.16 dB 25.56 dB

R 1.329 1.500 1.112
α 175.84◦ 21.21◦ 74.61◦

s R L L
Undesired Emitter 2

G –15.54 dB –25.83 dB –14.02 dB
Ge f f –18.85 dB –49.54 dB –50.95 dB
Lpmm 3.30 dB 23.71 dB 39.94 dB

R 30.488 1.140 1.029
α 143.22◦ 85.97◦ 88.28◦

s L L L
Undesired Emitter 3

G –24.81 dB –32.59 dB –25.67 dB
Ge f f –30.32 dB –65.61 dB –76.45 dB
Lpmm 5.52 dB 33.02 dB 50.79 dB

R 4.333 1.046 1.006
α 30.03◦ 31.03◦ 118.56◦

s L L L

algorithm in nullsteering. Specifically, the improved
algorithm yielded much lower effective gain (the most
important figure of merit highlighted in yellow in
Table 4) in each undesired emitter’s direction. The
improved algorithm also yielded modestly better beam-
forming as evidenced by its higher effective gain in the
desired emitter’s direction. The improved algorithm’s
performance advantage stems from complex weights cal-
culated using high-fidelity quantitative data describing
each element’s apparent internal attenuations and delays
which account for that element’s inherent structure and
the presence of the body and the other elements.

The results listed in Table 4 also indicate this paper’s
generalized algorithm yields even better nullsteering and
beamforming than the improved algorithm. The general-
ized algorithm’s performance advantage stems from the
algorithm’s high-fidelity calculation of complex weights
for both ports of each dual-polarization element. Note
that the generalized algorithm produced typically mod-

est performance advantages over the improved algorithm
as compared to the conspicuous performance advantages
the improved algorithm demonstrated over the traditional
algorithm. The only exception to this was the signifi-
cantly lower effective gain in the direction of undesired
emitter 3–the interference source producing the highest
spatial power density at the receive array’s location.

Interestingly, for this example scenario, the gener-
alized spatial-processing algorithm achieved its lower
effective gains via combinations of higher total gain
and much higher polarization-mismatch loss as com-
pared to the improved spatial-processing algorithm’s
results. Note that the generalized algorithm’s perfor-
mance improvements require more advanced antenna
elements to transmit and/or receive two nominally
orthogonal polarizations, additional CES computations
to characterize the extra port models, more computations
to obtain the optimal complex weights, and a more com-
plex receiver/spatial processor to modify and combine
the additional signals.

V. CONCLUSION
This paper generalized a recently improved spatial-

processing algorithm for arrays of potentially diverse
antenna elements arbitrarily arranged on a body of arbi-
trary shape and material composition. Whereas the
improved algorithm applied exclusively to arrays of
single-port elements, the generalized algorithm supports
arrays of dual-polarization antenna elements. Unlike
traditional spatial-processing algorithms, the generalized
algorithm requires high-fidelity far-field gain and polar-
ization data in the directions of the desired and unde-
sired communication nodes for both ports of each array
element. Only a CES or sophisticated testing can pro-
vide such data since each element’s data must account
for the presence of the body and the other antenna ele-
ments. The generalized algorithm also requires the total
gain and polarization characteristics of each desired and
undesired communication node’s antenna in the direc-
tion of the antenna array. After appropriate process-
ing this information populates the parameters of recently
developed high-fidelity antenna models (both transmit
and receive modes). The generalized algorithm uses the
populated antenna models to obtain a highly detailed
expression for SIR which is mathematically compatible
with the traditional technique for calculating the opti-
mal complex weights. In an illustrative practical exam-
ple simulated with high fidelity via a CES, the general-
ized spatial-processing algorithm outperformed both the
improved algorithm and the traditional algorithm.

This paper’s investigation and development
suggest several potential avenues for additional,
related work. Firstly, space-time adaptive processing
[12–14] may exhibit improved performance after a
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straightforward integration of this paper’s high-fidelity
spatial-processing technique. Secondly, in Section
IV the generalized algorithm achieved its exceptional
performance using double-precision computations to
calculate complex weights having about fifteen sig-
nificant digits in both their real and imaginary parts.
However, some practical (e.g., legacy) systems can
only effect much coarser control of signal amplitude
and phase. Thus, an investigation of the generalized
algorithm’s performance under such limitations could
help assess the breadth of the algorithm’s practical
applicability. Thirdly, adapting this paper’s algorithm
to arrays comprising arbitrary combinations of single-
polarization and dual-polarization elements represents
a further yet straightforward generalization. Fourthly,
one may adapt this paper’s generalized algorithm to
use antenna-element models with orthogonally circu-
larly polarized components as described in [20, 21]
rather than orthogonally linearly polarized components.
Fifthly, the gain and polarization data describing the
undesired emitters may not be available. In such cases
we may still use the high-fidelity representation of
(64) and (80), assuming the desired emitter’s location
and antenna properties are available. However, we
must approximate (91) with sample-mean techniques
[12]. A performance comparison of this suboptimal
but practical technique with this paper’s optimal but
potentially impractical technique might characterize
the degradation in results. Finally, Section IV’s results
suggest the generalized algorithm may rely on high
polarization-mismatch losses (as opposed to low total
gains) to achieve its exceptional effective null depths.
Even a modest change in an undesired emitter’s antenna
polarization may yield significantly greater RFI pene-
tration of the receiver/spatial processor. Some suitable
algorithm modifications might produce lower total gains
in the directions of the undesired emitters, perhaps at the
expense of lower polarization-mismatch losses. Such
a modified spatial-processing algorithm may increase
the receive array’s overall robustness to any variations
in the undesired emitters’ polarization states by making
the algorithm less reliant on closely matching the array
to polarization states antipodal to those of the undesired
emitters.
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