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A Wideband U-Slot Loaded M odified E-Shape Microstrip Patch
Antenna and Frequency Agile Behavior by Employing Different
Height Ground Plane and Ribbon Type Switches

Rahul Bakshi and Satish K. Sharma

Department of Electrical and Computer Engineering
San Diego State University, 5500 Campanile Drive
San Diego, CA, USA, 92182-1309
rahulbakshil984@gmail.com, ssharma@mail.sdsu.edu

Abstract — This paper presents investigation
results on a wideband U-slot loaded modified E-
shape (USLMES) microstrip patch antenna with
frequency agile behavior by employing different
height ground plane and ribbon type copper
switches. The USLMES patch is excited using the
notch feed mechanism by a 50 Q coaxial probe
outside the patch surface so that coaxial probe
does not contribute significantly to the peak-cross-
polarization levels. The parametric study results
are presented for the wideband patch antenna
design and important parameters have been noted.
The proposed wideband patch antenna offers
impedance (S;; = —10 dB) and 3dB gain
bandwidths of at least 35% (3.09GHz to 4.42GHz)
with stable radiation patterns and acceptable cross-
polarization levels. The effect of ground plane
height variation not only alters operating
frequency, but also, Gain and impedance
bandwidth. Frequency agility is also achieved
from 3.02GHz to 4.95 GHz by turning different
combination of switches ON/OFF. The prototype
antennas were fabricated and experimentally
verified for both wideband patch performance and
frequency agility by implementing different
ground plane heights. The simulated performance
is in reasonable agreement with the measured
results.

Index Terms— Frequency agile behavior, ground
plane height, ribbon type switches, USLMES
microstrip patch, wideband antenna.
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. INTRODUCTION

With the increasing growth of modern
wireless communication systems, wide usage of
resources and hardware implementation on circuit
board has become imperative. This has put
challenging demands on the antenna designs. In
this context, much attention has been given to the
frequency agile or frequency reconfigurable patch
antennas because they offer multiband and
wideband operations, while keeping the antenna
radiation pattern almost invariant. Reconfigurable
antennas have been designed by incorporating
switching components like PIN diodes switches
[1-3], RF-MEMS switches [4-6] and varactor
diodes [7] on the antenna’s geometry. In most of
the above, it is seen that placement of a number of
switches on the antenna radiating edges
deteriorates its performance. Moreover biasing of
the loaded diodes between the patch and ground
plane requires complex circuitry which limits the
freedom of reconfiguration to a few percent. The
frequency reconfiguration based on the ON/OFF
states of the switches/diodes, also, limits
reconfigurable states to one or two discreet
frequencies [7]. Therefore, the need for a
wideband  response to  the  frequency
reconfiguration or agility is very much desirable.
Ground plane reconfiguration has been studied in
[8-10] and offers a simple frequency detuning
technique as compared to the above. It avoids
complex circuitry, biasing of external components
and operates on the inherent characteristics of the
patch itself. Frequency agility is achieved by
altering the height of the ground plane, but this
requires high levels of electrostatic actuation to
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vary the ground plane height. The limitations are
repeatability, very limited ground plane height
variation and complex fabrication of the

ACES JOURNAL, VOL. 26, NO. 7, JULY 2011

reconfigurable ground  plane structures.
Techniques such as, U-slot loaded patch [11, 12],
impedance matching network based patch [13], E-

Bl
z Us
(a)Top view

— ..;‘..‘..“;.,,'\“...,.

Y JErd . hs=30 mil

} Air substrate ha= 4.8 mm

(b)Side view

t ___ Ground plane
Coaxial probe

Fig. 1. Geometry of a U-slot loaded modified E-shape (USLMES) wideband patch antenna. (a) Top view,
and (b) side view. Final patch design parameters based on the parametric study are: L = 40mm, W =
60mm, Ew =16.6mm, E; = 17.2mm, Egw = 7.2mm, Nw = 2.9mm, I = 0.2mm, Ng; = 6.5mm, Fw =
6.2mm, Fp = 6mm, Uy= 58mm, U;= 8.6mm, Ugy = Smm, h,=4.8mm, hs = 0.761 mm.

shape patch antennas [14, 15] and multi-layer
stacked structures [16] have been investigated to
increase the impedance bandwidth of the
microstrip patch antenna. The U-slot loaded patch
antenna presented in [11] has impedance
bandwidth around 30%. The E-shape patch
investigated in [14], also, offers around 30%
bandwidth which uses coaxial probe feeding.
Another E-shape patch investigated in [15] offers
19.5% bandwidth with transmission line feed.
However, here in this paper, we present
investigation results on the effect of employing
variable height ground plane and copper ribbon
switches on the frequency agile behavior of a
proposed wideband U-slot loaded modified E-
shape (USLMES) microstrip patch antenna. The
proposed antenna offers an impedance bandwidth
of at least 35% with relatively smaller ground
plane. Further, care has been taken to include the
coaxial probe outside the patch area to avoid high
cross-polarization generation due to the coaxial
probe. The patch is printed on a low cost FR-4
substrate which is a real microwave substrate
hence soldering of the coaxial probe is easier than

when done on a foam substrate. Between the patch
substrate layer and the ground plane lies different
thicknesses of the foam substrate. The U-slot
loaded modified E-shape (USLMES) microstrip
patch antenna was designed first using Ansoft
Designer ver 3.5 with infinite ground plane and
later on optimized as 3D finite structure including
ground plane and substrate size using the Ansoft
HFSS ver. 11.0 and CST’s Microwave Studio ver.
2009 [17-18].

[1.U-SLOT LOADED MODIFIED E-
SHAPE PATCH ANTENNA

A. Antennageometry

The geometry of the proposed USLMES notch
fed patch on a microwave substrate FR-4 (¢,
=44, tan § =0.02) of thickness hy = 0.761 mm
placed on a foam substrate (¢, =1.06) of thickness
h, = 4.8mm excited by a notch fed through a 50Q
coaxial probe is shown in Fig. 1. The microwave
substrate FR-4 is employed for ease of fabrication
and SMA soldering to the patch surface.



The imperative parameters which were
optimized extensively to bring matching level with
respect to S;; <—10dB are E-shape patch wings
width (Ew), length of the E-wing (E.p), E-slot
width (Esw), notch width (Nyw), inset slot width
(Is), feed width (Fw), U-slot width ( Uy), U-slot
wing width (Ugy) and U-slot length (Ug;).

A thorough parametric study was conducted to
attain optimized values for the design parameters.
The USLMES shows a wideband response from
3.09GHz to 4.42GHz (operating bandwidth)
exhibiting 35.41% impedance bandwidth with
final achieved values.

B. Parametric study results

To understand the effect of USLMES patch
antenna parameters on its impedance bandwidth,
individual design parameter are varied, one at a
time, or a set of parameters, while keeping all
other parameters invariant. The simulations were
generated using the Ansoft Designer and are
shown in Fig. 2(a-h). Ansoft Designer models
infinite substrate while ground plane can be of
finite size. For all the simulation, impedance
bandwidth is defined for S;; = —10dB.

i. Fig. 2(a) shows the effect of varying the U-
slot edge distance (Z) to the USLMES edge.
The distance Z is varied from 11.4mm to
16.4mm. At 7Z= 11.4mm, the USLMES
shows dual band response with first band
operating in 3.05GHz to 3.2GHz (4.80%
bandwidth) and second in 3.90GHz to
4.35GHz (10.90% bandwidth). A further
increase of distance to Z=12.4mm shows dual
band response from 3.05GHz to 3.25GHz
(6.34% bandwidth) and 3.80GHz to 4.37GHz
(13.95%  bandwidth). At  distance
7Z=16.4mm, the USLMES shows a wideband
response from 3.09GHz to 4.42GHz
exhibiting 35.41% impedance bandwidth.

ii. Fig. 2(b) shows the effect of varying U-slot
width Uy from 46mm to 58mm. At width
Uw = 46mm, the USLMES shows dual band
response with first band operating in
2.90GHz to 3.18GHz (9.21% bandwidth)
and second in 3.75GHz to 4.52GHz (18.62%
bandwidth). Increasing U-slot width to Uy =
50mm again shows dual band response with
decrease in first band bandwidth (3.0GHz to
3.25GHz, 8% bandwidth) and increase in
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second band bandwidth (3.65GHz to
4.48GHz, 20.41% bandwidth). A further
increase in slot width to Uy = 56mm shows
a wideband performance (3.08GHz to
4.43GHz, 35.91% bandwidth) but touches
the S;;= —10dB line near 3.5GHz. Therefore
on further investigation, U-slot width of Uy
= 58mm is selected showing wideband
response (3.09GHz to 4.42GHz, 35.41%
bandwidth).

iii. The effect of varying the U-slot wing width is
shown in Fig. 2(c). The U-slot wing width
Ugw 1s varied from 3mm to 8mm. It is seen
to exhibit dual band response at Ugy = 8mm
starting 3.02GHz to 3.3GHz (8.86%
bandwidth) and 3.6GHz to 4.45 GHz
(21.11% bandwidth). With further decrease
in U-slot wing width to Usy = 7 mm,
USLMES shows a wideband response from
3.05GHz to 4.43GHz (36% bandwidth) but
is seen touching the S;;= —10dB line at
3.5GHz. The above problem is rectified at
U-slot wing width Ugy = Smm offering band
operating in 3.09GHz to 4.42GHz (35.41%
bandwidth)  with  better = bandwidth
performance at Ugy = 3mm (34.89%) also.

iv. Fig. 2(d) shows the effect of varying the U-
slot length Ugp from 2.0mm to 1.6mm. By
varying the U-slot length Ug;, the bandwidth

increases from 33.65% (3.2GHz to
4.50GHz) to 3541% (3.09GHz to
4.42GHz).

v. Fig. 2(e) shows the effect of varying the
USLMES patch wings width Ew and notch
width Ny While investigating the above two
parameters, the Egw is kept constant at
7.2mm. Therefore Ey is varied from Ey =
14mm to 16.6mm and Ny from 5.5mm to
29mm. At Ew = 14mm, Ny = 5.5mm,
USLMES excites higher order modes at
higher frequency, therefore on further
increasing wing width Ey = 16.6mm and
reducing Ny to 5.5mm, a wideband response
is seen operating in 3.09GHz to 4.42GHz
(35.41% bandwidth).

vi. Fig. 2(f) shows the effect of varying the feed
width Fy and inset slot width Ig from 5.2mm
to 62mm and 0.70mm to 0.20mm,
respectively. The USLMES shows dual band
response at Fy = 52mm, Ig = 0.70mm
operating in 3.08GHz to 3.18GHz (3.50%

541
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bandwidth) and 3.6GHz to 4.55GHz  are kept unchanged throughout the parametric
(23.31% bandwidth). USLMES continues  study. Table 1 shows the design parameters of the
to show dual band response at Fyy=5.4mm,  final proposed USLMES patch antenna.

Is = 0.6mm operating in 3.08GHz to
3.19GHz (3.50% bandwidth) and 3.58GHz 0y
to 4.53GHz (23.42% bandwidth). Further
increasing feed width Fy to 6.2mm and

“_.I:\

reducing inset slot width Ig to 0.2mm, 10 |=eUnedsmm\) ZEa .

wideband response is achieved operating in ~+-Uy=48 mm| X / \\

3.09GHz to 4.42GHz (35.41% bandwidth). s [ Uw=S0 mmARNNY/ i
vii. The effect of varying the USLMES patch ___:“jz . v ﬁ.:ff"

-20

length E; from 16mm to 18 mm is shown in
Fig. 2(g). The impedance bandwidth
increases from 31.96% (3.18GHz to

o LUy=46 mm

-y =58 mm

Reflection Coefficient Magnitude 511(dB)

-25

2.5 3 3.5 4 4.5

439GHz) at E. = l6mm to 33.82% Erecuamey (i
(3.12GHz to 4.39GHz) at E;= 16.4mm. A
further increase of USLMES wing length to : (@)

Ei= 17.2 mm increases the impedance
bandwidth to 3541% (3.09GHz to W\
4.42GHz) which is better than impedance N

bandwidth of 34.41% (3.08GHz to 10 {=*Un=dsmm|\

itude 511(dB)

436GHz) at E;= 18mm. Therefore E; = E +lL““:f|':1':1 7
17.2 mm is the best value for the bandwidth é il EETI——— /
of the proposed USLMES. 3 |=Uy=stmm /)

20 e
Ly =46 mm

viii. Fig. 2(h) shows the effect of varying the
finite ground plane size for S;; = —10dB.

—m=1y =58 mm

-25

Refl

The dual band response at G = 65x65mm” 25 3 1s a as
operating in 3.02GHz to 3.30GHz (8.86% Feacuenc {ati
bandwidth) and 3.6GHz to 4.43GHz (b)

(20.67% bandwidth) is optimized to
wideband response at G = 100 x120 mm®
operating in 3.09GHz to 4.42GHz (35.41%
bandwidth).

7+ Usy =3mm
--l.'s“' =4mm
-15

Table 1: Final USLMES patch design parameters

Fa-Usy =5 mm

Reflection Coefficient Magnitude S11(dB)

PARAMETERS VALUES e =6mm
USLMES wings width, Eyw 16.6 mm 20 'Il?z:- -k
USLMES wings length, Ep 17.2 mm X mimm
Notch width, Nw 2.9 mm 25
Inset slot width, Ig 0.2 mm 2.5 3 3.5 4 45
Inset slot length, Ngp 6.5 mm Fosauencr (O]
Feed width, Fy 6.2 mm (©)
U-Slot length, Ugp 1.6 mm
U-Slot distance to 16.4 mm
USLMES patch edge (Z)
U-Slot Width , Uy, 58 mm
U-Slot wing width , Ugy 5.0 mm
Ground plane (XxY mm’) 100x120 mm”

The other design parameters did not show any
significant effect on the impedance bandwidth and
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Reflection Coefficient Magnitude S11(dB)

o

n

-10

=15

-20

=25

Uy =2mm _

-#-Ug, = 1.6 mm

LUy = 1.8 mm

=1

[+ G=65x65mm’ § /
G100 mm™ Y} f
| =G =75 %75 mm* }
| =G =80 x 80 mm
20 f=G =90 x 90 mm
|==+G =100 % 100 mm*
|-G =100 x 120 mm*

-25

Reflection Coefficient Magnitude S11(dB)

2.5 3 35 4 4.5 25 3 3.5 4 4.5
Frequency (GHz) Frequency (GHz)
(h)

Reflection Coefficient Magni'_:ude s11(ds)

Reflection Coefficient Magnitude S11(dB)

20 +=¢=Ey = 14.6 mm , Nyy = 4.9 mm

25 J==Ew =156 mm , Ny =3.9mm

-20

-35

40 -+

(d)
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|e---Ew =16 mm , Ny = 3.5 mm
| a-Ew =16.6 mm , Ny =29 mm

2.5 3 35 4 4.5
Frequency (GHz)

()

+Fy =52 mm, I5=0.70 mm
—--Fy =54 mm, Is=0.60 mm

B T Fy=5.6 mm, Is=0.50 mm ' : W
° —Fy =58 mm, Is=0.40 mm N
N T= Fy =59 mm, Is=0.35mm -.U,-

~+Fy=6.0 mm, [s=0.30 mm
| —Fw=6.1 mm, =025 mm
—a-Fy=6.2 mm, [s=0.20 mm

2.5 3 35 4 4.5
Frequency (GHz)

0]

Reflection Coefficient Magnitude S11(dB)
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-20

-25

T=E =16 mm @
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|——Ep=16.6 mm
----- E;=16.8 mm
—FE;=17mm

laE =172 mm

=176 mm \j
—-E =18 mm

2.5 3 3.5 4 4.5

Fig. 2. Effect of different USLMES parameters on
its reflection coefficient (S;;) performance while
keeping other parameters constant. (a) Z, (b) Uy,
(C) Usw, (d) USL, (e) EW and Nw, (f) FW and Is, (g)
E;, (h) G

1. FREQUENCY AGILE BEHAVIOR
OF PROPOSED WIDEBAND PATCH

A. Ground plane height variation

The simulation results for this part of the study
were generated using the Ansoft Corporation’s
finite element method (FEM) based on the high
frequency structure simulator (HFSS) which
models all finite dimensions including the
substrate and ground plane. The simulation
considers interaction of SMA placement close to
the antenna, which in this case is outside of the
patch.

Figure 3 shows the simulation results for the
USLMES when investigated for different air-gap
heights between the FR-4 substrate and the ground
plane. The structure initially operates (w.r.t. S;; =
—10dB) at 4.2GHz at h,= 2.8mm height. With the
increase in air-gap height (h,) to 3.2mm, the
frequency shifts to the lower end and operates at
3.4 GHz showing dual band performance with the
first band operating in 3.26GHz to 3.6GHz (9.91%
BW) and the second band operating in 3.91GHz to
4.34GHz (10.42% BW). As the height h, is
increased further to 4.8mm, the frequency shifts
more towards the lower end and operates as
wideband antenna achieving 35% bandwidth
(3.09GHz to 4.40GHz). By further increase in
height to 6.4mm, the lower end frequency shifts to
3.0GHz with operational bandwidth of 34.71%
(3.0GHz to 4.26GHz). With further increasing the
air-gap (h,) to 7.8mm, the USLMES resonates
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between 3.26GHz to 3.75GHz offering 13.98%
impedance bandwidth. Thus, the effect of
employing different height ground plane reinstates
reconfigurable or frequency agile operational
bands with single, dual and wideband responses.

[—h=64mm
| =h,=68mm

+h,=78mm

Reflection Coeffident Magnitude 511{dB)

&

15 3 3s 4 a5
FrequencylGHi)

Fig. 3. Reflection coefficient S;; (dB) versus
frequency (GHz) for the USLMES with different
air-gap height variations.

Table 2 summarizes the effect of ground plane
height variation on the frequency agile behavior of
USLMES. Figure 4 shows the broadside gain at
(6=0°) for the USLMES patch for different air-gap
height variations. The gain remains above 5dBi
throughout the operational band for all the cases.
The best case from the air gap height study is the
reference case with hy, = 4.8m, where the realized
gain stays above 7dBi throughout the frequency
bandwidth from 3.09GHz to 4.42GHz. A slight
drop in gain at 4.4GHz is attributed to the increase
in the cross-polarization level. It can, also, be seen
that antenna possess wideband gain response even
though it exhibited multiband or single wideband
impedance matching response as shown in Fig. 3.
Thus, the antenna can be reconfigured for a
specific frequency range from 3GHz to 4.42GHz
by employing a variable height ground plane. The
mechanism to implement a variable height ground
plane with the desired air-gap variation from
2.8mm to 7.8mm is a challenging task. This can be
realized using the methods explored in [19-20],
but comes at the price of complex fabrication and
little air-gap variation which will not be sufficient.
Therefore, at this point, electronic method for
varying the ground plane has not been completed
and will be the subject for future studies.
However, to prove the finding, three different
antennas with three different air-gaps were
fabricated and experimentally tested.

ACES JOURNAL, VOL. 26, NO. 7, JULY 2011

Table 2: Frequency response for USLMES under

different heights

S. Air Percentage Band Frequency

No | Gap | Bandwidth of
Heights (%) Operation

(mm) (GHz)

1 2.8 4.43 single | 3.92 -4.20
2 32 10.21, dual 3.25-3.60,
12.30 3.89-4.40
3 4.8 3541 wideband | 3.09 —4.42
4 6.4 34.52 wideband | 3.02 —4.28
5 6.8 25.32 wideband | 3.00 —3.87
6 7.8 13.25 wideband | 3.24 —3.70

-+ Ji,= LBmm

-+l,=32mm

Realized Gain{dBi)

-, =48mm
—h,=64mm
= My=68mm

+h,=18mm

5 3 quie.:cﬂﬁml 4 a5
Fig. 4. Realized broadside gain (dBi) versus
frequency (GHz) for the USLMES patch with
different air-gap height variations.

B. Copper ribbon type switches

The reference USLMES presented above is
modified further to incorporate switches. Two
conductive arms are incorporated inside the E-
patch slot width area to compensate switches of
1.8mm x 1.8mm dimensions. These are numbered
as switch 4, switch 5, switch 6, and switch 7. All
the USLMES parameters remain the same as
mentioned in the previous section. Three switches
are, also, incorporated inside the U-slot which is
seen affecting the frequency reconfigurable
characteristics of the USLMES under turning
ON/OFF conditions. The other parameters of
USLMES are the same as described in the
previous section. The reference ULSMES has h, =
4.8mm.



Conductive arm

Fig. 5. Modified USLMES patch with copper type
ribbon switches incorporation.

Figure 5 shows the modified geometry of
USLMES with two conductive arms loaded with
switches 4, 5, 6, and 7. The U-slot is, also, loaded
with three switches 1, 2, and 3. The switches play
an important role to change the resonant frequency
according to different combinations of turning ON
and OFF. Figure 6 shows the reflection coefficient
magnitude of the reference USLMES with
different combination of switches in operation.
Initially all the switches 1, 2, 3, 4, 5, 6, and 7 are
OFF (Case 1) and the USLMES shows impedance
bandwidth of 8.86% with band operating in
3.02GHz to 3.3GHz. With the turning ON of the
switches 1, 3, 4, 5, 6, and 7 (Case 2), the modified
USLMES shows dual band performance with the
first band operating in 3.3GHz to 3.55GHz (8.82%
impedance bandwidth) and the second band
operating in 3.85GHz to 4.65GHz (18.82%
impedance bandwidth). At this point, the switches
# 1 and # 3 are turned OFF and switch # 2 is
turned ON with switches 4, 5, 6 and 7 (Case 3).
The USLMES shows resonance below S;; =
—10dB from 3.60GHz to 4.95GHz (31.57%
impedance bandwidth). Thus, the combination of 7
switches incorporated on the geometry of modified
USLMES contributes to operation in different
frequency band and can be reconfigured for
various applications between 3.02GHz to
4.95GHz. During the frequency reconfiguration,
radiation properties almost remained similar to the
original antenna, hence not included here for the
sake of brevity.
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Fig. 6. Simulated reflection coefficient magnitude
Si1 (dB) versus frequency (GHz) for reference
USLMES patch for different combination of
switches turned ON/OFF.

IV.EXPERIMENTAL VERIFICATIONS
The U-slot loaded modified E-shape
(USLMES) microstrip patch antenna was
fabricated and measured for both wideband patch
performance and  frequency  agility by
implementing different ground plane heights in the
Antenna and Microwave Lab at San Diego State
University. The lab houses an Anritsu’s vector
network analyzer (model # 37269D), LPKF
milling machine and anechoic chamber with the
capability to measure both far-field and spherical
near-field based radiation patterns. The copper
ribbon switches based patch antennas (Case 1,
Case 2, and Case 3) were not fabricated to avoid
additional fabrication cost till the actual switch
study is completed, which will be published at a
later date.

Figure 7 shows the photograph of one of the
fabricated patch antennas on FR-4 substrate of hy=
0.761mm. This offers easy soldering of the coaxial
probe with the patch than when antenna is directly
etched on the foam substrate. Further, the coaxial
probe is out of the patch surface, which helps in
lowering the cross-polarization levels.

A. Frequency agile behavior verification

For the experimental verification purposes,
three different USLMES patch prototypes were
fabricated with air-gaps h, = 3.2mm, 4.8mm and
6.4mm and tested using network analyzer. Their
reflection coefficient results are shown in Fig. 8.
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Fig. 7. Photograph of the U-slot loaded modified
E-shape (USLMES) patch fabricated on FR-4
substrate of 0.761mm thickness.
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Fig. 8. Measured and simulated reflection
coefficient magnitude S;; (dB) versus frequency
(GHz) for three fabricated USLMES patches.

The simulated S;; for the USLMES patch with
32mm air-gap height shows dual band
performance with the first band operating in
3.26GHz to 3.6GHz (9.91% bandwidth) and the
second band operating in 3.91GHz to 4.34GHz
(10.42% bandwidth). The measured S;; results
show reasonable agreement with the first band
operating in 3.26GHz to 3.71GHz (12.91%
bandwidth) and the second band 3.91GHz to 4.2
GHz (7.15% bandwidth). The USLMES with
4.8mm (reference, Fig. 1(a-b)) air-gap height has
simulated frequency band from 3.09 GHz to
4.42GHz offering 35% impedance bandwidth. In
comparison to this, the measured S;; covers the
above band and extends to 4.60GHz (38%
bandwidth). The simulated S;; for the 6.4mm air-
gap patch starts from 3.0GHz and ends at 4.26
GHz, whereas the measured S;; starts at 3.09GHz
and ends at 4.26GHz offering 35% impedance
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bandwidth. Therefore, the simulated and measured
S;1 agree reasonably well over the operational
frequency bands. Slight disagreement in the S;; for
the three cases is attributed to the uneven foam
surfaces between the FR-4 and the ground plane.
In addition, the losses associated with the
dielectric and the conductors are not generally
considered accurately in simulations, hence offers
slightly reduced matching bandwidth than the
measured results. Finally, it can be seen that the
ground plane height variation offers frequency
agility over a wide bandwidth. Basically, an
antenna with dual band with reasonable
bandwidths and/or with single wideband can be
realized based on the communication needs by
ground plane height variation. As mentioned
carlier, for real-time ground plane height variation
providing the desired agility, one needs additional
methods, however, by mechanical height
variation; one can still get the frequency agility.

B. Wideband USLMES patch antenna

The proposed USLMES wideband patch
antenna with h, = 4.8mm was, also, tested for its
radiation patterns and gain  performance.
Additionally, the HFSS generated impedance
matching was re-verified using the CST’s
Microwave Studio tool, in addition to the
measurements, which is shown in Fig. 9. The
return loss results using the HFSS and CST tools
agree well (3.09 GHz to 4.4GHz, 35%), whereas
the measured data shows slightly wider matching
bandwidth of 38% (3.09 GHz to 4.60 GHz). Slight
disagreement in the S;; for the three cases is
attributed to the uneven foam surfaces between the
FR-4 and the ground plane and the losses
associated with the dielectric and the conductors
as discussed in the previous section.

The simulated and measured gain radiation
patterns for the proposed (reference case)
USLMES patch antenna is shown in Fig. 10(a, c,
e) and Fig. 10(b, d, f), respectively, for the
frequencies 3.14GHz, 3.5GHz and 4.4GHz within
the matching bandwidth. The simulated and
measured co-polarization gain and peak cross-
polarization levels are compared in Table 3 at
3.14GHz, 3.50GHz, and 4.40GHz. It can be seen
that measured data agrees reasonably well with
simulation ones except towards the higher
frequency end. The 3dB beam widths at 3.14GHz,
3.5GHz, and 4.40GHz are 58.54°, 58.12°, and
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69.80°, respectively. Further, Fig. 11 shows the
comparison of the simulated and measured
broadside realized gain for the proposed antenna.

Y I

-10 '\' ﬁw!

15 ‘\.

W4 N i

-y :h,= 4.8mm{HFSS) \\' ﬂ \ /
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-35
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Fig. 9. Simulated and measured reflection
coefficient magnitude S;; (dB) versus frequency
(GHz) for the reference wideband USLMES patch
with h, = 4.8mm.

Table 3: Comparison of simulated and measured
gain and peak cross-polarization level

Freque | Sim. Sim. Measured | Measured

ncy Co- Cross- | Co-Polar. | Cross-

(GHz) | Polar. Polar. | Gain Polar.
Gain Level | (dBi) Level
(dBi) (dB) (dB)

3.14 9.50 27.64 | 9.55 20.40

3.50 10.64 29.858 | 10.07 21.70

4.40 9.31 7.08 7.65 11.59

— GainPhi Phi=Odeg
“* Gain Phi Phi=90deg
- GainTheta Phi=Odeg
|+ GainTheta Phi=00deg

Curve Info

GainTheta Phi=0deg
GainPhi Phi=0deg
GainTheta Phi=00deg
GainPhi Phi=90deg

Curve Info

— GainPhi Phi=0deg
- Gain Phi Phi=00deg
“+ GainTheta Phi=0deg
-~ GainTheta Phi=00deg

Curve Info
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Fig. 10. Simulated (a, c, ¢) and measured (b, d, f)
gain radiation patterns at 3.14GHz, 3.5GHz, and
4.4GHz, respectively.

The measured results comply with the simulated
results affirmatively. The gain drop at 4.4GHz can
be attributed to comparatively high cross-
polarization than with lower frequencies which
arises due to large electrical length of the antenna
towards the end of the frequency. With the
increase in electrical size, unwanted higher mode
can generate causing cross-polarization to go up;
however, the cross-polarization level is still very
good for most of the wireless communications.
Further, the antenna shows 3dB gain bandwidth
similar to the impedance matching bandwidth.

V.CONCLUSION
A Us-slot loaded modified E-shape (USLMES)
microstrip patch antenna is presented that offers
simulation impedance bandwidth of 35% while
measured bandwidth approaches 38%.
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Fig. 11. Comparison of the simulated and
measured broadside realized gain (dBi) vs.
frequency (GHz) for the proposed (hy = 4.8mm)
USLMES patch antenna.

Additionally, the gain variation is within 3 dB
over the impedance bandwidth. This paper also
focused on ground plane height control to
investigate the frequency agility for a proposed
wideband antenna. It can be observed that both
dual band and single wideband antennas can be
realized by controlling the air-gap between the
FR-4 supported patch and the ground plane. The
investigations  presented considered  the
mechanical or individual height variations, but it
can be made real time, once, a simpler mechanism
for electronic variation of ground plane is
implemented such that desired levels of air-gap
variations could be obtained. This is a matter of
future study. Similarly, the effect of incorporating
copper conductor ribbon type switches were also
studied by modifying the USLMES patch further.
It showed frequency agility over the operation
bandwidth. These antennas can find an application
in 3.5GHz Wi-Fi wireless communication devices
as radiating elements for the base station antennas.
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Abstract — This paper presents an equivalent
circuit derived directly from Maxwell's
equations in a manner to show the
amalgamation of field models and the circuit
theory. A micro-T equivalent circuit is
obtained from the solution of Maxwell’s
equations for a cylindrical representation of a
squirrel cage induction motor. First, a general
form of the field solution is obtained using
transfer matrices. A variable transformation is
then applied, which makes it possible to
derive a circuit for each annular region in the
motor. By joining the equivalent circuits in
cascade, a complete equivalent circuit for the
motor is obtained. The voltages and currents
in the equivalent circuit relate directly to the
field quantities within the actual motor.
Accuracy of the method is verified with
comparisons against finite elements and a
commercial motor design program.

Index Terms— Eddy currents, electromagnetic

induction, equivalent circuits, induction
motors.

[.INTRODUCTION
Multiregion traveling wave problems in

electrical machines have been treated in detail by a
number of authors; see for example [1-11]. A
traveling wave is usually produced by a polyphase
winding, which acts upon a series of laminar
regions. A region is defined, for the purposes of
this paper, as an area in the motor in which the
material is uniform in nature, having boundaries of

Submitted On: January 11, 2011
Accepted On: April 18, 2011

simple cylindrical shape. When any of the regions
is conducting, eddy currents are induced and
forces tangential to the plane of the region are
established. If the field quantities at the region
interfaces are known, these forces can be
calculated. Typical problems include linear
induction motors [1], rotating induction motors [2-
5], drag-cup servomotors [6], liquid metal
induction pumps and generators [7], and armature
reaction losses in solid poles [8-11].

The theory of induction motors is usually
presented in one of two ways: either the motor is
represented by a Steinmetz equivalent circuit [12],
or analytical expressions are derived from the
electromagnetic field theory [2-4], [13]. As of yet
there is no general method enabling one to derive
an equivalent circuit directly from a field solution.
Of course, it is always possible to set up an
analogue model of differential equations [14], but
the number of elements required for accurate
modeling can be very large.

As the number of regions is increased, the
algebraic complexity of the field solution becomes
prone to errors. Additionally, if the motor model is
altered by adding extra regions, it is necessary to
repeat the complete field analysis. The micro-T
equivalent circuits developed in this paper have
the form of cascaded transmission lines; therefore,
it is possible to consider any number of regions
without recurring to lengthy analyses. The micro-
T circuit offers a direct relationship between field
quantities in the motor voltages and currents in the
equivalent circuit (see Fig. 1).

The use of an equivalent circuit can give deep

1054-4887 © 2011 ACES
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insight into the behavior of the motor. Engineers
are trained to interpret equivalent circuits, and
once the circuit elements have been obtained, the
amount of calculations required for a given set of
conditions is relatively small. The motor model
can be made more detailed when adding extra
regions by inserting extra terms in the equivalent
circuit at the appropriate points.

The combination of field and circuit theories has
been used in other areas; see for example [15 and
16]. In [15], a hybrid electromagnetic-circuit is
used for the simulation of microwave devices
together with nonlinear lumped circuits. A circuit-
oriented, finite-element solution is proposed in
[16] to analyze travelling wave coupled problems.
The micro-T circuit theory has been used in [17]
and [18] to analyze induction heating problems.

The contributions of this paper are: the
application of the micro-T theory to the solution of
the electromagnetic field distribution in squirrel
cage induction motors; the derivation of a terminal
equivalent circuit from the solution of Maxwell’s
equations in the motor.

The equivalent circuit of this paper gives
information not only on the terminal performance
of the motor, but allows looking at the behavior of
the electromagnetic field in the different layers.

Air gap

Stator core Air

Fig.1. (a) Cross-sectional sextant through a multi-layer squirrel cage induction motor. (b) Basic equivalent circuit for a five-
region squirrel cage induction motor.

The accuracy of the method has been verified with
finite elements simulations and with the equivalent
circuit on a real motor.

1. MATHEMATICAL MODEL

A general multiregion problem is analyzed.
Figure la shows a sextant of a motor comprising
of N (=5) concentric cylinders. The excitation is an
infinitesimally thin and axially infinite current
sheet at radius r, It is further assumed that
displacement currents and magnetic saturation are
negligible.

Three field quantities which are acting at the
region boundaries will be considered in this
analysis. These are the electric field strength F
which is directed axially along the interface, the
magnetic field strength H which is directed
circumferentially along the interface, and the third
one is the flux density B normal to the interface in
the radial direction. The analysis using these field
components is performed to obtain field quantities
at the region boundaries. After these field
quantities are known, the equivalent circuit is then
derived and the power flow through the interfaces,
torque, output power, rotor losses, and rotational
force are obtained.

The intermediate stage between the field



solution and the final equivalent circuit is
represented in a transmission line form [17]. The E
and H values on either side of a region are linked
by a transfer matrix [19-20]. Therefore each
bounded region in the model shown in Fig. 1 can
be represented by a corresponding transfer matrix
equation.

The circuit model of this paper is derived from
the analytical solution of Maxwell’s equations.
The following geometrical simplifications have
been made: (1) the stator windings (including slots
and teeth) have been substituted by a current sheet;
(2) the squirrel cage has been substituted by a
conductive equivalent layer. The first assumption
prevents the accurate representation of the stator
winding resistance while the second assumption
produces a larger than normal magnetizing
current. Both limitations can be potentially
eliminated with the use of homogenous equivalent
media [20]. This, however, is beyond the scope of
this paper, but we intend to continue our research
in that direction.

[I1. THEORETICAL ANALYSIS

A. Field theory solution of a general region

It is assumed that the winding produces a
perfect sinusoidal traveling wave. The line current
density may be represented as

J. = Re{j efwf—pm} (1)

where J, @ and p are the amplitude of line current
density, angular frequency, and the number of pole
pairs. The field produced will link all cylindrical
regions from 1 to N. Maxwell's equations are
solved accordingly. As a first step in the analysis,
the field components of a general region are
derived, assuming that all fields vary as exp(awr—
p¢®), and omitting this factor from all field
expressions that follow (we work only with the
amplitudes of the travelling wave functions).
Then, Maxwell's equations for any region in the
model are:

VxH=J, ()
VxE=-joB, (3)

with
J=ck “4)

and

B=uH. ®)]
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The boundary conditions are

1) The radial component of the flux density is
continuous across a boundary.

2) The circumferential component of magnetic
field strength is continuous across a boundary,
but one must consider the effects of the current
sheet as shown in sub-section B.

Taking the r-component from both sides of (3)
yields

E, =%(rBr), (6)

and taking only the @-component from both sides
of (3) yields
OF; _
or
Using (2) and (4) and taking the z-component
from both sides gives
O'Ezzég(rH(/,ﬁ]%H,- (®)
Equation (8) can be written, after rearranging, in
the following form

JjouH,. (7

0’E OE
2 z z |22 2

The solution is given by

E, =Cl,(ar)+CGK,(ar),  (10)
where [, and K, are the modified Bessel functions
of order p and of general complex argument, C,;
and C, are constants to be evaluated from
boundary conditions, and «’ = jouc where 1 and

o represent the absolute permeability and
conductivity and w is replaced by s in the above
equation for a region moving with slip s.
From (3), (5), and (10) we have

H, =ﬁ[qz;, (ar)+C,K; (ar)|- (1)
For non-conducting regions or regions moving at
synchronous speed, the governing partial
differential equation is

O’E. OFE
2 2
r—=+r—=—-p°F =0, 12
or? or s (12)
and the solution is given by
E =Cr7+Cr”. (13)

Therefore,

H,=—— P (Cr 7 =Cyr?). (14)

Joru
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B. Field calculations at region boundaries
Figure 2a shows a general region n, where E,
and Hg, are the field components at the upper
boundary of region n, and E,,.; and Hy,.; are the
equivalent values at the lower boundary of the
same region. Considering a conducting region
whose slip is different from zero, from (10) and
(1
E.,=Cl,(an)+CK, (o), (15)
H,, :jgﬁ[ql;, (@ry )+ C,K), (anr,,)} . (16)
Equivalent expressions for £, ,,.; and Hy,,.; can
be found by replacing 7, in the above equations by
7,1 . Similar argument applies for a non-
conducting region using (13) and (14). Now for
regions 1< n < N we have:

EZ’”HT,,]

@.n H

@,n—1
where [7,] is the transfer matrix [19], [22] for
region n and is given by

— an b}’l

[Tn]—{c dj- (18)

The expressions for a,, b,, c¢,, and d, are given
in the Appendix. Knowing the values of £, and Hy
at the inner boundary of a region, the values of E,
and H at the outer boundary can be obtained from
this simple transfer matrix relation. At the
boundaries where no excitation current sheet
exists, £, and Hy are continuous; thus for example,
if two contiguous regions have no current sheet at
the common boundary, knowing E. and Hgy at the
inner boundary of the external region, £, and H, at
the outer boundary of the inner region can be
calculated by successive use of the underlying two
transfer matrices. Consider that the excitation

current sheet is located at radius r,, then

Hq’mzHW, , n;tg’ (19)

H,,=H,,+J", n:g’ (20)

where Hy, is the circumferential magnetic field
strength in close inner proximity to the boundary
and Hq,_n' is the circumferential magnetic field
strength in close outer proximity to the boundary.

Ez,n—l :| , (1 7)
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Region (n+1)

Region (n)

Region (n-1)
Ez.nvl'

He.n-1
(a)
Region (N)
Region (N-1)
Ezn1 \‘
Hg.n1

(b)
Fig. 2. Mathematical model. (a) General region »;
(b) end region V.

Bearing in mind the boundary conditions, it is
apparent that for the model considered, we can
write

E —

H(p”n_ll _[ Iz—l][ n_z} [Tgﬁ].{H(Z,g J’]’ 21)
E, E

{ng =[Tg].[Tg_l]..[T2] H(,;,ll . 22)

If regions 1 and N are now considered then the
field should vanish for =0 and »=o0, hence

EZ,1 = Czl’lp s (23)

Hf/’,l = d G, (24)
JOHn

Ez,Nfl = Clr]\jfl > (25)

H,y =——L—cm,. (6

Joury

The field components at the boundaries of
regions 1 and N still contain unknown constants.
The ratios, however, of E. and Hg at these
boundaries contain no constants and it is only these
ratios that are needed for a complete solution.



C. Surface impedance calculation
The surface impedance looking outward at a
boundary of radius 7, is defined as
EZ n
2= @7)
and the surface impedance looking inwards is
defined as

2L (28)
@Q,n
With the values of £, y.;, Hpn.s, E.;, Hp;and a,,
b,, c,, and d, as derived in the previous section we
have at the current sheet (for n=g):
, :%, (29)
" Ze+Z,,
where Z;, is the input surface impedance at the
current sheet and Z,,, and Z, are the surface
impedances looking outwards and inwards at the
current sheet. Substituting for Z,.; and Z, using
(27) and (28) and rearranging gives
E E
7, = tee _ Fe o 0)
" Hyg—Hp, J!
thus, the input surface impedance at the current
sheet has been determined. This means that all
field components can be found by making use of
this and (28), (21), (22).

D. Themicro-T terminal equivalent circuit
The transmission-line form of (21) and (22)
suggests that, by analogy, some form of equivalent
circuit is possible [22, 23]. No loss of generality
occurs if only one region is considered. The
electric and magnetic field quantities are linked as
shown in (17). In order to represent the
relationship between E,, H, and E,; H,, by a
corresponding T-circuit, a change of variable is
required. A practical variable transformation refers
to the variable H, which is changed to rH. A T-
circuit can now be used to link the variables £ and
rH on either side of a region as shown in Fig. 3.
The current »,H, in a T-circuit is driven by a

voltage E,. For the general region n, the
impedances are given by the following relations
-1 31
ZB,n a rﬂ Cﬂ ' ( )
= T 1] (32)

Zey=Zp,(an-1)- (33)
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In-1 Hn-1 ZA” ZC‘” n Hn
oI :|_>—T
En—T ZB-” En
l l

Fig. 3. Basic T-circuit for region .

When the T-circuits are joined in cascade, the
full equivalent circuit is obtained as shown in Fig.
1b where, by the use of (28) and (27), the
following expressions are obtained [23].

E
=_1 34
Z, o (34)
E
Z :—71\/_1 . 35
N Py oy G

Thus, an equivalent circuit has been derived by
rearrangement of the field solution, where the
voltages and currents are directly related to the
field quantities. Furthermore, the normal flux
density at any interface can be obtained in the
form

zn (36)

It is convenient to write the equations in terms
of phase voltages and currents. The input
quantities to the basic equivalent circuit are the
current 7, J and the voltage E, The relation
between J and the rms phase current / can be
written as

_ 3\/§Neﬁ\1 ,

rpJ 37

g

where N, is the effective number of series turns

per phase, therefore
1=(1;,,)0r, (38a)

where:

I, =—% ., (38b)
fac
32N,
and for a motor of length 1 m, the rms phase
voltage V'is related to £, by

V=\2N,E,l, 39)

therefore,
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V= (V fac)Eg , (40a)

where

Ve =N2N L - (40b)

Let us now consider the effect of multiplying
the quantities £, and r,H, terms in the basic
equivalent circuit by the factors Vj. and I,
respectively; then, the impedances in the basic
circuit have to be multiplied by an impedance
factor given by

2
z, =l Nl gy
fac 1 fac 7[

and the terminal impedance of the machine is
given by

2,2, %n. (42)
Jac .

g

The result is a completely new equivalent
circuit in which the input quantities are the rms
phase voltage and rms phase current using (40)
and (38). Thus, the various voltages and currents
at the input to each T-circuit are now related
directly to the field quantities at the corresponding
interfaces in the machine. The terminal equivalent
circuit has all the advantages of the basic circuit
but, in addition, the impedances are real
impedances. The voltages and currents appearing
in the circuit can be used in (40) and (37) in order
to obtain the field quantities £,, B,, and B, at any
desired region boundary.

Using the terminal impedance, the rotor
resistance, rotor leakage reactance, and
magnetizing reactance can be obtained.

The rotor resistance is obtained from the
terminal impedance at standstill as »=Re{Z;} and
the leakage reactance is obtained from the terminal
impedance at standstill as x,=Im{Z,}.

The magnetizing impedance is obtained from
the terminal impedance at synchronous speed. It
should be noted that the real part of the terminal
impedance is zero at this speed. The stator
winding resistance can be simply joined in series
at the input terminals. From above an equivalent
circuit analogous to classical theory can be derived
as will be shown in the next section.

The time-average input power density Py,
[W/m®] passing through a surface can be
calculated through the concept of the Poynting
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theorem in the field solution as:

P, :%Re{Exﬁ*}, (43)

and the total power P,, [W] is given by
P=YE PRI (a4
v 5‘ g ‘ c Z; : (44)

Using the terminal equivalent circuit, the total
power is calculated as
2
14

PW=3Re{V1*}=3Re Zels @9)

t

and the torque 7 [N-m] is given by
P
7= 46
- (46)
The force in the circumferential direction F, is
calculated as

F=L, @7)

r

where 7, is the outer rotor radius.

IV.NUMERICAL RESULTS

The equivalent circuit method that has been
described in the previous section is validated using
a commercial finite element program (Comsol
Multiphysics [25]) along with a real motor whose
data is given in Table L.

Figure 4 shows the finite element discretization
of the model. It should be noted that the air gap
layer is not visible in this to scale drawing. Figures
5a and 5b show the radial and circumferential flux
density components respectively using both the
micro-T circuit model and the finite element
method (FEM), for standstill and rated speed
conditions. The magnitude of flux density is
greater at the rated speed since most of the flux is
magnetizing while its leakage flux is under
standstill conditions.

Figures 6 and 7 show the flux contours at
standstill and rated speed, respectively. At the
rated speed, the skin depth in the rotor conductor
is appreciable, allowing flux to penetrate the rotor
core while at a standstill, the skin depth is much
lower, hence forcing the flux to concentrate
around the air gap.



Table I: Machine data

Rated power, (W) 746
Number of poles 2
Line stator voltage, (V) 220
Number of turns per phase | 86

Frequency, (Hz) 60
Rated speed, (rpm) 3358
Efficiency, (%) 89
Rated slip 0.067
Rotor core radius, (mm) 32.6

Outer rotor radius, (mm) 46.5
Inner stator radius, (mm) | 46.8
Outer stator radius, (mm) | 63
Relative permeability of | 4000
iron

Rotor conductivity, (S/m)

1.56x10’

Fig. 4. Finite element discretization of model.

Figure 8 compares the torque-speed
characteristic for the following four cases:

(1) The true behavior of a real motor designed
with RMxprt, a commercially available
computer software [24], which works based on
the magnetic circuit approach to predict the
performance parameters. This curve is
obtained from the equivalent circuit given by
RMxprt and corresponds to the base case.

(2) The equivalent circuit with the stator
resistance neglected. This is done to gauge the
effect of the first assumption in the derivation
of the analytical model.

(3) The base case, but with the stator windings
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represented by a current sheet and the squirrel
cage bars represented by a conductive layer
(as in Fig. 4). This case is obtained with finite
element simulations using Comsol Muti-
physics.

(4) The plot corresponding to the analytical model
of this paper.

One can appreciate that the performance of this

paper’s model is identical to the numerical

solution for the same geometry and not too far

from the true motor.

0.07

0.06

0.05

0.04

0.03

0.0z

0.01

—o——0 === 0= =0" T T O )

Radial Magnetic Flux Density, Br [T]

0.0l —===FEM standstill i
’ ©  Micro-T standstill
002} — FEM rated
Q O  Micro-T rated
.0.03 L . . A T n
1] 0.o1 0.02 0.03 0.04 0.05 0.06 0.07
radius [m]
0.25 r -
——=—FEM standstll
0.zl ©  Micro-T standstill

FEM rated
O  Micro-T rated

0.15
01r

0.05

- —-0—-0-—C—0—=0
-0.05 ‘

-0.1
0

Circumferential Magnetic Flux Density, Bphi [T]

0.01 0.02 0.03 0.04 0.05 0.06 0.07
radius [m]

(b)

Fig. 5. (a) Comparison of radial flux density computed
from FEM and micro-T circuit model. (b) Comparison
of circumferential flux density computed from FEM
and micro-T circuit model.

V.CONCLUSIONS
The micro-T circuit has been used for the
analysis of squirrel-cage induction motors. It can
be used for any number of regions, and in
addition, with any number of stator poles so that
our proposed method of analysis becomes quite
general.

557



558

Given just the voltages at the terminal
equivalent circuit, all field quantities at any region
boundary can be easily derived, as well as air gap
power, losses, output power and torque.

Using such circuits may provide a better
technical insight into the system than is possible
from studying the full-wave solutions from a
computational electromagnetics analysis.

The obtained results agree well with the data
from the corresponding finite element method
analysis as well as with the equivalent circuit of a
real motor (with no stator). Therefore, the micro-T
circuit can reproduce the behavior of the terminal
equivalent circuit and gives physical meaning to
the elements of the circuit.

Fig. 6. Flux contour plot at rated speed.

Fig. 7. Flux contour plot at standstill.

ACES JOURNAL, VOL. 26, NO. 7, JULY 2011

Torque [N-m]

= Equivalent circuit
—— Equivalent circuil (without stator)
Micro-T model
+ Finite Element model

1 EI.I!I l]TS l].l'}' l!.lﬂ ll]l;S l]f! l]TZ l].l2 l].‘l
slip

Fig. 8. Comparison of torque-speed characteristics for
the following cases: (1) True behavior of the motor
computed by RMxpert (reluctance network). (2)
Neglecting stator resistance. (3) Stator windings
represented as a current sheet and squirrel cage
represented by a conductive layer computed with
Comsol (FEM). (4) Analytical model of this paper.

VI. APPENDIX —CALCULATION OF
THE ELEMENTSOF THE TRANSFER
MATRIX

Equations (15) and (16) are solved for the
constants C; and C, at the inner boundary of a non-
conducting region n. Then the values of these
constants are used for the same region at the outer
boundary. The two equations thus obtained relate
field quantities at the outer and inner boundary of
region n with no constants. The same method is
applied for a conducting region whose slip is
different from zero using (15) and (16). The result
is as follows:

1. Transfer matrix elements for regions in
which s,.0,# 0.
a, =—a,r,_, [Ip (anrn) ' K[’J (anrnfl)

-K, (anrn )'11,7 (a”rn—l )]
b, =—jou,r, [, (anrn_l ) K, (a,n)

) (43)

, (49
-1,(a,n)K, (O‘nV;H)]
Cy :_Sno-nrtl_l[l;y(an’:n)'K;’J(anrn_l), (50)
_Kp(anrn)'lp(anrn_l)]
dn = _anrn—] [‘[p (anrn—l) : K’p (anrn) , (51)

_Kp(anrn_l)'llrj(anrn)]



where o, and s, are the conductivity and slip of
region n, respectively.

2. Transfer matrix elements for regions in which
Sy.0, = 0.

a,=5E+E), (3
1 p_gp
bn = ]ECU/JHV,,,I (%J 5 (53)
1 p

n

A G A

S S

where
rn
E= P . (56)
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Abstract —Method of moments (MoM) solution
of the electric field integral equations (EFIE)
encounters the large memory requirements and the
slow convergence rate of the iterative solver. A
direct method based on hierarchical ({-) matrix
algorithm and phase extracted (PE) basis function
is proposed to overcome these obstacles. A
recompressed adaptive cross approximation
(ACA) technique is employed to generate a data-
sparse representation of the dense EFIE system
matrix, 1i.e., so-called H-matrix. H-matrix
formatted LDLT-decomposition (-LDLT) can be
implemented in nearly optimal complexity, which
provides an efficient way for the direct solution of
EFIE. PE basis function, containing the propa-
gating wave phase factor and defined on large
patches, is introduced to further reduce the
computational costs. Numerical results demon-
strate the accuracy and efficiency of the proposed
method for electrically large scattering problems.

Index Terms— Direct solution, electrically large
scattering, hierarchical LDLT-decomposition (H-
LDLT), phase extracted (PE) basis function,
recompressed adaptive cross approximation
(ACA).

[.INTRODUCTION

The electric-field integral equation (EFIE) is
widely used to analyze electromagnetic scattering
since it can handle fairly general geometries [1].
The method of moments (MoM) is a powerful
technique for the solution of EFIE. Numerical
discretization of the EFIE by MoM [2] yields a
dense complex linear system, which is a serious
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handicap especially for electrically large scattering
problems. Two distinct approaches have recently
emerged to address this issue. The first concerns
efficient methods for the solution of the large
dense linear system. The second directly pursue a
reduction of the number of unknowns required to
obtain an accurate result. In respect of the first
point, methods for the numerical solution of the
linear system can usually be classified into two
categories, i.e., direct methods and iterative
methods. It is basically impractical to use direct
methods due to the O(N®) memory requirement
and O(N’) computational complexity, where N
refers to the number of unknowns. This can be
circumvented by iterative methods, in which the
required matrix-vector product operation can be
accelerated by multilevel fast multipole method
(MLFMM) [3-6]. However, a linear system resu-
Iting from EFIE is wusually ill-conditioned,
particularly for electrically large problems.
Effective preconditioners can be used to accelerate
the convergence rate of iterations, but they are
usually problem-dependent [7,8]. Moreover, for
electrically large problems, the memory is still
burdened due to the filling of near-interaction
blocks. As the second approach mentioned above,
other interesting contributions attempt to reduce
the complexity by considering more elaborate
bases to approximate the unknown field, such as,
the physical optics (PO) method, geometrical
optics (GO) method, and characteristic basis
function (CBF) method [9-12]. Besides, a kind of
basis functions with phase information, named
phase extracted (PE) basis functions, has recently
been presented [13-15]. Since the induced currents

1054-4887 © 2011 ACES
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on the smooth PEC surface have the propagating
wave phase dependency, the PE bases can be
defined on very large patches.

Combining the two approaches mentioned
above, in this paper, an efficient direct method
based on hierarchical LDLT-decomposition (H-
LDLT) algorithm and PE basis function is
presented to improve the MoM solution of EFIE.
‘H-matrix algorithm are based on the data-sparse
representation, which is an inexpensive but
sufficiently accurate way to approximate a fully
populated matrix [16-18]. The key idea is to
approximate a full matrix by a product of two low-
rank matrices [16,19]. In this paper, the adaptive
cross approximation (ACA) algorithm is used to
generate the low-rank approximations [20-23]. A
major advantage of ACA is that it deals only with
the matrix entries and 1is, therefore, kernel-
independent in contrast to other compression
methods like fast multipole [3], panel clustering
[24], or the H-matrix approximation [25] that are
based on expansions or interpolations of the
kernel-function. Hence, a practical advantage of
ACA is that it can be built on top of existing
computer codes without changes. A blockwise
recompression scheme is applied following ACA
to decrease the memory usage. The essential
operations of H-matrices, such as matrix-vector
and matrix-matrix multiplication, addition, and LU
decomposition, can be performed through H-
matrix arithmetic in O(kaNlong) complexity with
blockwise rank k and appropriate parameters a, b
[26]. The PE basis function is introduced to reduce
the number of unknowns, which creates more
favourable conditions for the implement of H-
LDLT. Expressing the propagating wave phase
dependency, the PE bases break the well-known
convention of ‘10 degrees of freedom per
wavelength’ and can be defined on the patches
with much larger electrical size. Hence, the use of
PE basis functions leads to a dramatically
computational saving. Numerical examples will
show that the proposed method can significantly
reduce  the memory  requirement  and
computational complexity compared with the
traditional direct method and is robust for
electrically large scattering problems.

The remainder of this paper is organized as
follows: Section II describes the theory and
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implementation of PE basis functions, the
recompressed ACA technique, and the H-LDLT
algorithm in detail. Numerical experiments with
several electrically large scattering problems are
presented to demonstrate the efficiency of the
proposed method in Section III. Section IV gives
some conclusions.

1. THEORY
A. MoM solution of EFIE with phase extracted
basisfunctions
Consider an arbitrarily-shaped 3D conducting
object illuminated by an incident field E'(r). The
EFIE is given by

ﬁxﬂsé(r,r')J(r')dr': jki 0

where S denotes the conducting surface of the
object, h is an outwardly directed normal,

AxE'(r) on S,(1)

é(r,r’) is the well-known free-space Green’s

function, and J(r) denotes the unknown surface
current.

For the scattering excited by a plane wave in
the homogeneous background medium, the
tangential component of the incident magnetic
field contains a propagating wave phase
dependency, which can be expressed as

Hinc - e—jki-r (2)
t )

where k' is the propagation vector of the incident
wave in the background medium. (2) indicates
V-HI™ ~ e " Expressing the tangential compo-
nent of the total magnetic field as the summation
of the tangential component of incident and the
scattering magnetic field, and considering the
boundary condition that the normal component of
magnetic field vanishes on the PEC surface, we
have

V-H, =V-H*+V.-H*=0. (3)

Hence, the total magnetic field also has the

phase dependency. According to the surface

equivalence theorem, the induced current, and the

total magnetic field satisfy J =fixH , thus, it can

be concluded that the induced current on the PEC
surface has the propagating wave phase property:

Je ek, 4)

Based on this, a basis function with the

propagating wave phase factor is introduced,
called phase extracted (PE) basis functions. PE



basis functions can be expressed as the
multiplication of an amplitude term and a phase
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where A denotes the system matrix with the

1={1,2,3,4,5,6,7,8} ‘
B PN
- {1,2,3,4} {5,6,7,8} ‘
il ¢ ™\ ¢ ™\
s (12} {34y {56} {18} S
s /N /N AN /N %
] {1} {2} {3} {4} {5} {6} {7} {8} :

(2)

(b) (©

Fig. 1. (a) Subdivision of a finite set using bounding box. “ * ”” denotes the midpoint of each edge. (b)
Cluster tree 7T; . (c) Block cluster tree 7., . Admissible leaves are light grey.

term. The amplitude term here is chosen as a
triangular curvilinear Rao-Wilton-Glisson
(CRWGQG) function in conventional MoM
formulation due to its accuracy in representing
arbitrary curvilinear surfaces, and the phase term
is an exponential function, as follows

I, (=], (e, (5)
where j,(r) denotes the CRWG basis functions.
Thus, the induced current J(r) can be expanded
with the PE basis functions J,,(r):

Ir)=>aj, e’ . (6)

After the phase extraction, the residual part of
the basis needs to express the amplitude
distribution only. For convex objects with smooth
surfaces, the amplitude term of the induced current
varies much slower compared with the oscillatory
phase term. As a result, they can be defined on
much larger patches than the traditional basis
functions which do not involve any phase
information. Hence, a set of very coarse mesh grid
can be used to discretize the objects and the
number of basis functions can be reduced
dramatically. Away from the smooth region,
where the PE basis function becomes invalid, the
ordinary discretization density of conventional
CRWG basis functions is needed. After Galerkin’s
testing, the resulting linear system from EFIE
formulation can be symbolically rewritten as

Ax=h, @)

size being the number of PE basis functions.

B. Construct an H-matrix by hierarchical
partitioning

The process of generating an 7H-matrix
representation of the EFIE system matrix A is
performed by two main procedures. They are the
hierarchical partitioning of the matrix into blocks
and the blockwise restriction to low-rank matrices.
The hierarchical partitioning is on the basis of a
cluster tree, i.e., a tree T, satisfies the following:

o toot(T))=1,

o if teT, with sons(t)=< , then t=U{t":
t’ esons(t)},

o if teT, with sons(t) =&, then #t <ny, .

where | ={1,2,...... N} is a finite index set of all
the PE basis functions, #t denotes the number of
elements in the cluster t and n,, is a
predetermined threshold parameter to control the
depth of the cluster tree. A simple method for
building a cluster tree is bisection based on
geometry-based subdivisions of the index sets
using bounding boxes. The key idea of this
method is to split an index set in the coordinate
direction of maximal extent. Figure 1 (a) depicts a
simplified subdivision with | including only eight
elements, and the resulting binary cluster tree T,
is shown in Fig. 1 (b).
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Based on the cluster tree T, , the index set

I x| corresponding to the system matrix
A e C™ is split into a partition

P={txs:t,seT}, ®)

which generates the block cluster tree T, . To
approximate a matrix by a block-wise low-rank
approximation, the sub-blocks have to fulfill a so-
called admissibility condition as follows
max {diam( B ),diam(Bs)} <ndist(B,Bs), (9)
where B and Bs denotes the minimal bounding
box for the support of cluster t and s, diamand dist
denote the Fuclidean diameter and distance of
cluster t and s respectively, and 7 €R" controls
the trade-off between the number of admissible
blocks. Based on this, the partitioning P can be
split into admissible (“far-field”) and inadmissible
(“near-field”) blocks described as:
P=P™ UP"™, (10)
with
P™ ={txseP: (9) holds}, (11)
where admissible blocks can be approximated by
low-rank representation in the following Rk-
matrices as follows

M| =AB", AeC™ ,BeC"™, (12)

with A, B in full matrix representation, and K is
much smaller than m and n. The corresponding
block cluster tree T,,, based on the cluster tree T,
of Fig. 1 (b) is given in Fig. 1 (c).

Based on the cluster tree and the block cluster
tree, the class of H-matrix for an admissible
partitioning P and the maximum rank K can be

defined as
H(P,k):z{Ae(C'X' :rank (Al )<k for all be P}.

(13)

C. Low-rank approximation using recom-
pressed ACA

In the H-matrix representation, near-field
blocks are uncompressed and to be computed via
PE-based MoM. Due to the rapid decay of the
discrete Green’s function, the far-field blocks can
be compressed to low-rank representations with
little loss of accuracy. To find these low-rank
approximations, the adaptive cross approximation
(ACA) algorithm is adopted. In this algorithm, the
normally dense far-field blocks are approximated

ACES JOURNAL, VOL. 26, NO. 7, JULY 2011

by using only a few rows and columns, i.e.,
crosses of these blocks, while other matrix entries
are not required to be calculated. Starting from
only one cross and adding more and more crosses,
one applies this approximation iteratively until the
difference between two consecutive cross-approxi-
mations are small enough. Then, the low-rank
approximations of the far-field blocks are
achieved. Since the ACA theory can be found in
the original work of Bebendorf [20,21], the details
of it will not be presented in this paper. It is worth
noting that the low-rank representation obtained
by ACA is not yet optimal in terms of storage
requirements. These low-rank blocks can be in fact
recompressed, using QR decomposition and the
truncated singular value decomposition (SVD),
which allows a further storage reduction without
accuracy penalties. The process of recompressing

a low-rank block M = AB" to M = AB" can be

performed as follows:

1. Compute a QR decomposition A=QnR. ,
QAECka’ RAE(Cka.

2. Compute a QR decomposition B=QzRs ,
QB c (Cnxk , RB c Ckxk .

3. Compute a singular value decomposition
RaRs =UXV".

4. Extract izdiag(Zn,Zzz---,Zkfkv) (first largest
k' singular values) with k' satisfies
2k > Eaca 21 and z(k’+1)(k’+1) < Eaca 211 s
where £,ca 1S the relative truncation error.

5. Extract U =[U, U, ---Uy] (first k' columns),
V=[VV, V] (first K" columns).

6. Set A=QU Y. and B=QgV .

Thus, the construction of an H-matrix is

accomplished with its admissible blocks
generating from the recompressed ACA technique.
A typical structure of an H-matrix in practice is

presented in Fig. 2.

D. Therecursive schemefor H-LDLT

The H-LDLT decomposition can be imple-
mented recursively starting from a 2x2 block-
matrix induced by the hierarchical partitioning.
Using the exact LDLT decomposition on the finest
level and assuming that the H-LDLT decom-
position has already been defined on all finer



levels, the unknown blocks L;, D;, and U; can
be solved in the following three steps:

H, le} [Ln }[DH }{Lﬂ L;}
H= = (14
|:H21 sz L21 Lzz Dzz ng ( )

1. Compute L;, and D,; from H;, =L;,D,L; by
an H-LDLT decomposition on the next finer
level.

2. Compute L,, from H,, = L,,Dy,Lf; by an upper
triangular solver.

3. Compute L,, and D,, from Hy, — Ly DL =
Ly, Dy, L3, by an H-LDLT decomposition on
the next finer level.

el

i
githich | T =H
FH i -

m:

Ei:l
& o
N 3 '

Fig. 2. A typical H-matrix with ACA-based
low-rank matrices.

In Step 2 above, an upper triangular solver is
needed to solve a upper triangular system, with a
given upper triangular matrix D;,Lf; and a given
right-hand-side matrix H,,, simplified as XU =B.
It can also be solved recursively from

|:X11 X12:||:U11 U12:|:|:Bll Blz:| (15)
Xar Xy Un] By By

in the following four steps:

1. Compute X,, from X; U, =B by an upper
triangular solver on the next finer level.

2. Compute X,, from X,U,; =B, by an upper
triangular solver on the next finer level.

3. Compute X;, from X,U,, =B, - XU, by
an upper triangular solver on the next finer
level.

4. Compute X,, from X,Up =B, — XU, by
an upper triangular solver on the next finer
level.

In all these steps for the H-LDLT
decomposition and the upper triangular solver, the
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exact addition and multiplication are replaced by
the faster formatted H-matrix counterparts (@ and
®). Truncation operator Z, ', based on truncated
versions of the QR-decomposition and singular
value decomposition (SVD) is used to define the H-
matrix addition A® B= 7., (A+B)and the H-
matrix multiplication AQ B=7,",.(AxB) . In this
paper, an adaptive truncation scheme with a relative
truncation error & is adopted, similarly defined as
Enca - It should be noted that matrix D is the
diagonal matrix with little additional storage
consumption. H-LDLT can be performed in
O(K’Nlog’N)  computational ~—complexity —and
O(kNlogN) storage requirement with blockwise
rank K After the completion of H-LDLT
decomposition, H-matrix formatted forward and
backward substitutions (H-FBS) are implemented
to obtain the solution X of equation (3) with
O(KNlogN) computational complexity [26]. If the
right-hand-side matrix B is replaced by a vector b,
the process of solving (15) is the backward
substitution, while the forward case is similar.

45

35

RCS(dBsm)
> O

0 30 60 90 120 150 180
Theta(degree)

Fig. 3. Bistatic RCS of the sphere.

1. NUMERICAL RESULTS

In order to demonstrate the performances of
the proposed method for 3D electrically large
scattering problems, a variety of arbitrarily shaped
objects are simulated. In these examples, scatters
are all excited by the plane wave. The relative
truncation error of ACA is set to be €xcp =107,
The computations of the examples in this section
are performed on a common PC with Intel Core2
2.8GHz CPU and 8GB RAM in double precision.
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Table 1: Comparison of the computational costs for different methods

Matrix construction LDLT manipulation
Method - -
Mem (MB) Time (s) Mem (MB) Time (s)
MoM-LDLT 1.0X 10 - >1.0X10" | >1.0X10°
MoM-LDLT-PE 6.6 3.2 11.3 6.6
‘H-LDLT 897.4 5329 1054.6 12271
‘H-LDLT-PE 4.4 9.6 4.9 3.9
Improvement Ratio 204.0 55.5 215.2 314.6
10000 10000
1000 - A 1000 -
© g
= :
100+ —— O(K*Nlog™N) S 00 - —— O(kNlogN)
O H-LDLT-PE O H-LDLT-PE
10 10
1.E+3 1.E+4 1.E+5 1.E+6 1.E+3 1.E+4 1.E+5 1.E+6
Number of Unknowns Number of unknowns
(a) (b)

Fig. 4. The complexity tests of the H-LDLT-PE with the number of unknowns increasing. (a) Time
required for the H-LDLT decomposition. (b) Memory required for H-LDLT factors.

For simplification, the proposed method is referred
to as the H-LDLT-PE method.

The first example deals with the problem of
scattering from a PEC sphere with a radius of 3m.
A plane wave is incoming in the direction 8 =0°
and ¢=0" at a frequency of 300MHz. The
conventional MoM solution may need 36,273
unknowns due to 0.14 patch size. The proposed
‘H-LDLT-PE method needs only 927 unknowns
since a patch size of about 0.64 is achieved by
using PE basis functions. The bistatic RCS is
computed by the H-LDLT-PE method and
compared with the exact Mie series solution on the
plane ¢=0" . Very good agreement can be
observed in Fig. 3. Direct solution of this example
by conventional MoM on a common PC is an
impossible mission, since a memory usage of
about 10.0GB is required to store the impedance
matrix and a rapid increase would occur in the

direct solution. The bald ACA-based H-LDLT
method can reduce the total memory requirement
for entire direct solution to about 2.0GB. By using
the H-LDLT-PE method, the computational costs
can be further reduced dramatically. Table 1
shows the computational requirements of the
MoM-based LDLT decomposition and presents
the computational costs of the H-LDLT method
and the H-LDLT-PE method for building an H-
matrix representation based on recompressed ACA
and implementing the H-LDLT decomposition
under &, =107 . The improvement ratio is also
presented which validates the ability of the H-
LDLT method can be further improved by the H-
LDLT-PE method. Besides, we adopt the
MLFMM combined with GMRES iteration to
solve this problem. According to our test,
203.6MB memory usage and 19.2s CPU time
usage are required for the construction of the



WAN, CHEN, HU, CHEN, SHENG: EFFICIENT DIRECT SOLUTION OF EFIE FOR ELECTRICALLY LARGE SCATTERING PROBLEMS

Table 2: Computational costs of the H-LDLT-PE method for different &,

‘H-matrix construction ‘H-LDLT manipulation
Mem (MB) Time (s) & Mem (MB) Time (s)
Se-1 308.9 121.5
le-1 398.6 213.4
520.4 624.6 le-2 555.7 459.3
le-3 669.3 689.5
le-4 785.2 877.6

impedance matrix, and 582.39s CPU time is
needed for the GMRES iterative solution with
10~ residual norm.

60

45

RCS(dBsm)
o 38

S

0 30 60 90 120 150 180
Theta(degree)

Fig. 5. Bistatic RCS of the missile.

It can be found that the H-LDLT-PE has
obvious advantages in the competition. Finally, the
computational costs of the H-LDLT-PE method
are tested with the unknown number increasing
from 5,531 to 110,362. As shown in Fig. 4 (a) and
(b), the CPU time and memory usages are
validated to be very close to O(K'Nlog’N) and
O(KNlogN), respectively.

The second example considers the scattering
from a missile with a total length of 12.5m and a
radius of 3m at the main body. The incident plane
wave propagates from the direction & =90 and
¢=0" at 1 GHz. The conventional MoM solution
needs 146,694 unknowns by using 0.14 patch
size, while the proposed H-LDLT-PE method
needs only 17,082 unknowns by using 0.64 patch
size at the smooth region of the missile. The
bistatic RCS computed by the H-LDLT-PE

method on the plane ¢ = 0" agrees very well with
the results calculated by the MLFMM, as depicted
in Fig. 5. Table 2 shows the computational costs
for the construction of an H-matrix and the H-
LDLT manipulation. The H-LDLT-PE method not
only provides an efficient solution of EFIE, but
also can control the computational accuracy
flexibly by different choices of the relative
truncation error &, in the formatted H-matrix
arithmetic. Different &, requires different
memory and CPU time usage, as shown in Table
2, and leads to different RCS error. Fig. 6 presents
the RCS error integrated over all directions and
normalized by the appointed accurate RCS
calculated under &, =107, without taking the
truncation error of ACA into consideration. Since
the parts of the top and bottom of this missile are
not smooth, finer discretization can be employed
for more accurate RCS, while the coarse
discretization can be retained at the body of this
missile without loss of accuracy. It is obvious that
the direct solution of this 374 problem based on
MoM is drastically impossible, and the H-LDLT
method can hardly be performed on a common PC
though the computational cost has been
dramatically reduced. However, the H-LDLT-PE
method can be easily performed on a common PC
at a very low cost as show in Table 2. For this
example, the MLFMM requires 812.4MB memory
and 192.6s CPU time to construct the impedance
matrix, and 5410.6s CPU time to perform the
GMRES iterations. Compared with the H-LDLT-
PE, although the MLFMM needs less construction
time, it spends much more time for the iterative
solution due to the slow convergence rate.

Finally, the scattering from a bent rectangular
plate of 14mx 7m s analyzed at 1 GHz. The plate
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is bent leading to a dihedral conforming a wedge
with an interior angle of 90° . The incident
elevation angle is #=90" and ¢=135". A patch
size of about 0.84 is employed at the smooth
region of the plate, which leads to only 27,189
unknowns. The bistatic RCS computed by the
proposed H-LDLT-PE method on the plane
0 =90"1s plotted together with the results of the
MLFMM in Fig. 7. Table 3 shows the computa-
tional costs of the H-LDLT-PE method under
&4 =107, Obviously, the computational costs are
extremely low by using the H-LDLT-PE method,
while the direct solution of this 421 problem with
373,956 unknowns under the traditional 0.14
patch size can hardly be accomplished on a
common PC. For this problem, the MLFMM
requires 1899.4MB memory and 366.9s CPU time
to construct the impedance matrix, and 2796.8s

LEH)
LE1

LE2

RCS error

1E3 -

1.E4 Lo
LE+0 LE-1 LE2 LE-3 L.E4

Relative truncation error

Fig. 6. Change of the RCS error with &, decr-
easing.
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approximation technique with a recompression
scheme is exploited to build the data-sparse
representation of an H-matrix, yielding a kernel-
independent method. The H-LDLT algorithm
provides an inexpensive but sufficiently accurate
way to compute and store the approximate
triangular factor of the EFIE system matrix in
nearly optimal complexity. The accuracy of the H-
LDLT is controllable by different choices of the
relative truncation error, leading to different
computational costs. PE basis function is
employed to further reduce the memory and CPU
time required for the H-LDLT by introducing
propagating wave phase dependence. Numerical
results demonstrate the proposed method is robust
for electrically large scattering problems.

80

(o))
[«
T

RCS(dBsm)
N
S

[\
S
T

—— MLFMM
fffff H-LDLT-PE
0
0 30 60 90 120 150 180

Phi(degree)

Fig. 7. Bistatic RCS of the bent rectangular plate.

Table 3: Computational costs of the H-LDLT-PE method

‘H-matrix construction

H-LDLT manipulation

Mem (MB) Time (s) Mem (MB) Time (s)
631.1 842.5 855.7 860.2
Ex
CPU time to complete the GMRES iterative ACKNOWLEDGMENT

solution. It can be found that the H-LDLT-PE
defeats the MLFMM in overall computational
costs, which demonstrate the capability of the H-
LDLT-PE.

V. CONCLUSION
A new direct method based on the H-LDLT
algorithm and PE basis functions is presented for
the MoM solution of EFIE. The adaptive cross

We would like to thank the support of the
Natural Science Foundation of 60871013, Jiangsu
Natural Science Foundation of BK2008048.
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Abstract-A novel compact composite structure,
composed of double-U shaped defected ground
structure (DGS) and edge-coupled split ring
resonator (E-SRR), is presented in this paper. The
composite structure is integrated into microstrip
array to reduce the interelement mutual coupling,
with the aim to eliminate the scan blindness and
improve the scanning performance. The three kinds
of two-element arrays (without composite structure,
with only DGS and with composite structure) are
thoroughly simulated, measured, and compared. The
results show that, the reduction in mutual coupling
of 11 dB between elements in E-plane is obtained
with the use of composite structure. It is worth
mentioning  that, approximately 2dB  gain
improvement and 2.4dB side lobe suppression are
both attained, in comparison with the array with only
DGSs. Finally, the scan properties of three kinds of
infinite microstrip phased arrays are studied by the
waveguide simulator method. The results indicate
that the scan blindness in an infinite microstrip
phased array can be well eliminated by virtue of the
effect of the proposed composite structures, in
accordance with results obtained by active patterns
of the centre element in 9%5 array.

Index Terms— DGS, edge-coupled SRR, scan
blindness elimination.

I.INTRODUCTION
In infinite microstrip phased arrays, scan
characteristic is very poor by reason of the
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occurrence of unwanted scan blindness when the
interelement distance is between Ay/2 and Ay (the
operating wavelength in free space). Due to the scan
blindness induced by strong surface waves, the
effective methods, such as loading electromagnetic
band-gap (EBQ) structures and mu-negative (MNQG)
metamaterial between the elements, have been used
extensively [1-4] to eliminate scan blindness.
However, these structures witness some intrinsic
defects, such as suffering complicated and high-cost
designs, taking much spacing, and being of little
mechanical robustness. Recently, compact DGSs of
simple and low-cost design are utilized into
microstrip phased array design [5] instead.
Meanwhile, the etched DGS at ground plate leads to
inevitable backward radiation through the DGS slot,
which worsens the radiation characteristic of the
whole array seriously.

To maintain the excellent capability of DGS in
surface wave suppression and suppress backward
radiation simultaneously, a novel compact composite
structure composed of double-U shaped DGS and
E-SRR is proposed to load on the infinite microstrip
array to ensure high scanning performance in this
paper. This paper is organized as follows: Section II
firstly shows the novel double-U shaped DGS and
E-SRR and analyzes their particular characteristics,
respectively. Section III analyzes the influence of
proposed composite structure on suppression of
surface wave and backward radiation in a
two-element array. Finally, the simulated results
based on waveguide simulator are presented and
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discussed in Section IV, demonstrating that the scan
blindness is also well eliminated, in comparison with
the array with only DGSs. Especially, centre
active-element patterns in a 9x5 array validate its
irreplaceable performance of mutual coupling
suppression and gain improvement, and the result
further indicates the proposed composite structure is
quite suitable for practical application because of its
compact structure and good mechanical robustness.
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Fig. 1. Configuration of double-U shaped DGS and
E-SRR. (a) Double-U Shaped DGS; The parameters:
L= 87mm, L= 1.6mm, W= 2.6mm, W;=1.6 mm,
W,= 1.8mm. (The white parts indicate the slots
etched in the ground plate, the grey parts indicate the
ground plate, and dark grey parts indicate the
microstrip transmission line.) (b) E-SRR; The
parameters: L=4.34mm, L;= 0.585mm, L,=1.14mm,
L;=2mm, L,= 0.37mm, Ls=0.14mm, W=3.11mm,
W;=0.285mm, W>,=0.355mm, W;=1.43mm, the unit
cell xxyxz=7.45mmx=7.45mmx=7.45mm. (The grey
parts indicate the substrate, and the dark grey parts
indicate the metal.)

II. CHARACTERISTICS OF DOUBLE-U
SHAPED DGS AND E-SRR,
RESPECTIVELY

The Ansoft HFSS, an electromagnetic simulator
based on the finite element method (FEM), is used to
carry out all simulations in this paper. The compact
double-U shaped DGS is shown in Fig. 1(a). It is
etched in the ground plane under the microstrip
substrate, and the substrate of 2mm thick has the
dielectric constant of 10.2. A 50Q microstrip
transmission line is used to weigh the characteristics
of the DGS. The DGS can be modeled by an L-C
resonator loaded on the transmission line. Naturally,
its resonance frequency (rejection band) is also
determined by w=1/ \/yL_C( according to literatures
[5, 6]. Particularly, we will analyze the resonance
mechanism of this type DGS and report its
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performance in details in a separate paper in future.
The simulation results of the DGS are shown in Fig.
2. It is observed that the -10dB stopband between
5.25GHz and 6.48GHz is obtained. Especially, the
-44dB rejection level is achieved near 5.5GHz in the
stopband, which demonstrate its excellent rejection
performance.

Scattering coefficients (dB)

Frequency (GHz)

Fig. 2. Simulated scattering coefficients for
configuration of double-U shaped DGS in Fig. 1(a).

On the other hand, metamaterials have been
extensively investigated recently [7-11]. Figure 1(b)
gives a rectangle E-SRR structure metamaterial unit
and the description of the corresponding EM
environment. In this environment, the EM wave
propagates perpendicularly to the E-SRR plane with
the electric field £ polarized parallel to the E-SRR

plane and perpendicularly to the E-SRR splitting gap.

Thus, the electric excitation is induced by an
external electric field £, in respect that F is polarized
perpendicularly to the SRR splitting gap [12-15].
Accordingly, the E-SRR can block electromagnetic
wave propagating near its resonant frequency [14,
15]. It is noted that, there is no external magnetic
excitation in this structure [16, 17] due to the fact
that the magnetic field (H) is polarized parallel to
SRR plane. Therefore, the E-SRR can demonstrate
response to the external electric field £ and the block
electromagnetic wave propagating near its resonant
frequency [15-17]. Moreover, it is worth mentioning
that, since there is no symmetry plane normal to the
y-axis, magneto-electric coupling also occurs and
produces magnetic response in the direction of
propagation [15]. The E-SRR structure performance
is also simulated and the results are shown in Fig.
3(a).
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Fig. 3. Simulated scattering coefficients and
retrieved effective permittivity and permeability of
configuration E-SRR in Fig. 1(b); (a) simulated
scattering coefficients, (b) retrieved effective
permittivity, and (c) retrieved effective permeability.

The -10dB stopband between 5.25GHz and
5.64GHz is easily obtained, especially -39dB
rejection level achievement near 5.4GHz, even
though the dimension is much smaller than
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wavelength. Moreover, the effective permittivity and
permeability are extracted by the
Nicolson-Ross-Weir (NRW) method [18], and the
values are listed in Fig. 3(b) and (c), respectively.
Obviously, there is a certain region above the
resonant frequency (5.3GHz) where the E-SRR
exhibits negative permittivity of a large value (in Fig.
3(b)) and positive permeability with the integer
value despite of slight variations (in Fig. 3(c)),
which validates its electric response. Thus, it is
promising that the proposed E-SRR could provide
required stopband by adjusting the metallic part
dimensions in Section III.

1. MUTUAL COUPLING REDUCTION
BASED ON COMPOSITE STRUCTURE
Physically small microstrip array exhibits wide
application by virtue of its excellent inherent
characteristic of simple structure, light weight, small
volume, low cost, and so on [4, 19]. However,
mutual coupling between elements in a microstrip
array, as one of the major sources of degradation in
an array performance, limits its extensive application
in a high-density package. Previous studies indicated
that mutual coupling between the E-plane-coupled
elements is much stronger than that between the
H-plane-coupled elements, since stronger surface
wave is excited along the E-plane [19-22]. Therefore,
mutual  coupling suppression between the
E-plane-coupled elements is discussed in this section
to demonstrate the excellent performance of the
proposed composite structures.

A. Traditional two-element array analysis

In this section, a traditional two-element
E-coupled microstrip array with the interelement
distance between 1,2 and /4, is presented as an
example. Figure 4 shows the layout of a two-element
microstrip array with an operating frequency of
5.4GHz. The size of the two patches is
7. 7mmx6.Tmm, and the interelement distance is
37.1mm corresponding to 0.654, at the operating
frequency. Each patch is excited on its symmetrical
axis by a coaxial probe with a distance 1.05 mm
away from the patch centre. A 2mm thick Rogers
RT/duroid 6010/6010LM (tm) substrate
(70mm=140mm) with the relative permittivity
£,=10.2 is selected to support the patches.



Poyatme[Wm2]

50
ERERAAAAN

(©

Fig. 4. Configuration of a traditional two-element
array; (a)front view, (b) back view, (c) simulated
poynting vector distribution in side view, when two
antenna operating.
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Fig. 5. Simulated and experimentally measured
input matching (S;;) and mutual coupling (S;,) of the
two patches in Fig. 4.

As shown in the previous literatures [4, 20-23],
strong mutual coupling occurs between adjacent
elements, on account of pronounced surface wave
excited in the grounded high-permittivity substrate.
The simulated and experimentally measured results
are shown in Figs. 5 and 6. At the operation
frequency 5.4GHz, the measured interelement
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mutual coupling of -14.5dB is observed, and the gain
pattern of the array is not smooth and two deep
ripples appear, because of the prominent influence of
the strong mutual coupling [5]. Moreover, the good
front-to-back ratio of the gains of 22.3dB is
measured, which validates the simulated results in
Fig. 4(c), i.e., most of the EM energy is radiated in
the upper free apace, while the negligible back
radiation is observed.
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(b)
Fig. 6. Simulated and experimentally measured gain
patterns of the traditional array in Fig. 4; (a) in
E-plane, (b) in H-plane.

B. Mutual coupling suppression usng only DGS
in two-element array

To suppress strong mutual coupling, the DGS
(here, the double-U shaped DGS in Fig. 1(a) is
selected as an example) is etched at the centre of the
ground plate between the adjacent elements in
E-plane, shown in Fig. 7. As aforementioned in
Section II, the etched DGS has the inherent property
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of rejection to suppress surface wave restricted
within substrate [S5]. When it is integrated into the
array, it could bring about predominant reduction in
mutual coupling for the array. Figure 8 demonstrates
that mutual coupling (S:;) drops drastically below
-25dB  around operation frequency 5.4GHz,
especially -39.3dB achievement at 5.39GHz in
experimental results. Obviously, it also illustrates
that the DGS exhibits an excellent performance in
mutual coupling reduction.

(@ (b)

Posndg [War 2]

y

R
x$—2

(c)
Fig. 7. Configuration of a two-element array with
double-U shaped DGS; (a) front view, (b) back view,
(c) simulated poynting vector distribution in side
view.

However, the etched DGS brings adverse impact
on the array in Fig. 7, which incurs some EM energy,
which should be radiated in the upward free space
(in Fig.4(c)), leaking into the backward space
through the etched DGS-slots shown in Fig. 7(c).
Compared with the poynting vector distributions in
Fig. 4(c), a certain energy in the upward space turns
towards the backward space (in Fig. 7(c)), which
results in much decrease of upward radiation and
severe increase of backward radiation. In order to
further illustrate its noteworthy defect, Fig. 9 shows
experimentally measured gain pattern results
together with the simulated one, and they both
validate the influence of the DGS on radiation
performance of the array. In details, the DGS makes
the radiation pattern obviously smooth because of its
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performance in dramatic mutual coupling reduction.
Unfortunately, this improvement is achieved at the
cost of the 2.5dB peak gain reduction, 15.9dB back
lobe gain increase, and 4dB front-to-back ratio of the
gains achievement, in contrast with the array without
DGS.

/- —-Simulation
—Experiment

-10

Scattering parameter (dB)

s 5.0 5.5 6.0 6.5
Frequency (GHz)

Fig. 8. Simulated and experimentally measured input
matching (S;;) and mutual coupling (S,;) of the two
patches in Fig. 7.

C. Gain improvement using composite DGS and
E-SRRsin two-element array

As it has been already mentioned in Section
III(B), a certain EM wave is propagating through the
slots due to the etched DGS. Furthermore, the
electric field (E-field) distribution at the interface of
upward free space and substrate is also simulated in
Fig. 10. It is easily seen that a strong E-field region
appearance above the slots (labeled in the dotted
ellipse), which is predominantly polarized in the
z-axis direction.
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Fig. 9. Simulated and experimentally measured gain
patterns of the array with DGS in Fig. 7; (a) in
E-plane, (b) in H-plane.
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Fig. 10. Simulated E-field distributions in front view
of the array in Fig. 7.
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Fig. 11. Configuration of a two-element array with

composite double U-shaped DGS and E-SRRs; (a)
front view, (b) back view, and (c) simulated poynting
vector distribution in side view.

Based on the electromagnetic condition in the
region of interest (in Fig. 10) well consistent with
the condition shown in Fig.1(b), the three-periodic
E-SRRs are proposed to be placed at the upper
surface of the substrate to block the EM energy
leaking into backward space [10]. It is noted that,
unlike application in the free space as a semi-infinite
periodic structure [23], there are only three elements
etched at the substrate upper surface instead.
Additionally, the DGS etched at the other side of the
substrate exhibits intercoupling with the SRRs.
Because of the above main factors, all the metallic
part parameters of the E-SRRs given in Section II
are enlarged by three quarters in order to obtain the
required rejection frequency band. On the other hand,
the double U-shaped DGS given in Fig. 1(a) are also
adjusted in order to obtain the required rejection
frequency band. To simplify the design of the DGS
for the proposed array, only the length of the double
slots L is optimized to 7.4mm (in Figs. 11(a) and (b)).
Figure 11(c) indicates that the energy leaking
downwards reduces sharply compared with that in
Fig. 7(c), which approves the remarkable
performance of E-SRRs electric response in
inhibiting EM energy from upside.

— — Simulation

—— Experiment

Scattering parameter (dB)
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Fig. 12. Simulated and experimentally measured
input matching (S;;) and mutual coupling (S;;) of the
two patches in Fig. 11.

In the same way, the measured results together
with simulated results are also shown in Figs. 12 and
13. In Fig. 12, the mutual coupling S,; maintains the
reduction to -24.5dB around the operating frequency
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5.4GHz, and shows stabilization in its reduction.
And more importantly, the gain pattern in Fig. 13
keeps smooth, the peak gain increases 2.15dB, back
lobe gain drops 2.84dB and front-to-back ratio of the
gains of 9.93dB, in contrast with the array with only
DGS in Section III(B), which shows a close
agreement with the simulated poynting vector
distribution in Fig. 11(c).

Furthermore, in order to demonstrate the unique
capability of the E-SRRs in improving the
performance in detail, a metal sheet of the same
dimensions is etched halfway between E-coupled
elements instead. According to poynting vector
distribution in Fig. 14, the energy propagating into
backward space is neglected, by virtue of intrinsic
isolation property of the metal. Figure 15 also
validates the gain of main lobe and back lobe is
optimized just like that in Fig. 6. However, the
mutual coupling increases to -16.5dB except for a
trivial variation in Fig. 16, which also damages the
smoothness of the radiation pattern in E-plane
severely shown in Fig. 15(a). That is to say, the
metal above the substrate works as a surface wave
“bridge” that leads the pronounced surface wave to
pass across the DGS-etched region, even if the DGS
possesses the characteristic of predominant
suppression in mutual coupling. The above
phenomenon indicates the metal sheet cannot take up
the E-SRRs as an isolation wall horizontally laid at
the substrate upper surface, due to its adverse impact
on the mutual coupling reduction.
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Fig. 13. Simulated and experimentally measured
gain patterns of the array with composite structure in
Fig. 11; (a) in E-plane, (b) in H-plane.
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Fig. 14. Simulated poynting vector distribution in
side view of two-element array with composite DGS
and metal.
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Fig. 15. Simulated gain patterns of the array with
composite double U-shaped DGS and metal in Fig.
14; (a) in E-plane, (b) in H-plane.
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Fig. 16. Simulated input matching (S;;) and mutual
coupling (S,;) of the two patches in Fig.14.

IV. SCAN BLINDNESSELIMINATION IN
MICROSTRIP PHASED ARRAY

The scan characteristic of the infinite microstrip
phased array is calculated and discussed in this
section. Figure 17 gives the sketch of the infinite
phased array cell. In this array, the periods along the
x- and z-axis are the same of 37.1mm (near 0.654,),
and the composite DGSs and SRRs are arranged for
the reduction of mutual coupling in E-plane. Based
on the waveguide simulator method, the array
characteristic can be extracted by analyzing one of
the elements in the array [24].
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Fig. 17. Topological structure of an infinite phased
array cell.

According to literature [24], Fig. 18 gives the
calculated scan characteristics of the infinite
microstrip phased array without DGSs, with only
DGSs and with composite DGSs and SRRs at the
resonant frequency of 5.4GHz. These results indicate
that, for the traditional phased array, scan blindness
occurs at 28° in the E-plane and no scan blindness
occurs in the H-plane. As depicted in literature [4],
the scan blindness in the E-plane is well eliminated
because of the usage of the DGSs. Meanwhile, the
DGSs have a weak influence on the array reflection
coefficient for the H-plane scan patterns. Just like
the array with only DGSs, when loaded composite
structures, the scan blindness in the E-plane array is
eliminated as well and the array maintains excell