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Abstract – Electromagnetic compatibility (EMC) is an
important factor in ensuring the safe operation of the
sensitive electronic equipment on urban rail trains. The
pulse width modulation (PWM) encoder of an urban rail
train exported from China to Brazil is sometimes affected
by electromagnetic interference (EMI), which causes the
train to fail to run properly. To solve this problem, the
EMC test is performed on the PWM encoder to identify
the coupling path and the type of interference source.
The EMI coupling model and the vehicle-catenary-rail
model are established by using an electromagnetic tran-
sients program (EMTP) to analyze the mechanism of
interference coupling. It is shown that the unbalanced
voltage of the train body caused by the backflow of the
grounding current is the root cause of the interference of
the PWM encoder. The maximum voltage coupled to the
internal port of the PWM encoder is about 1894 V, which
is sufficient to burn out the encoder. A measure to sup-
press the interference by installing thyristor surge sup-
pressors (TSS) P0300SC is proposed, which effectively
solves the EMI problem of the PWM encoder.

Index Terms – Coupling path, electromagnetic interfer-
ence (EMI), EMI suppression, pulse width modulation
(PWM) encoder, urban rail train.

I. INTRODUCTION

With the advancement of rail transit, the electro-
magnetic environment is becoming increasingly intri-
cate, and the variety of on-board electronic equipment
has expanded significantly. As a crucial component of
the train, the dependable operation of on-board control
and communication devices such as pulse width modu-
lation (PWM) encoders are paramount to ensuring safe
and reliable operation [1, 2].

The PWM encoder is used to control traction and
braking of the train, and its internal circuit is shown in

Fig. 1 [3]. The optical coupler converts the analog signal,
which is input from the driver’s control handle into high
and low levels accurately. When the optical coupler out-
put is high , the metal-oxide-semiconductor field-effect
transistors (MOSFETs) T1 and T3 are in a conducting
state, so the PWM encoder outputs a low level. Con-
versely, when the optical coupler output is low, T1 and
T3 cut off and the encoder outputs a high level. The
optical coupler controls the conduction and cut-off time
of each MOSFET, generating pulse signals with differ-
ent duty ratios ranging from 10% to 90%. These sig-
nals are then fed into the control unit to achieve trac-
tion and braking of the train. Due to the differences in
train grounding methods and in circuit structures and rail
quality in different countries, import/export trains, par-
ticularly on-board equipment such as PWM encoders,
may be affected by electromagnetic interference (EMI).
Therefore, it is of great significance to investigate the
EMI caused by changes in train operating environments
and to study the solutions.

Currently, some experiences and achievements have
been accumulated in the investigation and solution of
EMI for train on-board equipment. The authors in [2, 4]
analyzed the failure of the speed sensor caused by
the overvoltage of the train body and the pantograph-
catenary contact-loss arc. They proposed measures to
address this issue by changing the grounding system.
Moreover, when the pantograph was raised or lowered,
the on-board balise transmission module (BTM) is sub-
jected to EMI from the arc, resulting in traction block-
ade. This fault was resolved by improving the BTM’s
immunity as described in [5], and further research on the
BTM’s electromagnetic sensitivity is presented in [6].
Reference [7, 8] proposed optimizing wiring and apply-
ing cascode level shifter to solve EMI problems related
to abnormal LCD displays in the passenger information
system. However, there is a lack of research on the EMC
of train PWM encoders.
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The train EMC problem is mainly related to the
railway pantograph-catenary system and grounding sys-
tem. In terms of research on the interference source
model, Guardado et al. [9] improved two black boxes of
pantograph-catenary arc models: the Cassie model [10]
and the Mayr model [11]. Wei et al. [12] established a
grounding reflux model for high-speed electric multiple
units (EMUs) with scattered protection grounding, aim-
ing to reduce the voltage of train body and the ground-
ing current. In [13, 14], the vehicle-catenary and vehicle-
catenary-viaduct models were respectively built to inves-
tigate the train body overvoltage in case of EMU pass-
ing neutral section device. The above scholars mainly
studied the pantograph-catenary system and the ground-
ing system of high-speed EMU, but there is a lack of
research on the EMC of urban rail trains.

There is a problem of PWM encoder burnout dur-
ing operation in urban rail trains exported from China
to Brazil, which have a power supply of 2400 kW and
run on DC 3000 V. The specific components that have
burned out include resistors Re5 and Re6, as well as MOS-
FETs T2 and T3, which are shown in Fig. 1. At present,
the interference source, coupling path, coupling mecha-
nism, and solution to this problem have not been stud-
ied. In order to solve these problems, we carry out EMC
tests and propose a vehicle-catenary-rail coupling model
based on EMTP to study the EMI of the PWM encoder.

The remainder of the paper is organized as follows.
Section II investigates the interference coupling path of
the PWM encoder and the types of interference sources
through the EMC test. The coupling model is established
in Section III to analyze the interference coupling mech-
anism. The coupling model is verified, and EMI suppres-
sion measures are proposed from the perspective of pro-
tecting sensitive equipment in Section IV. Section V is
the conclusion.

Fig. 1. Internal circuit of PWM encoder.

II. INVESTIGATION OF COUPLING PATH
AND INTERFERENCE SOURCE

The three elements of electromagnetic interference
include interference source, coupling path, and sensi-
tive equipment. In this section, according to the stan-
dard IEC 62236 [15], radiated immunity tests, electro-
static discharge (ESD) immunity tests, electrical fast
transient/burst (EFT) immunity tests, and surge (SUG)
immunity test are carried out to investigate interference
sources and coupling paths of the PWM encoder, which
is the sensitive equipment.

A. Investigation of coupling path

Electromagnetic coupling can be classified into two
types: radiation coupling and conduction coupling. The
radiated immunity test is carried out on the PWM
encoder as shown in Fig. 2. The radio frequency sig-
nal transmitter (HP-8648C) and the log-periodic antenna
(DS-3200) are utilized to simulate potential radiation
interference sources such as the pantograph-catenary arc
on trains mentioned previously.

In this test, vertical and horizontal polarization radi-
ation is carried out on six surfaces of the PWM encoder,
respectively. The results are shown in Table 1. It is evi-
dent that the encoder can work normally after being
exposed to radiation on all six surfaces within the exper-
imental frequency range of 80 MHz-1 GHz with an elec-
tric field intensity of 20 V/m and a frequency range of
1.4 GHz-2 GHz with an electric field intensity of 10 V/m.

Fig. 2. Radiated immunity test on PWM encoder.

Table 1: Radiated immunity results of PWM encoder
Frequency Electric Field

Intensity

Test

Times

Results

80 MHz-1 GHz 20 V/m 20 Normal
1.4 GHz-2 GHz 10 V/m 20 Normal
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Moreover, the PWM encoder on the train is tested
with the handheld field intensity meter (TES-593) at
the work site. The data showed that the maximum elec-
tric field intensity in the working environment does not
exceed 5 V/m, which indicates that radiation coupling is
not responsible for the burnout of the PWM encoder, and
therefore the coupling path is conduction coupling.

B. Investigation of interference source type

Conduction coupling tests, including ESD, EFT,
and SUG immunity tests, are carried out on the PWM
encoder to determine the source of interference.

(1) ESD test

As illustrated in Fig. 3, an ESD generator
(ESD61002AG) is selected as the test equipment.

The results of the ESD test are presented in
Table 2, showing that the encoder can still work nor-
mally after being subjected to 20 direct and indirect
discharges at the voltage level of ±4 kV.

(2) EFT test

As illustrated in Fig. 4, the EFT generator
(EFT61004BG) is selected as the test equipment.

The results of the EFT test are presented in
Table 3, showing that the PWM encoder can still
work normally after 20 tests on the power port and
signal port of the encoder under a voltage level of
±2 kV.

Fig. 3. ESD immunity test of PWM encoder.

Table 2: ESD immunity results of PWM encoder
Types Voltage Level Test Times Results

Direct
discharge

±4 kV 20 Normal

Indirect
discharge

±4 kV 20 Normal

Fig. 4. EFT immunity test of PWM encoder.

Table 3: PWM encoder EFT immunity results
Location Voltage

Level

Test Times Results

Power port ±2 kV 20 Normal
Signal port ±2 kV 20 Normal

(3) SUG test

As illustrated in Fig. 5, the SUG generator
(SUG61005AG) is selected as the test equipment.

The results of the SUG test are shown in Table 4.
The PWM encoder can still work normally after 20 tests
on its power port at a voltage level of ±2 kV; however, it
burned out when the voltage applied to its internal circuit
port reached 1.8 kV or higher.

From the test results, it can be determined that the
EMI is not caused by ESD or EFT. The interference

Fig. 5. SUG immunity test of PWM encoder.
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Table 4: PWM encoder SUG immunity results
Location Voltage

Level

Test

Times

Results

Power port ±2 kV 20 Normal

Internal circuit port

±2 kV 20 Burned
±1.9 kV 20 Burned
±1.8 kV 20 Burned
±1.7 kV 20 Normal

Fig. 6. The voltage of encoder output port tested by oscil-
loscope.

source is identified as the SUG voltage from the internal
circuit port of the PWM encoder. In addition, an oscillo-
scope is used to test the output port of the PWM encoder
at the operation site of the urban train, as shown in Fig. 6.
The actual transient voltage peak value is measured up to
1843 V, which verifies the rationality of the above EMC
tests.

III. COUPLING MECHANISM OF EMI
A. Coupling model of EMI

By performing on-site investigations of the urban
train operations in Rio de Janeiro, Brazil, it is found
that the majority of the train’s grounding wires are over-
loaded with current and have become blackened due to
the overcurrent. In serious cases, some grounding wires
have even been burned off. In addition, the rails are found
to be in poor condition, having suffered from severe rust-
ing caused by corrosion from the sea breeze. Even some
of the electric connecting wires between the rails are
missing, causing the grounding current to fail to return
to the traction substation properly. The current acquisi-
tion device is used for field testing of the current in each
grounding wire of the train. The transient current of the
grounding wire is illustrated in Fig. 7, where a positive
amplitude indicates that the transient current is flowing
into the train body and a negative amplitude indicates
that it is flowing out.

The inflow of transient grounding current into the
train body can lead to an excess potential difference
in the rails under the train, and can also lead to
an unbalanced voltage in the train body due to its
own impedance, thereby affecting the onboard electrical
equipment. The interconnect cable of the PWM encoder

Fig. 7. The transient current of grounding wire.

Fig. 8. Capacitive coupling model.

is a two-core symmetric shielded cable whose shielding
layer is grounded, that is, connected to the train body.
When the unbalanced voltage of the train body is applied
to both ends of the shielding layer, it capacitively couples
to the inner core wires of the shielded cable and creates
a potential difference. This interference voltage is then
connected to the internal circuit of the PWM encoder,
as demonstrated in Fig. 8. C10 and C20 are the equiv-
alent capacitances between the shielding layer and the
two inner core wires, and C12 is the equivalent capaci-
tance between the two inner core wires [16]. Re6, Re7, C,
and T3 are the internal components of the PWM encoder
in Fig. 1, Uc is the unbalanced voltage at the two ends
of the shielding layer, and U12 is the interference voltage
coupled to the output end of the encoder.

B. Calculation of parameters

In order to obtain Uc and U12, it is necessary to cal-
culate the related parameters of rail and train body.

(1) Rail resistance and inductance

It can be seen from the partially enlarged area
of Fig. 7 that the transient current here presents a
periodic change with a cycle time of 0.01 ms, so
the frequency f of the transient current is approx-
imately 100 kHz. At this frequency, the amplitude
of the current density in the current-carrying con-
ductor will be attenuated, and the current mainly
exists in the thin layer on the surface of the con-
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Fig. 9. Equivalent section of the rail.

ductor, which is called the skin effect. Specifically,
δ1 =

√
1/π f μ0μrγ1, (1)

where δ 1 is the effect depth, γ1 is the conductivity
of the rail, μ0 and μr represent vacuum permeabil-
ity and rail permeability, respectively.

The equivalent section of the rail is shown in
Fig. 9 [17], where R’ is the equivalent radius of the
rail.

Accounting for skin effect, the rail AC resistance
can be mathematically expressed as

RG =
R′

[R′2 − (R′ −δ1)2]
Rg, (2)

Rg = 1/(γ1πR′2), (3)
where RG is the rail AC resistance considering skin
effect, Rg is the rail DC resistance.

The magnetic flux is divided into inner and outer
magnetic flux. When the current is uniformly dis-
tributed within the rail conductor, the flux linkage
Ψi between the current-carrying conductor and the
inner magnetic flux is:

Ψi = μ0I/8π, (4)
where I is the current flowing through the
conductor.

However, in the case of a high frequency of 100
kHz, (4) needs to be modified due to the existence
of the skin effect. The current density J(r) at the rail
radius r can be written as

J(r) = J0 exp[−(R′ − r)/δ1], (5)
where J0 is the rail surface current density.

The total current flowing through the rail is

I =
∫ R′

0
J(r)2πrdr. (6)

The current I′ contained at the rail radius r is:

I′ =
∫ r

0
J(r)2πrdr. (7)

Flux linkage Ψi between I and the inner mag-
netic flux can be deduced as

Ψi =
∫ R′

0
dψi =

∫ R′

0

I′

I
Bdr. (8)

The internal self-inductance of the rail is

Li1 =
Ψi

I
=

μ0μr
∫ R′

0 1/rk2dr
2πk2 , (9)

where the coefficient k is

k =
∫ r

0
exp[−(R′ − r]

√
π f μ0μrγ1]rdr. (10)

The calculation diagram of flux linkage between
outer magnetic flux and current of rail is shown in
Fig. 10. The distance between the rail and the cate-
nary denotes D, and the flux linkage Ψo between
outer magnetic flux and current is

Ψo =
∫

dφm =
μ0I
π

ln
D−R′

R′ . (11)

The rail outer self-inductance Lo1 is as follows:
Lo1 = Ψo/I. (12)

(2) Train body inductance

To calculate the train body inductance, the cate-
nary and the train body can be approximately equiv-
alent to a cylinder and a hollow cylinder with thick-
ness d0, respectively, as shown in Fig. 11 [18]. Here,
d0 is the difference between the inner radius r2 and
the outer radius r3 of the equivalent train body; r1
is the equivalent radius of the catenary; and d is the
distance between the catenary and the train.

In practice, the train body can be approximated as a
cuboid with width b and height h, and its per unit length
mass and density are m and ρ , respectively. The relation-
ship between these parameters is expressed as follows:

r2 = (b+h)/π, (13)

r3 =
√
(b+h)2/π2 −m/πρ, (14)

d0 = r3 − r2. (15)
According to relevant self-inductance knowledge

and skin effect [19, 20], the train body current will

Fig. 10. Schematic diagram of flux linkage calculation.
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Fig. 11. Train body-catenary equivalent model.

mainly be distributed to the effect depth δ 2:

δ2 =
√

1/π f μγ2, (16)

where μ represents the permeability of train body and γ2
denotes its conductivity.

By calculating the inner self-inductance Li2 and
outer self-inductance Lo2 of the train body, the train body
self-inductance L can be obtained as

Fig. 12. The vehicle-catenary-rail model of urban rail train.

Table 5: Relevant parameters of urban rail train
Variable Value Variable Value Variable Value

C10 /(μF) 0.005611 D/(m) 6.5 High voltage cable
inductance/(mH/m)

0.000131

C20 /(μF) 0.005611 r1/(m) 0.01 High voltage cable
capacitance /(μF/m)

0.000411

C12 /(μF) 0.001414 b/(m) 2.8 Rail resistance/(mΩ/m) 5.15
μ0 /(H/m) 4π×10−7 h/(m) 3.8 Rail

inductance/(mH/m)
0.00178

μr 150 m/(kg) 150 Rail
capacitance/(μF/m)

0.000852

μ/(H/m) 4π×10−7 ρ/(kg/m3) 2700 Train body
resistance/(mΩ/m)

0.15

γ1/(S/m) 4.762×106 Traction substation
resistance/(Ω)

0.165 Train body
inductance /(mH/m)

0.000473

γ2/(S/m) 5.8×107 Traction substation
inductance/(mH)

10.8 Train body
capacitance/(μF/m)

0.0000234

R
′
/(mm) 109 High voltage

cable resistance/(mΩ/m)
0.014 Resistance between

train body/(mΩ)
4

Li2 =
μ0

2π[r2
2 − (r2 −δ2)2]2

{
1
4
[r4

2 − (r2 −δ2)
4]

−r2
3[r

2
2 − (r2 −δ2)

2]+ (r2 −δ2)
4 ln

r2

r2 −δ2

}
, (17)

Lo2 =
μ0

2π
ln

d − r1

r2
, (18)

L = Li2 +Lo2. (19)
The vehicle-catenary-rail model of the urban rail

train is built based on the EMTP software to calculate
the unbalanced voltage of the train body Uc, which is
shown in Fig. 12. The train is composed of two tractors
(01M, 04M) and two trailers (02T, 03T). The pantograph
is connected to the train body by high-voltage cables, and
the train body is connected to the rails by a grounding
system. As mentioned in Sec. III, the inflow of transient
grounding current into the train body is responsible for
Uc, and the frequency of the transient current is approxi-
mately 100 kHz, as shown in Fig. 7. Thus, the AC model
is built with the transient grounding current as the source.
Relevant parameters can be obtained from on-site mea-
surements, theoretical calculations, and table lookup, as
listed in Table 5.
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IV. VERIFICATION AND ANALYSIS

This section is divided into two parts, including the
correctness of the capacitive coupling model and mea-
sures for interference suppression.

A. Verification of coupling model

The transient voltage waveform of the rail obtained
by EMTP is shown in Fig. 13, revealing a maximum
value of 4867 V. The unbalanced voltage Uc of the train
body is shown in Fig. 14 with a maximum voltage of
3632 V.

Fig. 13. The transient voltage of rail.

Fig. 14. The unbalanced voltage Uc of train body.

According to the coupling model illustrated in
Fig. 8, when T3 is conducting, its resistance is 0.2 Ω,
and the output equivalent resistance Rc is 2.4 Ω; other-
wise, its resistance is 2.4 kΩ, and the output equivalent
resistance Rc is 2.4 kΩ. The voltage U12 coupled to the
output port in the aforementioned two states can be cal-
culated. As shown in Fig. 15 (a), when the output of the
PWM encoder is at a low level, the peak voltage result-
ing from transient current coupling to the output port can
reach up to 33 V. Conversely, when the output is at a
high level, as shown in Fig. 15 (b), the maximum peak
voltage of the output port reaches 1894 V. Compared to
the voltage of the encoder output port, 1843 V, measured
by the oscilloscope in Fig. 6, the absolute error between
simulated and measured voltage results is small, indicat-
ing the soundness of the coupled model and mechanism
analysis.

Fig. 15. The output port voltage of PWM encoder: (a)
low level, (b) high level.

B. EMI suppression measures

Because the PWM encoder and the train are pro-
duced and supplied by different companies with differ-
ent EMC standards, it is easy to cause the resistance and
MOSFET to be burned. It can be seen from the SUG
test that the PWM encoder needs to be able to with-
stand higher surge impulse voltages. Therefore, from the
perspective of sensitive equipment, enhancing its immu-
nity to suppress EMI can be considered as a solution.
The suppression measure involves selecting the thyristor
surge suppressors (TSS) P0300SC and installing them
between the positive and negative lines of the output port
of the PWM encoder. A schematic diagram depicting this
arrangement is shown in Fig. 16.

Fig. 16. The schematic diagram of installing TSS at
PWM encoder output port.
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When the PWM encoder is working properly, the
TSS is cut off. When the surge transient voltage is
coupled and impacts the internal circuit, the TSS will
be conducting to discharge the surge current to the
ground, thereby protecting the internal components of
the encoder.

The SUG test was performed following the inter-
nal circuit diagram described above after the TSS was
installed, and the results are shown in Table 6. Com-
pared to the original case without the suppression mea-
sure, the encoder with TSS can withstand a voltage of
up to 3.3 kV and its working state is not affected, which
can effectively suppress the EMI. Furthermore, the com-
ponents are not burned and the train operates normally
after putting the encoder with the TSS into the urban rail
train.

Table 6: SUG immunity results of PWM encoder with
TSS

Location Grade Test

Times

Results

Internal circuit port

±1.8 kV 20 Normal
±3.2 kV 20 Normal
±3.3 kV 20 Normal
±3.4 kV 20 Burned

V. CONCLUSION

In this paper, EMC tests are conducted to investigate
the types of EMI sources and interference coupling paths
for the PWM encoder used in urban rail trains in Brazil.
A coupling model is then established based on the test
data to analyze the interference coupling mechanism of
the encoder. It is shown that the unbalanced voltage of
the train body is the main cause for the interference of the
PWM encoder, which can reach a peak voltage of up to
3632 V. In addition, the unbalanced voltage of the train
body will be coupled to the internal port of the PWM
encoder via the shielded cable with a coupling voltage of
1894 V, which can cause EMI on the encoder and burn
out its components. This voltage value is consistent with
the EMC test and measurement data, validating the cor-
rectness of the analysis.

Finally, the EMI problem of the PWM encoder has
been solved by installing the TSS P0300SC between the
positive and negative lines of the output port of the PWM
encoder, which increases the interference voltage from
1.8 kV to 3.3 kV.
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Abstract – By virtue of its high calculational accu-
racy and efficiency, the stochastic Galerkin method
(SGM) has been successfully applied many times in elec-
tromagnetic compatibility (EMC) simulation in recent
years. This paper proposes a calculating example taking
geometric uncertainty factors into consideration. As is
proved in the paper, there is a relatively large error when
using the SGM to solve the example mentioned above.
According to failure mechanism, the fundamental rea-
son of the failure of the simulation lies in the additional
error caused by using numerical integration to solve the
inner product formula. Meanwhile, it is proved that no
additional errors are introduced when using the stochas-
tic collocation method (SCM), so the SCM is better than
the SGM in stability. In the end, the paper revised the
general selective strategy for uncertainty analysis meth-
ods, thus providing theoretical basis for their universal
application in EMC field.

Index Terms – electromagnetic compatibility, fail-
ure mechanism analysis, stochastic collocation method,
stochastic Galerkin method, uncertainty simulation
method.

I. INTRODUCTION

Nowadays, uncertainty simulation methods are
widely used in the field of electromagnetic compatibil-
ity (EMC) to accurately describe random factors in the
actual engineering environment.

The Monte Carlo method (MCM) is the first uncer-
tainty simulation method introduced into the EMC field,
but its low computational efficiency renders it uncompet-
itive [1, 2]. At the same time, some efficient uncertainty
simulation methods have also been proposed, such as the
perturbation method [3, 4], the moment method [5, 6]
and the stochastic reduced order models [7]. However,
the calculation accuracy of these methods is not ideal.
When the uncertainty of the EMC simulation input is
large, the accuracy of the perturbation method will be
severely reduced [4]. When the nonlinearity between the
input and output of the EMC simulation is large, the

moment method will fail [6]. For the stochastic reduced
order models, the lack of effective method for judging
its convergence will seriously affect the credibility of the
simulation results [7].

Since 2013, the stochastic Galerkin method (SGM)
[8–11] and the stochastic collocation method (SCM)
[12–14] have always been research hotspots and have
been widely applied in EMC field till now due to their
calculation accuracy and efficiency. Both are based on
generalized polynomial chaos theory. The difference is
that the SGM is an embedded uncertainty simulation
method, while the SCM is non-embedded. Obviously,
the SCM is superior to the SGM in terms of stability
and ease of implementation. Theoretically, SGM con-
verges faster, causing its accuracy to be slightly higher
than SCM [14]. So the following conclusion can be
drawn from the reference [14]: Under the premise that
the solver can be changed, SGM should be used for EMC
uncertainty simulation, because its calculation efficiency
and accuracy are slightly better than that of the SCM.

However, as an embedded uncertainty analysis
method, the reliability of SGM is inevitably affected
by factors such as random variable types and nonlin-
ear boundary conditions. In existing literature, there is
a lack of research on its failure mechanism. In this paper,
geometric uncertainty factors are taken into account in a
benchmark calculating example in both [5] and [15], then
an improved calculation example is given. After simulat-
ing and analyzing this improved calculation example, it
is found that the SGM is not as good as expected. Fur-
thermore, the failure mechanism of the SGM is analyzed
in detail. The fairly good accuracy that SGM can show
in the existing literature is a “survivorship bias”.

The structure of the paper is as follows: Section II
explains the calculation example considering geometric
uncertainty. Uncertainty simulation based on the SGM is
expressed in Section III. Section IV validates simulation
results of the SGM and its validity analysis. The compar-
ison with the uncertainty analysis results provided by the
SCM is shown in Section V. Section VI summarizes this
paper.
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II. CALCULATION EXAMPLE
CONSIDERING GEOMETRIC

UNCERTAINTY

In an actual engineering environment, geometric
uncertainties can be seen everywhere. For example, the
geometric position randomness caused by the movement
or vibration of the object, the geometric shape uncer-
tainty caused by the manufacturing tolerance, the geo-
metric shape uncertainty caused by damage or erosion,
and so on.

Figure 1 shows a calculating example of one-
dimensional electromagnetic wave propagation when
considering the uncertainty of material parameters
and the uncertainty of geometric parameters. It is an
improvement of the existing benchmark example in [5]
and [15].

Fig. 1. The calculating example of one-dimensional elec-
tromagnetic wave propagation.

The total length of the calculation example is 1 m,
and there is a dielectric block starting at x = 0.1 m. There
is uncertainty in the length of the dielectric block, which
is a uniform distribution in the range of [0.09,0.11] m.
The dielectric constant of the block is different from
other regions, and the relative dielectric constant of other
regions is 1, which is the same as the vacuum dielectric
constant ε0 = 8.8542× 10−12 F/m. The relative dielec-
tric constant of the dielectric block is 4, which is ε =
4× ε0. The end position of the dielectric block can be
modeled by the following random variable:

Wpocition (ξ1) = 0.2+0.01×ξ1[ m]. (1)
ξ1 is a random variable with a uniform distribution

in the range of [−1,1].
The entire area, including the dielectric block,

has the same permeability and conductivity. The value
of the permeability is μ = 4.0 × π × 10−7 H/m,
and the conductivity is an uncertain parameter σ =
U
[
3.6×10−3,4.4×10−3

]
S/m with a uniform distribu-

tion:
σ (ξ2) = 4×10−3 × (1+0.1ξ2) [S/m]. (2)

ξ2 is also a random variable with a uniform distribu-
tion in the range of [−1,1].

There is a sinusoidal excitation source of elec-
tric field strength at x = 0 m, and its expression is

sin
(
2π f n+ π

4

)
V/m. Applying the finite difference time

domain (FDTD), the space is discretized into 200 dis-
crete points, that is, the space step is Δx = 0.005 m. In
order to meet the Courant stability condition, the time
step is calculated by the following formula:

Δt =
Δx

2× c
= 8.33×10−12 s, (3)

where c is the speed of light and its value is 3×108 m/s.
In this example, the simulation requires 2000 steps, so
the total time of electromagnetic wave propagation is
T = 2000Δt = 1.67×10−8 s. The simulation result is the
electric field intensity value of the entire area at time T .

It is worth noting that geometric uncertainty causes
the randomness of material properties at different posi-
tions, and the corresponding relationship is presented as
follows:

εr (ξ1, i) =

⎧⎨
⎩

1, 1 ≤ i ≤ 20 or 43 ≤ i ≤ 200
4, 21 ≤ i ≤ 37,
F (ξ1) , 38 ≤ i ≤ 42

(4)

where i indicates the location of discrete points, and
F (ξ1) is an unknown constant between 1 and 4.

The set of all random variables can describe the
uncertainty factor of the model:

ξ = {ξ1,ξ2} . (5)
After considering the random variable model in (5),

one-dimensional random Maxwell equations can be rep-
resented:

∂Hy(ξ )
∂ t

=
1
μ

(
∂Ez(ξ )

∂x

)
, (6)

∂Ez(ξ )
∂ t

=
1

ε (ξ1, i)

(
∂Hy(ξ )

∂x
−σ (ξ2)Ez(ξ )

)
. (7)

The uncertainty in the simulation input is reflected in
the parameters ε (ξ1, i) and σ (ξ2). This uncertainty will
affect the output results through the simulation process,
making it the function of ξ , together with electric field
strength Ez(ξ ) and magnetic field strength Hy(ξ ).

After FDTD transformation [16, 17], the discrete of
space and time is realized:

En+1
z (i,ξ ) = α(ξ , i)En

z (i,ξ )+β (ξ , i)[
Hn+1/2

y (i+1/2,ξ )−Hn+1/2
y (i−1/2,ξ )

]
,

(8)

Hn+1/2
y (i+1/2,ξ ) = Hn−1/2

y (i+1/2,ξ )
+ γ

(
En

z (i+1,ξ )−En
z (i,ξ )

)
.

(9)

The intermediate parameters can be expressed as:⎧⎪⎨
⎪⎩

α(ξ , i) = 1−Δtσ(ξ2)/2ε(ξ1,i)
1+Δtσ(ξ2)/2ε(ξ1,i)

β (ξ , i) = Δt
Δxε(ξ1,i)[1+Δtσ(ξ2)/2ε(ξ1,i)]

.

γ = Δt
μΔx

(10)

The discrete one-dimensional Maxwell equations
with random variables are shown. Then, how to solve
these equations based on the SGM will be provided in
next section.
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Table 1: Legendre polynomial under 2 variables
Expansion Expansion Legendre

Items Order Polynomial

0 0 1
1 1

√
3ξ1

2 1
√

3ξ2

3 2
√

5
2

(
3ξ 2

1 −1
)

4 2 3ξ1ξ2

5 2
√

5
2

(
3ξ 2

2 −1
)

6 3
√

7
2

(
5ξ 3

1 −3ξ1
)

7 3
√

15
2

(
3ξ 2

1 −1
)

ξ2

8 3
√

15
2

(
3ξ 2

2 −1
)

ξ1

9 3
√

7
2

(
5ξ 3

2 −3ξ2
)

III. UNCERTAINTY SIMULATION BASED
ON THE SGM

The chaotic polynomial is used to expand the simu-
lation outputs in formula (8). For convenience, we only
take the first three polynomials as examples.

En+1
z (i,ξ ) = en+1,i

0 ϕ0(ξ )+

en+1,i
1 ϕ1(ξ )+ en+1,i

2 ϕ2(ξ ),
(11)

En
z (i,ξ ) = en,i

0 ϕ0(ξ )+ en,i
1 ϕ1(ξ )+ en,i

2 ϕ2(ξ ), (12)

Hn+1/2
y (i+1/2,ξ ) = hn+1/2,i+1/2

0 ϕ0(ξ )+

hn+1/2,i+1/2
1 ϕ1(ξ )+hn+1/2,i+1/2

2 ϕ2(ξ ),
(13)

Hn+1/2
y (i−1/2,ξ ) = hn+1/2,i−1/2

0 ϕ0(ξ )+

hn+1/2,i−1/2
1 ϕ1(ξ )+hn+1/2,i−1/2

2 ϕ2(ξ ).
(14)

Among them, ϕ0(ξ ), ϕ1(ξ ), and ϕ2(ξ ) are the
chaotic polynomials, the coefficients in front of them are
the parameters to be solved. According to the Askey rule,
there is a one-to-one correspondence between random
variables and chaotic polynomials [6]. The random vari-
able with uniform distribution corresponds to the Legen-
dre chaotic polynomial, and the result of the polynomial
under one-dimensional random variable ξi is proposed as

ϕ0 (ξi) = 1, (15)
ϕ1 (ξi) =

√
3ξi, (16)

ϕ2 (ξi) =

√
5

2
(
3ξ 2

i −1
)
, (17)

ϕ3 (ξi) =

√
7

2
(
5ξ 3

i −3ξi
)
. (18)

In the example given in this article, the number of
random variables is 2, so the corresponding chaotic poly-
nomial form is presented in Table 1.

The chaotic polynomials are orthogonal to each
other, and the mathematical description is:〈

ϕi,ϕ j
〉
=
〈
ϕ2

i
〉

δi j, (19)

δi j =

{
1 (i = j)
0 (i �= j) . (20)

The inner product calculation is defined as〈
ϕi,ϕ j

〉
=
∫

ϕi(ξ )ϕ j(ξ )w(ξ )dξ . (21)

Among them, w(ξ ) is the weight function, which is
the joint probability density function of all random vari-
ables. When all random variables are independent of one
another, w(ξ ) can be calculated by directly multiplying
the probability density functions of each random vari-
able. The integral operation in the formula is a multi-
ple definite integral operation. The integral multiplicity
is the number of random variables in the random space.
The upper and lower limits of the integral are hypercubes
composed of the upper and lower limits of each random
variable.

After putting formulas (11) to (14) into formula (8),
and then applying ϕ0(ξ ) to do the inner product opera-
tion on both sides of the equation, the following equation
can be provided:

en+1,i
0 = en,i

0 〈α(ξ , i)ϕ0(ξ ),ϕ0(ξ )〉
+ en,i

1 〈α(ξ , i)ϕ1(ξ ),ϕ0(ξ )〉+ en,i
2 〈α(ξ , i)ϕ2(ξ ),ϕ0(ξ )〉

+
(

hn+1/2,i+1/2
0 −hn+1/2,i−1/2

0

)
〈β (ξ , i)ϕ0(ξ ),ϕ0(ξ )〉

+
(

hn+1/2,i+1/2
1 −hn+1/2,i−1/2

1

)
〈β (ξ , i)ϕ1(ξ ),ϕ0(ξ )〉

+
(

hn+1/2,i+1/2
2 −hn+1/2,i−1/2

2

)
〈β (ξ , i)ϕ2(ξ ),ϕ0(ξ )〉 .

(22)
In the same way, the following equations can be

arranged by performing inner product operations with
ϕ1(ξ ) and ϕ2(ξ ) respectively:⎡
⎢⎣ en+1,i

0
en+1,i

1
en+1,i

2

⎤
⎥⎦=

⎡
⎢⎣

Aα,i
0,0 Aα,i

1,0 Aα,i
2,0

Aα,i
0,1 Aα,i

1,1 Aα,i
2,1

Aα,i
0,2 Aα,i

1,2 Aα,i
2,i

⎤
⎥⎦
⎡
⎢⎣ en,i

0
en,i

1
en,i

2

⎤
⎥⎦+

⎡
⎢⎢⎣

Aβ ,i
0,0 Aβ ,i

1,0 Aβ ,i
2,0

Aβ ,i
0,1 Aβ ,i

1,1 Aβ ,i
2,1

Aβ ,i
0,2 Aβ ,i

1,2 Aβ ,i
2,2

⎤
⎥⎥⎦×

⎡
⎢⎣ hn+1/2,i+1/2

0 −hn+1/2,i−1/2
0

hn+1/2,i+1/2
1 −hn+1/2,i−1/2

1
hn+1/2,i+1/2

2 −hn+1/2,i−1/2
2

⎤
⎥⎦.

(23)

Among them, the middle parameter represents the
inner product operation process:{

Aα,i
m,l = 〈α(ξ , i)ϕm(ξ ),ϕl(ξ )〉

Aβ ,i
m,l = 〈β (ξ , i)ϕm(ξ ),ϕl(ξ )〉

m, l = 0,1,2. (24)

As shown in formula (4), due to geometric uncer-
tainty, the inner product calculation formula at each dis-
crete point is different, the calculation formula is calcu-
lated as follows:〈

α(ξ , i)ϕxi(ξ ),ϕyi(ξ )
〉
=⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1
4
∫ 1
−1
∫ 1
−1

1−Δtσ(ξ2)/2ε0
1+Δtσ(ξ2)/2ε0

ϕxi(ξ )ϕyi(ξ )dξ1dξ2

1 ≤ i ≤ 20 or 43 ≤ i ≤ 200
Qα ,38 ≤ i ≤ 42

1
4
∫ 1
−1
∫ 1
−1

1−Δtσ(ξ2)/8ε0
1+Δtσ(ξ2)/8ε0

ϕxi(ξ )ϕyi(ξ )dξ1dξ2

21 ≤ i ≤ 37,

(25)
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Qα =

1
4

∫ 1

−1

∫ i/40−1
0.05

−1

1−Δtσ (ξ2)/2ε0

1+Δtσ (ξ2)/2ε0
ϕxi(ξ )ϕyi(ξ )dξ1dξ2+

1
4

∫ 1

−1

∫ 1

i/40−1
0.1

1−Δtσ (ξ2)/8ε0

1+Δtσ (ξ2)/8ε0
ϕxi(ξ )ϕyi(ξ )dξ1dξ2,

(26)〈
β (ξ , i)ϕxi(ξ ),ϕyi(ξ )

〉

=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1
4
∫ 1
−1
∫ 1
−1

Δt
Δxε0[1+Δtσ(ξ2)/2ε0]

ϕxi(ξ )ϕyi(ξ )dξ1dξ2

1 ≤ i ≤ 20 or 43 ≤ i ≤ 200
Qβ ,38 ≤ i ≤ 42
1
4
∫ 1
−1
∫ 1
−1

Δt
4Δxε0[1+Δtσ(ξ2)/8ε0]

ϕxi(ξ )ϕyi(ξ )dξ1dξ2

21 ≤ i ≤ 37,
(27)

Qβ =

1
4

∫ 1

−1

∫ i/40−1
0.05

−1

Δt
Δxε0 [1+Δtσ (ξ2)/2ε0]

ϕxi(ξ )ϕyi(ξ )dξ1dξ2+

1
4

∫ 1

−1

∫ 1

i/40−1
0.05

Δt
4Δxε0 [1+Δtσ (ξ2)/8ε0]

ϕxi(ξ )ϕyi(ξ )dξ1dξ2.

(28)

Among them, the calculation process of the bound-
ary point i/40−1

0.05 of the integral limit is provided as fol-
lows:

Wposition (ξ1, lim ) = 40Δx(1+0.05ξ1, lim ) , (29)
Wposition (ξ1,lim) = iΔx, (30)

iΔx = 40Δx(1+0.05ξ1, lim ) , (31)

ξ1,lim =
i/40−1

0.05
. (32)

The SGM transforms the stochastic Maxwell equa-
tions shown in equation (8) into the augmented determin-
istic Maxwell equations shown in equation (23). Next,
the traditional FDTD method can be used to solve equa-
tion (23) to obtain the chaotic polynomial coefficients
in equations (11) to (14). Finally, by statistical sam-
pling of random variables, the final uncertainty analysis
results can be obtained, such as expectation value, stan-
dard deviation, worst-case estimate, probability density
curve, and so on.

IV. SIMULATION RESULT OF THE SGM
AND ITS VALIDITY ANALYSIS

Figure 2 shows the expectation value results of elec-
tric field intensity at each discrete point based on the
SGM, and Fig. 3 shows the corresponding standard devi-
ation results. Simulation results of the MCM are also
given as standard data.

Feature selective validation (FSV) method [18, 19]
is used to compare the difference between two sets
of one-dimensional curves. In Fig. 2, the FSV value
between the MCM and the SGM in expectation value
results is 0.04, and it is presented that the accuracy of
the SGM is in “Excellent” level. In Fig. 3, the FSV value

Fig. 2. Comparison of expectation values between the
SGM and the MCM.

is 0.25, and it is shown that the accuracy of the SGM in
standard deviation results is only in “Good” level. It is
clearly seen that there is a significant difference between
the two curves in Fig. 3.

Fig. 3. Comparison of standard deviations between the
SGM and the MCM.

Back to equation (4), since F (ξ1) is an unknown
random number, the following inner product calculation
formula is needed to deal with this geometric uncer-
tainty:∫ 1

−1
f (εr (ξ1, i))dξ1 =

∫ 1

−1
f (F (ξ1))dξ1

≈
∫ i/40−1

0.05

−1
f (4)dξ1+∫ 1

i/40−1
0.05

f (1)dξ1, i = 38, . . . ,42.

(33)

Both equation (26) and equation (28) are derived
from the principle shown in equation (33). Figure 4 is
given in order to better demonstrate its mathematical
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principle. It is shown that the area of the curved trape-
zoid below the red dotted line is approximately equal to
the sum of the areas of the two rectangles. This is the
principle of numerical integration calculation.

Fig. 4. Mathematical principle of numerical integration
calculation.

This approximate calculation is right, but additional
error will ensue. For under normal conditions, the error
in the SGM is caused solely by the truncation of chaotic
polynomials. However, in this calculation example, there
is not only truncation error, but also additional error
caused by numerical integration operations. Therefore,
the introduction of additional error is the reason why the
SGM fails.

V. UNCERTAINTY SIMULATION BASED ON
THE SCM

The uncertainty simulation based on the SCM is
given in this section as a comparison. Zero points of
the chaotic polynomial are selected as the collocation
points of the SCM. According to numerical analysis the-
ory, these zero points are Gaussian volume points, which
can maximize the convergence of the algorithm and thus
improve its computational accuracy [12, 14]. For exam-
ple, the collocation points in the case of one-dimensional
and three-order polynomial (17) is

{
0,±

√
15
5

}
. In this

paper, the calculation example contains two random vari-
ables, and the collocation points are given in the form
of tensor product PSCM =

{
0,±

√
15
5

}
⊗
{

0,±
√

15
5

}
. Per-

forming the multi-dimensional Lagrange interpolation
algorithm on the collocation points, the uncertainty anal-
ysis results of the SCM can be obtained:

EMCSCM(ξ ) =
3

∑
j1=1

3

∑
j2=1

EMC(PSCM)×Lag(PSCM,ξ ) .
(34)

ξ still represents a collection of random variables
{ξ1,ξ2}. EMC(PSCM) refers to the deterministic EMC
simulation result at the collocation points. Lag(PSCM,ξ )

refers to the multidimensional Lagrange interpolation
results at the collocation points, and it is a function of
the random variable ξ .

Finally, statistical sampling is also required, and the
final uncertainty analysis results can be obtained.

The uncertainty analysis based on the SCM is per-
formed on the calculating example in Fig. 1, the results of
expectation values and standard deviations are provided
in Figs. 5 and 6, respectively. Using the FSV method, the
FSV value between the MCM and the SCM in expecta-
tion value results is 0.03, and the value in standard devia-
tion results is 0.07. Compared with FSV values of SGM,
both 0.03 and 0.04 belong to the range of greater than 0
but less than 0.1, which belongs to the “Excellent” level
in the qualitative judgment criteria for FSV. However, the
difference between 0.03 and 0.04 is not significant, and it
can be considered that the accuracy of the expected val-
ues for the SCM and the SGM is very similar. Looking
at the standard deviation results in Fig. 6, it is evident
from the figures that the accuracy of the SCM is much
higher than that of the SGM. From the perspective of

Fig. 5. Expectation values provided by the SCM.

Fig. 6. Standard deviations provided by the SCM.
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FSV value, the SCM’s FSV value of 0.07 still belongs
to the “Excellent” level, while the SGM’s 0.25 is only
the “Good” level, which differs by two levels in qualita-
tive standards. In summary, in this calculation example,
the calculation accuracy of the SCM is much higher than
that of the SGM, which is at the same level of accuracy
as the MCM.

The SCM is a non-embedded uncertainty analysis
method and will not modify the original solver. There-
fore, there is only truncation error of the chaotic poly-
nomial in the SCM simulation results and no addi-
tional error introduced by the numerical integration.
Conversely, the SGM contains two types of errors (its
principle has been explained in Fig. 4), so the theoretical
accuracy of the SGM in this example is lower than that
of the SCM. Obviously, in this calculating example, the
SCM is more accurate than the SGM. Therefore, the reli-
ability of the SCM is much higher than that of the SGM,
and only a stable and reliable deterministic EMC solver
is needed. At the same time, the programming imple-
mentation of the SCM is much easier than the SGM, and
it can effectively avoid calculation accuracy deviations
caused by programming errors.

The simulation time of the MCM is 1.17 hours, and
that of the SGM is 0.10 hours, but that of the SCM is
only 5.16 seconds. Because the MCM is based on the
law of weak large numbers, a large number of determin-
istic EMC simulations are needed to ensure convergence,
so the simulation time is the longest. The SGM needs to
calculate the numerical integration at different discrete
points, so it also takes a certain amount of time for sim-
ulation. The SCM takes the shortest time since it only
needs 9 deterministic EMC simulations.

It is worth noting that the single EMC simulation
time of this example is relatively short, so the time of
numerical integration calculation appears relatively long.
As a result, the calculation efficiency of the SCM is bet-
ter than that of the SGM. However, when the single simu-
lation time is much longer than the numerical integration
time, the calculation efficiency of the SGM and the SCM
are at the same level. Of course, their computational effi-
ciency is far better than the MCM under any conditions.

VI. CONCLUSION

After properly taking geometric uncertainty into
consideration, this paper, aiming at a published example
of a typical EMC simulation, found that the results of
uncertainty analysis of the SGM are far from expected,
which means the error of the SGM was hard to ignore.
According to failure mechanism, the root cause of the
failure of the simulation is the additional error intro-
duced by using numerical integration to solve the inner
product formula. Compared with the results of the
SCM, it’s concluded that the SCM is more accurate

than the SGM when processing geometric uncertainty
factors.

Through analysis of the failure mechanism, the
applicable scope of the SGM was further determined,
thus general selective strategies of uncertainty analy-
sis method should be rectified: (1) the MCM should be
adopted when the time of a single simulation is relatively
short; (2) the SGM should be selected when a model has
long single simulation time, high computational accu-
racy demand, and its solver is easy to change without
modifying the inner product formula; (3) the SCM is to
be preferred in any other situation that hasn’t been men-
tioned above.
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Abstract – An antenna synthesis application is presented
by solving a highly oscillatory Fourier integral using a
stable and accurate Levin’s algorithm. In antenna syn-
thesis, the current distribution is obtained by the inverse
Fourier integral of the antenna radiation pattern. Since
this integral is highly oscillatory, the Levin method can
be used for its solution. However, when the number of
nodes or the frequency increases, the Levin method be-
comes unstable and ineffective due to the large condition
number of the interpolation matrix. Thus, an improved
scheme of the method is used in an antenna synthesis ap-
plication in which reproducing kernel functions are used
as the basis of the approximation function. The accuracy
of the new method is verified by a log-periodic antenna
example. The error and stability analysis results show
that the new method is more stable and accurate than
other well-known kernels, especially for a large number
of nodes.

Index Terms – Antenna synthesis, Fourier integral,
highly oscillatory integrals, Levin’s method, reproducing
kernel functions.

I. INTRODUCTION

Antenna synthesis aims to find the current distribu-
tion on a specific antenna geometry that yields the de-
sired radiation pattern. This procedure is called beam
shaping and is applied using the Fourier transform tech-
nique [1]. In antenna analysis, the Fourier integral of
the current distribution gives the antenna radiation char-
acteristics. Conversely, in antenna synthesis, the inverse
Fourier integral of the radiation pattern gives the current
distribution on the antenna geometry [2].

Since the Fourier integral is highly oscillatory,
numerical techniques such as the Simpson rule and
Gaussian-type quadrature methods are ineffective for
solving such integrals [3]. Instead, the asymptotic expan-
sion method (stationary phase), steepest descent method,
and Filon and Levin methods are used [4, 5]. Each
method has its advantages and disadvantages. For in-
stance, in the asymptotic expansion method, the accu-
racy of the algorithm is dependent on the degree of

oscillation. In the steepest descent and Filon methods,
the steepest descent paths and the moments must be cal-
culated, respectively. Similarly, in the Levin method, the
solution fails in the presence of stationary points.

Nevertheless, the Levin method is used extensively
and yields accurate solutions, especially with complex
phase functions. Furthermore, the Levin method can be
modified to obtain successful results even in stationary
points utilizing a class of specific kernels such as ra-
dial basis functions (RBFs) [6]. For example, in [7, 8],
Levin’s method, utilizing multiple quadrature radial ba-
sis functions (MQ-RBFs), is employed to provide accu-
rate solutions in terms of relative errors for highly oscil-
latory integrals, both with and without singular points.
Similarly, in [9], different RBFs such as the Gaussian
type, are used to improve the convergence of the method
in the presence of singular points.

The key feature of the Levin method is to convert
integrals into a system of ordinary differential equations
(ODEs), or partial differential equations (PDEs) [10, 11].
The solution of these equations is usually found by the
linear equation system constructed by the collocation
methods [12, 13]. In general, the accuracy of the differ-
ential equation solution determines the accuracy of the
method.

The major drawback of the Levin method, with or
without RBFs, is that the convergence matrix becomes
ill-conditioned at high frequencies or when the number
of nodes exceeds 10. In this case, the stability of the
method decreases. The most common strategy against
this problem is to use fewer nodes and divide the in-
tegration domain into more sub-intervals. On the other
hand, if the domain has to be partitioned at a small num-
ber of intervals, mainly for faster evaluations, then the
interpolation matrix has to be banded (sparse) for bet-
ter convergence. There have been some attempts toward
this goal in the literature. For example, in [9], the stabil-
ity of the Levin method is increased by using Gaussian
RBFs. Also, in a recent study in [14], the Levin method
is modified to be an accurate and stable algorithm using
compactly supported radial basis functions (CS RBFs).
In this technique, the stability is increased because the
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application of CS RBFs for large-scale problems results
in a sparse matrix of the system due to compact support
[15]. However, the disadvantage of this method is that
although it gives good stability in the solution of a high-
dimensional system of equations, its accuracy decreases,
especially when used with a small number of collation
points.

In a recently published study in [16], another class of
base functions, called reproducing kernel functions, are
used in the Levin method for the first time, and very sta-
ble and accurate results are obtained. Reproducing kernel
functions (RKFs) are defined in the reproducing kernel
Hilbert space. This theory has been used to solve frac-
tional differential equations and singular boundary value
problems for the last few decades [17, 18].

In this paper, Levin’s method using RKFs, is used
in an antenna synthesis application for the first time.
First, the radiation pattern of a rotatable log periodic an-
tenna (RLPA), 4030/LP/10, is sampled and transferred
into Matlab. Next, this data is used to solve the inverse
Fourier integral to find the equivalent antenna current
distribution on a linear conductor. The accuracy of the
results is verified by comparing the radiation pattern cre-
ated by this current source with the original antenna pat-
tern. The error and stability analysis results regarding
the absolute error and matrix condition numbers are pre-
sented. The results for the RKF are also compared with
the monomial and the radial Gaussian basis functions,
which are known to yield accurate and stable outcomes
with the Levin method. It is concluded that RKF offers
the best accuracy and stability, particularly for a small
number of integration intervals and a large number of
collocation points.

II. LEVIN’S METHOD

Levin’s method is used to solve highly oscillatory
integrals in the form

I =
∫ b

a
f (x)eiq(x)dx, (1)

where f (x) is a smooth and slowly varying function,
and q(x) is a highly oscillating function, usually writ-
ten as q(x) = ωg(x), where ω is a constant and g(x) is
a non-oscillatory smooth function. The oscillating nature
of q(x) requires that |q′(x)| ≈ ω 
 (b−a)−1.

The integration variable x can be any physical vari-
able, such as time. In antenna synthesis applications, a
and b define the limits for the integration variable x,
which is defined as the angle for the radiation pattern
function and the distance for the antenna length.

In Levin’s method, the function f (x) is defined as

f (x) = iq′(x)p(x)+ p′(x) = L(1)p(x). (2)

Substituting (2) in (1) gives

I =
∫ b

a

(
iq′(x)p(x)+ p′(x)

)
eiq(x)dx

=
∫ b

a

d
dx

(
p(x)eiq(x)

)
dx (3)

= p(b)eiq(b)− p(a)eiq(a).

Thus, the evaluation of the integral in (1) is reduced
to finding p(a) and p(b). The function p(x) can be ap-
proximated at n collocation points as

pn(x) =
n

∑
k=1

αkuk(x), (4)

where {uk(x)}n
k=1 are some linearly independent basis

functions, and αk’s are the coefficients to be determined
by the n collocation conditions

L(1)pn(x j) = f (x j), j = 1,2, ...,n. (5)

Substituting (4) into (2) using (5) gives the linear
equation system

n

∑
k=1

αku′k(x j)+iq′(x j)
n

∑
k=1

αkuk(x j) = f (x j),

j = 1,2,3, ...,n,

(6)

whose solution gives the unknown coefficients {αk}n
k=1.

Then, (4) is substituted into (4) to find the solution to the
integral in (1) as

I =
n

∑
k=1

αkuk(b)eiq(b)−
n

∑
k=1

αkuk(a)eiq(a). (7)

The large convergence matrix of the linear system
reduces the stability and efficiency of the method. In or-
der to overcome this problem, instead of increasing the
collocation number n, the interval [a,b] is divided into
more sub-intervals. Alternatively, in the case of a small
number of sub-intervals and a large number of colloca-
tion points, the linear system matrix can be made well-
conditioned to maintain stability and accuracy. For this
purpose, the basis function set uk(x) should be chosen to
be suitable with the collocation approximation. For ex-
ample, if the function f (x) is a polynomial, then the uk(x)
should be a polynomial as well. In any case, the selection
of the basis function set is vastly important in terms of
the stability and the accuracy of the Levin method.

III. LEVIN’S METHODWITH
REPRODUCING KERNEL FUNCTIONS

In Levin’s method, the basis function {uk(x)}n
k=1 is

given as
uk(x) = λk,yKm(x,y), (8)

where Km(x,y) is the reproducing kernel function, de-
fined as [16]

Km(x,y) =
{

ξ (x,y), y ≤ x
ξ (y,x), y > x , (9)
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where

ξ (x,y) =
m−1

∑
i=0

(
yi

i!
+(−1)m−1−1 y2m−1−i

(2m−1−1)!

)
xi

i!
,

(10)
and λk = δxk , k = 1,2, ...,n, is the evaluation function and
λk,y is λk acting on the function of y. The reproducing
kernel function Km(x,y)∈Hm[a,b], where Hm[a,b] is the
reproducing kernel Hilbert space with m > 1.

By definition, a Hilbert space H is named as repro-
ducing kernel Hilbert space (RKHS), if for each x ∈ E,
the function K : E ×E → R is known as the reproducing
kernel function (RKF) of the Hilbert function space H.
The reproducing property of the Hilbert space is satis-
fied when

K(·,x) ∈ H f or all x ∈ Ω, (11)
and

p(x) = 〈p(·),K(·,x)〉, (12)
where the inner product property is called the reproduc-
ing property of the Hilbert space. Figure 1 shows the
mapping K : E ×E → R through the Hilbert space. For
further information on RKHS, the reader can refer to
[19, 20].

Fig. 1. Mapping diagram for RKHS.

IV. ANTENNA SYNTHESIS APPLICATION I
A. Obtaining the radiation pattern

In this section, Levin’s method with RKF is used in
an antenna synthesis application. For this purpose, the
radiation pattern (space factor for the electric field) of
the rotatable log periodic antenna, 4030/LP/10 manufac-
tured by Giovannini E., is obtained from its spec sheet
[21]. It is then interpolated by cubic splines at 91 points,
and the pattern function, f (θ), in Fig. 2 is obtained.

Fig. 2. The radiation pattern of the antenna 4030/LP/10.

B. Finding the current distribution

The equivalent current distribution on a linear an-
tenna is found by solving the inverse Fourier integral

I(z′) =
1

2π

∫ ∞

−∞
f (θ)e− jz′ξ dξ , (13)

where I(z′) is the unknown current distribution, and f (θ)
is the desired radiation pattern. The antenna is assumed
to be located along the vertical z′ axis, where the prime
notation is used to designate the source coordinates. The
variable ξ is defined as ξ = kcosθ , where k is the free
space wavenumber.

The limits of the integral in (13) are truncated to θ ∈
[90◦,0◦] or ξ ∈ [0,k], and the integral is divided into �
subintervals with each subinterval having n collocation
points (knots). Thus, the integral for each subinterval can
be written as

Ii(z′) =
1

2π

∫ kcosθi+1

kcosθi

ḟ (θ)e− jz′ξ dξ , i = 1,2, ..., �, (14)

where ḟ (θ) is the part of the radiation pattern in the given
interval. Due to the linearity, the total current can be writ-
ten as

I(z′) =
�

∑
i=1

Ii(z′). (15)

The current distribution along the z′ axis which
would create the pattern in Fig. 2 is obtained by solving
(14) using the Levin method with RKF for �= 8, n = 11,
and m = 2. The resultant current distribution is shown in
Fig. 3 for the antenna length L = 30 λ .

Fig. 3. Normalized current distribution along z′, obtained
by the Levin method with the RKF (m = 2).

C. Validating the results

To analyze the accuracy of the results, the radiation
pattern created by this current distribution is evaluated
by the Fourier integral

f (θ) =
∫ L/2

−L/2
I(z′)e jξ z′dz′, (16)

where the total antenna length is truncated to L = 60 λ .
This integral is also highly oscillatory. Therefore, the
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Levin method with RKF is reapplied. Higher accuracy
is achieved by using � = 90 and n = 3 to eliminate
any errors resulting from this second use of the method.
Figure 4 shows the results where the accuracy increases
as the number of intervals, �, increases. In all simula-
tions, the RKF is used with m = 2.

Fig. 4. Radiation pattern due to I(z′).

D. Error and stability analysis

In this section, absolute errors and interpolation ma-
trix condition numbers are evaluated for various � and n
values. This is achieved by comparing the radiation pat-
tern obtained by the Levin method with the RKF and the
original pattern. Furthermore, the results are compared
with the “monomial” and the “radial Gaussian” basis
functions, both of which are used extensively with the
Levin method [4, 10], particularly when polynomial or
polynomial spline approximations are used.

The monomial basis functions are defined as
uk(x) = xk−1, k = 1,2, ...,n, (17)

and in general, monomial kernels in Levin’s method
yield very good accuracy with poor condition numbers
at increased number of collocation points.

Another type of basis functions, used successfully
with Levin’s method, is the radial Gaussian functions.
These functions are defined as [4]

uk(x) = e
−r2

ε2 , (18)
where the radial term r = x− xk for k = 1,2, ...,n, which
typically coincide with the collocation points. Addition-
ally, the constant term ε is called the ”shape parameter”
and is evaluated using the algorithm given in [7]. The
radial Gaussian functions also yield good accuracy and
stability even at an increased number of collation points.
The increased stability is a result of the fact that the inter-
polation matrix becomes banded by radial functions with
pre-defined shape parameters.

The error and stability analysis results are shown in
Figs. 5 (a) and (b), respectively. In part a, the absolute
error for the radiation pattern function is plotted using
the Levin method with the RKF with respect to the col-
location points n = {3,6,11}. Four different graphs are

obtained for each part, corresponding to the number of
intervals, �= {3,4,8,12}. In part b, the interpolation ma-
trix condition numbers are plotted in decibels. In these
simulations, the reproducing kernel function, Km(x,y),
is used with m = 2.

Figure 5 shows that when the RKF is used for the
same value of m, the error and stability decrease with
an increased number of intervals � and the number of
collocation points n.

(a) (b)

Fig. 5. (a) Error, (b) stability analysis using the RKF,
Km(x,y), for m = 2.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 6. Error and stability analysis results at � =
{3,4,8,12}. m and ε values are given with respect to the
collocation numbers n = {3,6,11}.
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Comparison of the RKF with the monomial and the
radial Gaussian basis functions are shown in Fig. 6. In
parts a-d and e-h, the absolute errors and the matrix con-
dition numbers are plotted for � = {3,4,8,12} respec-
tively. In these simulations, the reproducing kernel func-
tion, Km(x,y), is used with the m values that yield the
most accurate results. In general, the accuracy of the
Levin method with RKF increases with increasing m;
however, after a threshold, it starts to decreases because
of the high condition number of the interpolation matrix.

In Fig. 6, when the three basis functions are com-
pared, the error is the smallest for the RKF when the
optimum values for m are used. Furthermore, RKF has
the highest stability as the order of the approximation, n,
increases.

The accuracy and stability of the RKF against the
other functions for different values of m are presented
in Tables 1 and 2, respectively. It can be seen that for a
small number of intervals in the integration domain, i.e.,
�= 3, it is suitable to use m = {8,5,2} for n = {3,6,11}.
On the other hand, for � ≥ 8, m = {3,2,2} can be used
for the best accuracy.

Table 1: Absolute errors for n = {3,6,11}
Functions ���=== 333 ���=== 888 ���=== 111222
Monomial 3.0, 3.4, 11 0.8, 1.0, 20 0.6, 0.6, 22

Rad. G. 4.1, 4.5, 4.6 1.0, 0.9, 11 0.5, 0.5, 10
RKF, m=2 6.5, 3.9, 3.3 1.6, 1.1, 1.0 0.9, 0.5, 0.5
RKF, m=3 3.0, 3.7, 3.4 0.8, 1.6, 1.1 0.5, 0.6, 0.8
RKF, m=4 2.7, 3.8, 3.5 0.9, 2.5, 14 0.5, 12, 12
RKF, m=5 2.6, 3.4, 7.9 0.9, 14, 16 0.5, 5.2, 13
RKF, m=8 2.4, 5.4, 8.4 1.0, 11, 10 0.5, 15, 11

Table 2: Interpolation matrix condition numbers for n =
{3,6,11} (note that eA = 10A)
Functions ���=== 333 ���=== 888 ���=== 111222
Monomial e5, e13, e22 e6, e17, e26 e7, e18, e27

Rad. G. e3, e7, e13 e4, e9, e16 e4, e12, e17
RKF, m=2 e3, e5, e6 e5, e7, e8 e5, e7, e8
RKF, m=3 e5, e8, e10 e8, e11, e13 e9, e12, e14
RKF, m=4 e5, e10, e13 e9, e15, e17 e10,e16, e17
RKF, m=5 e6, e12, e16 e9, e16, e17 e10,e16, e17
RKF, m=8 e6, e15, e17 e9, e16, e17 e10,e16, e17

V. ANTENNA SYNTHESIS APPLICATION II

In this section, the radiation pattern of a narrow
beam antenna is interpolated by cubic splines at 91
points, and the radiation pattern function, f (θ), is ob-
tained as shown in Fig. 7. The beam is centered at θ =
30◦ with a beamwidth of 2.5◦.

This pattern function is then used in the inverse
Fourier integral to find the current distribution on an

equivalent linear source. Levin’s method with RKF is
used to solve this integral using � = 12, n = 11, and
m = 2. The resultant current distribution is shown in Fig.
8 for the antenna length L = 60 λ .

This current function is then used in the Fourier in-
tegral to obtain the radiation pattern. During this evalu-
ation, a large number of intervals are used to keep the
margin of error to a minimum. Thus, from the point of
view of the method, only the first integral, to find the
current distribution, is taken into account. The radiation
pattern found by the second Fourier integral is used to
assess the error and stability of the method. The results
for �= {3,12}, n = 11, and m = 2 are compared against
the original pattern in Fig. 7.

Fig. 7. Narrow-beam antenna radiation pattern.

Fig. 8. Narrow beam antenna normalized current distri-
bution.

Comparison of the RKF with the monomial and
the radial Gaussian functions are presented in Table
3 in terms of the absolute error. The stability results
are the same as in the previous application, given in
Table 2.

The results show that for a small number of intervals
in the integration domain, i.e., � = 3, it is suited to use
m = {8,5,4} for n = {3,6,11}. On the other hand, for
�≥ 8, m = {3,2,2} can be used for the best accuracy.
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Table 3: Absolute errors for n = {3,6,11}
Functions ���=== 333 ���=== 888 ���=== 111222
Monomial 5.2, 2.0, 1.8 2.0, 0.9, 12 0.9, 0.3, 30

Rad. G. 5.2, 2.5, 1.4 2.0, 1.2, 0.9 1.0, 0.5, 0.5
RKF, m=2 6.1, 6.8, 7.2 5.3, 3.2, 3.5 1.5, 0.7, 0.3
RKF, m=3 5.3, 2.8, 1.6 2.0, 4.5, 1.4 0.8, 0.6, 0.5
RKF, m=4 5.0, 2.4, 1.4 2.0, 22, 3.8 0.8, 0.4, 13
RKF, m=5 4.8, 2.0, 3.8 2.0, 1.4, 13 0.8, 3.8, 12
RKF, m=8 4.7, 2.4, 10 2.0, 12, 14 0.8, 6.4, 10

VI. CONCLUSION

Levin’s method has been used with the RKF in an-
tenna synthesis applications. Based on the results of the
examples, the following conclusions are made.

If the radiation pattern is given for 0 ≤ θ ≤ 90◦, the
number of intervals � = 3 gives the best results for m =
{8,5,3} corresponding to n = {3,6,11}. The accuracy
and stability at these settings are generally greater than
the monomial and radial Gaussian functions. Only in a
few cases are they equal.

For �= 12, m = {3,2,2} or m = {3,3,2} yields the
best results for n = {3,6,11}, respectively. The accuracy
and stability at these settings are also generally greater
than the monomial and radial Gaussian functions, if not
the same. Also, for � > 12, the simulations have shown
similar results to the �= 12 case regarding accuracy and
stability.

For �= 8, m = {3,2,2} for n = {3,6,11} is the sin-
gle setting that produces the most accurate results in both
examples. However, the accuracy and stability in these
settings are generally equal to or less than the monomial
and the radial Gaussian functions. One must use the op-
timum m values to get more accurate results.

As a result, Levin’s method with RKF is suitable
for antenna synthesis applications providing better accu-
racy and stability, in most cases, than the other known
kernels, such as the monomial and radial Gaussian func-
tions, specifically for small or large numbers of intervals,
i.e., �= 3 or �≥ 12.
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Abstract –This paper presents a Uniform Circular Array
(UCA) antenna of crossed-dipole that can excite vortex
waves in a wide frequency range from 3.5 GHz to 8.4
GHz. In the design process, the theoretical derivation of
the influence on the Orbital Angular Momentum (OAM)
when the antenna elements are arrayed in Co-directional
Antenna Array (CAA) and Rotational Antenna Array
(RAA) is given respectively. The fixed mode of the
dipoles CAA is achieved by feeding each element with
equal amplitude and 90◦ phase difference produced by
the broadband feeding network. Furthermore, the pro-
posed broadband OAM array antenna has been fabri-
cated and measured to verify the predicted properties.
The vortex electromagnetic wave with +1 mode could be
excited in the bandwidth of 82.35%. Simulated and mea-
sured results are in good agreement. The proposed OAM
array antenna is simple in design principle, compact in
structure and low in profile, making this array antenna
an excellent candidate for broadband OAM communica-
tion systems.

Index Terms – Broadband, CAA, OAM, RAA, uniform
circular array antenna.

I. INTRODUCTION

Due to the enormous growth in the number of wire-
less devices and the steadily increasing demands brought
on by wireless applications, spectrum has recently been
a barrier for network capacity. Although multiple input
multiple output (MIMO) technology can offer numerous
channels to boost data-carrying capacity, it also requires
the device to use more power. In addition, the introduc-
tion of higher-order modulation and more channels of
MIMO mean that the receiver has higher requirements on
the signal-to-noise ratio of the wireless channel, which
reduces the coverage and the anti-interference degree of
the device [1]. The fundamental basis of orthogonal fre-
quency division multiple access (OFDMA) lies in how
to allocate available bandwidth resources to users more
effectively and optimally, without widening the spectrum
in the meantime [2]. Therefore, the most direct and effec-
tive way to increase capacity is to expand the bandwidth

and increase the spectrum resources. The broadband
vortex electromagnetic wave has many advantages, such
as large communication capacity, good confidentiality,
and strong anti-multipath interference ability. Moreover,
it presents a new degree of freedom as a result of car-
rying orbital angular momentum (OAM). With this new
electromagnetic advantage, channel capacity issues and
low spectrum consumption can be resolved.

Compared with microstrip reflect array [3], shaped
vortex antenna [4], resonant cavity antenna [5], meta-
surface antenna [6], etc., the principle of the array
antenna to generate vortex electromagnetic waves is sim-
ple, the structure is flexible, and the unit forms are vari-
ous [7]. Most importantly, the array antenna could gener-
ate vortex electromagnetic waves with different modes in
a wide frequency range. Array antennas with microstrip
patch as units for OAM applications have the character-
istics of low profile and low cost [8–10]. For dual full-
duplex applications, the multilayer dual-ring UCA real-
izes the generation of dual OAM modes with low inter-
unit coupling. However, its operation bandwidth is nar-
row, with only 21.3% (13.5 GHz∼16.7 GHz) [8]. A two-
looped concentric uniform circular array is designed for
multiplex beams of OAM. Although the sequential rota-
tion of the circularly polarized antenna is used to avoid
the use of the feeding network, the operation bandwidth
is only 8.7% [9]. A mode-reconfigurable wideband OAM
patch array antenna is realized by adopting p-i-n didoes
in the feed network. Both the polarization and the OAM
modes of the 2×2 array can be reconfigurable in the fre-
quency band range of 2.21 GHz∼2.73 GHz (21%) [10].

Dipole array antennas have also been widely used
in the excitation of vortex electromagnetic waves to
expand the OAM bandwidth. In 2017, a broadband (2.1
GHz∼2.7 GHz, bandwidth of 25%) 2×2 array with
dual-polarized and dual OAM modes has been realized
by adopting the bowtie dipole array [11]. The closed-
loop cross-dipole antenna array in the literature [12] can
cover an ultra-wide frequency band from 2.08 GHz to
3.95 GHz (62.02%), using several pillow-like parasitic
patches and a hybrid wideband feeding network. But the
antenna structure is complex and the OAM mode purity
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needs to be improved. In 2021, a broadband magneto-
electric dipole array antenna was proposed for OAM
applications, which could generate ±1 and ±2 modes
from 5 GHz to 10.3 GHz (69.3%). But the bandwidth is
obtained under ideal feeding conditions [13]. In addition,
array antennas with different array element forms are
also proposed to generate vortex electromagnetic waves,
such as Vivaldi antenna [14], horn antenna [15], single
arm helical antenna [16], etc.

In this letter, a wideband uniform circular array
under the CAA arrangement is studied and devel-
oped for broadband OAM communication systems. To
better understand the generation mechanism of vor-
tex electromagnetic waves, the array factors for both
RAA and CAA have been analyzed. Moreover, a wide-
band crossed-dipole and phase shifter are introduced to
expand the bandwidth. Calculations, simulations, and
measurements demonstrate that the antenna can success-
fully excite vortex electromagnetic waves with mode of
+1 in the range of 3.5 GHz to 8.4 GHz (82.35%).

II. DERIVATION AND VERIFICATION
A. Analysis of array arrangement

According to the pattern product theorem of the
array antenna, the pattern generated by N isotropic array
elements is equal to the product of the element factor and
the array factor [17], namely

F(θ ,φ) = Fe(θ ,φ)× fa(θ ,φ).

The unit factor Fe(θ ,ϕ) is related to the form of the
unit, and the array factor fa(θ ,ϕ) is related to the arrange-
ment of the array and the amplitude and phase of the
unit excitation signal. As array characteristics, the vortex
electromagnetic wave can be focused on the array factor
term. The two array arrangements in Fig. 1 belong to the
category of uniform circular array antenna. On the xoy
plane, N cells are evenly and equally spaced on a circle
with a radius of R. The relative position of the nth unit is
(xn, yn), and the angle with the x-axis is ϕn, Taking the
appropriate position as the observation surface, the elec-
tric field vector of the nth unit at the point P(r, θ , ϕ) on
the observation surface can be formulated as:

En =C× In× e− jkRn

Rn
=C× In× e− jkr

r
×e− jk(Rn−r). (1)

Among them, C is a constant term; In denotes the
excitation signal of each unit; Rn is the vertical distance
from the observation point P to the nth cell. Here, In
includes the phase signal αn and the amplitude signal
An. The value of the angular beam k is 2π/λ . According
to the unit position vector and the electric field superpo-
sition principle, the total electric field vector of the array

antenna is calculated as follows:

E =
N

∑
n=1

=C× e− jkr

r

N

∑
n=1

In × e j[kasinθ cos(φ−φn)+an]

=C× e− jkr

r
× fa(θ ,φ). (2)

According to (2), it can be seen that the array factor
can be expressed as follows:

fa(θ ,φ) =
N

∑
n=1

In × e j[kasinθ cos(φ−φn)+an], (3)

where αn is the final phase value of the nth element. The
initial phase difference between adjacent array elements
is denoted as Δα0 and the number of modes excited
by the array as l, also known as the topological charge.
Then, αn=Δα0+2πnl/N. Bringing αn into (3), fa(θ , ϕ)
can be rewritten as follows:

fa(θ ,φ) =
N

∑
n=1

In × e j[kasinθ cos(φ−φn)+Δa0+
2πl
N n]. (4)

When N tends to infinity, the summation should be
considered the integral of the variable ϕ , then (4) can be
obtained as follows:

fa(θ ,φ) =
Nejlϕ

2π

∫ 2π

0
e j[kasinθ(ϕ−φ)+ι(ϕ−φ)]d(ϕ −φ).

(5)
Writing (5) as a Bessel function form of the first

kind, an optimization formula after simplification could
be expressed as follows:

fa(θ ,φ) = N j−ι ejlϕ Jι(kasinθ). (6)
It can be seen from (6) that the field strength of the

far field contains a helical phase factor e jlϕ , which means
that a vortex electromagnetic wave with a topological
charge of l is generated.

Array units with different polarization and arrays
with different arrangements have a great influence on the
OAM performance. For a circularly polarized unit, there
are two ways to form an array: One is that the unit be
translated into array, named the co-directional antenna
array (CAA); the other is that the unit be rotated into an
array, called the rotational antenna array (RAA). Figure 1
depicts the excitation principle of vortex waves in differ-
ent arrays of the same circularly polarized unit.

The chamfered structure is adopted for the array unit
to achieve right-handed circular polarization characteris-
tics, and each component of the electric field vector is
given in Fig. 1. For CAA, as depicted in Fig. 1 (a), the
magnitudes and orientations of the electric field in the X
and Y components of each unit are the same, the magni-
tude in the x direction is 90◦, and the orientation is the
+x direction; the magnitude in the y direction is 0◦, and
the orientation is the +y direction. Therefore, it can be
considered that the initial phase difference Δα0 between
adjacent elements of the CAA is 0◦. If the nth unit of
the array is fed with an equal step phase delay (2πnl/N)
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(a) (b)

Fig. 1. OAM array antennas in different arrangements:
(a) CAA (unit translation), (b) RAA (unit rotation).

between the elements, the OAM wave with a mode num-
ber of l can be successfully excited.

For RAA, as depicted in Fig. 1 (b), the electric
field characteristics of the array elements in the back-
to-back structure are opposite because the change of the
element handedness leads to the change of the elec-
tric field size and orientation of each element in the
X and Y components, respectively. Therefore, as ana-
lyzed in Fig. 1 (b), the theoretical modal values are no
longer equal to the modal values produced by the model.
The antenna rotates counter-clockwise, so the angle ßn
between the electric field vector of the nth element and
the +x axis is 2π(n-1)/N, then the initial phase differ-
ence between adjacent elements of the RAA Δα0 = ßn -
ßn−1 is no longer 0◦, but 2π/N. At this time, the elec-
tric field phase delay of the unit can be caused by rotat-
ing the antenna. From this, it can be concluded that the
phase difference caused by the rotation of the antenna in
the RAA is equivalent to the phase difference caused by
applying current excitation in the CAA.

B. Simulation

The two structures in Fig. 1 are employed for addi-
tional simulation verification in accordance with the the-
oretical analysis mentioned above. Both antennas are fed
by wave port excitation; the radius R of the array is about
0.6λ . A square plane with a distance of 1000 mm above
the array antenna is selected as the observation area,
and the component (x or y) in the same direction must
be guaranteed for sampling. The only variation between
CAA and RAA is the array elements’ various orien-
tations. The simulation results of wavefront phase dis-
tribution in different arrangement modes are illustrated
in Fig. 2. As seen, both CAA and RAA with six units
are capable of producing electromagnetic vortices in the
OAM modes of ±1, ±2, and ±3.

The wavefront phase distribution is calculated by
collecting the phase value of each point on the wave-
front plane, which is a square with sides 800 mm. Fur-

(a)

(b)

Fig. 2. Simulated phase distribution of array antenna
under different arrangements: (a) CA, (b) RAA.

thermore, the wavefront plane should be perpendicular
to the radiation direction of the OAM array antenna. As
depicted in Fig. 2 (a), the wavefront phase distribution
corresponds to the OAM simulation results of CAA, and
Fig. 2 (b) corresponds to that of RAA.

Fig. 3. Comparison of the mode purity between CAA and
RAA in different OAM modes.

Obviously, the phase distributions of CAA and RAA
depicted in Fig. 2 are slightly different, which is due to
the array scheme being able to affect the OAM mode
purity. For further clarification on the influence of dif-
ferent arrangements, mode purity has been calculated.
Figure 3 compares the OAM mode purity of the CAA
and RAA in different modes, and the purity of the vortex
waves excited by the CAA is higher than that of the same
vortex waves generated by the RAA [18]. Therefore, to
generate broadband OAM with higher purity, the CAA
arrangement is adopted in the following design.

III. BROADBAND OAM ANTENNA
A. Array design

In order to achieve broadband OAM characteristics,
the crossed dipole with a single asymmetrical cross-loop
is adopted as the array unit [19]. The simulated results
of this unit are depicted in Fig. 4. As seen, the crossed
dipole antenna performs a -10 dB impedance bandwidth
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(IBW) of 47.51% (3.45∼5.60 GHz), and the axial ratio
bandwidth (ARBW) of 61.51% (3.31∼6.25 GHz), which
meet the request of the broadband OAM array antenna.

Fig. 4. Simulated reflection coefficient and axial ratio of
the crossed dipoles.

The configuration and geometric size of the pro-
posed broadband OAM array antenna are illustrated in
Fig. 5. This array antenna consists of four crossed dipoles
arrayed in CAA and a broadband feeding network with
90◦ clockwise phase difference. As shown in Fig. 5 (a),
these four units are printed on the top layer of substrate
1, and the feeding network is printed on the bottom layer
of substrate 2. To save processing cost, the dielectric sub-
strates used in the proposed antenna array are the same,
both of which are FR4 materials (εr = 4.4) with thick-
ness of 0.8 mm.

Taking into account the excitation principle of vor-
tex waves and the integrity of the array antenna structure,
a broadband feeding network is designed, as depicted in
Fig. 5 (b). The feeding network includes an input port
with impedance of 50 Ω and four output ports arranged
in the clockwise direction. A 180◦ phase shifter and two
90◦ phase shifters are cascaded to form the broadband
feeding network. The broadband phase shifter for both
90◦ and 180◦ can be equivalent to the three-port device
shown in Fig. 5 (b). After passing through the three-port
device, one signal is divided into two signals with equal
amplitude and phase difference of 90◦ or 180◦.

The proposed planar balun shown in Fig. 5 (b) is
composed of a wide-band Wilkinson power divider, a
microstrip line with two branches, and an N-shaped
impedance transformation section with 90◦ or 180◦
phase delay. Among them, the 100 Ω isolation resistor,
which plays the role of absorbing echoes and adjusting
port isolation, is welded to the Wilkinson power divider.
These two branches are an open circuit branch and a
short circuit branch connected to a via hole on the ground
to realize a short circuit [20]. The amplitude and phase
imbalance are stable within a wide operation band.

Figure 6 depicts the simulated reflection coefficient
and the phase imbalance results of the feeding network.

(a)

(b)

Fig. 5. Configuration of the broadband OAM array
antenna: (a) 3D view, (b) feeding network.

(a) (b)

Fig. 6. Simulated results of the broadband feeding net-
work: (a) Reflection coefficient, (b) phase shift.

It can be seen from Fig. 6 (a) that the return loss is less
than -10 dB in the frequency range of 3.63 GHz∼6.90
GHz or 62.1%. Additionally, S12, S13, S14, and S15 are
relatively stable, and the maximum amplitude difference
between the four output ports does not exceed 1 dB.
Figure 6 (b) illustrates that these output phase imbal-
ances of the feeding network are stable within the opera-
tion band, and the maximum phase difference of the four
signals is less than ±3◦. Therefore, the feeding network
has good performance, which provides a good guarantee
for the broadband feeding of the CAA.

B. Results and discussions

The processed wide-band OAM array antenna and
feeding network are assembled, and nylon columns are
used to support the upper and lower dielectric substrates.
As the signal input end, a 50 Ω claw-shaped SMA con-
nector is soldered to the end of the microstrip line.
Photographs of the near-field measuring environment
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Table 1: Comparison between reported works and proposed antenna
Ref. Type of Unit Number of

Units

Arrangement Number of

Ports

Bandwidth

[6] Aperture-coupled antenna 24 CAA+RAA 1 21.3% (13.5∼16.7 GHz)
[7] Triangle patch antenna 12 RAA 2 8.7% (8.8∼9.6 GHz)
[8] Circular patch antenna 4 RAA 1 21% (2.21∼2.73 GHz)
[9] Bowtie dipole 4 RAA 2 25% (2.1∼2.7 GHz)

[10] Closed-loop dipole 4 RAA 1 66.9% (2.05∼4.11 GHz)
This work Crossed-dipole 4 CAA 1 82.35% (3.5∼8.4 GHz)

and the antenna’s physical composition are shown in
Fig. 7. The antenna was measured in an anechoic cham-
ber. And a broadband receiving antenna on the 3D scan-
ning platform is used to collect the amplitude and phase
in the near field. The sampling distance varies from 430
mm (3.5 GHz) to 180 mm (8.4 GHz).

Fig. 7. Fabricated prototype of broadband OAM array
antenna, and its measurement environment.

The S parameters of the antenna were measured with
the vector network analyzer (Ceyear 3635D). Addition-
ally, the results of simulation and measurement are plot-
ted in Fig. 8. As seen, these two curves are quite con-
sistent across most frequency ranges, and the measured
results degrade as frequency increases. The test inaccu-
racy results from the FR4 dielectric substrate’s evident
shift in relative dielectric constant with frequency. In
addition, machining and welding processes also cause
inevitable errors in simulation and measured results.
Overall, the consistency between the two is good, and
the measured bandwidth essentially agrees with the out-
comes of the simulation. It is evident that the bandwidth
is greater than that of comparable broadband array anten-
nas and that the -10 dB IBW is 82.35% (3.5-8.4 GHz).
A comprehensive comparison with reported works is fur-
ther conducted, as summarized in Table 1. It shows that
the proposed antenna realizes the broadband OAM with
fewer units and compact arrangement. It also proves that

Fig. 8. Comparison of simulated results and measured
results of reflection coefficient.

the analysis of CAA and RAA in section II are effective
to the design of the OAM array antenna.

The distance between the probe and the proposed
antenna changes continuously with the change of the
test frequency. The fixed scanning range of the wave-
front plane is 6λ 0×6λ 0, where λ 0 is the free-space
wavelength at the center frequency. And the sampling
grid period is 25 mm. In order to prove the broadband
OAM characters, the sampling frequency takes 0.9 GHz
equally spaced steps, followed by 3.5 GHz, 4.4 GHz, 5.3
GHz, 6.2 GHz, 7.1 GHz, 8 GHz, and 8.4 GHz. Figure 9
compares the simulated and measured wave-front phase

(a)

(b)

Fig. 9. Simulated and measured results of wave-front
phase distribution at different frequency points: (a) the
simulated results, (b) the measured results.
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distribution of the broadband OAM array antenna in near
field at different frequency points. Figure 9 (a) illustrates
the OAM phase distribution diagram on the X compo-
nent. The wave front phase diagram of each frequency
point has a clear rotation direction, and it is a curve
rotating counter-clockwise, which means the vortex elec-
tromagnetic beam with mode +1. Figure 9 (b) depicts
the measured results in the near field. It can be seen
that the measured results of each frequency point are in
good agreement with the simulated ones. The OAM vor-
tex characteristics at different frequency points can be
clearly observed from the theoretical simulated and mea-
sured results. Therefore, the proposed broadband OAM
array antenna successfully excited the OAM beam with
mode +1 in the frequency range of 3.5 GHz to 8.4 GHz.

To further demonstrate the effectiveness of the
design method, the simulated and measured OAM mode
purity of each frequency point is plotted in Fig. 10. The
main mode of the proposed antenna is +1, and the purity
is over 70% within the whole operation band. It is clear
that the wide operation band, high OAM mode purity,
compact structure size, and low profile of the proposed
antenna exhibit comprehensive advantages.

Fig. 10. Simulated and measured OAM mode purity at
different frequency points.

IV. CONCLUSION

In this paper, the effects of uniform circular array
antennas on vortex electromagnetic waves are analyzed
with the units placed in different ways. Compared with
the RAA, the CAA arrangement has the advantages of
simple principle, easy design, and high purity of excited
vortex electromagnetic waves. Furthermore, in order to
widen the spectrum resources, a broadband OAM uni-
form circular array antenna is designed, fabricated, and
measured. The simulation and experimental results show
that it exhibits obvious and stable vortex wave charac-
teristics in the wide frequency band of 3.5∼8.4 GHz.
The proposed broadband OAM array antenna has broad

application prospects in underwater short-range commu-
nication, radar imaging, and so on.
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Abstract – This article presents a novel microstrip line
topology implementation of an ultra-wideband (UWB)
bandpass filter. The proposed topology is a short-
circuited stepped-impedance ring resonator with an
open-circuit stub and a short-circuit stub loaded at the
central vertical position of the low impedance of this
resonator, respectively. Within the UWB spectrum, five
modes are allocated under weak coupling, and to in-
crease filter selectivity, two transmission zeros are added.
It is possible to extend the upper stopband and pro-
vide sufficient external coupling by utilizing interdigital-
coupled lines. To demonstrate the design theory, a pro-
totype is designed and manufactured on a 0.8 mm thick
substrate of the affordable F4B-2, and its performance
is verified. Measurements show a 3-dB bandwidth span
from 2.8 to 9.5 GHz, insertion loss of 0.36 dB, and return
loss better than 13 dB.

Index Terms – Bandpass filter, stepped-impedance res-
onator (SIR), stub-loaded, ultra-wideband (UWB).

I. INTRODUCTION

One of the essential elements of wireless communi-
cation systems that operate in the ultra-wideband (UWB)
spectrum is the UWB bandpass filter (BPF). The atten-
tion of pertinent scholars has always focused on its prop-
erties of low insertion loss and good selectivity since it
can simultaneously pick up the anticipated signal and fil-
ter out junk. The Federal Communications Commission
(FCC) authorized the allocation of unlicensed frequency
bands in the range of 3.1-10.6 GHz in 2002 in order to
realize several novel commercial communication appli-
cations of ultra-wideband (UWB) technology [1]. This
encourages UWB BPF [2–3] to thrive in an atmosphere
supporting UWB technology. In recent years, a number
of approaches for designing UWB BPFs have been put
forward.

The cascaded high-low pass filter or the cascaded
band-stop and band-pass filter is a straightforward way
for designing UWB filters [4–5]. While these filters of-
fer a sufficiently broad stop band, there are a few issues,
including a big circuit size and a significant insertion
loss. A multimode resonator (MMR) that has a rectangu-
lar stepped impedance stub, two open-circuit stubs, and
two high-impedance lines for input and output feeders is
used to create the UWB filter [6]. A novel MMR made of
interdigital-coupled lines that are cascaded and stepped
impedance stubs that are loaded with short circuits is
also suggested in [7], and UWB filters may be created
by implementing it further. [8] proposes a stub-loaded
UWB filter based on MMR. In the design, there are three
open-circuit stubs: one step impedance stub in the cen-
ter and two open-circuit stubs in symmetrical places on
each side. Stepped impedance stubs enable the construc-
tion of two transmission zeros (TZs) and great selectiv-
ity. In these publications [9–11], filters with this kind of
MMR design are also investigated. These MMR-based
filters seek to attain ultra-wideband features by using
several resonant modes in a resonant structure. The de-
fect ground structure (DGS) is suggested in [12], which
comprises a square ring etched into the ground and a
metal film. While the electrical performance is compro-
mised, this design offers improved fractional bandwidth
(FBW) and frequency characteristics.

To create UWB filters in [13–14], both step
impedance resonators (SIRs) are employed. Wide band-
width features are achieved by varying the resonant fre-
quency. Nevertheless, [15–16] also use an asymmetric,
irregular SIR to produce the BPF. Another method is to
employ coplanar waveguide and hybrid microstrip tech-
nology [17–18], which requires a substrate with a rela-
tively high dielectric constant and results in lower circuit
size. Unfortunately, such BPFs may not have good har-
monic rejection. Furthermore, ring resonators are often
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used in the construction of UWB filters. To build UWB
filters with excellent passband selectivity and broad up-
per stopband, the square ring resonator utilized in the lit-
erature [19] has the benefits of simple construction and
good passband performance. In [20], the two ring res-
onator provides a broader fractional bandwidth for in-
creased channel capacity in addition to enabling a UWB
filter with a wide upper rejection band.

In this article, a new design of the UWB band-
pass filter is proposed based on the short-circuit stepped-
impedance ring resonator. Two types of stubs are put on
the short-circuit resonator to produce a quintuple mode.
First, the model evolution description of the designed
filter is carried out. The resonant properties of this res-
onator are then analyzed theoretically and accurately us-
ing the odd- and even-mode approach. The analysis al-
lows the odd- and even-mode frequencies to be tuned
such that they are uniformly distributed across the UWB
spectrum. Strong coupling is obtained by feeding the
proposed resonator with interdigital-coupled lines at the
input and output ports to produce excellent bandwidth.
The suggested structure is manufactured on an F4B-2
substrate with a height of 0.8 mm. The relative permit-
tivity (εr) is 3.38, and the loss tangent is 0.003. The BPF
is fabricated and its measurements are validated.

II. DESIGN EVOLUTION

This section illustrates the structural design evo-
lution of the proposed UWB BPF. Figure 1 depicts
four configurations and their corresponding frequency
responses. Initially, for better impedance matching, the
stepped-impedance ring resonator (SIRR) is fed by a 50
ohm microstrip line at the ports, designated as case 1, as
shown in Fig. 1 (a). It provides a wider bandwidth and a
deeper attenuation zero. It resonates at 6 GHz and pro-
vides good return loss, but the 4-8 GHz passband band-
width is narrow.

To widen the bandwidth, a short-circuit metallized
hole was added to the bottom half of the SIRR, forming
a short-circuit SIRR (case 2). Figure 1 (b) shows a wider
bandwidth than case 1, but poor insertion loss at the pass-
band edges. Figure 1 (c) shows multiple passband poles
but poor return loss.

To adjust the passband cutoff frequencies, short- and
open-circuit stubs were added to the upper half of the
short-circuit SIRR. The short-circuit stub (case 3) im-
proved the lower cutoff frequency, as shown in Figs. 1 (b)
and (c). An open-circuit stub could similarly adjust the
upper cutoff frequency, simplified here.

The final filter (case 4), offers a 2.8-9.5 GHz pass-
band, a 108.9% fractional bandwidth at 6.15 GHz, and
the attenuation poles are located at f p1 = 3.2, f p2 = 3.8,
f p3 = 4.2, f p4 = 6.1, f p5 = 7.2, f p6 = 8.3, and f p7 = 9.2.
Figure 1 (d) shows excellent in-band performance.

(a)

(b) (c)

(d)

Fig. 1. (a) Evolution layout of the proposed filter, (b)
and (c) frequency response for different cases, (d) S-
parameter response for case 4.

III. ANALYSIS OF THE PROPOSED UWB
FILTER

Figure 2 depicts the structure of the proposed mi-
crostrip line UWB-BPF. We introduce a new short-
circuit stub-loaded stepped-impedance ring resonator
that has been thoroughly analyzed. This innovative de-
sign deviates from the traditional ring resonator by in-
tegrating a short-circuit stub and an open-circuit stub
above the central position of the resonator. Additionally,
a metalized hole structure is loaded on the microstrip
line beneath its symmetric position. The ring resonator
also features a pair of coupled transmission lines on
both sides for feeding, each with a length of one-quarter

Fig. 2. Architecture of the proposed UWB-BPF.
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wavelength (λ g/4) and admittance Y1. The resonator is
divided into two parts from the horizontal position of
the coupled transmission lines. The upper part measures
one-half wavelength (λ g/2) and has admittance Y2, while
the lower part is the same half wavelength (λ g/2) and has
admittance Y3.

The symmetry of the resonator allows us to utilize
the odd- and even-mode approach to study its resonance
characteristics, where the odd and even modes can be
calculated in the same way as in [21]. Figure 3 illus-
trates the equivalent transmission line circuit for both
odd and even modes. Y ino represents the odd-mode in-
put admittance and Y ine represents the even-mode input
admittance. For odd-mode excitation, the odd-mode in-
put admittance can be expressed as

Yino = Y1
(Yo1 +Yo2)+ jY1 tanθ1

Y1 + j(Yo1 +Yo2) tanθ1
, (1)

where
Yo1 +Yo2 =− jY2 cotθ2 − jY3 cotθ3. (2)

According to the resonance condition Y ino = 0, we
can get

j(Y1 tanθ1 −Y2 cotθ2 −Y3 cotθ3) = 0. (3)
When the even mode is excited, the resonant modes

are derived:
Yine = Ye1 +Ye3 = Ye1 − jY3 cotθ3, (4)

where

Ye1 = Y2
j(Ys1/2tanθ1 −Ys2/2cotθ2)+ jY2 tanθ2

Y2 − (Ys1/2tanθ1 −Ys2/2cotθ2) tanθ2
. (5)

Similarly, the resonance condition Y ine = 0.
Using equations (1)-(5), we can explicitly determine

all even- and odd-mode resonant frequencies. Equations
(3) and (5) reveal that θ s1 and θ s2 (or ls1 and ls2) solely
impact the even-mode frequencies and do not affect the
odd-mode frequencies.

Where θ = 2πf = β l, the electrical length ratio:
θ s1/θ 1 = ls1/l1, θ s2/θ 1 = ls2/l1. According to the designed
center frequency f c = 6.85 GHz and the effective dielec-
tric constant of the substrate, it is easy to determine that
the value of l1 is λ g/4 (λ g is the guided wave wavelength

Fig. 3. Equivalent circuits of the proposed resonator: (a)
odd-mode equivalent circuit, (b) even-mode equivalent
circuit.

at the f c). Therefore the physical length is chosen to be
7.4 mm. Assume here that the width of w1 is 0.2 mm,
then Z1 = 127.4 Ω. According to [22], it can be deter-
mined that the impedance values of Z2 and Z3 are 50.3
Ω and 77.8 Ω, respectively. In this way, we can calculate
w2 = 1.5 mm and w3 = 0.8 mm.

When θ s1 and θ s2 are equal to 0◦ (there are no open-
circuit and short-circuit stubs), we determine the odd-
mode and even-mode frequencies under weak coupling,
as shown in Fig. 4. At this time, we set θ s1/θ 1 = 0/7.4
(1.1/7.4, 2.2/7.4, 3.3/7.4). In Fig. 4 (a), the even-mode
frequencies (f e1, f e2, f e3) decrease from high to low fre-
quencies as the electrical length ratio θ s1/θ 1 shifts from
0 to 0.86. f e2 and f e3 experience the sharpest drop.

When θ s2/θ 1 changes from 0/7.4 to 0.9, and it is
observed that the even-mode frequencies (f e1, f e2, f e3)
are significantly lower at an electrical length ratio θ s2/θ 1
of 0 than at 0.1. Between electrical length ratio θ s2/θ 1
of 0.1 to 0.9, the three even-mode frequencies transition
gradually to lower frequencies. According to Fig. 4, we
choose θ s1/θ 1 equal to 0.44 and θ s2/θ 1 equal to 0.47. So

(a)

(b)

Fig. 4. (a) Even- and odd-mode frequencies (f e1, f e2, f e3,
f o1, f o2) under variation of θ s1; (b) even- and odd-mode
frequencies (f e1, f e2, f e3, f o1, f o2) under variation of θ s2.
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we can get ls1 = 3.3 mm and ls2 = 3.5 mm. While keeping
ls1 and ls2 unchanged, by increasing the stub width, it is
found that when Zs1 = 56 Ω and Zs2 = 69.8 Ω, the five
resonant frequencies have a good frequency distribution.

After analyzing the five resonant frequencies, we
can further achieve the required passband by vary-
ing the length of each stub of the proposed resonator.
Figure 5 (a) depicts the variation of the five odd-even
mode frequencies with the length l1, indicating that l1
has an effect on both odd- and even-mode frequencies.
Furthermore, we studied the impact of ls1 and ls2 on

(a)

(b)

(c)

Fig. 5. Simulated response of the proposed resonator un-
der weak coupling: (a) l1 length variation, (b) ls1 length
variation, (c) ls2 length variation.

the even-mode frequencies in the passband, as shown in
Figs. 5 (b) and (c). We found that ls1 has a greater ef-
fect on the even-mode frequency f e3, whereas ls2 has a
greater effect on the even-mode frequency f e1. By tun-
ing these two parameters, we can expand the frequency
range to meet the UWB passband requirements. The five
frequencies of the resonator are 3.24 GHz, 4.42 GHz, 6
GHz, 7.86 GHz, and 9.45 GHz. Hence, the first five res-
onant frequencies can be assigned over a broad range,
making it advantageous for UWB filter design. Accord-
ing to the above analysis, the optimal value of the short-
circuit SIRR here is as follows: l2 = 8.5, Z2 = 51 Ω, l3
= 6.78, Z3 = 78.2 Ω, ls1 = 3.3, Zs1 = 56.5 Ω, ls2 = 3.5,
Zs2 = 70.2 Ω. To achieve the necessary frequency range
for UWB, the interdigital-coupled lines structure has
been utilized. This structure effectively shifts the atten-
uation zero of the lower stopband, resulting in a tighter
coupling. However, the current manufacturing methods
present a limitation on the coupling strength. The mini-
mum coupling gap that can be achieved is only 0.1 mm.

After conducting the aforementioned analysis, we
have successfully optimized the fundamental structure
of the filter. The simulation S-parameters of the UWB
bandpass filter are illustrated in Fig. 6. Considering fac-
tors such as impedance matching and reflection effects,
the passband of 2.8-9.5 GHz is finally selected. An ad-
ditional pole in the passband may be due to the strong
coupling of the interdigital-coupled lines. It is worth
noting that there exists a transmission zero at both the
lower and upper passband edges, specifically located at
0.2 GHz and 11.74 GHz, respectively. Moreover, the in-
sertion loss and return loss are both better than 0.5 and
14.3 dB, respectively, in the passband. Furthermore, ad-
ditional transmission zeros present in the upper stopband
contribute to extending the stopband to 16 GHz.

Fig. 6. Simulated response of the basic UWB filter for
the range 0-17 GHz.

As demonstrated in Figs. 7 (a-d), we may also mod-
ify additional parameters (l2 and l3) to improve the fre-
quency characteristics of the filter. The location of the
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(a) (b)

(c) (d)

Fig. 7. Filter frequency response S-parameters: (a) and
(b) variation of l2, (c) and (d) variation of l3.

transmission zero on the passband’s edge and the pass-
band return loss are both impacted by the length of the
stepped impedance ring short-circuit resonator. Chang-
ing the lengths of l2 and l3 will move the transmission
zeros, as seen in Figs. 7 (a) and (c), which will af-
fect the passband bandwidth. The filter may adhere to
the UWB spectrum restriction and provide outstanding
roll-off characteristics by optimizing the lengths of both.
As illustrated in Figs. 7 (b) and (d), changing the res-
onator length further reduces the passband insertion loss,
and fine-tuning the corresponding length may further en-
hance in-band performance. As the passband in this in-
stance exhibits a reflection characteristic larger than -13
dB and the passband edge transmission zero is better
than the suppression of 30 dB, the ideal values utilized
here are l2 = 8.5 mm and l3 = 6.78 mm. The suggested
structure’s final optimal dimension values are (in mil-
limeters): l1 = 7.4, w1 = 0.2, l2 = 8.5, w2 = 1.8, l3 = 6.78,
w3 = 0.8, l4 = 7.4, w4 = 0.3, ls1 = 3.3, ws1 = 1.5, ls2 = 3.5,
ws2 = 1, Φ1 = 0.5, Φ2 = 0.4, a = 6.3, g = 0.1.

IV. EXPERIMENTAL VERIFICATION

The results of testing the manufactured filter on a
Vector Network Analyzer ZNB40 are shown in Fig. 8.
The experimental findings are fundamentally consistent
with the simulation outcomes. The passband, with a 3
dB threshold, spans from 2.8 GHz to 9.5 GHz, denoting
a relative bandwidth of 108.9%. The highest level of in-
sertion loss within the band is measured at 0.36 dB. The
proposed filter exhibits an in-band return loss that ex-
ceeds 13 dB. Moreover, it demonstrates out-of-band sup-
pression of over 110 dB at the lower stopband and atten-
uation greater than 20 dB at the upper stopband, which

(a)

(b)

Fig. 8. The measured and simulated (a) S-parameters and
(b) group delays.

extends to approximately 15 GHz. The measured group
delay, which exhibits excellent linearity, remains flat and
varies from 0.38 to 0.85 ns within the passband. Dis-
crepancies between the measured data and the simulation
outcomes can be attributed to human error in fabrication
and measurement, restricted substrate area, and possible
connector reflections. Our ultra-wideband (UWB) band-
pass filter is compared with existing examples found in
the current literature, as presented in Table 1. The ma-
jor benefit compared to materials of the same level is its

Table 1: Comparison of the proposed filter with other re-
ported UWB bandpass filters
Ref. 3 dB

FBW

(%)

Stopband

(GHz)/Attenuation

(dB)

Size (λλλ g ×
λλλ g)

Material

[4] 95 14/>20 1.24×0.67 Copper
[9] 110 18/>12 0.8×0.3 Copper

[10] 110 20/>10 0.74×0.67 Copper
[16] 109.6 17/>17 0.95×0.78 Copper
[20] 109.4 27.6/>20 0.514×0.312 Copper
[21] 125.3 16/>20 1.57×1.18 HTS
This
work

108.9 15/>20 0.84×0.41 Copper
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lower insertion loss. The size has a minor benefit over
different material levels.

V. CONCLUSION

A compact UWB bypass filter employing
interdigital-coupled lines and a multi-stub-loaded
stepped-impedance ring resonator is presented and
implemented. By adjusting the corresponding stub
electrical length and impedance ratio, the distribution
of two odd mode frequencies and three even mode
frequencies within the passband can be readily achieved.
The implementation of a interdigital-coupled line as
the feed for the filter is preferred due to its ability to
offer optimal reflection and bandwidth. The proposed
resonator possesses inherent characteristics that result
in the generation of multiple transmission zeros at the
upper and lower edge of the passband. This feature
enhances the filter selectivity, rendering the proposed
filter an attractive choice for ultra-wideband wireless
communication systems.
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Abstract – For 5G sub-6 GHz outdoor applications, a
highly isolated two-port rectangular dielectric resonator
antenna (RDRA) with UWB MIMO is presented in
this research. For isolation enhancement purposes at the
lower frequency band (2.27 GHz-2.62 GHz), a longitudi-
nal slot is inserted at the ground plane. For isolation en-
hancement at the higher frequency band (3.9 GHz-5.73
GHz), an edged hole is inserted in the RDRA. Investi-
gations are conducted on the impacts of slotted ground
as well as edged hole radius on isolation. The orthogonal
feeding scheme of UWB MIMO RDRA considering both
edged hole and slotted ground plane effects are investi-
gated. For the edged hole MIMO RDRA with a slotted
ground plane, isolation is better than -24.7 dB at a higher
frequency band and is better than -15.5 dB at a lower fre-
quency band. This isolation improvement is explained
by the surface current density distribution. The use of
an edged hole RDRA and an aperture-coupled orthogo-
nal feeding allows UWB bandwidth and good efficiency
performances on the 5G operating bands. To justify the
MIMO performance, the envelope correlation coefficient
(ECC) and diversity gain (DG) are applied.

Index Terms – 5G, co-polarization, cross-polarization,
DG, DRA, ECC, MIMO antenna, UWB.

I. INTRODUCTION

The primary requirements of wireless 5G commu-
nication networks are extremely high data rates, im-
proved spectral efficiency, lower latency, and high qual-
ity of service (QoS) [1–3]. The millimeter wave frequen-
cies (more than 24 GHz) are used for interior coverage,
whereas the 5G sub-6 GHz channels are used for out-
door applications [4]. According to the most recent edi-
tion of the 3GPP technical standard (TS 38.101), the sub-
6 GHz bands for 5G communications are divided into
new radio bands such as n46 (5.150- 5.925), n47 (5.855-
5.925), n53 (2.483.5-2.495), n77 (3.3 GHz-4.2 GHz),
and n79 (4.4 GHz-5 GHz) [5]. The multiple input, multi-
ple output (MIMO) antenna system takes into account
many antenna elements on a single substrate, which
worsens the isolation properties. Low isolation (below 10

dB) between antenna components with constrained spac-
ing is therefore extremely difficult [6]. There have been
many different isolation techniques used, but it has been
found that decoupling networks [7–9], parasitic meth-
ods [10–12], flawed ground structures [13–15], neutral-
ization lines [16–18], metamaterials [19–20], the self-
isolated antenna [21], and orthogonal polarization [22]
all resulted in better isolation. Although some of the
previously suggested antennas had certain shortcomings,
overall, they had a positive influence on MIMO antenna
isolation. For instance, a decoupling network-used an-
tenna [7] suffered from an increase in envelope correla-
tion coefficient (ECC) from 0.01 and 0.19 to 0.12 and
0.29, respectively, with and without the use of a dual-
band decoupling network. Frequency shifting from 5.8
GHz to 5.5 GHz was a problem for parasitic approaches
[11] when electromagnetic band gap (EBG) structures
were present. Due to H-shaped defected ground struc-
tures (DGS), DGS [14] only experienced little radiation
profile distortion. Wider lower-frequency bandwidth as
opposed to upper-frequency bandwidth was a problem
for neutralization lines [18]. The susceptibility of res-
onators to the horizontal movement was a problem for
metamaterials [19]. Hence, a mutual coupling decrease
was not seen. Narrow bandwidth was a problem for
orthogonal polarization and self-isolated antenna tech-
niques [21, 22].

With isolation greater than -24.7 dB at higher
frequency bandwidth (3.9 GHz to 5.73 GHz) and iso-
lation better than -15.5 dB at lower frequency band-
width (2.27 GHz to 2.62 GHz), a high isolated dual-
port ultra-wideband (UWB) MIMO rectangular dielec-
tric resonator antenna (RDRA) is suggested in this re-
search. This is accomplished by using an orthogonal
feeding system, an edged hole at the RDRA, and a lon-
gitudinal slot at the ground. An investigation is done into
how orthogonal feeding and the effects of edged hole ra-
dius and slotted ground affect isolation. A microstrip-
matched stub feed is utilized for impedance matching.
An etched Z-shape aperture at the ground plane connects
a dielectric resonator to a feed stub. Calculated ECC and
DG both fall within the permitted range. The suggested
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MIMO antenna is a candidate for sub-6 GHz outdoor
5G applications since the measured -6 dB operating fre-
quency bandwidth is adequate for the n46, n47, n53, n77,
n78, and n79 5G frequency bands.

The proposed edged hole MIMO RDRA with a slot-
ted ground plane achieves -15.53 dB and -24.7 dB at
lower and higher frequency bands, respectively. That is
achieved without using DGS or EBG structures, or para-
sitic methods that may cause radiation distortion or fre-
quency shift. Also, ECC is kept lower than 0.01 all over
the operating lower and higher bandwidths. The pro-
posed edged hole MIMO RDRA with a slotted ground
plane has wider upper-frequency bandwidth as compared
to lower-frequency bandwidth.

II. RDRA’s ORTHOGONAL FEEDING
METHOD

This section introduces the RDRA both without and
with the slotted ground plane. The perspective view, top
view, and bottom view of the MIMO RDRA are dis-
played in Fig. 1. It uses a low-cost FR4 substrate with
a 1.6 mm thickness, a dielectric constant εr of 4.65, and
a loss tangent tan(δ ) of 0.02. On the substrate’s top sur-
face, two Z-slots and two 50 Ω matching stubs are etched
into the ground plane. On the top surface of the sub-
strate, two rectangular-shaped dielectric resonators made
of alumina are positioned. The RDRA’s T E111 mode
presence is based on [23–25]. The DRA with the dimen-
sion’s width w, length l, and height h emits magnetic
dipole radiation. The following formulas can be used to
calculate the resonant frequency:

fo =
c

2π
√

εr

√
k2

x + k2
y + k2

z (1)

kx = π/l,kz = π/2h (2)

w =
2
ky

tanh
(

kyo

ky

)
,kyo =

√
k2

x + k2
z , (3)

where c represents the vacuum-bound speed of light.
You may get the resonance frequency fo by knowing the
length l and height h and solving for ky and w. The com-
puted resonance frequency of a DRA with identical di-
mensions of length and breadth of 25 mm and various
heights h values is shown in Table 1.

Table 1: The resonant frequency of various height levels
of RDRA

hhh (mm) 10 15 20 25
fff ooo(GHz) 3.23 2.71 2.22 2.39

A dielectric cube with a 25 mm edge length is em-
ployed as a starting point. The suggested MIMO RDRA
is modeled, simulated, and optimized using the CST
electromagnetic solver taking into account the feeding

scheme impact; the MIMO RDRA optimized dimen-
sions are shown in Table 2. The resonance frequency for
an RDRA with equal dimensions of 21.5 mm in width,
length, and height is discovered to be 2.39 GHz. With-
out taking into account the impact of the feeding mech-
anism, the predicted resonant frequency is discovered to
be 2.99 GHz. Figure 1 depicts the isolation between the
two ports of the MIMO RDRA aerial. It is noted that at
the lower operating bandwidth (2.25 GHz to 2.52 GHz),
the isolation between the two ports is maintained be-
low -9.5 dB, while at the higher operating frequency
bandwidth, it is maintained below -16 dB. (3.6 GHz to
5.7 GHz).

Table 2: MIMO RDRA dimensions (mm)
LLLDDDRRRAAA SSS111HHH SSS222HHH SSS333HHH SSS111VVV
21.5 18.9 17.9 7.9 9.25
SSS222VVV LLLSSS wwwSSS HHHDDDRRRAAA LLL111 SSSlllooottt

11.25 80 40 15.24 11
LLL222 SSSlllooottt LLL333 SSSlllooottt www111 SSSlllooottt www222 SSSlllooottt LLL333 FFFeeeeeeddd

5 11 6 6.3 13
LLL222 FFFeeeeeeddd LLL111 FFFeeeeeeddd www111 FFFeeeeeeddd www222 FFFeeeeeeddd SSS444HHH

6 7 2.7 2.7 17.3
LLLsss111 LLLsss222
38 38

For the lower frequency band isolation enhance-
ment, a longitudinal slot at the ground is inserted. The
obtained isolation is better than -13.2 dB, while the
higher frequency band is better than -17 dB, as shown
in Fig. 1 (g). The rectangular slot is etched and centered
at the ground plane with dimensions of 40 mm width and

(a)
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LDRA
LDRA

L D
RA L D
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S1H S3H

(b)

Fig. 1. Continued
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Fig. 1. The suggested MIMO RDRA: (a) perspective
view, (b) top view, (c) side view, (d) bottom view, (e) S-
parameters, (f) bottom view of the MIMO RDRA with
the slotted ground plane, and (g) S-parameters of the
MIMO RDRA with the slotted ground plane.

8.1 mm length. Its position is tuned using the CST simu-
lator and is shown in Fig. 1 (f). Table 2 shows the dimen-
sions of the bottom view of the slotted ground plane.

III. AN EDGED HOLE RDRA
ORTHOGONAL FEEDING TECHNIQUE

This section introduces the edged hole RDRA both
without and with the slotted ground plane. An edged
hole of 4 mm radius is created at the RDRA edge, as
illustrated in Figs. 2 (a) and (b) to improve isolation at
the higher frequency band. At a higher frequency range,
in Fig. 2 (c), more isolation is achieved. In compar-
ison to -9.5 and -19.6 dB, with the same orthogonal
feeding but without an edged hole and slotted ground
plane, the isolation is retained below -10.5 dB and -22.3
dB at the lower and higher working bands, respectively.

(a)

(b)
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Fig. 2. The edged hole MIMO RDRA: (a) perspective
view, (b) top view, and (c) S-parameters.
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The impact of hole radius on isolation is seen in
Fig. 3 (a). For the lower frequency range, the isolation is
maintained below -9.6 dB at a hole radius of 1 mm and
below -10.96 dB at a hole radius of 5 mm. Moreover, the
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Fig. 3. MIMO edged hole RDRA: (a) S21, (b) S11 as the
hole radius varies, and (c) S-parameters with the slotted
ground plane.

isolation is maintained below -16.5 dB at a 1 mm hole
radius and below -23.5 dB at a 5 mm hole radius at the
higher frequency spectrum. At a hole radius of 1 mm,
the lower bandwidth changes from 2.29 GHz-2.51 GHz
to 2.36 GHz-59 GHz. According to Fig. 3 (b), the higher
bandwidth changes from 3.62 GHz to 5.66 GHz at a 1
mm hole radius to 3.69 GHz to 5.74 GHz at a 5 mm
hole radius.

To achieve better isolation at the lower frequency
band, the slotted ground plane is used. The same dimen-
sions and position as Fig. 2 (f) are considered. The isola-
tion of the higher bandwidth is kept below -24.7 dB and
the lower bandwidth is kept below -15.53 dB, Fig. 3 (d).
Table 3 shows the lower and the higher bandwidths along
with the obtained isolation for the four previous MIMO
RDRA configurations. The lower frequency band shifts
from 2.25 GHz-2.52 GHz to 2.27 GHz-2.62 GHz and
isolation shifts from -9.5 dB to -15.53 dB for the RDRA
without the slotted ground plane and the edged hole
RDRA with the slotted ground plane, respectively. Also,
the higher frequency band shifts from 3.6 GHz-5.7 GHz
to 3.9 GHz-5.73 GHz, and isolation shifts from -16 dB to
-24.7 dB for the RDRA without the slotted ground plane
and the edged hole RDRA with the slotted ground plane,
respectively.

Table 3: The bandwidths and the isolations of the four
MIMO RDRA configurations

Antenna BW (GHz) Min

Isolation

(dB)

RDRA without slotted ground 2.25-2.52 -9.5
3.6-5.7 -16

RDRA with slotted ground 2.22-2.5 -13.2
3.58-5.67 -17

Edged RDRA without slotted ground 2.33-2.56 -10.5
3.68-5.7 -22.3

Edged RDRA with slotted ground 2.27-2.62 -15.53
3.9-5.73 -24.7

A. Distribution of surface current

The surface current density distribution at 2.48 GHz
(lower frequency band) and 4.2 GHz (higher frequency
band) for both MIMO RDRA without slotted ground and
MIMO edged hole RDRA with the slotted ground plane,
where port 1 is excited, is shown in Fig. 4 to examine
the isolation properties of the MIMO RDRA antennas. It
has been noted from Fig. 4 (a) that the coupling current
among MIMO components is quite weak in the case of
only left MIMO RDRA excitation. The difference be-
tween the surface current density near the left RDRA
and near the right RDRA, seen in Fig. 4 (a), is also
higher than the difference between the surface current
density near the left RDRA and near the right RDRA,
shown in Fig. 4 (b). So, both surface current distribution
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characteristics back up the conclusion that the suggested
orthogonal MIMO RDRA’s self-isolation with an edged
hole structure is superior to that of the proposed orthogo-
nal MIMO RDRA without an edged hole structure. That
explains the isolation improvement that is gained when
orthogonal MIMO RDRA with an edged hole structure
is applied. The same outcomes have been seen when just
right MIMO RDRA excitation is used, as illustrated in
Fig. 4 (c) and (d).

 
(a)( )

 
(b)

(c)

 
(d)

Fig. 4. Surface current distribution of MIMO RDRA: (a)
with edged hole and slotted ground at 2.4 GHz, (b) with-
out the edged hole and slotted ground at 2.4 GHz, (c)
with edged hole and slotted ground at 4.2 GHz, and (d)
without the edged hole and slotted ground at 4.2 GHz.

B. Co-polarized and cross-polarized radiation pat-
tern

Resonance frequencies at 2.39 GHz, 3.84 GHz, 4.65
GHz, and 5.27 GHz are provided by the MIMO RDRA
without an edged hole and slotted ground. Figure 5
shows that the proposed antenna’s E-plane and H-plane
radiation patterns are directional at a frequency of 2.39
GHz. (the same performance at other resonant frequen-
cies). Moreover, Fig. 6 shows the predicted radiation pat-
tern for the MIMO-edged hole RDRA with the slotted
ground. With its slotted ground and MIMO-edged holes,
the RDRA offers resonance frequencies of 2.4 GHz,
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Fig. 5. MIMO RDRA antenna’s simulated radiation pat-
tern (without the edged hole and slotted ground): (a) E-
plane Co and cross-polarization dB (V/m) at 2.39 GHz,
and (b) H-plane Co and cross-polarization dB (A/m) at
2.39 GHz.
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Fig. 6. MIMO RDRA antenna’s simulated radiation pat-
tern (with edged hole and with slot): (a) E-plane Co
and cross-polarization dB (V/m) at 2.4 GHz, and (b) H-
plane Co and cross-polarization dB (A/m) at 2.4 GHz.

3.95 GHz, 4.78 GHz, and 5.34 GHz. Co-polarization and
cross-polarization are only displayed for the left MIMO-
edged hole RDRA at 2.4 GHz. The radiation patterns
show that the proposed antenna’s E- and H-planes are
directional at these resonance frequencies. Both MIMO-
edged hole RDRA with and without slotted ground struc-
tures can receive signals in both directions.

In Figs. 7 (a) and (b), respectively, the simulated
gain and radiation efficiency of MIMO RDRA with slot-
ted ground and MIMO edged hole RDRA without slotted
ground are shown. The radiation efficiency for MIMO
RDRA without slotted ground is better than 84% for the
lower operating frequency bandwidth (2.25 GHz to 2.55
GHz) and higher than 75% for the higher operating fre-
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Fig. 7. Gain and radiation efficiency of MIMO RDRA:
(a) without, and (b) with an edged hole and slotted
ground.

quency bandwidth (3.6 GHz to 5.7 GHz). Radiation effi-
ciency is better than 85% for MIMO-edged hole RDRA
with the slotted ground for the lower operating frequency
bandwidth (2.27 GHz to 2.62 GHz) and higher than 76%
for the higher operating frequency bandwidth (3.9 GHz
to 5.73 GHz). The gain for MIMO RDRA without slot-
ted ground is higher than 4.7 dB for the lower operating
frequency bandwidth (2.25 GHz to 2.55 GHz) and higher
than 3.6 dB for the larger operating frequency bandwidth
(3.6 GHz to 5.7 GHz). The gain is larger than 4.5 dB for
MIMO-edged hole RDRA with the slotted ground for the
lower operating frequency bandwidth (2.27 GHz to 2.62
GHz) and greater than 4 dB for the higher operating fre-
quency bandwidth (3.9 GHz to 5.73 GHz).

C. Performance of diversity

By computing the diversity performance parameters
(ECC, DG), the performance of the orthogonal MIMO
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RDRA with and without edged holes is presented. Equa-
tion (4) is used to calculate the ECC based on the S-
parameters calculation [25].

ECC=
|S∗nnSnm+S∗mnSmm|2((

1−( |Snn|2+|Smn|2
))(

1− (|Smm|2+|Snm|2))
) .

(4)
According to the International Telecommunication

Union (ITU) standard, the ECC value should be smaller
than 0.5 to provide optimal MIMO aerial performance.
Throughout the whole operational lower and higher fre-
quency bands, the correlation values for the MIMO
RDRA without slotted ground and the edged hole RDRA
with slotted ground are less than 0.04 and 0.02, respec-
tively, making it a viable MIMO antenna for the autho-
rized bands. Equation (5) is used to determine diver-
sity gain [26]. Close to 10 is the acknowledged diver-
sity gain value. Based on Fig. 8, it can be shown that
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Fig. 8. ECC and DG versus frequency plot of MIMO
RDRA: (a) without the slotted ground, and (b) with the
edged hole and slotted ground.

for both the lower and higher operating frequency bands,
MIMO RDRA without ground slot and MIMO edged
hole RDRA with grounded slot both exhibit a diversity
gain of almost 10.

DG= 10
√

1−|0.99ECC|2. (5)
Table 4 shows a comparison of the proposed

edged hole MIMO RDRA with a slotted ground plane
considering bandwidth, isolation, ECC, and diversity
gain.

Table 4: Comparison of the proposed edged hole MIMO
RDRA with the previous MIMO structure

Antenna
−6 dB

BW
(GHz)

Min
Isolation
(dB)

Max
ECC

Min
DG

Edged
RDRA

2.27−
2.62 15.53 0.01 10

with slotted
ground 3.9−5.73 24.7 0.002 10

[1] 3.38− 26 0.04 -
3.78

4.95− 25 0.06 -
[4] 5.58
[8] 3.3−5 19 0.018 -

[15] 2.6−3.6 14 0.21 10

IV. PROTOTYPE OF ANTENNA

An orthogonal MIMO RDRA (without an edged
hole) antenna is selected to be manufactured and tested
for verification, as shown in Fig. 9. Figures 9 (a) and
(b) show images of the manufactured rectangular MIMO
antenna. Figure 9 (c) also displays a picture of the ex-
perimental setup. For experimental validation, a Rohde
& Schwarz ZVP 20 Vector Network Analyzer is em-
ployed. Figure 10 displays the predicted and observed
scattering characteristics for the suggested orthogonal
MIMO-RDRA (without edged hole). The findings of the
measured and simulated S-parameters coincide rather
well. The relevant difference results from manufacturing
flaws, soldering effects, glue effects, and an alignment is-
sue with both the feeding system and RDRA. The RDRA
block is just an alumina layer that is stacked one to an-
other using glue. Compared to its simulated counterpart’s
lower frequency -6 dB bandwidth of 2.25 GHz to 2.52
GHz, the measured lower -6 dB frequency bandwidth is
enlarged from 2.54 GHz to 2.79 GHz. In contrast to its
simulated equivalent, which has a high-frequency -6 dB
bandwidth of 3.6 GHz to 5.7 GHz, the measured -6 dB
high-frequency bandwidth is expanded to 3.77 GHz to
6 GHz.
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Fig. 9. Fabricated rectangular MIMO RDRA prototype
(without edged hole): (a) top view, (b) bottom view, and
(c) experimental setup.
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Fig. 10. Simulated and measured S-parameters of MIMO
RDRA (without edged hole).

V. CONCLUSION

In this paper, MIMO RDRA with and without a slot-
ted ground plane and MIMO edged hole RDRA with and
without a slotted ground plane are investigated for an or-
thogonal feeding scheme. For isolation enhancement at
the lower frequency band, the slotted ground plane was
used, while the isolation enhancement at the higher fre-
quency was achieved by using the edged hole RDRA.

Without a slotted ground plane, the MIMO RDRA
featured two -6 dB impedance bandwidths, a lower oper-
ating frequency band (between 2.25 and 2.52 GHz), and
a higher operating frequency band (3.6 GHz to 5.7 GHz).
A lower operating frequency bandwidth (2.27 GHz to
2.62 GHz) and a larger operating frequency bandwidth
were available for the MIMO edged hole RDRA with

the slotted ground plane (3.9 GHz to 5.73 GHz). It was
looked into how hole radius affected everything. Struc-
tures using MIMO RDRA have a minimum efficiency of
75%. The suggested MIMO RDRA antennas were ex-
cellent candidates for outdoor 5G applications due to the
diversity of 10 throughout the working frequency bands.
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Abstract – This article presents the design of an array
of rectennas operating at 28.3 THz for infrared (IR)
energy harvesting applications. The basic element of the
array consists of a Vivaldi-dipole rectenna composed of
two arms made with different conductors (gold and tita-
nium). A metal-insulator-metal (MIM) tunnel diode is
used to rectify the THz ac current. The proposed MIM
diode consists of a very thin layer of Al2O3 sandwiched
between the two metal electrodes. Arrays of two, three,
and four rectennas are investigated. The improvement
of the energy captured by coupling several elements in
the same structure with a common gap is also investi-
gated. This array architecture, without feeding network,
may reduce the number of rectifying diodes and, there-
fore, decrease losses and increase the overall efficiency.
Finally, it has been found that the four-elements rectenna
array has a maximum electric field intensity of 62.4 ×
104 V/m at 28.3 THz.

Index Terms – Energy harvesting, infrared (IR) energy,
MIM diode, rectenna, THz, Vivaldi antenna array.

I. INTRODUCTION

Nowadays, wireless sensor networks are widely
used in several applications related to industry, surveil-
lance, monitoring of people and objects, home automa-
tion, scientific research, etc. This rapid expansion in
using wireless systems is due, among other reasons, to
the considerable developments and advances made in

microelectronics. These advances have enabled the inte-
gration of more and more functionalities in an increas-
ingly smaller volume [1].

Unfortunately, research and development in energy
storage technologies have not followed the same rapid
trend. As a result, portable communications systems
are finding themselves increasingly penalized regarding
autonomy. To make these communication systems and
objects more self-sufficient in energy and to increase the
battery life, efficient electromagnetic energy harvesting
systems are required. Collecting energy from the sur-
rounding environment and converting it into usable elec-
trical energy is a very interesting alternative to traditional
usage of replaceable batteries [2]. These energy sources
can be recovered from artificial devices or available nat-
ural sources [3–4].

The most direct and abundant source of energy
comes from the Sun. Photovoltaic energy harvesting is
a promising technology that converts solar energy in the
visible spectrum into usable electrical energy [5], but this
received energy from the sun is used in the visible region
during the day only.

The energy released at night is in the infrared (IR)
region within the spectral range 7-17 μm with a max-
imum power peak centred around the wavelength 10.6
μm (28.3 THz) [6–7]. In order to harvest and convert
this available infrared energy, we need new devices to
capture, convert, and store this energy. One solution
that can exploit this abundant infrared energy from the
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Earth’s surface is to use energy harvesting based on
nano-rectennas [4, 8]. A rectenna-based system, is com-
posed of a receiving antenna with integrated rectifying
diode [9–11].

Harvesting energy in the IR domain requires effi-
cient design of the antenna and the rectifying diode,
with deep understanding of the dielectric properties of
materials in the optical band, especially in the infrared
range [4, 12, 13].

The continuous technological evolution of elec-
tronic and optical materials at the nano-metric scale
quickly leads to the design of devices which were not
even possible a few years ago. Plasmonics is one of areas
that benefit most from these advances [14–15]. Opti-
cal antennas are strongly analogous to their radio fre-
quency counterparts, but there are crucial differences in
their physical properties and behavior when scaled. Most
of these differences arise because metals are not perfect
conductors at optical frequencies, but rather are highly
correlated plasmas described as a free electron gas. By
definition, an optical antenna is a device that converts
freely the radiation of propagating light into localized
electromagnetic energy, and vice versa [16]. The fabrica-
tion of optical antenna structures is an emerging opportu-
nity for new optoelectronic devices [17]. Optical anten-
nas help to exceed the diffraction limit, making it possi-
ble to manipulate, control and visualize optical fields at
the nano-metric scale, which offers a wide range of appli-
cations [18]. Among these are antenna probes for nano-
imaging, non-linear signal conversion, and IR energy
harvesting. These nano-antennas require specific studies
to develop optical antennas.

Associated with the antenna, IR energy harvesting
is based on the use of diodes as rectifiers. In the tera-
hertz domain, the use of diodes and more particularly of
Schottky and MIM diodes, is very useful at the level of
the rectifier block. MIM diodes are very attractive and
promising candidates for energy recovery in the infrared
spectrum. The MIM diodes are a good candidate for
infrared (IR) applications of the electromagnetic spec-
trum because of their high-speed characteristics and their
compatibility with integrated circuits [4, 19].

Usually, a single rectenna element cannot supply
sufficient captured wireless power. To increase the power
recovered by the system, we must maximize the power
captured. One way to achieve this is by increasing the
surface area of the antennas; however, this will shift
the omni-directional bandwidth toward the low frequen-
cies. Another approach is to combine several elements
in an array configuration. Several configurations of the
second approach are already presented in literature, but
they all suffer from some limitations: In [20], a rectenna
array based on a 2-by-4 misaligned bowtie antenna is
presented. Four spiral elements composed of three gold-
based square spiral nano-antennas resonate near 13 μm

[21] with dimensions of 750 × 750 nm of each element.
The system arrays have been coupled together in one
structure with one common gap by using a feeding line.
In both configurations cited in [20] and [21], the size
of the feeding network is large compared to the array
causing high ohmic losses, which reduce the intensity of
the total collected electric field within the gap.

To increase further the captured electric field in
arrays of nano-rectennas, authors in [22] optimized both
the metal thickness of a bowtie nano array, (the optimal
thickness was equal to 95 nm) in addition to the incident
angle.

In this paper, we present a new design of nano-
rectenna array, based on a Vivaldi rectenna operating
at infrared wavelengths, with a maximum peak of col-
lected power situated at 10.6 μm (28.3 THz). The struc-
ture is composed of an array of Vivaldi nano-rectennas
placed in a configuration to create a hot spot in order to
increase the intensity of the collected electric field within
this localized zone. The main advantage of the proposed
configuration is to remove the complex and lossy feed-
ing network used in [22] and [23], in addition to the con-
centration of the electric field in one small region (hot
spot) where the rectifying diode should be integrated. So,
losses will be reduced, the captured electric field within
the gap will be enhanced, and the total efficiency of the
rectenna will be increased.

This article is organized as follows. Section II
describes, respectively, the designs of one, two, three,
and four antennas and their performances. The maximum
fields captured for each case are presented. In section III,
a similar study adds the rectifying MIM diode to form the
rectennas. The design parameters of the Vivaldi nanoar-
rays are optimized to obtain maximum performance. The
rectennas were simulated by using computer simulation
technology (CST) software [24], where the dielectric
properties of the metals (gold and titanium) are calcu-
lated based on the Drude-model.

II. VIVALDI NANO-ANTENNA
A. Vivaldi nano-antenna design

Currently, printed antennas are becoming more and
more important because of the great variety of geomet-
ric shapes they can take, which make them applicable
to different integration situations. This is a key prop-
erty which explains the introduction of printed anten-
nas in energy harvesting applications. This technology
responds well to the needs of our application. Therefore,
the design of the antennas must respond to compromises
in terms of performance and complexity of implemen-
tation. The Vivaldi antenna is a simple planar antenna
characterized by a wide band and linear polarization. The
antenna element as shown in Fig. 1, presents an exponen-
tial curve profile in the XY plane. In The gap between
the two arms of the antenna is defined by the following
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function [25]:

g(x) = R(eCx−e−Cx)+
Wmin

2
, (1)

where the coefficient C is the curvature parameter, Wmin
is the width of the gap line, and R is defined by:

R =
Wmax

2 − Wmin
2

eCL− eC . (2)

Wmax is the opening width at the end of the arm and
C is the length of the arm. The antenna configuration is
symmetric around the x-axis.

The antenna element is composed of two arms: one
in gold, with a dielectric constant ε rg, loss tangent tan
δg, and a thickness hg; and the other in titanium with a
dielectric constant εrti, loss tangent tan δti, and a thick-
ness hti separated by a gap Wmin. A detailed parametric
study allowed us to obtain the optimal values of the dif-
ferent parameters of the final structure Vivaldi antennas
are described in Table 1.

The dielectric properties of gold, used in the simu-
lations are obtained by presenting the experimental data
in a Drude model [4]:

ε (ω)=ε∞− ωp
2

ω2−iωωτ
, (3)

where ε∞ represents the contribution of electrons linked
to the relative dielectric constant, ωp is the frequency of
the plasma (rapid oscillation of the electron density in
conductive media such as metals), and ωτ is the amorti-
zation frequency.

Table 1: Antenna dimensions and material properties
Parameters Value

(μm)

Parameters Value

(μm)

Wmax 40 ε rg at 28.3
THz

6037.7

Wmin 0.05 tan δ g at 28.3
THz

0.4

L 2.7 ε rti at 28.3
THz

430

hti 0.08 tan δ ti at 28.3
THz

0.98

hg 0.08 C 1.8

The advantage of this configuration is that it gives
the designer the freedom to vary several antenna param-
eters in order to increase the electric field received. In
addition, it produces a stronger electric field in its gap.
Another advantage of Vivaldi’s nano-antennas of this
form is the ability to build an array by coupling many
elements of the Vivaldi antenna in one configuration and
combining the electric field of each element at the feed
point of the network, where a rectifier can be integrated.

Light is an electromagnetic wave where the elec-
tric and magnetic fields are perpendicular to the direction
of propagation (z-axis). To study the electric field at the

antenna gap, a linear polarized plane wave (along x-axis)
with an electric field module equal to 1 V/m (see Fig. 1).
The electric field component of the incident field is along
the dipole axis y, and the direction of propagation is per-
pendicular to the dipole (along -z). The maximum value
of the collected field is concentrated at the gap with a
value 67.2 V/m at 28.3 THz, as shown in Fig. 2.

Wmax 

Fig. 1. Configuration parameters of the Vivaldi nano-
antenna and direction of incident plane wave.

Fig. 2. Field distribution at 28.3 THz.

B. Vivaldi nano-antenna array

Vivaldi nano-antenna arrays have been used and
studied due to their suitability for broadband operation
and because they offer flexibility to optimize radiation
properties by adjusting their configuration [22]. Figure 3
shows the configuration of the studied nano arrays. We
started by designing a nanoarray of two elements to
increase the captured electric field [26]. This network
consists of two nano-antennas with a 30 nm gap to collect
the electric field from the elements of the array, as shown
in Fig. 3 (a). This simple design offers a higher electric
field compared to a single element nano-antenna.
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The dimensions of all nano-antennas in this array
are the same as those in Fig. 1 with a slot of 30 nm
separating the two identical nano-antennas. Figure 3 (b)
shows three Vivaldi nano-antenna arrays based on gold
and titanium, coupled together in a single network com-
mon gap. The nano-antenna arrays have been designed to
resonate around 28.3 THz. Then, the four-element planar
Vivaldi nanoarray, shown in Fig. 3 (c), has been designed
to increase the electric field picked up for IR energy
harvesting applications [22]. By coupling numerous ele-
ments in the geometry of an array, the far-field character-
istics are improved and the output voltage is increased. In
previous studies [8], methods of increasing the captured
electric field by modifying the geometric parameters
of the nano-antenna are presented. From the simulated
results, the maximum electric field is produced by a 7
nm gap between the arms of the antenna. In addition, the
captured electric field is improved if the size of the gap
between the elements of the network at the supply point
is reduced. Therefore, for the array of four elements, a
Vivaldi nanoarray based on the optimized parameters is
constructed to obtain maximum performance.

(a) (b)

(c) (d)

Fig. 3. Vivaldi nano-antenna: (a) single structure, (b) two
elements array, (c) three elements array, and (d) four ele-
ments array.

C. Discussion
Figure 4 compares the solar energy harvesting

capacities of the different arrays.
The intensity of single nano-antenna reaches a max-

imum value of 5 × 103 at 28.3 THz. The captured field is
not sufficient with such a single-element antenna. How-
ever, this nano-antenna offers the possibility of capturing
higher values by using it in a circular or hexagonal net-
work by capturing the fields at the center of the array.
In the case of a simple antenna, the received signal is
often not sufficient to drive the rectifier. Thus, it is nec-
essary to increase the gain of the receiving antenna by

increasing its electrical size. This can be accomplished
by assembling the single element antennas in a circular
array configuration. The total field captured by the array
is determined by the addition of the fields captured by
each individual element when the elements interfere con-
structively. The factors which control the overall perfor-
mances of an array with identical elements are presented
in [26]: the geometrical configuration, the space between
the elements, the amplitude and the phase of excitation
of the elements, and the contribution of the individual
element. As we can see in Fig. 4, it is obvious that the
four-antenna nanoarray reaches a maximum value of 105

at 28.3 THz, which is better for harvesting the electric
field compared to other designs. It can be seen that the
field captured at the center increases by increasing the
number of nano-antennas integrated into the array.

This significant improvement in the collected field
strength obtained with the nanoarray is mainly due to the
increase in numbers of dipoles used. and therefore the
increase in its electrical size, at the resonant frequency.

Fig. 4. The intensity variation captured vs. frequency for
the different Vivaldi nanoarrays.

III. VIVALDI RECTENNA NANOARRAY
Electromagnetic energy harvesting systems require

a wave receiving antenna connected to an RF/DC
conversion system, thus forming a rectifier device or
“Rectenna.” Currently, many challenges encountered in
the design of rectennas for high performance are being
studied. It leads to continuous progress in the under-
standing of light/matter interaction at optical frequen-
cies. Recently, some researchers have shown a new low-
cost nano-antenna manufacturing method [22].

Due to the geometric convenience of the dipole, the
Vivaldi nano-antenna is chosen in this work to be the
main resonator that integrates with the rectifier. However,
the electric field picked up at the center of its gap is weak
and needs to be further improved. That’s why an auxil-
iary resonant element is added to the structure, at the cen-
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ter of this nano-antenna, in order to increase the captured
field and improve its overall performance.

Regarding diodes, many promising new alternatives
are being explored. For example, metal-insulator-metal
(MIM) diodes, metal insulator-insulator-metal diodes
(MIIM), traveling wave diodes, pointy diodes, and geo-
metric diodes have been considered as potential candi-
dates for these applications.

In this work, firstly, the dipole nano-antenna is sim-
ulated. The field picked up at the feed gap level is
shown in Fig. 4. After that, the optimized nano-antenna
is exploited in the rectenna structure by inserting a MIM
diode. In fact, a rectangular dielectric layer of Al2O3
with a permittivity equal to εr = 0.309+ j0.618 at 28.3
THz, thickness 1.5 nm, and size 0.21 μm2 is placed above
the center of the simulated nano-antenna. A rectangular
gold conductive layer of length d = 0.35 μm, width c =
0.2 μm, and thickness 0.14 μm is inserted as shown in
Fig. 5 (a).

Then, the designed double nano-antenna, composed
of four Vivaldi arms forming an array of two dipoles, is
used to create a nano-rectenna array. These two elements
have been coupled in the form of an array by adding a
single diode, as shown in Fig. 5 (b).

A. Nano-rectenna array design

The MIM diode is used for IR rectification with the
optical nano-antenna. The diode incorporates an insula-
tor layer between two electrodes, which are sufficiently
thin to allow tunnel conduction. To integrate the MIM
diode into the nanoarray of two Vivaldi antennas, we fol-
lowed the same principle of the MIM rectifier, an insu-
lator layer of dimension 0.2 × 0.105 μm2 and of the
same thickness, then a conductive layer of gold of dimen-
sion 0.2 × 0.25 μm2 is inserted in the same area of the
diode.

The Vivaldi planar nanoarray (2 × 3) designed to
increase the electric field picked up for solar energy col-
lection applications is shown in Fig. 5 (c). The far-field
characteristics are improved by coupling numerous ele-
ments in the form of an array, and the output voltage is
increased. The dimensions of the MIM diode are each
time modified in order to reach a maximum value of the
field at the frequency of the resonance. A single diode
was used for the network of three elements. The insu-
lating layer of Al2O3 of dimension 0.2 × 0.215 μm2

was used in the simulation. We have selected the con-
ductive layer of gold of dimension 0.2 × 0.355 μm2

in our study. Four Vivaldi elements, coupled together
in a single array with a common gap, is shown in
Fig. 5 (d). All of the features in Fig. 5 (d) have the same
dimensions as the Vivaldi nano-antenna, as depicted in
Fig. 1. A single diode was used for the array of three
elements.

(a))

(b) (c)

(d)

Fig. 5. Nano-rectenna configuration: (a) single array, (b)
two elements, (c) three elements, and (d) four elements.

IV. DISCUSSION

The electric fields captured inside the common gap
of the one, two, three, and four-element nanoarray are
calculated and plotted versus frequency from 26 THz to
30 THz, as shown in Fig. 6.

The Vivaldi nano-antenna array resonates at 13 μm.
Furthermore, it is clear that the Vivaldi network with

Fig. 6. The intensity variation vs. frequency for different
studied nanoarrays.
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four elements at the highest captured electric field, which
is more than six times greater than that of the array
with a single element. The intensity of the electric field
increases by increasing the number of elements forming
the nanoarray.

Thus, in this approach, the arrays designed have
contributed to increasing the field of view at the level
of the common gap when a single rectifier is necessary
instead of two or more. This means that we have reduced
the heat losses in the rectifiers and increased the total
efficiency of the rectenna.

Table 2 summarizes the simulation results of the
Vivaldi nano-rectennas designed. Vivaldi nano-rectennas
resonate at 28.3 THz, and they always operate in the
desired infrared band. Furthermore, it is clear that the
Vivaldi array with four elements produces the highest
captured electric field, which is more than double the
highest value for the two-element array, and more
than four times the highest value for the single Vivaldi
element.

Table 2: Comparison between different Vivaldi nano-
rectenna configurations
Array Element E-max

(V/m)

Intensity

One element 124 1.5 × 104

Two elements 284 8 × 104

Three elements 393 15.4 × 104

Four elements 790 62.4 × 104

V. CONCLUSION

A Vivaldi nano-antenna array for solar energy har-
vesting application at infrared frequencies 26-30 THz is
designed and optimized. The first study is done to exam-
ine the captured field at the common gap for the single,
double, three, and four nano-antenna with a resonant fre-
quency of 28.3 THz. The second study is done by inte-
grating a MIM diode into the designed arrays. The MIM
diode is a very thin device made up of a very thin layer
of Al2O3 sandwiched between two metal electrodes. It is
noted that the resonant frequency for this array is 28.3
THz with a maximum electric field intensity of value
62.4 × 104 J for a nanoarray of four elements.
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Abstract – In order to replace millimetre wave com-
munication for extremely fast terabit wireless local and
personal area network connectivity, researchers have
been looking into the possibilities of the terahertz band
for establishing wireless data communication at terabit
rates. The IEEE 802.15 WPAN Terahertz Interest Group
(IGTHz) has been created to encourage research in the
terahertz bands and set standards for their use, in order
to facilitate progress and advancement in this area. The
specific objective of this study is to design and ana-
lyze a microstrip antenna working at 3.5 THz resonant
frequency. The proposed novel antenna includes three
layers: a top layer that represents the patch, a second
layer that represents the substrate, and a bottom layer
that represents the ground plane. It is designed using a
32 nm thin FR-4 substrate with a permittivity of 4.4.
Using HFSS simulations, it was found that the proposed
antenna has an overall efficiency greater than 85% within
the working frequency range of 3.5 THz. Additionally, it
exhibited an extremely low reflection coefficient (S11) of
-43.61 dB at 3.5 THz, with an efficiency exceeding 80%.
This simple and broadband antenna design could have
relevance in high-speed data transmission networks.

Index Terms – Microstrip patch antenna, multilayer
technique, terahertz frequency band, THz antenna.

I. INTRODUCTION

Over the past few years, the manner in which indi-
viduals consume, exchange, and generate information
has changed, leading to significant growth in wireless
data traffic. This has led to an increasing demand for
faster wireless connections that can be used anytime,
anywhere. Over the last 30 years, the speed of wireless
data has increased twofold every 18 months, and it is
now reaching the point where it can match the capac-
ity of conventional communication networks. If present
trends persist, it is anticipated that wireless networks
capable of transmitting terabits of data per second (Tbps)
will be present in the next 10 years [1]. Nevertheless, to
cope with such exceedingly high data rates, innovative
physical layer technologies and novel spectral bands will
be needed [2].

“Terahertz (THz) communication” and “sub-THz
communication” relate to the usage of frequencies falling
within the ranges of 0.1-10 THz and 0.1-0.3 THz [1]. As
a result of the need for rapid data transmission over short
distances, these frequency ranges have become increas-
ingly important. The terahertz spectrum is capable of
transmitting data at high speeds within a range of 10
metres, making it useful for tiny cell cellular networks.
Terahertz communication has the ability to be utilized
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by both stationary and mobile users, as well as in indoor
and outdoor settings. Terabit wireless LAN (T-WLAN)
offers a way to connect personal computers and tablets
to high-speed fiber optic connections. Both cable and
wireless channels move data at the same speed in THz
communication [2]. Despite the advantages of THz fre-
quencies, communication at these frequencies is chal-
lenged by high path loss, which places a severe con-
straint on communication durations. Further challenges
involved in developing dense, high-power transceivers
that operate in the THz band include effective radiators
that work across an ultra-broadband of THz frequen-
cies, characterizing frequency-selective route loss in the
THz band channel, and devising new modulations, trans-
mission strategies and communication protocols that are
optimized for the unique features of this band. The THz
spectrum is currently unregulated due to these challenges
and because many of them are also shared by millime-
tre wave (mmW) communication systems [3]. However,
the radiator size can be decreased to less than a mil-
limetre, which is a huge benefit of THz and sub-THz
frequencies.

Recent advancements in photonic and semiconduc-
tor devices have led to the realization of systems oper-
ating at Terahertz (THz) frequencies. In such systems,
antennas are often fabricated on small substrates before
being integrated with active components. However, the
integration of on-chip radiators with lossy substrates
results in lower efficiency. To address this issue, substrate
integration technology has been proposed as a solution,
which involves transforming nonplanar antenna designs
into planar forms.

While research into achieving Tbps data rates is
still in the initial stages, THz communication has the
capability of achieving data rates in the Gbps range [4].
Some studies have suggested that polarization multiplex-
ing could be used to achieve Tbps data rates [5]. A newly
proposed frequency range in the electromagnetic wave
spectrum of THz, which lies between microwaves and
infrared light, could enhance data transmission rates [6].

After the ITU World Radiocommunication Con-
ference in 2019, where the frequency band of 275-
450 GHz was designated for fixed and land mobile
services, researchers have become more interested in
THz wireless communication technology. The frequency
range of THz waves is defined by the IEEE standard as
0.3-10 THz [7], with a corresponding wavelength range
of 0.03-3 mm. These electromagnetic waves have a fre-
quency band of 0.1-10 THz. The THz wave exhibits the
following remarkable characteristics:

A. Low damage

Compared to X-rays, THz waves have a lower single
photon energy by approximately one part in a million.

Consequently, THz waves do not pose a threat to living
organisms and can be used for various biomedical appli-
cations, such as body scanning for skin cancer, to aid in
medical treatment [8].

B. High spectral resolution

Several important compounds have their spectra in
the THz range, and analyzing the THz radiation spectrum
is necessary to detect harmful objects such as viruses,
toxins, and grenades, among others [9].

C. Visualization

Due to their short wavelengths, THz waves can
penetrate through different non-metallic or non-polar
materials. They can also be converted from opaque to
visible opaque objects by THz wave scanning, which
can provide higher-resolution images. As a result, THz
waves have a significant potential for use in sens-
ing applications, including typical full-body scanners at
airports.

D. Wide bandwidth

A THz wave is the electromagnetic wave with the
broadest frequency range in electronics. Using THz
waves as the signal carrier can significantly increase
the speed of information transmission, potentially up
to Tbps. The field of THz wave sensing applications
has advanced rapidly, but THz antenna applications are
not yet fully developed. Due to the limited availability
of spectrum resources, antennas are being constructed
at higher frequency bands. Compared to typical anten-
nas, THz band antennas provide much higher bandwidth,
owing to the broadband performance of the THz spec-
trum. THz waves offer several advantages over millime-
tre and light waves, including a wider effective fre-
quency band, stronger beam direction, improved secrecy,
and anti-interference performance. THz waves are also
more efficient and can penetrate deeper than light
waves [11].

The broad operational bandwidth of THz antennas
is a result of the distinct features of THz waves and plays
a crucial role in maximizing performance. The devel-
opment of THz antennas is required for the usage of
THz waves in wireless networks. The operating band-
width and antenna gain of the system are both directly
impacted by the performance of these antennas. The
throughput, imaging resolution, and detecting capacities
of the system are also highly related to how THz
antennas perform. Due to the special characteristics
of THz waves, such as their wideband spectrum, high
precision, remarkable directivity, and low cost, THz
antennas have a variety of benefits. However, design-
ing THz antennas is challenging due to the limitations of
materials and manufacturing techniques that restrict the
size of THz antennas. Additionally, THz antennas face
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additional difficulties compared to microwave antennas,
such as establishing successful radiating techniques [12].
When it comes to THz antennas, stricter requirements
must be followed for the type of antenna, materials used,
and manufacturing techniques employed. Sophisticated
microfabrication methods, such as slot array, reflec-
tor, horn, dipole, and leaky wave antennas, are used to
design THz antennas. For sub-THz systems, compact
form factor, high gain, and wide bandwidth designs are
preferred.

Previous research has reported several methods for
reducing link noise, including a multilayer rectangular
cavity design on an InP substrate. This design produced a
broad impedance bandwidth of 38 GHz at 300 GHz with
only 4 dBi gain [13]. Another study utilized CMOS on-
chip technology to create a microstrip patch antenna with
four resonators on top. This method resulted in a broad-
band sub-THz antenna with a central frequency of 10%
fractional bandwidth and 15% radiation efficiency [14].
However, both studies faced challenges with antenna size
and trade-offs between bandwidth, gain, and structure
complexity.

The challenges in developing sub-THz antennas
arise from the high precision required during manufac-
turing and measuring. Despite the existence of numer-
ous techniques for constructing sub-THz antennas at
300 GHz, obtaining high gains, wide bandwidths, and
complex structures remains challenging. To tackle this
issue, the authors propose an antenna design strategy that
achieves high gains and wide bandwidth at sub-THz fre-
quencies. Their approach involves a dipole-based single-
element design with significantly increased bandwidth
and adequate gain. The authors plan to incorporate alter-
native radiating directors and array designs to enhance
the structure’s gain, while still maintaining its compact
form and wide bandwidth.

II. NUMERICAL ANALYSIS

The authors were not able to access the expensive
equipment required to fabricate and test THz antennas at
such high frequencies when this study was conducted.
Even with the adoption of specific methods, such as
batch processing, the fabrication of a highly efficient
coupling port between the source and the antenna is
still challenging, especially for thin substrates. There-
fore, the authors employed numerical analysis to validate
the antenna’s performance. As a result of its availability
and lower cost, FR4 was selected as the substrate for the
designed antenna.

The increasing amount of mobile traffic, projected
to reach 327 petabytes by 2015, highlights the need for
practical and high-speed wireless networks. As the ITU
has not allocated frequencies above 275 GHz for any
specific purpose, the THz frequency band is a promis-

ing option for high-speed communication. Although still
in its early stages, THz communication technology has a
promising future [15], as demonstrated by the hypotheti-
cal wireless personal area network design with THz con-
nections proposed by the U.S. Federal Communications
Commission (Fig. 2) and the secure military wireless
THz communication network depicted in Fig. 1. Increas-
ing carrier frequencies has been the primary approach
to achieve higher data rates, with rates of 10-100 Gbps
translating to frequencies of around 100-500 GHz [16].
Additionally, using frequencies over 300 GHz results in
smaller antenna sizes that are sub-millimetre in scale.

Fig. 1. Wireless THz communication network.

Fig. 2. WPAN design with THz connections.

Due to recent advancements in photonic and semi-
conductor technology, it is now possible to deploy
terahertz-based systems. The development of Si-based
VLSI control systems, MEMS-based devices, and meta-
materials for antennas are essential for THz communi-
cations [17]. A high-frequency photodiode capable of
producing frequencies between 300 and 400 GHz was
reported in [18], with a frequency-to-output power ratio
determined through heterodyning at 1.55 μm. This pho-
todiode could transmit error-free data at a rate of 2
Gbps at 300 GHz with a transmitted power of 10 W.
It had a 140 GHz bandwidth (ranging from approxi-
mately 270 to 410 GHz), a maximum output power of
110 W at 380 GHz, and a photocurrent of 20 mA, which
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is equivalent to a peak output power of 440 W. These
are the features described in the article. Because THz
frequencies are highly attenuated by atmospheric condi-
tions, outdoor data transmission is not feasible, making
it suitable only for short-range indoor applications [18].
The properties of short-range linkages can be estimated
using the Friis formula in Equations (1) and (2) as given
below:

Pr = Pt +Gt +Gr +20 · log
(

λc

4 ·π ·d
)
−

Ladditional −{α · fc ·d} . (1)
SNR (dB) = Pr − {N0 +10.logB +NF + M} . (2)

Pr stands for received power, Pt for transmitted
power, and Gt and Gr, respectively, for the transmit-
ter and receiver antenna gains. The wavelength is rep-
resented by λ , distance by d, and the air attenuation by
α . The system’s noise figure, noise margin, and band-
width are NF, M, and B, respectively. The THz band,
which is made up of tiny cells in a cellular network,
can be used for high-speed data transmission within a
10 m radius. THz communication can be used to serve
stationary and moving users both inside and outside. T-
WLAN enables fast communication between personal
electronics like tablets, laptops, and fiber optic cables.
In THz communication, both wireless and wired lines
communicate at the same speed, enabling bandwidth-
concentrated services like wireless data distribution and
excellent video conferencing in small spaces. Addi-
tionally, THz communication is ideal for military and
defence applications utilizing encrypted communication
networks.

Massive antenna arrays are required in the THz band
to overcome coverage area limitations and transmission
losses due to atmospheric attenuation. This results in nar-
row antenna beams that decrease the likelihood of eaves-
dropping. Additionally, multiple spread spectrum tech-
niques can be employed to counteract signal jamming
attempts. Consequently, the proposed THz antenna is
ideal for high-speed communication networks. A typi-
cal microstrip patch antenna (MPA) consists of three lay-
ers: the top layer, substrate layer, and ground plane. The
rectangular patch is created on the top layer and is sup-
ported by the substrate layer in the middle. The oper-
ating frequency for the proposed terahertz MPA is 3.5
THz, and the thickness of the microstrip patch layer is
usually much smaller than the wavelength. However, in
this case, the operating frequency is higher, so the thick-
ness value is very small. Therefore, to avoid the design
and production constraints depicted in Fig. 3, the thick-
ness value is increased. The proposed THz microstrip
patch antenna uses a flame retardant (FR4) substrate and
has a geometric design size of 1800 × 1800 × 36 nm3.

The antenna being suggested has dimensions that are
mainly in the nanometre range. Table 1 shows the cal-
culated design parameters. The transmission bandwidth
of THz waves is much wider than that of mobile com-
munication, as their frequency range is about 1000 times
greater.

Numerous research teams and organizations have
shown interest in THz technology as a potential solution
for achieving high data rates in wireless communication
systems [19–21]. Compared to mmW systems, THz sys-
tems offer a significantly higher capacity and faster data
transfer rate, making it a promising candidate for ultra-
high-speed wireless communication. THz communica-
tion is mainly used for short-distance terrestrial appli-
cations and space communication. Despite the fascina-
tion of THz waves in the environment, their high trans-
mission rate and strong secrecy meet current demands.
Due to its potential for high-speed data transfer, the
THz communication system has garnered the attention
of many nations, resulting in numerous studies. THz
antennas have progressed rapidly and are available in a
variety of shapes, such as dielectric lens photoconduc-
tive antennas, planar antennas, bowtie dipoles, pyramid-
shaped cavities with dipoles, angle reflector arrays, car-
bon material-based THz antennas, and many more. Con-
ductive antennas, hydrophobic antennas, and innova-
tive technological antennas based on the material used
in their development are the three main types of THz
antennas. A dielectric antenna consists of a substrate
material and an antenna radiator, achieving impedance
matching with the detector through proper design and
providing a simple, easy integration, and low-cost
approach.

(a) (b)

Fig. 3. Proposed 3.5 THz MPA structure: (a) radiating
layer, (b) bottom layer.

Using the patch antenna cavity model, the following
formula can be used to determine the resonant frequency
of the propagation modes (TMmn) in the microstrip [22].
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Table 1: Size of the proposed MPA
Dimensional

Parameter

Dimension Description

a 1100 nm Width of the patch
b 200 nm Width of parasitic patch
c 150 nm Gap between active

patch and parasitic patch
d 200 nm Width of feedline
e 300 nm Width of stub
f 900 nm Height of parasitic patch
g 700 nm Length of the patch
h 800 nm Length of feedline
i 1000 nm Tapered line of the patch
j 300 nm
k 500 nm
l 1800 nm

m 200 nm
n 500 nm Length of stub

The proposed MPA can be designed using equations (3)
and (4) as follows:

fmn =
c

2
√εe f f

√(m
a

)2
+
(n

b

)2
, (3)

εe f f =
εr +1

2
+

εr −1
2

[
1+12

t1
a

]−0.5
. (4)

Theoretically, equation (1), which takes into account
the rectangular patch’s dimensions a and b, as well as
positive integers m and n, determines the effective rela-
tive permittivity (eff ). When the dimensions a and b and
the permittivity of the substrate layer are known, equa-
tion (2) can be used to get the resonant frequency of
the dominant mode (TM01). The resonant frequency of
TM01 can be altered by adjusting the dimensions a and b
of the patch, which allows for higher modes to propagate
within the dominant frequency range. In this research,
Section 3 describes the design process for determining
the values of a and b. The proposed design employs an
FR4 substrate layer that measures 1800 × 1800 × 36
nm3.

The Q-factor of MPA for a given resonant frequency
is related as:

Δ f
fr

=
1

Q f r
. (5)

The bandwidth is represented by Δf, the resonant
frequency is represented by fr, and the Q-factor at the
resonant frequency is represented by Q f r. At the domi-
nant mode of the antenna, the gain and quality factors are
related as

Qr f =
2ωεrLW
4hGr f

, (6)

where angular frequency, length, and width of the patch
and height of the substrate are represented by ω , L, W ,
and h, respectively.

Due to higher operating frequency in THz range, the
dielectric loss of the antenna is significant and is given by
the expression

αdl = π
(εe −1)εr tanδ
(εr −1)εeλg

N p/unit − length, (7)

where αdl is the dielectric attenuation loss in nepers (Np)
due to the substrate, λg is the guide wavelength, and δ is
loss tangent. To reduce the effect of dielectric loss, the
thickness of the substrate is kept very small.

The conductor loss of the proposed antenna is
expressed as

αcl =
Rs

ZcWm
Np/unit-length, (8)

where αcl is the conducting loss, Rsis the surface resis-
tance, Zcis the characteristic impedance, and Wm is the
width of the conducting region in the antenna. To reduce
conducting losses, the thickness of the conducting cop-
per layer is kept below 15 μm.

III. RESULTS AND DISCUSSION

The proposed THz MPA was simulated in HFSS
with a frequency range of 3.5 THz. The simulation
results are presented in Fig. 4, showing the plotted S
parameters (transmission and reflection coefficients) ver-
sus the operating frequency. The simulation indicates a
maximum return loss value of approximately -43.61 dB
and a voltage standing wave ratio (VSWR) of 1.013, as
illustrated in Fig. 5. Based on Fig. 5, the VSWR value is
less than 2 in the 3.5 THz working frequency region. The
return loss is a function of VSWR [23], which indicates
how effectively the radiator is matched to the transmis-
sion line or microwave to which it is coupled. A VSWR
value between 1 and 2 [22–26] is considered optimal for
minimal reflection losses. Antenna values are generally
reported with some degree of optimism and accuracy.

The amount of power given to the radiator doesn’t
always get radiated, and matching the antenna with trans-
mission lines is made easier by a low VSWR value.
To evaluate the performance of an antenna, the ratio
of power sent to a reference antenna compared to that

Fig. 4. Simulated return loss value at 3.5 THz.



527 ACES JOURNAL, Vol. 38, No. 7, July 2023

Fig. 5. Simulated VSWR value at 3.5 THz.

Fig. 6. Simulated efficiency value at 3.5 THz.

received from an isotropic antenna is used. Most of the
power present at the radiator input will be emitted by
a high-efficiency radiator. On the other hand, low effi-
ciency causes the majority of the power to be lost within
the radiator or reflected due to a mismatched device. The
HFSS simulator was used in this study to simulate the
proposed THz MPA at a frequency of 3.5 THz. Figure 6
depicts how the simulation results demonstrated that the
suggested MPA was successfully radiated in the reso-
nance frequency of 3.5 THz and attained an efficiency of
88.24%. From Fig. 7, the proposed MPA’s impedance is
1.0-0.01 Ω. When compared to current antenna systems,

Table 2: Comparative result analysis
Ref No Antenna

Structure

Dimensions

(mm)

Applications Frequency

(THz)

VSWR S11 (dB) Efficiency

(%)

Substrate

[12] Multi 1130 ×
1130 × 610

THz comm. 3 1.56 -27 - -

[13] Multi Array 2550 ×
1217 × 18

THz comm. 3 - -23 - InP

[14] Multi 2000 ×
2000 × 100

THz comm. 3 1.87 <-10 - quartz

[30] Dual Patch NA sub-THz
radiation detector

1 - -17 93.76 RT-Duroid

[34] Novel Feed
Microstrip

NA NA 3 1.89 -18 - RT-Duroid
5880

[35] Patch Array
Feed Source

NA THz comm. 3 1.73 -20 - PDMS

Proposed Microstrip
Feed

1800 ×
1800 × 36

high-speed
comm.

3.5 1.013 -43.6 88.24 FR4

this high efficiency at 3.5 THz performs well [12–14,
30, 35].

Fig. 7. Impedance plot at 3.5 THz.

IV. COMPARISON

This section aims to evaluate and contrast the elec-
trical characteristics of the proposed THz MPA with
other high-performance MPAs that have been reported in
the literature. Recently, microstrip patch antennas have
gained significant attention for their compact size, pla-
nar design, and low-cost fabrication, especially for oper-
ating at mmW and THz frequencies [12, 13]. In [14],
a small-sized MPA for THz applications has been pre-
sented. Designing multiband THz antennas has become
a new research area, and [30] proposes a dual-band
MPA for surveillance systems. [31] suggests a strategy to
improve manufacturing tolerance at millimetre and ter-
ahertz frequencies by increasing the size of microstrip
patches. [34, 35] discusses two innovative ways of feed-
ing microstrip patches and MPA arrays. The electrical
characteristics of these MPAs, along with their uses and
core values, are summarized in Table 2. The electrical
properties of these structures are compared to those of
the proposed antenna [38–42].
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V. CONCLUSION

The study unveiled a novel, incredibly thin, flexible
MPA design that functions at 3.5 THz. The impact of
the microstrip patch’s symmetrical structures on its elec-
trical performance was investigated by the researchers.
The antenna’s actual performance was in line with the
design analysis’s theoretical expectations. The antenna
has an exceptionally wide bandwidth for its operational
frequency range. Its compact size makes it an attractive
option for use in THz applications, especially high-speed
communications.

DECLARATIONS

Funding

The authors did not receive any financial support.

Conflicts of interest / competing interests

The authors declare that they have no conflicts of
interest or competing interests that could have influenced
the conduct or reporting of this research.

Availability of data and material

The datasets and materials used in this study are
available upon request to the corresponding author.

Code availability

The custom codes and software applications devel-
oped for this research are available upon request to the
corresponding author.

Authors’ Contributions

[A.B]: Conceptualization, methodology, and data cura-
tion. Designed the study, collected and analyzed the data,
and contributed to the interpretation of the results.

[C]:Writing. Original draft preparation and formal anal-
ysis. Drafted the initial version of the manuscript and
performed statistical analyses.

[D]: Investigation and visualization. Conducted experi-
ments, created figures, and visualized the data.

[E]: Writing. Revision and editing. Revised the
manuscript for important intellectual content, grammar,
and formatting.

All authors reviewed the manuscript.

REFERENCES
[1] P. H. Siegel, “THz instruments for space,” IEEE

Transactions on Antennas and Propaga-
tion, vol. 55, no. 11, pp. 2957-2965, [Available]:
https://doi.org/10.1109/TAP.2007.908557, 2007.

[2] P. H. Siegel, “Terahertz technology in biology and
medicine,” IEEE transactions on microwave the-
ory and techniques, vol. 52, no. 10, pp. 2438-
2447, [Available]: https://doi.org/10.1109/TMTT.
2004.835916, 2004.

[3] J. Zhang, X. Ge, Q. Li, M. Guizani, and Y.
Zhan, “5G millimeter-wave antenna array: Design
and challenges,” IEEE Wireless Communica-
tions, vol. 24, no. 2, pp. 106-112, [Available]: https:
//doi.org/10.1109/MWC.2016.1400374RP, 2016.

[4] H. J. Song and T. Nagatsuma, “Present and future
of terahertz communications,” IEEE Transactions
on Terahertz Science and Technology, vol. 1, no. 1,
pp. 256-263, [Available]: https://doi.org/10.1109/
TTHZ.2011.2159552, 2011.

[5] T. Nagatsuma, “Advances in terahertz commu-
nications accelerated by photonics technologies,”
2019 24th OptoElectronics and Communications
Conference (OECC) and 2019 International Con-
ference on Photonics in Switching and Comput-
ing (PSC), pp. 1-3, [Available]: https://doi.org/10.
23919/PS.2019.8818026, July 2019.

[6] K. Guan, G. Li, T. Kürner, A. F. Molisch, B. Peng,
R. He, and A. Zhong, “On millimeter wave and
THz mobile radio channel for smart rail mobil-
ity,” IEEE Transactions on Vehicular Technol-
ogy, vol. 66, no. 7, pp. 5658-5674, [Available]:
https://doi.org/10.1109/TVT.2016.2624504, 2016.

[7] G. Chen, J. Pei, F. Yang, X. Y. Zhou, Z. L. Sun, and
T. J. Cui, “Terahertz-wave imaging system based
on backward wave oscillator,” IEEE Transactions
on Terahertz Science and Technology, vol. 2, no. 5,
pp. 504-512, [Available]: https://doi.org/10.1109/
TTHZ.2012.2210282, 2012.

[8] H. Tabata, “Application of terahertz wave technol-
ogy in the biomedical field,” IEEE Transactions on
Terahertz Science and Technology, vol. 5, no. 6,
pp. 1146-1153, 2015.

[9] N. V. Petrov, M. S. Kulya, A. N. Tsypkin,
V. G. Bespalov, and A. Gorodetsky, “Applica-
tion of terahertz pulse time-domain holography
for phase imaging,” IEEE Transactions on Ter-
ahertz Science and Technology, vol. 6, no. 3,
pp. 464-472, [Available]: https://doi.org/10.1109/
TTHZ.2016.2530938, 2016.

[10] J. Grade, P. Haydon, and D. van der Weide, “Elec-
tronic terahertz antennas and probes for spec-
troscopic detection and diagnostics,” Proceed-
ings of the IEEE, vol. 95, no. 8, pp. 1583-
1591, [Available]: https://doi.org/10.1109/JPROC.
2007.898900, 2007.

[11] W. Choe and J. Jeong, “Broadband THz
CMOS on-chip antenna using stacked res-
onators,” 2017 IEEE International Sympo-
sium on Radio-Frequency Integration Tech-
nology (RFIT), pp. 208-210, [Available]:
https://doi.org/10.1109/RFIT.2017.8048251,
Aug. 2017.

[12] M. Jenning and D. Plettemeier, “Multilayer and
multidirectional linearly-tapered slot antenna for



529 ACES JOURNAL, Vol. 38, No. 7, July 2023

300 GHz applications,” Proceedings of the Fourth
European Conference on Antennas and Propaga-
tion, pp. 1-5, April 2010.

[13] H. Kanaya, T. Oda, N. Iizasa, and K. Kato,
“300 GHz one-sided directional slot array antenna
on indium phosphide substrate,” 2015 Interna-
tional Symposium on Antennas and Propagation
(ISAP), pp. 1-2, Nov. 2015.
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Abstract – In this paper, an ultra-wideband balanced fil-
tering power divider (B-FPD) with high common mode
(CM) suppression level is proposed. The B-FPD is
designed based on the odd mode spoof surface plas-
mon polaritons (SSPPs), which are constructed by the
hybrid folded microstrip and slotline (HFMS) structure.
Firstly, the dispersion characteristic and electric field dis-
tribution of the HFMS SSPP unit cell are investigated,
which can decrease the upper cut-off frequency for size
reduction of nearly 50%. Next, an equal balanced power
divider with low cut-off frequency is proposed based on
the microstrip-to-slotline transition structure and slotline
Y-junction. Then, the balanced power divider is used
to excite the odd mode of HFMS SSPP structure. An
equal B-FPD with center frequency of 4.0 GHz is imple-
mented, and the 3-dB bandwidth covers 0.9 to 7.0 GHz.
Finally, the B-FPD with advantages of high CM suppres-
sion level and compact size is fabricated and measured.

Index Terms – balanced filtering power divider, common
mode suppression, spoof surface plasmon polariton.

I. INTRODUCTION

With the developments of modern mobile commu-
nication, radio frequency (RF) communication systems
have attracted extensive attention. Hence, researchers
have paid much efforts in implementing excellent RF
devices, such as antennas, power dividers, bandpass fil-
ters, and phase shifters. Power dividers and filtering
power dividers, as the crucial components of RF circuit
system, can realize functions of power distribution and
frequency selection, respectively [1–5].

Spoof surface plasmon polariton (SSPP) structure
can support the surface wave alike surface plasmon
polaritons (SPPs) at microwave frequency, and the
SSPPs show the similar characteristics of electromag-
netic field confinement, upper cut-off frequency with the
SPP at optical frequency band [6, 7]. Hence, in recent
years, the SSPP transmission lines have been widely
adopted for designing microwave filters [8, 9], diplex-
ers [10], phase shifters [11, 12], antennas [13], splitters
[14–17], etc.

In particular, some well-designed power dividers
are reported based on SSPP structure fed by the copla-
nar waveguide (CPW) [14–16], and double-sided par-
allel spoof surface plasmon polariton transmission line
(DSP-SSPP-TL) [17]. In [15], a four-way SSPP splitter
is designed by the SSPP transmission line. The transi-
tion structure constructed by the long axis of a half oval
ring is used to match the wave vector between the CPW
mode and the SSPP mode. Furthermore, a beam split-
ter with multi-band rejection is implemented based on
SSPP structure with T-shaped decoration [16]. In addi-
tion, the DSP-SSPP-TL is also adopted for designing bal-
anced dividers with ultra-wideband isolation by loading
the lumped resistors [17].

Recently, the multifunctional integrated devices,
such as filtering power dividers (FPDs) have been widely
reported, which can not only achieve power distribu-
tion and frequency selection functions simultaneously
but also avoid the additional power loss and size increase
caused by the devices cascade [18–23]. Hence, sev-
eral FPDs are proposed based on SSPP structure fed
by CPW [18], slotline SSPP unit cells [19, 20], and
hybrid SSPP and substrate integrated waveguide (SIW)
structures [21–23]. In [19], an ultra-wideband FPD is
designed based on the quasi Y-junction slotline SSPP
transmission line constructed by the corrugated grooves.
The odd SSPP mode is excited by the microstrip-to-
slotline convertor. Besides, the compact FPD imple-
mented by the hybrid SSPP and SIW achieves indepen-
dent control of the upper and lower stopbands [23].

Balanced microwave components, such as balanced
filters [24] and balanced filtering dividers [25] base on
the microstrip resonator, have drawn extensive attention
due to the excellent advantages of common mode (CM)
noise rejection. It is essential to achieve compact size,
good filtering function, and high CM suppression level.

In this paper, a hybrid folded microstrip and slot-
line (HFMS) SSPP unit cell is proposed, whose fun-
damental mode is odd mode. The dispersion curves
show that the HFMS unit cell can lower the upper cut-
off frequency for size miniaturization of nearly 50%.
And a highpass balanced power divider is designed
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by microstrip-to-slotline transition feeding structure and
slotline Y-junction. Then, the balanced power divider is
adopted to excite the odd mode of the HFMS SSPP struc-
ture. Finally, an equal balanced FPD with high CM sup-
pression level is implemented by the Rogers 5880 sub-
strate with the relative dielectric constant of 2.2, thick-
ness of 0.5 mm, and loss tangent of 0.0009. And the in-
band minimum insertion loss is 1.5 dB.

II. CHARACTERISTIC OF THE SSPP UNIT

Figure 1 shows configurations of three types of
SSPP unit cells. In Fig. 1 (a), the traditional slotline SSPP
unit cell is presented. The orange metal and white strips
represent the ground plane at bottom layer and slotline,
respectively. Figure 1 (b) shows the hybrid microstrip
and slotline (HMS) SSPP unit cell, and the yellow strip
represent the metal microstrip on the top layer. To further
reduce the physical dimension, the top metal microstrip
is folded and the HFMS SSPP unit cell is shown in
Fig. 1 (c).

(a) (b) (c)

Fig. 1. Configuration of the SSPP unit cells: (a) Type A:
traditional slotline, (b) Type B: Hybrid microstrip and
slotline, and (c) Type C: Hybrid folded microstrip and
slotline.

The comparisons of simulated dispersion curves of
the fundamental mode of three types of SSPP unit cells
are shown in Fig. 2. The physical dimensions of SSPP
unit cells are as follows: Wz = 0.3, W0 = 0.3, Ws = 0.8,
Lz = 7, Lp = 3.8, L1 = 0.9, L2 = 0.6, L3 = 2.7, L4 = 0.6,
L5 = 0.6 (unit: mm). The upper cut-off frequencies of
traditional slotline SSPP unit cell and HMS SSPP unit
cell are 15.7 GHz and 12.9 GHz, respectively. Further-
more, the upper cut-off frequency can be further reduced
to 7.8 GHz by the HFMS SSPP unit cell. Hence, a size
reduction of nearly 50.0% can be achieved.

The upper cut-off frequency of the HFMS SSPP
unit cell can be adjusted by the physical dimensions.
The effects of parameters LT , Wz, and Ws are investi-
gated, and four groups of physical dimensions are listed

Fig. 2. Simulated dispersion curves of the fundamental
mode of three types of SSPP unit cells.

Table 1: Dimensions of HFMS SSPP cells (unit: mm)
Combination LT Wz Ws Lp Lz W0

I 4.0 0.3 0.8 3.8 7.2 0.3
II 5.4 0.5 0.8 3.8 7.2 0.3
III 5.4 0.3 0.8 3.8 7.2 0.3
IV 5.4 0.3 1.0 3.8 7.2 0.3

in Table 1, where LT = L1 + L2 + L3 + L4 + L5. Figure 3
shows the simulated dispersion curves with different
dimensions. It can be concluded from Fig. 3 that (1) the
upper cut-off frequency can be reduced by increasing the
length LT of microstrip transmission line; (2) the upper
cut-off frequency can be reduced by decreasing the width
Wz of the microstrip; and (3) the increase of width Ws
of the slotline can allow upper cut-off frequency shift
slightly toward lower frequency. Hence, the upper cut-
off frequency can be easily designed.

Fig. 3. Comparison of simulated dispersion curves of the
HFMS SSPP unit cell with different dimensions.
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The differential mode (DM) filtering function can
be achieved by the odd mode of the SSPP transmission
line. Hence, the electric field distribution of the funda-
mental mode of HFMS SSPP unit cell is investigated,
and its cross-section view is shown in Fig. 4. It can be
observed that the electric fields on two sides of the slot-
line are out-of-phase. Hence, the odd fundamental mode
can be used to achieve a DM filtering function with upper
cut-off frequency. In particular, the symmetric plane AA′
is equivalent to an electric wall, and electric field distri-
bution within the slotline is in phase.

Fig. 4. Cross-section view (AA′) of the simulated electric
field distribution of the fundamental mode of the HFMS
SSPP unit cell.

III. SLOTLINE BALANCED POWER
DIVIDER

In this section, a slotline balanced highpass fil-
ter is designed based on microstrip-to-slotline transition
feeding structure and slotline transmission line. Then,
a slotline balanced power divider with highpass char-
acteristic is designed by using the slotline Y-junction,
which can separate the common input port into two out-
put ports.

Figure 5 shows the configuration of the slotline bal-
anced highpass filter. The microstrip-to-slotline transi-
tion feeding structure is adopted for exciting the slot-
line stepped impedance transmission line. The corner cut
is introduced to reduce the impedance discontinuity and
signal reflection. The slotline stepped impedance struc-
ture can increase the freedom in adjusting the matching
and without affecting the upper cut-off frequency of the
SSPP unit cell. The matching of the feeding structure can
be controlled by adjusting the length Lin/out of slotline,
width Win/out of slotline, distance dkin/out between feed-
ing line and circular slotline, and the radius Rs of the
circular slotline. Since a balanced FPD with three gradi-
ent HFMS SSPP unit cells and three identical SSPP unit
cells will be designed in the next section, the lengths of
slotline L1 p, L2 p, and L3 p are all set as 3 × Lp mm.

Figure 6 shows a cross-section view of electric field
distributions of the feeding structure under DM and CM
excitation. As shown in Fig. 6 (a), the electric field distri-
bution under DM excitation is identical to that of the fun-
damental mode. Hence, the odd mode of the SSPP unit

Fig. 5. Configuration of the slotline balanced highpass
filter. (All dimensions are in mm: Lk1 = 23.5, Lk2 = 14,
Lin/out = 3, L = 34.8, Wk = 1.5, Win/out = 0.6, Wp = 0.8,
Rs = 7, dkin/out = 1.5).

(a)

(b)

Fig. 6. Cross-section view (BB′) of electric field distri-
bution of the transition feeding structure. (a) DM excita-
tion; (b) CM excitation.

cell can be excited. Under CM excitation, the symmetric
plane BB′ corresponds to a magnetic wall. The electric
field distribution within the slotline is out of phase, as
shown in Fig. 6 (b). Hence, the CM signals will cancel
out and the feeding structure exhibits intrinsic CM sup-
pression ability [24].

Figure 7 presents the simulated transmission and
reflection characteristics of the slotline balanced filter.

Fig. 7. Simulated results of transmission and reflection
characteristics of the slotline balanced highpass filter.
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Under DM excitation, a highpass filtering function with
low cut-off frequency of 1.0 GHz is achieved duo to
the microstrip-to-slotline feeding structure with a high-
pass characteristic. And the in-band return loss is above
11.5 dB within 7.0 GHz. The in-band minimum inser-
tion loss is 2.5 dB, and the relatively large insertion
loss is caused by the radiation loss of the slotline struc-
ture. In addition, the low cut-off frequency of the bal-
anced highpass filter can be adjusted by the radius Rs,
and it will move toward lower frequency as the value
of Rs increases. Under CM excitation, the in-band CM
suppression level is above 50.0 dB, the 40.0 dB CM sup-
pression level can be up to 12.0 GHz.

Based on the slotline balanced filter, an equal bal-
anced power divider with low cut-off frequency is imple-
mented, as shown in Fig. 8. The slotline Y-junction is
adopted to replace the slotline transmission line Lp2. The
horizontal length of the slotline Y-junction is equal to
Lp2. The signals from input port 1/1’ will be allocated
to ports 2/2′ and 3/3′ with equal power ratio. And the
matching between input port 1/1′ and 2/2′, 3/3′ can be
adjusted by parameters H0 and H. The final physical
dimensions of balanced power divider are listed in the
annotation of Fig. 8.

Figure 9 shows the DM and CM simulated transmis-
sion and reflection characteristics of the balanced divider.
Under DM excitation, a balanced power divider with low
cut-off frequency of 1.5 GHz is achieved. The in-band
minimum insertion loss of the balanced power divider
is 2.36 dB, with 3-dB power division loss excluded.
And the return loss is above 11.2 dB within 7.0 GHz.

Fig. 8. Configuration of the slotline balanced high-
pass divider. (All dimensions are in mm: Lk1 = 23.5,
Lk2 = 14.0, Lin/out = 3.0, Lp1 = Lp2 = Lp3 = 11.4,
Wk = 1.5, Win/out = 0.6, Wp = 0.8, Rs = 7.0, dkin/out =
1.5, H0 = 0.8, H = 13.5).

Fig. 9. Simulated results of the slotline balanced high-
pass divider.

Under CM excitation, the CM suppression level is above
44.0 dB.

IV. BALANCED FILTERING DIVIDER
BASED ON SSPP

On this basis, the balanced filtering power divider
(FPD) is implemented, as shown in Fig. 10. Part I
is the feeding structure constructed by microstrip-to-
slotline transition structure. Part II is momentum match-
ing conversion structure constructed by three gradient
HFMS SSPP unit cells, which can match the wave vector
between TE mode and SSPP mode. The TE mode trans-
mitted from the feeding structure will be converted to
SSPP mode. The matching can be adjusted by the length
difference between adjacent SSPP unit cells. Part III is
a SSPP transmission line, which consists of three iden-
tical HFMS unit cells. The SSPP transmission line can

Fig. 10. Configuration of the SSPP-based balanced fil-
tering divider. (All dimensions are in mm: H1 = 3.4,
H2 = 4.2, H3 = 5.0).
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(a)

(b)

(c)

Fig. 11. Transmission and reflection characteristics of
the balanced filtering divider: (a) Sdd21/Sdd31/phase, (b)
Sdd11, (c) Scc21/Sdd23.

support the transmission of SSPP waves and provide the
upper cut-off frequency for achieving filtering function.

Figure 11 presents the simulated results of the bal-
anced FPD under DM and CM excitation. Under DM
excitation, a balanced FPD with center frequency of
4.0 GHz and 3-dB fractional bandwidth of 152.0% is

achieved. The in-band insertion loss is 1.7 dB, with 3
dB power division loss excluded, and the in-band return
loss is above 9.2 dB. Benefiting from the field confine-
ment ability of the SSPP structure, the insertion loss is
reduced by nearly 0.7 dB. The isolation between two out-
put ports is above 6 dB, which is poor due to the lack of
an isolation resistor. Under CM excitation, the in-band
CM suppression is above 40.0 dB.

Figure 12 presents the electric field distributions of
the balanced FPD under DM and CM operation. Under
DM excitation, it can be observed from Fig. 12 (a) that
the DM signals can transfer from input port 1/1′ to out-
put ports 2/2′ and 3/3′ within the passband, for example
at 1.5 GHz. On the contrary, the DM signals out of the
passband cannot transmit to the output ports, as shown
in Fig. 12 (b). Under CM excitation, the CM signals
are rejected by microstrip-to-slotline transition feeding
structure, as shown in Fig. 12 (c).

Fig. 12. Simulated E-field distribution of the balanced
filtering divider at (a) 1.5 GHz, (b) 8.0 GHz under DM
excitation, and (c) 4.0 GHz under CM excitation.

V. IMPLEMENTATION AND
MEASUREMENT

In order to verify the methodology, the balanced
FPD is fabricated on the Rogers 5880 substrate. The
photographs of top and bottom view of the fabricated
B-FPD are shown in Fig. 13. The total circuit size is
80.0 mm × 70.0 mm × 0.5 mm, which amounts to
1.45λ g × 1.27λ g × 0.006λ g, where λ g is the guided
wavelength at the center frequency of 4.0 GHz.

The fabricated balanced B-FPD is measured by a
four-port vector network analyzer, and the measured
results are shown in Fig. 11. Under the DM operation, the
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Table 2: Comparisons with previous SSPP-based filtering dividers
Ref. Circuit Size (λg

2) f0 (GHz) FBW (%) IL (dB) Structure Type Operation CMRR/dB

[18] / 5.3 105.0% 1.8 CPW Single-ended No
[20] 0.22 3.6 99.0% 1.4 Slot Single-ended No
[22] / 6.0 66.0% 1.0 SIW Single-ended No
[23] 1.5 × 0.67 10.0 40.0% 0.8 SIW Single-ended No

This work 1.45 × 1.27 4.0 152.0% 1.7 Microstrip + Slot Balanced 50
λ g: wavelength of the guided wave, f 0: center frequency, FBW3dB: 3-dB fractional bandwidth, IL: insertion loss,
CMRR: common mode rejection ratio.

(a) (b)

Fig. 13. Photographs of the (a) top and (b) bottom views
of the fabricated balanced filtering divider.

measured minimum insertion loss is 1.6 dB, and in-band
return loss is above 5.2 dB. Under the CM operation, the
in-band CM suppression level is above 35.0 dB. The dif-
ferences between measured and simulated results may
result from fabrication tolerances, deformations caused
by fabrication and test.

Table 2 shows comparisons with the published
SSPP-based filtering power divider. The proposed bal-
anced FPD shows the advantages of relatively compact
size and good CM suppression level. In addition, the bal-
anced FPD based on SSPP is easier to fabricate.

VI. CONCLUSION

In this paper, an odd-mode SSPP structure con-
structed by a HFMS structure is investigated. Then,
the microstrip-to-slotline transition feeding structure and
slotline Y-junction are adopted for designing the bal-
anced power divider, which can achieve controllable low
cut-off frequency, equal power distribution ratio, and
intrinsic CM suppression ability. Finally, the balanced
FPD is designed by adopting the balanced power divider
to feed the HFMS SSPP structure. The upper cut-off fre-
quency can be controlled by the physical dimensions of
the SSPP unit cell. The balanced FPD shows the advan-
tages of relatively compact size and high CM suppres-
sion level.
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Abstract – Due to the presence of transformer resid-
ual flux, the magnetic flux of the core rapidly reaches
saturation, thus causing an inrush current when the no-
load transformer is directly connected to the grid, which
affects the safe operation of the grid. Therefore, it is nec-
essary to study the residual flux in the core to reduce the
inrush current. However, the residual flux estimation has
a large error. In this paper, a method is proposed to mea-
sure the residual flux of the transformer core by solv-
ing equivalent resistance and determining the direction
of residual flux by the difference between the forward
and reverse transient currents. In addition, the relation-
ship between residual flux and equivalent resistance is
established, and the empirical formula is obtained for
calculating the residual flux. To evaluate the effective-
ness of the proposed method, the residual flux of the
square core is measured on the constructed experimen-
tal platform. Compared with the experimental results, the
relative error of the residual flux of the core calculated
by the proposed method is within 6%, which has higher
accuracy and provides a reference for residual flux esti-
mation.

Index Terms – Equivalent resistance, field-coupled
equivalent circuit, residual flux measurement, trans-
former.

I. INTRODUCTION

The power transformer is an important part of the
modern power system, and the working condition of the
transformer is directly related to the operation quality of
the power grid. The silicon steel sheet used in the trans-
former core is a ferromagnetic material, and its unique
hysteresis generates residual flux, which will not disap-
pear easily once it is generated. When the transformer is
closed at no load, it is easy to cause magnetic saturation

inside the core under the joint action of steady-state peri-
odic component, transient bias, and residual flux. The
generated inrush current transient values can reach up
to several times the no-load current, which can cause
transformer winding deformation or current imbalance;
or it can lead to incorrect operation of relay protection
devices and loss of protection of the transformer [1, 2].
In addition, due to the presence of residual flux, the volt-
age waveform will be distorted and second harmonics
will be generated on the grid, affecting the power qual-
ity in the power system and causing great damage to
the power electronics in the power system [3]. In engi-
neering practice, residual flux measurement has been a
pressing problem. The residual flux is difficult to mea-
sure directly in the closed core, so most measurement
methods in recent years used the relationship between
the residual flux and measurable parameters to indirectly
obtain information about the residual flux. Faraday’s law
of electromagnetic induction calculates the residual flux
in the transformer core by port voltage integration of
power off, which requires a known value of the port volt-
age of power off [4, 5]. The fluxgate sensor is used to cal-
culate the residual flux value based on the leakage flux,
and the measurement results are easily affected by the
measurement accuracy of the sensor itself and the instal-
lation location [6]. Similarly, the first peak value of the
inrush current is used to explore the residual flux change
of the transformer, which makes it difficult to directly
determine the magnitude of the residual flux [7]. Mean-
while, the minor hysteresis loop is used to determine the
residual flux of the transformer. Since the area enclosed
by the minor hysteresis loop is indicated as the resid-
ual energy, it is unable to represent the direction of the
residual flux. Then the charge (a variable) needs to be
introduced to determine the direction of the residual flux,
which will lead to more calculation errors [8]. In addi-
tion, there are two measurement methods, one of which
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is calculated by the relationship between the residual flux
and current-related parameters [9–11], and the other is
an iterative calculation of the dynamic hysteresis model,
which has a more complex calculation process [12]. The
use of magnetizing inductance to calculate the residual
flux in the transformer core is likely to produce large
computational errors due to the many external factors
affecting the magnetizing inductance, which makes the
fitting of the empirical formula difficult [13].

Considering the deficiencies of the existing mea-
surement methods, a method is proposed to calculate
the residual flux of the core by solving equivalent resis-
tance and determining the direction of residual flux by
the difference between forward and reverse transient cur-
rents. Specifically, a small DC signal excitation is applied
to measure the current in the transient process. Mean-
while, the equivalent resistance is calculated in the field-
coupled equivalent circuit through the measured tran-
sient current. Moreover, the relationship between resid-
ual flux and equivalent resistance is established. The
empirical formulas of each are then used to calculate the
residual flux from the equivalent resistance. Finally, the
experimental test platform is built to verify the feasibility
of the proposed method. The experimental results show
that the proposed method has higher accuracy and pro-
vides a reference for residual flux estimation.

II. PRINCIPLE OF RESIDUAL FLUX
MEASUREMENT

A. Principle of residual flux generation

Most of the ferromagnetic materials used in power
transformers are silicon steel sheets, which consist
of numerous magnetic domain structures. They can
be spontaneously magnetized in microscopic domains,
forming tiny magnetic dipoles. The motion of magnetic
domains and domain walls has a significant effect on
the hysteresis lines and magnetization curves. The mag-
netization process is divided into domain wall motion
and domain rotation motion, shown in Fig. 1. During
the magnetization process, if there is no external mag-
netic field (point O) in Fig. 2, the internal arrange-
ment of magnetic domains is disordered and the mag-
netic material does not exhibit magnetic properties exter-
nally. The magnetic domain starts to move with domain
wall displacement and domain rotation in the direction
of the applied external magnetic field when the mag-
netic field is applied. The magnetic domains occur in
reversible domain wall displacement motion when the
applied magnetic field is small (O-a). If the magnetic
field is removed, the domains will return to the starting
magnetization state without hysteresis. When the mag-
netic field is further enhanced, the magnetization pro-
cess will reach the next state (a-b), and the domain wall
motion turns into an irreversible process, accompanied

by a little rotational magnetization. If the magnetic field
is removed at this time, the domain wall has reached a
new position, the material is still partially magnetized
and the magnetic domains are not returned to their ini-
tial state. This discontinuous and irregular motion is
accompanied by the generation of maximum permeabil-
ity due to the displacement of the domain walls jumping
from one position to another. Meanwhile, noise is gener-
ated, which is called “Barkhausen noise.” The saturation
stage is reached when the applied magnetic field (b-c)
increases continuously, the domain wall motion disap-
pears, and the domains are aligned in the same direc-
tion as the applied magnetic field. When the magneti-
zation intensity decreases to zero (point d), the mag-
netic domains and domain walls exhibit the residual
flux density because they are unable to fully recover the
state before they were magnetized. The hysteresis phe-
nomenon of ferromagnetic materials leads to the residual
flux in the core of the power transformer [14].

 

Fig. 1. Structural changes of magnetic domains during
magnetization of ferromagnetic materials.

B

HO
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Fig. 2. Hysteresis curve of magnetic material in the trans-
former core.

B. Forward and reverse current obtainment

Current is obtained by applying a DC voltage of
equal amplitude and opposite direction to the transformer



541 ACES JOURNAL, Vol. 38, No. 7, July 2023

winding. When DC excitation is applied to the core, the
leakage flux of the transformer is about 0.15% of the
flux during no-load operation, as the permeability of the
core silicon steel material is much larger than the air
gap permeability. Therefore, the influence of the leak-
age flux is negligible due to the largest proportion of
the main flux. According to the field-coupled equivalent
circuit of Fig. 3, the difficult and hard-to-measure mag-
netic field problem is transformed into a circuit problem
[15]. In Fig. 2, the external excitation promotes the mag-
netization of the core when the DC voltage excitation
in the direction of the black arrow is applied. The core
is demagnetized when the DC voltage excitation in the
direction of the red arrow is applied. Figure 4 shows the
significant difference between the forward and reverse
currents due to the hysteresis characteristics of the fer-
romagnetic material. In this case, the current indicated
by the faster-changing solid line is the forward excita-
tion current, and the slower-changing dashed line is the
reverse excitation current. Therefore, the direction of the
residual flux density can be determined by the transient
process before reaching the steady state.

UL

Rfe Lm

ife iLRi

U

Fig. 3. The equivalent circuit inside the core in the tran-
sient process.
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Fig. 4. Transient current diagram: (a) forward and reverse
transient current, (b) forward and reverse currents of
residual flux at -624 mT.

C. Equivalent resistance calculation

The measured transient currents are post-processed
to obtain the relationship between the residual flux den-
sity and the equivalent resistance in the field-coupled
equivalent circuit. The core is internally equivalent to the
resistance and magnetized inductance, and the magneti-
zation process is reflected using the relative differential
permeability, which is defined asμrd , where

μrd =
1
μ0

dB
dH

. (1)

In the process of establishing the magnetic field, the
magnetizing inductance of the transformer is calculated
by the equation

Lm =
N2Sμ0μrd

lm
, (2)

where N is the number of turns of the transformer wind-
ing, S is the cross-sectional area of the core, lm is the
effective magnetic circuit length, μ0 is the air permeabil-
ity, and μrd is the relative differential permeability of the
core material. The Kirchhoff equation is written for the
circuit shown in Fig. 3:

U = Ri+Lm
diL
dt

, (3)

UL = Lm
diL
dt

, (4)

i(t) = (
U

R+Rfe
− U

R
)e

− RRfe
Lm(R+Rfe)

t
+

U
R
, (5)

where R is the series external resistance and R f e is the
equivalent resistance of the field-coupled circuit, Lm, is
the magnetizing inductance, i f e, is the current flowing
through the equivalent resistance, iL, is the current flow-
ing through the magnetized inductance, I, is the current
in the external circuit, UL is the voltage across the mag-
netized inductance, and U is the applied DC signal volt-
age excitation.

As the magnetic flux in the core changes, the equiv-
alent resistance in the core exhibits different characteris-
tics, since the equivalent circuit resistance parameters are
determined based on the characteristic parameters of the
port current. When a DC voltage excitation is applied to
the winding, the transient process value varies with the
current [16]. After applying different directions of DC
voltage excitation, in the same direction as the residual
flux, excitation promotes the magnetization of the core,
and reverse excitation demagnetizes. the core. The dif-
ference in the equivalent resistance between both is sig-
nificant.

The change of the forward current is significantly
faster than the change of the reverse current after apply-
ing DC voltage excitation, due to the difference in the
equivalent resistance. Eventually, both reach a steady
state, as shown in Fig. 4 (a), and Fig. 4 (b) shows the
forward and reverse currents when the residual flux in
the transformer core is -624 mT during the experiment.
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Fig. 5. (a) Forward and reverse currents of residual flux at
791mT, (b) variation curve of equivalent resistance with
measured current.

Due to the nonlinear variation of the equivalent
resistance, the transient current is varied with different
cases of the core flux, and both interact with each other
in Fig. 5 (a). Figure 5 (b) shows that as the current
increases, the equivalent resistance decreases and even-
tually tends to a stable value, so there is an obvious
inflection point in the variation of the equivalent resis-
tance. Then, to facilitate the determination of the direc-
tion of the residual flux density, a forward and reverse
voltage excitation is applied to the transformer winding.
Under the same residual flux, the applied forward voltage
acts as a magnetizing effect on the residual flux of the
core, while the applied reverse voltage acts as a demag-
netizing effect. Immediately after employing the equiva-
lent resistance calculated by the forward current, the rela-
tionship between the equivalent resistance and the resid-
ual flux density can be built, and the empirical equation
for both can be fitted.

III. SIMULATION CALCULATION
ANALYSIS

A. Parameter analysis

The selection of the appropriate DC voltage excita-
tion and energizing time is particularly important. The
measurement process is based on the principle of facil-
itating the measurement of transient processes and not
causing changes in the residual flux density in the core.
It is ensured that the applied excitation is within the per-
missible limits for the core for different residual flux
cases.

According to Ampere’s circuital theorem, the field
intensity corresponding to the positive current in the
measurement process is H1 and the negative current is
H2. When the applied voltage excitation produces a field
intensity less than H1 or H2, the transient current change
is not obvious, and it is not possible to determine the
direction of residual flux. Hence, the minimum value of
H should be greater than the maximum value of both,

and Hmin > max(H1, H2). Thus the minimum voltage
applied is

Umin =
HminRl

N
, (6)

where R is the series resistance, l is the average mag-
netic circuit length, and N is the number of turns of the
measurement winding. Moreover, measured flux with no
more than 10% of the minimum residual flux is used as
a reference to determine the maximum value of applied
DC excitation,

Umax =
0.1HcRl

N
. (7)

In summary, the selection range of voltage excita-
tion is

HminRl
N

<U <
0.1HcRl

N
, (8)

where Hc is the coercive force of the material.
In the finite element calculation, it is found that the

transient current has reached the steady state when the
energizing time reaches 50 ms, while too much time will
demagnetize the negative residual flux in the transformer
core. Finally, the measurement process was designed
with an energization time of 50 ms and a DC voltage
excitation of 0.15 V.

Fig. 6. Transient current under different series resistance.

In the measurement circuits, the magnitude of the
current and the time to reach the steady state is more
heavily affected by the external series resistance [17].
Therefore, it is necessary to select a suitable series resis-
tance to meet the measurement requirements. Figure 6
shows that when the series resistance is 20 Ω, the value
of the current to reach the steady state is small and
changes rapidly, which is not conducive to recording the
transient process. When the series resistance is 2 Ω, the
current has not reached the steady state in 50 ms. Since
the series resistor can also play a role in protecting the
circuit, the resistance value cannot be chosen too small.
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Table 1: Core and circuit parameters
Circuit and Core Parameters Value

Core material B30P105
Average magnetic circuit length

of the core
1.92 m

Cross-sectional area of the iron
core

0.0016 m2

Density of silicon steel sheets 7.65 × 103 kg/m3

Square core quality 24 kg
Core saturation magnetic density 1.8 T

Circuit external resistance 4 Ω
Measurement of winding turns 50

Measurement time 50 ms

U

R

iP

iN

Fig. 7. Schematic diagram of the measurement circuit.

When the 4 Ω resistance is connected in series, the tran-
sient process is obvious to record, and the circuit will
not be burned due to the small resistance. Finally, for the
convenience of analysis and calculation, a series resis-
tance of 4 Ω was chosen.

Based on the design criteria for transformer cores,
square cores are used to study transformer cores. The
transient characteristics of the equivalent resistance of
the transformer core for different residual flux cases are
studied. The square core is B30P105 cold-rolled oriented
silicon steel sheet, and the model parameters are shown
in Table 1. The theoretical saturation magnetic density
of the selected B30P105 material is 1.8 T, and the resid-
ual flux is generally 0.36 T ∼ 1.26 T. According to
the measurement theory shown in Fig. 7, the finite ele-
ment (FEM) calculations in Fig. 8 are performed after
selecting the appropriate relevant parameters [18], and
the material parameters used in the FEM calculations are
derived from the measurements of the constructed exper-
imental platform.

It is essential to establish the relationship between
Br and core material properties to accurately simulate

Fig. 8. Finite element calculation model for the square
iron core.

the core under different Br in finite element calculations.
By analyzing the magnetization process in the presence
of Br in the core, the flux density B and the magnetic
field intensity H are processed linearly, and the relation-
ship between B and H can be described by the following
equation:

B(H) =

{
0.86×10−3H, 0 < H ≤ 0.45
kH − (k−0.86×10−3)H, H > 0.45

, (9)

where k is related to the residual flux density.

B. The relationship between residual flux and equiv-
alent resistance

For different cases of residual flux in the transformer
core, a connection exists between the current and the
equivalent resistance, as shown in Fig. 9.

Fig. 9. Variation of equivalent resistance with the current.
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The forward and reverse DC voltage excitation of
0.15 V is applied to the primary winding successively,
and the direction of the residual flux can be determined
by showing that the rate of change of the positive cur-
rent is greater than that of the negative current, as shown
in Fig. 10 (a). The forward current at different residual
flux densities is selected, as shown in Fig. 10 (b), and
the difference in transient currents exists due to different
residual fluxes. The corresponding equivalent resistance
is calculated from the forward current to facilitate further
calculations of the residual flux, as shown in Fig. 11.

 
   
(a)                                            (b) 

Fig. 10. Calculation of current: (a) comparison of for-
ward and reverse currents at a residual flux density of
0.6 T, (b) comparison of currents under different residual
fluxes.

 
Fig. 11. Variation of equivalent resistance at different
residual fluxes.

The direction of the residual flux can be obtained
from the analysis of the forward and reverse currents;
further, quantitative analysis of the residual flux value
can be realized through the equivalent resistance. The
equivalent resistance value varies significantly with the

change in residual flux (see Fig. 11). Moreover, the poly-
nomial interpolation method was chosen to fit the curve
to the calculated discrete points at the inflection point
of the equivalent resistance curve. Figure 12 shows that
the discrete points were fitted better by three polynomial
interpolations, with a residual sum of squares of 0.00075
and an adjusted R-squared of 0.99848, The empirical for-
mula is fitted by

Br =−0.309Rfe
3 +0.494Rfe

2 −0.839Rfe +1.319. (10)

 
Fig. 12. Empirical formula curve fitting for discrete
points.

IV. EXPERIMENTAL MEASUREMENTS
AND ANALYSIS OF RESULTS

A. Residual flux preset

To simulate the case of unknown residual flux in
engineering, the residual flux of the square core needs
to be preset to facilitate comparison with the calculated
residual flux. In addition, the core needs to be demag-
netized before presetting the residual flux, considering
the influence of external conditions to which the core
is exposed. During the presetting process, the core is
charged with different proportions of saturation flux as
a residual flux by DC magnetization, and the applied DC
voltage excitation is withdrawn. When the flux density
in the core does not change with time, the stable value is
recorded as the preset residual flux at this time.

An experimental measurement was performed to
verify the feasibility and accuracy of the proposed
method by using the experimental measurement plat-
form, as shown in Fig. 13. A signal generator (WF1974)
was used to generate the required DC voltage excitation
during the experiments and was transmitted to the pri-
mary winding of the square core through a power ampli-
fier, and data acquisition was performed using a current
probe (N2782B). An oscilloscope (DSOX6004A) was
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Fig. 13. Experimental measuring devices and square
core.

used to record the transient current data, and a flux meter
(Flux-meter480) was connected to the secondary wind-
ing during the experiments to facilitate the recording of
the residual flux variation of the core.

B. Measurement results and analysis

The residual flux of the square core is measured
by the experimental platform. The measurement system
and the transmission system generate random errors and
random noise, so noise effects are inevitable during the
experiments. The measured transient currents are filtered
using the moving average filter method. Figure 14 (a)
compares the current finite element calculations of the
residual flux of the core with the experimentally mea-
sured current values. It can be seen that the calculated
values are similar to the experimentally measured val-
ues, so the calculated equivalent resistance values in
Fig. 14 (b) are more accurate.

Fig. 14. Comparison of experimental measurements and
calculations: (a) calculated and experimental transient
current, (b) calculated with an experimental equivalent
resistance.

The fitted empirical formula is employed for the
residual flux calculation and compared with the preset-
ting value. The error rate is defined as

ε=
∣∣∣∣Brc −Br

Br

∣∣∣∣×100%, (11)

where Brc is the calculated residual flux value, and Br
is the experimental preset residual flux value. Therefore,

Table 2: Relative error between experimental and calcu-
lated values

Br(mT) Rfe(Ω) Brc(mT) ε(%)
489 1.22 467.89 4.32
624 1.08 598.61 4.07
714 0.98 679.44 4.84
791 0.89 745.01 5.81
915 0.57 943.78 3.10
954 0.51 978.41 2.56

the reliability of the measurement method is checked by
the error rate.

Table 2 shows the residual flux value and the error
based on the calculated and experimental values. The
maximum error occurred at 791 mT and the error rate
of 5.81%, while the minimum error of 2.56% occurred
at 954 mT. Considering the influence of many factors
such as measurement equipment, surrounding external
environment, and data post-processing, the measurement
error is less than 10%, which can meet the requirement.

V. CONCLUSION

This paper is based on the electromagnetic tran-
sient process of the core magnetic material after apply-
ing DC voltage excitation, by measuring the forward and
reverse currents for different residual flux density cases.
The forward current is selected as the target, and the
corresponding equivalent resistance is calculated in the
field-coupled equivalent circuit. Then, the relationship
between the equivalent resistance and the residual flux
is established, and the empirical equation for calculation
is obtained. Finally, the method is verified by establish-
ing an experimental test platform, and if the measure-
ment results show that the relative error of the measured
residual flux in the core is within 6%, the residual flux
in the transformer core can be measured accurately. The
advantage of the method is that it does not require the
known state of the transformer before the power outage
and has high measurement accuracy while meeting prac-
tical engineering requirements. Therefore, the method
provides a reference for the estimation of residual flux.
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