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Abstract ─ In this paper, a parallel non-overlapping 

domain decomposition method (DDM) using electric 

field integral equation (EFIE) is proposed for fast and 

accurate analysis of electrically large PEC objects with 

changeable parts in the condition of limited resources. 

The approach has considered that there are null fields as 

well as electric current inside a metal object in the 

original problem, then a novel transmission condition 

similar to an absorbing boundary is adopted, hence the 

continuity of electric currents is enhanced and the 

convergence is further improved in the outer iterative 

procedure. Moreover, the coupling between different 

subdomains is calculated in the manner of near field 

to avoid the storage of the mutual impedance. Some 

numerical examples are given to demonstrate the 

efficiency and stability of the proposed method.  

Index Terms ─ Domain decomposition method, electrically 

large, integral equation, transmission condition. 

I. INTRODUCTION
In the research field of electromagnetic (EM) 

scattering, the situation that the local elements located in 

the overall target rotate or translate while most of the 

elements remain unchanged is often encountered, for 

example the gun barrel of a tank rotating or a certain 

aircraft changing flight posture during formation 

flying. Generally, in order to study the EM scattering 

characteristics of the changed model, we have to re-

compute the overall target, even though only a small 

element of the overall target has changed. Obviously, it 

is extremely time-consumed and wasteful of computing 

resources for the recalculation of the unchanged parts. It 

is desirable for computational electromagnetic to provide 

efficient algorithms for such demands of practical 

engineering. 

Nowadays, Method of Moment (MoM) based on 

integral equation (IE) is the most accurate numerical 

methods in the field of computational electromagnetics, 

which is a numerical method based on Maxwell equation 

and the boundary conditions of a given problem [1]. 

However, a huge complex dense matrix will be generated 

when solving electrically large EM problems, causing 

that the time taken to solve the matrix equation by using 

lower/upper (LU) decomposition solver accounts for 

more than 90% of the total calculation process. More 

important is that the memory requirement and the 

computing complexity of the LU solver are in proportion 

to O(N2) and O(N3 ), respectively, where N is the number 

of unknowns. Hence, its expensive demands for memory 

and computing time to solve the matrix equation limit the 

application of MoM [2]. In order to reduce the memory 

requirement and computation complexity, the traditional 

high frequency methods [3, 4] or fast algorithms such as 

the fast multiple methods [5, 6] are proposed. However, 

the high frequency methods are at the expense of accuracy, 

and fast algorithms may confront with slow convergence 

or even divergence issues in applications involving 

complex structures [2]. 

The domain decomposition method (DDM) based 

on electric field integral equation (EFIE) paves a new 

way to break through these bottlenecks and has become 

an effective method to solve electrically large problems 

[7-10]. In view of this, combining the EFIE with DDM 

(IE-DDM) makes it possible to solve some problems that 

we faced. Further, this method provides unprecedented 

flexibility and convenience for simulating the object 

with changeable parts, since it stores the unchanged 

portion matrix after LU factorization in random access 

memory (RAM) and just needs to re-compute the changed 

portion of the model during the design process. Finally, 

the accurate results of each case are obtained through 

iterative solution and hence the memory requirements 

and CPU time are reduced greatly. It is should be pointed 

out that the coupling between different subdomains is 

obtained using the near field produced by the current to 

avoid the storage of the mutual impedance [2].  

To further improve the ability and efficiency of 
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the DDM for simulating scattering performances of 

electrically large EM objects, one of frequently used 

and effective ways is to adopt parallel EM algorithm on 

distributed-memory computers [11-14]. In this case, this 

paper uses Message Passing Interface (MPI) parallel 

programming model to accelerate the solution of the EM 

problems with changeable parts. 

This paper is organized as follows. In Section II, the 

algorithm of the non-overlapping DDM is presented. 

Section III provides numerical examples to demonstrate 

the correctness and robustness of the proposed method. 

Finally, some conclusions are given in Section IV. 

II. FORMULATION

A. Domain decomposition strategy

An arbitrarily shaped three-dimensional PEC

problem can be modeled with surface integral equations. 

The scattered electric filed Es generated by the equivalent 

electric current J residing on the PEC surface S shown in 

Fig. 1 can be established firstly [1]: 

( ( )) ( ( )),s L E J r J r   (1) 

where     is the wave impedance in free-space,

and L(J(r)) is linear operator, which given by: 

2

1
( ) ( ) ( ( )) ( ) ,

S
L jk G R ds

k

 
         

 
X X r X r   (2) 

where G(R) is the Green’s function, R  r r  is the 

distance between the source and the field point. ( )J r  is 

the equivalent surface electric current on the PEC surface 

S and can be expanded in a set of known functions with 

unknown coefficients an
S, which can be expressed as [1, 

2]: 

1

( ) ( ),
N

S

n n

n

a


 J r f r (3) 

where N is the number of RWG basis functions ( )n
f r  

on surface S [1]. 

Compared with overlapped DDM [7, 8], the integral 

equation based non-overlapping domain decomposition 

method (IE-NDDM) proposed in this paper only adds 

artificial touching-faces between adjacent subdomains to 

make each of them closed. In the following, a novel 

domain decomposition strategy will be introduced. For 

the sake of clarity, it is considered that a PEC object Ω is 

divided into three non-overlapping closed subdomains 

Ω1, Ω2 and Ω3, which is illuminated by incident plane 

wave  ,inc incE H as shown in Fig. 1. Sm is the exterior 

boundary except the artificial touching-face St,m of the 

subdomains Ωm. St,m denotes the artificial touching-face 

between the subdomain Ωm and Ωn except the curve Гmn. 

Гmn  is defined as the boundary curve of the artificial 

touching-face St,m. ˆ
mn  is the outward unit vector of the

subdomain Ωm. 

J
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J
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0interE 

,1tS ,2tS

k
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Fig. 1. Decomposition of Ω into three non-overlapping 

subdomains Ω1, Ω2 and Ω3. 

Then, the equation (3) can be rewritten as: 
1 2

1 2

3

3

1, 1, 2, 2,

1 1

3, 3,

1

( ) ( ) ( )

( ),

N N
S S

n n n n

n n

N
S

n n

n

a a

a

 



   



 



J r f r f r

f r

 (4) 

where Nm is the number of RWG basis functions on 

surface Sm. Due to the introduction of artificial touching-

face, the current Jm residing on the subdomain m (m=1, 

2, 3) can be expressed as: 

1

,111
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

 (5) 

Generally, the first order transmission condition is widely 

used on the artificial touching-faces to ensure the 

continuity of electric currents, expressed as: 

,( ) ( ),   .m m t mS     J r J r r (6) 

In addition, it is well known that there are null 

electric fields as well as electric currents inside the PEC 

object as shown in Fig. 1 [1, 2]. With this taken into 

account, a novel explicit boundary condition is given: 
,1 ,1 ,2 ,2

1, 2, 2, 3, ,1 ,2,   , ,t t t tS S S S

m m m m t ta a a a m S S     (7) 

which combines equation (5) and (6) to efficiently solve 

the PEC problem. In fact, this novel explicit boundary 

condition can be regarded as an absorbing boundary, 

which not only enhances the continuity of electric currents 

across adjacent subdomains, but also ensures the IE-

NDDM being equivalent to the original problem (see 

ACES JOURNAL, Vol. 34, No. 6, June 2019828



Section III.A). 

B. Fast solving scattering problems with changeable

parts

For explanation purposes, the Galerkin test is adopted 

to weight linear equation (1) and the following matrix 

equations is obtained [1, 2]: 

11 12 13 1 1

21 22 23 2 2

31 32 33 3 3

,

     
     


     
          

Z Z Z I V

Z Z Z I V

Z Z Z I V

(8) 

where Zij (i=j) is the self-impedance matrix in subdomain 

Ωi, Zij (i≠j) is the mutual impedance matrix between 

subdomain Ωj and Ωi, Ii is the unknown current 

coefficient to be determined and Vi denotes the given 

source vector in subdomain Ωi. 

The unknown coefficients will be persistently 

updated by solving the local model equation until 

convergence. The number of iteration is initialized being 

zero (k=0), and the currents in all subdomains are 

zero (Ii(0)=0 (i=1,2,3)). The user-specified convergence 

parameter is δ. Setting k=1, 2 …, at k+1th step, the 

unknown current coefficients can be expressed as: 
( ) ( ) ( ) .k k k

i ii ij j ii ij j ii i

j i j i

   

 

    
1 1 1

1 1
I Z Z I Z Z I Z V  (9) 

The residual error δk at kth iteration is used to 

express the convergence behavior of the iterative method, 

which is defined as: 
( ) ( 1)

( )
,   ( 1,2,3, ).

k k

i i

k k

i

i


 

I I

I
 (10) 

When max (δk) ≤ δ at the kth step, the iterative process 

stops. It is should be pointed out that the mutual 

impedance in equation (9) is actually unnecessary to be 

stored and the product ∆Vi
(k+1) of Zij and Ij

(k+1) (j<i) or 

∆Vi
(k) of Zij and Ij

(k) (j>i) can be obtained using the near 

field produced by the current, 
( ) ( ) ( )( ) ( )ds,  ( ),

i

k k k

i ij j n i
S

i j  V = Z I Ef r J (11) 

where Si is the exterior boundary of subdomain Ωi, and 

Ei
(k) denotes the nearfield of subdomain Ωi produced 

by the rest subdomains at kth step. Hence the memory 

requirement and CPU time are reduced greatly [16]. 

In order to describe the process of solving scattering 

problems with changeable parts using IE-NDDM 

proposed in this paper, we take the decomposed PEC 

object with three subdomains shown in Fig. 2 as an 

example. In this case, compared with Fig. 1, only the 

posture of subdomain Ω1 has changed and is named 

changeable parts. Thus, the self-impedance matrix Z11 in 

subdomain Ω1 has changed also [2]. Especially, we have 

stored the self-impedance matrix of subdomain Ω2 and 

Ω3 after LU factorization in RAM, namely, unchanged 

portion matrix, when simulating the case shown in Fig. 

1. At this time, the computation and factorization of the

self-impedance matrix Zii (i=2, 3) can be avoided to save

computing time. Finally, the accurate results can be 

obtained through iterative solution expressed by equation 

(9). 

3J2J

1
J

1

2 3

2n̂ 3n̂

1̂
n

2S 3S

1
S

23

3n̂

2n̂
2


J

2


J

2n̂
1̂
n

2 0in,E 

,2tS

k

incE

Fig. 2. Notations for domain decomposition with 

changeable parts. 

C. Parallelization implementation on IE-NDDM

In this paper, the parallel IE-NDDM code is

implemented through MPI. The flowchart of parallel IE-

NDDM solving EM problems with changeable parts is 

shown in Fig. 3. In order to facilitate the implementation 

of the algorithm, the changeable parts are divided into 

one or more subdomains numbered 1, 2…m, during the 

modeling process. 

First step, all parallel processes are used to set up and 

solve the matrix equation of a single self-domain in turn, 

until the calculation of all self-domains is finished. The 

parallel implementation in self-domain mainly involves 

parallel matrix filling followed by a parallel solution of 

the dense matrix equation. It is necessary to divide self-

domain matrix into matrix blocks and distribute those 

blocks to different processes for the purpose of load 

balance. Specifically, a block-cyclic matrix distribution is 

adopted among processes [2]. In addition, the parallel LU 

decomposition is utilized as the parallel matrix equation 

solver for the sake of accuracy [15]. Figure 3 shows this 

process under the labels computing self-domain matrix. 

Second step, the coupling between subdomains is 

calculated by looping over geometric elements between 

subdomains, and in consequent, the parallelization of 

this process could be implemented directly through 

distributing those geometric elements into different 

processes uniformly. Figure 3 shows this process under 

the labels with iterative process. 

Third step, once the outer iterative procedure is 

convergent, the accurate results are obtained through 

superposition of far-field generated by all subdomains. 

Figure 3 shows this process under the labels calculating 

far-field. 

If there are one or more changeable subdomains, the 

changed subdomains need to re-compute according to step 

1, this process is shown in Fig. 3 under the labels re-

computing changed subdomains, and then, the accurate 

results of new case are obtained after executing step 2 

and step 3. 
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Fig. 3. Parallel framework of IE-NDDM for solving EM 

problems with m changeable subdomains. 

III. NUMERICAL RESULTS
Three EM examples are presented to demonstrate 

the efficiency and accuracy of the proposed method. The 

residual error for outer iterative convergence is set to 

1.0e–3. The two-dimensional (2D) bistatic radar cross 

section (RCS) of these classical cases is obtained to 

present the correctness and robustness of the proposed 

method. Two computational platforms are used in this 

paper [16]: 

Platform I: A workstation with two six-core 64 bit 

Intel Xeon E5-2620 2.0 GHz CPUs, 64GB RAM and 

6TB disk. 

Platform II: High-Performance Computing (HPC) 

cluster from Xidian University (XD-HPC), which is 

equipped with 140 compute nodes connected by 56Gbps 

InfiniBand network, and each node has two 12-core Intel 

Xeon 2690-v2 2.2GHz CPUs and 64 GB memory. 

A. Validation

The first simulation consists of the analysis of a

PEC cylinder. The length of the cylinder is 10 m and the 

diameter is 2m. A z-axis polarized plane wave operating 

at 600MHz impinges along the x-axis direction is 

considered. In this simulation, the model is decomposed 

into ten subdomains as shown in Fig. 4, where each 

color represents one subdomain. The bistatic RCS results 

obtained using in-home MoM code (RWG), FEKO 

commercial software and IE-NDDM are given, 

respectively, which are used to validate the accuracy of 

the method proposed. The simulations are performed 

using the Platform I aforementioned (24 processes). 

Subd.1

Subd.2

Subd.3

Subd.4

Subd.5

Subd.6

Subd.7

Subd.8

Subd.9

Subd.10

y

zx

Fig. 4. Model of a cylinder divided into ten subdomains. 

Figure 5 shows smooth current distributions, without 

noticeable discontinuities across subdomain boundaries. 

Figure 6 shows the RCS comparison for the proposed 

IE-NDDM, the in-house MoM code and FEKO. It is 

observed in Fig. 6 that the RCS curves agree well with 

each other, and the proposed IE-NDDM in this paper is 

verified and validated. It is observed in Fig. 7 that fast 

convergence rate has been achieved, which reaches 

0.006 at the seventh step in outer-iterative procedure. 

The computational resources for solving each 

subdomain and overall solution are recorded in Table 1. 

We can observe that the parallel IE-NDDM algorithm 

leads to almost 68% memory reduction, and the CPU 

time is greatly reduced. 

y

zx

Fig. 5. Surface electric current distribution on the cylinder. 
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Fig. 6. Bistatic RCS curve of the cylinder: (a) xoz plane 

and (b) yoz plane. 
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Fig. 7. Convergence curve of IE-NDDM. 

Table 1: Computational resources of the cylinder 

Method Unknowns 
Storage 

(GB) 

CPU 

Time (h) 

DDM 

Subd.1    20112 

Subd.2    20052 

Subd.3   20055 

Subd.4    20130 

Subd.5    20109 

Sudb.6    20106 

Subd.7    20124 

Subd.8    20118 

Subd.9    20097 

Subd.10  20097 

60.20 8.886 

MoM 

(RWG) 
111636 187.71 

12.731 

MoM 

(FEKO) 
14.515 

B. Scattering from a tank with gun barrel rotating

In this part, the scattering characteristics of a

tank with gun barrel rotating are solved to show the 

advantages of this method in solving local changeable 

parts problems. The incident plane wave propagates 

towards head (–x axis), and the polarization direction is 

+z axis. The frequency of the plane wave is 1 GHz.

Dimension of the tank is 9.5m×3.2m×2.3m, and it is

divided into four subdomains, as shown in Fig. 8 with

each color representing one subdomain.

Subd.2

Subd.3
Subd.4

Subd.1

x y

z

Fig. 8. Model of the tank divided into four subdomains. 

The gun barrel rotates along the z axis, and the 

included angle θe with x-axis is 0°, 10°, 15°, respectively, 

as shown in Fig. 9. The simulation is performed on 

Platform II using 30 compute nodes with each employing 
24 processes (720 processes). 

(b)

(c)

(a)
x y

z

10e


15e


Fig. 9. Model of the tank with gun barrel at different 

elevation angles: (a) θe =0°, (b) θe =10°, and (c) θe =15°, 

respectively. 
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Fig. 10. 2D bistatic RCS curves of the tank with 

changeable parts: (a) and (b) are xoy plane, (c) and (d) 

are xoz plane. 

The bistatic RCS results obtained by IE-NDDM are 

shown in Fig. 10. One can see that the maximum value 

of RCS remains unchanged basically, when the included 

angle θe with x axis is 0°, 10° and 15°, respectively. Further, 

RCS values shown in Fig. 10 (a) with 0°≤φ≤150° and 
210°≤φ≤360°, and shown in Fig. 10 (b) with 210°≤θ≤360° 
has changed greatly when the included angle θe is 15°. 

The computational resources for solving each subdomain 
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are recorded in Table 2. It can be observed that the 

method proposed in this paper shows great advantage in 

solving scattering problems with changeable parts. 
 

Table 2: Computational resources of the tank with gun 

barrel rotating 

Unknowns 
Storage 

(GB) 
Posture 

CPU 

Time (h) 

Subd.1 108375 

Subd.2 120397 

Subd.3 150750 

Subd.4 120295 

945.29 

Unchanged 

parts 
2.47 

θe=0° 2.26 

θe=10° 2.26 

θe=15° 2.26 

Overall solution 

499818 
3722.58 -- -- 

 
C. Scattering from an aircraft formation 

In this example, the scattering characteristics of  

an aircraft formation with changing flying posture, an 

electrically large problem, has been solved by parallel 

IE-NDDM algorithm to further highlight the advantage 

of the proposed method. The model consists of five 

aircrafts (one bomber and four fighters), and among 

which the aircraft numbered I changes its flying posture. 

As shown in Fig. 11, the aircraft formation is divided into 

eleven subdomains with each color representing one 

subdomain, and the distances between aircrafts are given. 
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x

y

z
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5m

44m
72m

 
 

Fig. 11. Model of an aircraft formation. 

 

Particularly, in this simulation, both connected 

subdomains (e.g., Sub.1 and Sub.2) and unconnected 

subdomains (e.g., Sub.3 and Sub.4) are included. Due  

to the fact that the current is discontinuous inherently 

between unconnected subdomains, hence, there is no need 

for any transmission conditions between unconnected 

subdomains, and only the coupling needs to be calculated 

in the manner of near field. 

The included angle θe between the flying direction 

of the aircraft numbered I and x axis is 0°, 15°, 30°, 

respectively, as shown in Fig. 12. The incident plane 

wave is toward the nose (-x axis), and is polarized along 

+z axis, and the operation frequency is 300 MHz. 
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15
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z
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Fig. 12. Model of an aircraft I changing flying posture. 
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Fig. 13. 2D bistatic RCS curves of the aircraft formation 

with changeable parts: (a) xoy plane with θe =0° 
(posture1), (b) xoz plane with θe =0° (posture1), (c) xoy 

plane with θe =15° (posture2), (d) xoz plane with θe =15° 

(posture2), (e) xoy plane with θe =30° (posture3), and (f) 

xoz plane with θe =30° (posture3), respectively. 

 

The simulation is performed on Platform II using 50 

compute nodes with each employing 24 processes (1200 

processes). The 2D bistatic RCS curves of the aircraft 

formation obtained by IE-NDDM are shown in Fig. 13. 

The computational resources for solving each subdomain 
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are accorded in Table 3. As shown in Fig. 13, with the 

elevation angle θe increasing, the contribution of the 

aircraft I to the bistatic RCS of the entire aircraft 

formation decreases. And the parallel IE-NDDM saves 

over 86.8% memory compared with MoM (overall 

solution). 

Table 3: Computational resources of the aircraft formation 

Unknowns 
Storage 

(TB) 
Posture 

CPU 

Time (h) 

Subd.1   100464 

Subd.2   125853 

Subd.3   100134 

Subd.4  52152 

Subd.5    95379 

Subd.6    52116 

Subd.7    95382 

Subd.8    52122 

Subd.9    95370 

Subd.10   52128 

Subd.11   95310 

1.21 

Unchanged 

parts 
2.33 

Posture1 2.9 

Posture2 2.9 

Posture3 2.9 

Overall solution 

793182 
9.16 -- -- 

IV. CONCLUSION
An integral equation based on non-overlapping 

domain decomposition method (IE-NDDM) for the 

scattering analysis of PEC targets with changeable parts 

is proposed. A novel explicit transmission condition is 

applied to enforce the current continuity across adjacent 

subdomains, which allows the IE-NDDM keep the same 

level of accuracy than pure techniques such as MoM. 

Particularly, the coupling between different subdomains 

is calculated in the manner of near field, which 

significantly reduces the memory and CPU time. These 

techniques extend the capability of MoM to solve 

electrically large problems. 
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Abstract ─ With the implementation of the vector radial 

basis function (RBF), which is theoretically divergence 

free, we propose a meshless method for solving the 

transient vector wave equation. Unlike the conventional 

radial point interpolation meshless (RPIM) method 

based on the scalar RBF that solves electric field and 

magnetic field components separately with scalar wave 

equations, the proposed method solves the vector wave 

equation directly. Therefore, the long-existing technical 

challenge of the source in the traditional RPIM method 

is resolved due to the direct solution of the vector wave 

equation. In addition, the stability condition of the 

proposed method is presented. At last, several numerical 

experiments are conducted to validate the accuracy of the 

proposed solver. 

Index Terms ─ Divergence free, meshless, RPIM, vector 

radial basis function (RBF). 

I. INTRODUCTION
Compared with the conventional numerical methods 

such as the finite-difference time-domain (FDTD) 

method, the method of moment (MOM) and the finite-

element (FEM), the meshless methods have various 

intrinsic merits of conformal modeling, multi-scale 

adaptation and relatively easy node refinement. With 

these merits, many efforts have been made to develop 

various forms of the node-based meshless methods in the 

recent years. They include the element-free Galerkin 

method [1], the moving least square reproducing kernel 

method [2], the smoothed particle electromagnetic 

method [3], the radial point interpolation meshless 

(RPIM) method [4], the 3-D RPIM method [5] and 

its unconditional stable version [6]. In these meshless 

methods, only spatial node location information is needed 

to model electromagnetic problems. No connection 

information among nodes is required, which is the main 

difference between spatial nodes and discrete mesh. As 

a result, the re-arrangement of grid lines is no longer 

required when a structure is modified and refined 

partially. 

Another issue associated with the numerical 

methods, especially the time-domain based numerical 

solvers, is the divergence property: in a continuous 

domain, magnetic fields are always divergence-free and 

so are electric fields in charge free regions. When we 

develop numerical methods for solving electromagnetic 

problems, this divergence property may or may not be 

preserved. Somehow this issue has been ignored in most 

literatures. If the divergence property is not preserved, 

spurious numerical solutions may emerge and lead to 

incorrect results [7]. Indeed, it has been found that the 

conventional radial point interpolation meshless (RPIM) 

method does not always retain this divergence-free 

property and spurious solutions do show up in the 

solutions [8]. 

Towards this end, the divergence-free vector-based 

RBFs were developed for non-electromagnetic or 

non-electrical applications. A matrix-valued vector RBF, 

which is different from the scalar RBF, was developed 

and proven theoretically divergence free [9]. More work 

was presented in [9-13]. In particular, the divergence-

free vector RBF was successfully developed for Navier-

Stokes equation [11,12] and astrophysical magneto-

hydrodynamics (MHD) [13]. We successfully applied 

vector RBFs to solve Maxwell’s equations with detailed 

discussion of the properties of the vector RBFs [14]. 

However, like the conventional RPIM method where all 

six field components are solved, the method presented 

in [14] still requires dual sets of the nodes (E- and 

H-nodes). This increases computational cost compared

with other methods directly solving the wave equations.

In this paper, we propose a meshless method which 

is incorporated with the vector RBF for solving the 

full vector wave equations. We have reported our initial 

results in [15]. In the proposed method, only one set of 

field quantities (either E- or H-fields) needs to be dealt 

with. Therefore, it is easier to implement than the method 
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proposed in [14]. Since we solve the vector wave 

equation like the vector FEM, only E or H fields are 

available. For most applications, it is enough to extract 

the interested parameters. However, if we indeed need 

to another type fields, it could be quite easy to obtain 

through the Maxwell’s equations without any troubles.  

The paper is organized in the following manner. 

In Section II, detailed formulations of the proposed 

meshless method for the solutions of vector wave 

equation are described. In Section III, the stability 

condition of the proposed method is presented. In 

Section IV, accuracy of the proposed method is verified 

with numerical examples. Finally, the conclusion is 

drawn in Section V. 

II. THEORY
Without losing the generality, we consider the 

general second-order vector wave equation for the 

electrical field in a lossless medium: 

     2

02

0

1
, , ,r

t t

r

t t t
c





      E r E r J r , (1) 

where E(r,t) is the electric field, J(r,t) is the current 

density,   is permittivity of the medium, 0 is the 

permeability of the free space, r is the relative

permeability of the medium. 

To obtain the numerical solution of (1), a solution 

domain is first discretized with spatial nodes pre-defined 

by users. Then electric field E(r,t) is approximated in 

expansion with the following node-based vector shape 

functions: 
N

i i

i

E Φ E , (2) 

where N is the number of the scatting nodes in the 

local support domain, 
iΦ is the vector shape function 

associated with the node i with dimension of 3×3, iE is 

the corresponding expansion coefficient in vector (field 

vector) with respect to node i and it is of the dimension 

of 3×1. By using (2) to approximate the electric field, we 

need to properly define the vector shape functions that 

embody the divergence-free property mentioned before. 

Mathematically, a divergence free field, denoted as 

u, can always be expressed as the curl of another vector 

field with the definition of Coulomb gauge [11,12]:  

 

   

1
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N
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N
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j


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j

u R R A

I R R A

 

, (3) 

where , , 

T

x y z

   
   

   
,   is a preselected scalar 

basis function,  , ,
T

j xj yj zjA A AA  is the unknown vector 

expansion coefficient to be determined, I is 3×3 identity 

matrix and   is the Laplace operator, which can be 

expressed as: 
2 2 2

2 2 2

2 2 2

2 2 2

2 2 2

2 2 2

.

x y z

x y z

x y z

   
  

  
 
   

    
   

   
  

    

(4) 

The scalar Gaussian radial basis function (RBF) is 

selected as the scalar basis function in this paper which 

is expressed as 
2 2| |j r

j e e
 
   

r r
, ( , , )x y zr  is the 

position vector of the observation point, ( , , )j j j jx y zr

is the position vector of node j, | |jr  r r is the

distance between observation node r and node 
jr , and

 is called the shape parameter which controls the

decaying rate of the RBF.

By substituting 
2 2| |j r

j e e
 
   

r r
 into (3), we 

can find the vector RBF 
jΨ related to node j, which is 

defined on node j, and shape function Φ  as: 

 T

j j  Ψ I , (5a) 

1 ,j v v s

Φ B A u (5b) 

and 
1

,
N

j j

j

u = Φ u (5c) 

where 

....   
T

s jx jy jzu u u   u , 
T

j jx jy jzu u u   u , 

vB includes the vector RBFs, which could be expressed

as: 

     1 1 1v
     B Ψ R R Ψ R R Ψ R R , 
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Ψ R R Ψ R R Ψ R R

Ψ R R Ψ R R Ψ R R
A

Ψ R R Ψ R R Ψ R R

The dimension of vA is 3N×3N and vB 3×3N. The 

dimension of the interpolation matrix for the conventional 

RPIM method is N×N. Therefore, the time- and memory-

consumption for the construction of the vector shape 

function are larger than that with the conventional RPIM 

method for a single node. Since local RBF is usually 

selected so that N is relatively small. Therefore, the 

computational cost to construct the shape function from 

(5b) is relatively small compared with that of overall 

simulation time. In addition, only one set of electric 
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nodes needs to be solved and the computational efficiency 

of the proposed method remains reasonably high.  

After expanding the (5a), we obtain the vector RBFs 

in terms of the scalar RBFs in reference to node j: 
2 2

2 2

2 2

- -

- -

- -

y z x y x z

j y x x z y z j

z x z y x y



      
 

       
       

Ψ . (6) 

The detailed properties of the vector RBF and 

theoretical proof of their divergence properties can be 

found in [11]. To better understand the vector RBFs, a 

two dimensional vector RBF at rj= [0 0]T with α = 5 [13] 

is plotted in two dimension in Fig. 1. It is easy to find 

that the first two rows of the vector RBF present two 

mutually orthogonal dipole modes: Fig. 1 (a) is the 

horizontal dipole mode and Fig. 1 (b) is the vertical 

dipole mode; rotation of one dipole leads to another. 

Obviously, both dipole modes are divergence free. 

Therefore, the field expanded by them is divergence free. 

(a) The first vector (b) The second vector

Fig. 1. Vector RBF visualization with = 5. 

Because of the vector nature of the proposed shape 

function, the curl operation upon the expanded fields can 

easily be obtained after applying the curl operator to 

the vector shape function. Then, we have the following 

results: 
2 3 2 2 3 2

2 3 2 2 3 2

2 3 2 2 3 2

0

0

0

x z z y z x y y z y

j x z z y z z x x y x j
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 
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Ψ , (7a) 

 

2 2

2 2 2 2 2

2 2

.

y z x y x z

j x z y x y x z z y j

x z z y x y



       
 

            
        

Ψ  (7b) 

When the variables in the z direction remain 

constant, (7) reduce to the two-dimensional cases and 

it is significantly simplified. We obtain the following 

formulations:  
2 3

3 2

2 3 3 2

0 0

0 0

0

x y y

j x y x j
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Ψ , (8a) 
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With the well-defined vector shape function and 

spatial placement of the nodes in the solution domain, we 

can solve the vector wave equation (1) with the proposed

vector-based meshless method. By substituting (2) into 

(1), we get the semi-discretized vector wave equation: 

2

02

0

1 N N
r

i i t i i t

i ir c





       ΦE ΦE J . (9) 

To make (9) practical for computation, the 

collocation approach is applied to (9), which means that 

we test (9) with Dirac Delta function associated centered 

at node i. Due to the Kroneckor’s delta property of 

the shape function [14], we obtain the semi-discretized 

formulation: 

 
2

02
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i

i
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r

j j t i t node
jr node

c


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

 
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 

Φ E E J . (10) 

By applying the central finite difference in the 

time domain to (9), we reach the final time-marching 

formulation: 
2 2 2

1 1 0 1
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E E E Φ E J . (11) 

To make (11) more compact, we split and compute 

(11) in two steps:

2 2
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ii
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jr nodenode

t t
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1 1n n n

i i i
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where Q is the intermediate vector introduced to speed 

up the computation. (11) is a vector form that can be 

directly solved without the need to expand the Maxwell’s 

equations into six scalar partial derivative equations 

for six field components (unlike what is done with the 

conventional methods).  

With the conventional RPIM method and the FDTD 

method, the vector field equations are expanded into

separate scalar wave equations and numerical methods 

are adopted and applied to solve each of the scalar 

equations, respectively; this poses a technical challenge 

when the current source or charges are encountered: field 

components need to be coupled and computed with 

nonzero divergence at source points or charge locations. 

However, now with the proposed meshless method 

based on the divergence-free vector RBFs, the issue no 

longer exists since a source term is incorporated into (11) 

and the wave equations are solved in a coupled vector 

manner. 

When compared with the conventional time-domain 
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finite-element method, the proposed meshless method is 

a node-based solver where only the spatial locations of 

the nodes that discretize the solution domain need to be 

known; in other words, the node-based property of the 

meshless methods is preserved including its capability of 

conforming and multiscale modeling. 

III. STABILITY CONDITION
Since the proposed meshless method deploys 

explicit time-marching scheme, it is conditionally stable. 

We can obtain its stability condition based on the result 

presented in [16] for the proposed vector meshless 

method, 

 

max

0

t
c




 

T
, (13) 

where   is the eigenvalue of matrix 
2

0

t

 


 T ,   T

is the spectral radius of T whose element is 

1

i
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ij j

jr node

T


 
   
 

Φ . We could find that Tij

is a function of the vector RBF corresponding to the 

corresponding node and material parameters, more 

specific, relative permeability. Therefore, the node 

location and material information are embodied into T. 

For homogeneous media, 
max

 = 4 can be obtained.

Therefore, all temporal steps in the proposed meshless 
method should satisfy the following condition: 

 0

2
.rt

c




 

T
(14) 

To determine the maximum time step allowed in the 

proposed method, we need to evaluate the eigenvalues 

of T. As stated in [5], those eigenvalues are related to 

the minimum node space. When a large number of 

nodes are involved, direct evaluation of (14) is quite 

time-consuming and another solution is to select an 

approximated time step through minimum nodal spacing 

in [5]. 

IV. NUMERICAL RESULTS
In this section, we choose several numerical 

experiments to validate the accuracy and convergence 

properties of the proposed meshless method for the 

vector wave equations. 

A. One dimensional structure

Due to the existence of the analytical solutions of the

one-dimensional cavity with perfect electric conductor 

(PEC), we select it for the initial verification of the 

proposed method. The length of the cavity is 1 meter. 

The initial condition of the electric field is given as 

 sin /zE k x L  and the region is source free. The

theoretical field distribution is given as: 

   cos / sin /zE k ct L k x L   , (15) 

where k is the mode number and L is the length of the 

cavity. 

The nodes are selected uniformly distributed in the 

cavity with the distance between two neighboring nodes 

being 1 mm. The shape parameter is selected as 10 and 

the average node number in each local support domain is 

7. For fair comparison, the cavity was also simulated

with the FDTD with the uniform of cell size of 1mm,

which implies that two method have the same number

of field points. To reduce the effect of the time step on

the accuracy, the time steps for the proposed meshless

method and the FDTD method are selected small so

that CFLN = 0.1, where CFLN is the ratio of the time

step to the maximum time step allowable with the

FDTD method and similar definition in two and three

dimensional cases.

Figure 2 shows the field value obtained with the 

FDTD method and the proposed solver at 10 ns. Good 

agreements between the results obtained with the 

proposed method, the FDTD method and the analytical 

solution are observed. However, we can find that at the 

peak the proposed method can achieve more accurate 

solution than that of the FDTD method. Figure 3 presents 

the absolute error between the numerical solutions and 

the analytical results. At the peak the error of the proposed 

method is three times smaller than that of the FDTD 

method. It confirms that the proposed solver can obtain 

more accurate results than those of the FDTD method.  

Fig. 2. The Ez field value at 10 ns. 
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Fig. 3. The absolute solution difference between the 

proposed method and the FDTD method. 

 

Figure 4 illustrates the relative L2 error; the L2 error 

is computed with the equation below: 
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E E

E
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where 
N

E  is the numerical electrical field obtained with 

the FDTD method or the proposed method and 
A

E  is the 

analytical field solution. The error of the two methods 

goes up as k increases. This is because that the dispersion 

errors increase with the mode number when the spatial 

discretization remains unchanged. However, the accuracy 

of the proposed method is about two order higher than 

that of the FDTD method. The reason is that the meshless 

method is essentially a high order method and more 

nodes are involved in the support domain than that of the 

FDTD method for each time step updating. 
 

 
 

Fig. 4. The relative L2 error of the proposed solver and 

the FDTD method. 
 

B. Two-dimensional structure 
We also considered an air-filled perfect electric 

conducting (PEC) cavity with PEC boundary conditions. 

The cavity is a good structure for numerical validation 

since it embodies multiple incidences and reflections of 

electromagnetic waves. The dimensions of the cavity under 

consideration are 1 m × 1 m with uniform discretization 

of cell size 2 cm. The initial condition is given as: 

    sin sinzE m x n y  , (17) 

where m and n are the mode numbers in the x and y 

directions, respectively. The theoretical electric field 

inside the cavity can be expressed as: 

      sin sin coszE m x n y t   , (18) 

where 2 2

0c m n   . 

A small time step, CFLN=0.1, is selected again for 

the FDTD method and the proposed method to decrease 

the numerical error. The average number of the nodes 

considered in the local support domain is 9 and the shape 

parameter is selected to be 5 for Gaussian radial basis 

function (RBF). The distance between two nearest nodes 

is 0.02 m. The cell size is also 0.02m for the FDTD 

method. Therefore, the spatial resolutions for the proposed 

method and the FDTD are the same to make fair 

comparison. 

Figure 5 shows Ez field obtained with the proposed 

method at 10 ns with m = 2, and n = 2 for TM22. Figure 

6 presents the absolute error of the results obtained with 

the two methods at 10 ns. The error pattern distribution 

of the proposed method is the same as that of the FDTD 

method. However, the magnitudes are smaller than those 

of the FDTD method. It means that the proposed method 

can obtain more accurate results than the FDTD method. 

Again, this is because the proposed meshless method is 

essentially a higher-order method. 

 

 
  (a)  (b) 

 

Fig. 5. The analytical field (a) and numerical value 

obtained from the method (b) at 10 ns. 

 

 
 (a) (b) 

 

Fig. 6. The absolute error for the proposed method (a) 

and the FDTD method (b) at 10 ns. 
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Figure 7 illustrates the relative L2 error changing with 

m with fixed n. It can be found that the errors of the 

proposed method are smaller than those of the FDTD 

method for all the m modes with n = 1 and n = 3. Another 

interesting observation is that as m increases, the L2 

errors of the two methods level off to the same value. 

This is because the spatial sampling density is not 

sufficient to capture highly-varied field distributions of 

the higher modes with large m and n. 

Fig. 7. The L2 error of the proposed method and the 

FDTD method verse m with n=1 and n=3 at 10 ns. 

C. Three-dimensional structure

In a three-dimensional case, an air-filled PEC

cavity with PEC boundary condition and dimensions of 

1 m × 1 m × 1 m is considered. Again the cavity is a good 

structure for numerical validation since it embodies 

multiple incidences and reflections of electromagnetic 

waves. The cavity is discretized with uniform 

discretization of cell size 0.1 m. When the same initial 

condition for the two-dimensional case is chosen, the 

exactly same analytical solution is obtained. We choose 

a quite small time step (CFLN=0.1) for the FDTD method 

and the proposed method to decrease the numerical error. 

Average number of the nodes in the local support domain 

is 16 and the shape parameter is 0.5. The distance 

between two nearest nodes is 0.1 m. The cell size is also 

0.1m for the FDTD method to make fair comparison. 

Figure 8 presents Ez field obtained from the proposed 

solver at 10.5 ns with m = 2, and n = 2. The field 

distribution is TM22 mode. As shown in Fig. 9, the error 

pattern of the proposed method is exactly the same as 

that of the FDTD method. However, its magnitudes are 

smaller than those of the FDTD method, which means 

that the proposed method can obtain more accurate 

results than the FDTD method. Again, the reason is that 

the proposed meshless method is a high order method. 

Figure 10 presents the relative L2 error changing 

with m. It can be found that the error of the proposed 

method is smaller than that of the FDTD method for all 

the m modes with n = 1 and n = 2. The relative L2 errors 

of the two methods increase as m goes up. To obtain 

more accurate results for higher-order modes, denser 

nodes are required for the two methods. Another 

interesting observation is that for the FDTD method, the 

error of TM11 is larger than that of TM12 at 10. 5 ns; so 

is for the proposed method. 

Fig. 8. The field value obtained from the proposed method 

at 10.5 ns. 

 (a)   (b) 

Fig. 9. The absolute error for the proposed method (a) 

and the FDTD method (b) at 10.5 ns. 

Fig. 10. The L2 error of the proposed solver and the 

FDTD method verse m with n=1 and n=2 at 10.5 ns. 

Figure 11 shows the charge density in dB, at z = 0.4 m, 

obtained from the proposed method with m = 2 and n = 2 

at 10.5 ns. The charge density level is about -15 dB 

which is at the level of numerical noise. In other words, 

we can safely consider no artificial charge accumulation 

for the proposed method like other divergence-free 

methods, such as the FDTD method.  

The FDTD method takes 0.42 s and 5 Mb memory 

to complete the simulation, however, the proposed 

method, takes 1.18 s and 5 Mb memory. This is because 
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in the proposed method more nodes are involved for 

field updating. However, it could be mitigated to further 

explore the conformal modelling and coefficient reuse 

when regular node distribution is used. We will explore 

those possibilities in the future.  

Fig. 11. The charge density at z = 0.4 m plane of the 

proposed solver with n=2 and m=2 at 10.5 ns. Note: 

charge density is in dB scale. 

Some further remarks upon the proposed vector 

meshless method are made here: (a) as we have shown 

in the numerical experiments, the proposed method show 

the promising potential to serve as a general numerical 

method, like the FDTD method, but with more accurate 

results with the same level of discretization. (b) When 

certain applications, such as electron emission [17], 

in which the divergence properties are of significant 

importance are considered, the proposed method could 

be a better option than the traditional RPIM [5]; since 

the proposed method is divergence-preserved without 

introducing any artificial charges. (c) Another issue 

is how to define a good node distribution in the 

computational domain. Some early researches have been 

done in [18]. Interested readers are referred to them for 

more details.  

Currently, we are working on development of the 

perfectly matched layer so that the proposed method 

could solve practical complex problems. 

V. CONCLUSION
A vector-based meshless method is proposed for the 

transient electromagnetic analysis. The proposed method 

is based on the vector RBF and is proven to be divergence 

free. It solves the vector wave equation directly rather 

than the corresponding scalar wave equations separately. 

Therefore, only one set of field quantities (either E- or 

H-fields) needs to be solved. Its numerical accuracy

and convergence properties are investigated through

numerical experiments and compared with the analytical

solutions. The numerical results reveal that the proposed

method offers higher numerical accuracy than the FDTD

method with the same level of discretization density.

VI. APPENDIX
The fourth order partial derivative of the Gausses 

RBF is expressed as: 

   2 3 2 4 4 2 2 212 40 16 expxxxx a a x a x a x y z        
 

, (A1) 

   2 3 3 2 2 22 12 8 expxxxy ay a x a x a x y z        
 

, (A2) 

    2 2 2 2 2 2 24 2 4 2 expxxyy a x a a y a a x y z        
 

, (A3)

   2 3 3 2 2 22 12 8 expxxxz az a x a x a x y z        
 

, (A4) 

   2 2 2 2 2 24 4 2 expxxyz a yz a x a a x y z       
 

, (A5) 

    2 2 2 2 2 2 24 2 4 2 expxxzz a x a a z a a x y z        
 

, (A6)

where  2 2 2exp a x y z     
 

. 

Other entities can be achieved by cyclic permutation 

of x,y,z.  

Let 
j Μ Ψ , the entities of M are shown

below: 

 2 2 2 2 2 2 4 4 2 2

11 x y x z z y z y y z j          Μ , (A7) 

 3 2 3

12 x y z x y x y j        Μ , (A8) 

 3 3 2

13 x z x z x z y j        Μ , (A9) 

 2 2 2 2 2 2 4 4 2 2

22 y x x z z x x z y z j          Μ , (A10) 

 3 3 2

23 z y z y z y x j        Μ , (A11) 

31 13Μ Μ , (A12) 

32 32Μ Μ , (A13) 

 2 2 2 2 2 2 4 4 2 2

33 x y y x z x x y z y j          Μ . (A14) 

ACKNOWLEDGMENT 
The authors would appreciate the financial support 

from the National Natural Science Foundation of China 

under Grant 61427803 and Grant 61761017. 

REFERENCES 
[1] V. Cingoski, N. Miyamoto, and H. Yamashita,

“Element-free Galerkin method for electromag-

netic field computations,” IEEE Trans. Magnetics,

vol. 34, pp. 3236-3239, 1998.

[2] S. A. Viana and R. C. Mesquita, “Moving least

square reproducing kernel method for electromag-

netic field computation,” IEEE Trans. Magnetics,

vol. 35, pp. 1372-1375, 1999.

[3] G. Ala, E. Francomano, A. Tortorici, E. Toscano,

and F. Viola, “Smoothed particle electromagnetics:

A mesh-free solver for transients,” J. Comput. and

Applied Math., vol. 191, pp. 194-205, 2006.

[4] T. Kaufmann, C. Fumeaux, and R. Vahldieck,

“The meshless radial point interpolation method

for time-domain electromagnetics,” IEEE MTT-S

International Microwave Symposium Digest, pp.

YANG, SU, CHEN: A DIVERGENCE-FREE MESHLESS METHOD FOR TRANSIENT VECTOR WAVE EQUATIONS 841



61-64, 2008.

[5] Y. Yu and Z. Chen, “A 3-D radial point

interpolation method for meshless time-domain

modeling,” IEEE Trans. Microw. Theory Tech., vol.

57, pp. 2015-2020, 2009.

[6] Y. Yu and Z. Chen, “Towards the development of

an unconditionally stable time-domain meshless

method,” IEEE Trans. Microw. Theory Tech., vol.

58, pp. 578-586, 2018.

[7] B. Jiang, J. Wu, and L. A. Povinelli, “The origin of

spurious solutions in computational electromag-

netics,” J. Comput. Physics, vol. 125, pp. 104-123,

1996.

[8] T. Kaufmann, C. Engstrom, C. Fumeaux, and R.

Vahldieck, “Eigenvalue analysis and longtime

stability of resonant structures for the meshless

radial point interpolation method in time domain,”

IEEE Trans. Microw. Theory and Tech., vol. 58 ,

pp. 3399-3408, 2010.

[9] S. Lowitzsch, “Matrix-valued radial basis functions:

Stability estimates and applications,” Advances

Comput. Math., vol. 23, pp. 299-315, 2005.

[10] S. Lowitzsch, “A density theorem for matrix-valued

radial basis functions,” Numerical Algorithms, vol.

39, pp. 253-256, 2005.

[11] S. Lowitzsch, “Approximation and Interpolation

Employing Divergence-free Radial Basis Functions

with Applications,” Ph.D. Dissertation, Texas

A&M University, 2002.

[12] H. Wendland, “Divergence-free kernel methods for

approximating the Stokes problem,” Society for

Industrial and Applied Mathematics Journal on

Numerical Analysis, vol. 47, pp. 3158-3179, 2009.

[13] C. P. McNally, “Divergence-free interpolation of

vector fields from point values–exact ∇·B=0 in

numerical simulations,” Monthly Notices of the

Royal Astronomical Society: Letters, vol. 413, pp.

L76-L80, 2011.

[14] S. Yang, Z. Chen, Y. Yu, and S. Ponomarenko, “A

divergence-free meshless method based on the

vector basis function for transient electromagnetic

analysis,” IEEE Trans. Microw. Theory Tech., vol.

62, pp. 1409-1416, 2014.

[15] J. Zhang, J. Lu, Y. Liu, and S. Yang, “A vector

meshless method for transient vector wave equa-

tions,” 2018 International Appl. Comp. Electro.

Society (ACES) Symp., Aug. 2018.

[16] D. Jiao and J. Jin, “A general approach for the

stability analysis of the time-domain finite-element

method for electromagnetic simulations,” IEEE

Trans. Antena. Propag., vol. 50, pp. 1624-1632,

2002.

[17] D. Smithe, J. Cary, and J. Carlsson, “Divergence

preservation in the ADI algorithms for electromag-

netics,” J. Comput. Phys., vol. 228, pp. 7289-7299,

2009.

[18] O. Vlasiuk, T. Michaels, N. Flyer, and B. Fornberg,

“Fast high-dimensional node generation with

variable density,” Computers & Mathematics with

Applications, vol. 76, no. 7, pp. 1739-1757, 2018.

Shunchuan Yang received the 

B.S., M. S. and Ph.D. degrees from

Sichuan University, China, in 2009,

Zhejiang University, China, in 2012,

and Dalhousie University, Canada,

in 2015, respectively. Yang joined

Beihang University as an Associate

Professor in 2017. His research

interests include development of advanced numerical 

methods for computational electromagnetics (CEM) both 

in time and frequency domains and their applications in 

integrated circuits modeling, multiphysics and complex 

media modeling. Yang was a recipient of Killam Awards 

of Dalhousie University in 2014 and Chinese Government 

Award for Outstanding Self-financed Students Abroad 

in 2013. 

Donglin Su received the B.S., M.S., 

and Ph.D. degrees in Electronic Eng-

ineering from Beihang University 

(BUAA), Beijing, China, in 1983, 

1986, and 1999, respectively. In 

1986, she joined the Faculty of 

School of Electronics and Infor-

mation Engineering, BUAA, where 

she is currently a Full Professor. Her research interests 

include the numerical methods for microwave and 

millimeter-wave integrated circuits and systematic 

electromagnetic compatibility design of various aircrafts. 

She is a senior member of the Chinese Institute 

of Electronics. She is the General Chair of 2018 

International ACES Symposium and the Chair of Beijing 

Chapter of the IEEE Antennas and Propagation Society 

and the Deputy Chair of the Antennas Society, Chinese 

Institute of Electronics. 

Zhizhang (David) Chen received 

the Master degree in Radio Eng-

ineering from Southeast University, 

P. R. China, the Ph.D. degree in 

Electrical Engineering from the 

University of Ottawa, Canada. He 

was a NSERC Post-doctoral Fellow 

with McGill University, Montreal, 

Canada, in 1993. He is currently a Professor with 

Dalhousie University, Halifax, Nova Scotia, Canada, 

where he had also served as the Head of the Department 

of Electrical and Computer Engineering. He has been 

ACES JOURNAL, Vol. 34, No. 6, June 2019842



an Adjunct or Visiting Professor with the University 

of Nottingham of UK, École Nationale Supérieure des 

Télécommunications de Bretagne of France, Shanghai 

Jiao Tong University, Beijing University of Aeronautics 

and Astronautics, Fuzhou University, Hong Kong 

University of Science and Technology and the University 

of Electronic Science and Technology of China. 

Chen has authored and co-authored over 370 journal 

and conference papers in computational electromagnetics, 

RF/microwave electronics, antennas, and wireless 

technologies. He was one of the originators of the 

unconditionally stable methods that have been highly 

cited and used. He and his team also developed a number 

of nonlinear ultra-wideband receivers and planar wireless 

power transfer transmitting and receiving structures. 

He has been an Associate Editor of the recently 

founded IEEE Journal on Multiscale and Multiphysics 

Computational Techniques (2016-2019) and Guest Editors 

of several professional journals and magazines. He has 

been invited to give many invited talks and plenary 

speeches at various international meetings, conferences 

and forums. He was also involved in organizing in many 

international workshops and conferences as Chair, Co-

Chair, session organizer and committee members. His 

current research interests are in time-domain electro-

magnetic modeling techniques, ultra-wideband wireless 

communication systems and wireless power transfer. He 

received of the 2005 Nova Scotia Engineering Award, 

a 2006 Dalhousie graduate teaching award, the 2007 

& 2015 Dalhousie Faculty of Engineering Research 

Award, the 2013 IEEE Canada Fessenden Medal and 

Dalhousie University Professorship. He is the Fellow of 

the IEEE, the Canadian Academy of Engineering and the 

Engineering Institute of Canada.

YANG, SU, CHEN: A DIVERGENCE-FREE MESHLESS METHOD FOR TRANSIENT VECTOR WAVE EQUATIONS 843



A Hybrid Approach for Rapid Computation of Monostatic Radar Cross 

Section Problems with Characteristic Basis Function Method and Singular 

Value Decomposition 

Wenyan Nie 1 and Zhonggen Wang 2* 

1 School of Mechanical and Electrical Engineering 

Huainan Normal University, Huainan, 232001, China 

wynie5240@163.com 

2 School of Electrical and Information Engineering 

Anhui University of Science and Technology, Huainan, 232001, China 

*zgwang@ahu.edu.cn

Abstract ─ Characteristic basis function method (CBFM) 

is one of the effective methods to analyze wide-angle 

electromagnetic scattering characteristics of objects. In 

the general CBFM, a mass of plane waves is required to 

construct the characteristic basis function (CBFs) for a 

large-scale target resulting in a large number of CBFs. 

Furthermore, the accuracy cannot be further enhanced 

via general method by increasing the number of incident 

plane waves to obtain adequate CBFs. In order to 

alleviate these problems, a hybrid approach is proposed 

for fast computation of monostatic radar cross section of 

objects. The proposed method applies the singular  

value decomposition to compress the excitation matrix 

and introduces a new method to construct the CBFs 

considering the mutual interaction among blocks. Under 

such circumstances, the number of matrix equation 

solutions and the number of CBFs are both significantly 

reduced. Thus, the time of constructing CBFs and the 

complexity of reduced matrix both are reduced. 

Numerical examples verify and demonstrate that the 

proposed method is credible both in terms of accuracy 

and efficiency. 

Index Terms ─ Characteristic basis function method, 

characteristic basis functions, radar cross section, singular 

value decomposition. 

I. INTRODUCTION
The method of moments (MoM) [1] is known as 

an effective method to solve electromagnetic scattering 

problems. However, it imposes a great burden on the 

CPU, both in terms of computational time and memory 

requirement when dealing with large scale scatter 

problems. Fortunately, a variety of acceleration algorithms 

have been proposed to relieve these problems, such 

as the fast multipole method (FMM) [2], the adaptive 

integral method (AIM) [3], the multilevel fast multipole 

method (MLFMM) [4], the adaptive cross approximation 

(ACA) algorithm [5], the domain decomposition method 

[6, 7] and the fast dipole method (FDM) [8]. These 

methods have advantages in matrix-vector products 

(MVPs) and can handle large number of unknowns. 

However, most of above mentioned approaches are not 

appropriate for obtaining accurate monostatic radar 

cross section (RCS) analysis. To over this problem, 

many efforts have been devoted to the fast solution of 

monostatic RCS [9-11]. However, these methods need to 

use iteration method to solve liner equations which can 

lead to convergence difficulties when dealing with an ill-

conditioned matrix. 

Recently, the characteristic basis function method 

(CBFM) [12, 13] has been proposed that the entire 

scatter is divided into several blocks and each block can 

be solved as an independent domain. The size of the 

impedance matrix of the CBFM is much smaller than 

that of the MoM because the number of characteristic 

basis functions (CBFs) is smaller than the RWGs. It can 

be performed using the direct method for the matrix 

calculation; it is therefore suitable for multiple right 

hand-sides problem, such as monostatic RCS analysis. 

However, the construction of the CBFs relies on adequate 

incident plane waves (PWs) excited. The number of 

CBFs is increased with increase in the size of analysis 

target, which will cause more time consumption in 

singular value decomposition (SVD). Besides, it will be 

difficult to solve and store the reduced matrix directly. 

Under this condition, few hybrid methods have been 

proposed. The multilevel characteristic basis function 

method (MLCBFM) has been introduced in [14] to 

reduce the number of unknowns by applying CBFM 

recursively. In [15], the MLFMM is combined with the 

CBFM to efficiently calculate the reduced matrix. In 
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[16], improved primary CBFs (IPCBFs) are proposed 

to decrease the number of the CBFs. In [17-19], the 

high level CBFs are calculated by fully considering the 

mutual coupling effects among the sub-blocks, but the 

total number of CBFs is increased. To some extent, these 

methods save time and reduce the storage requirement. 

However, the number of incident PWs in these methods 

is always overestimated and the redundant PWs will 

increase the calculation time both in terms of the CBFs 

construction and the reduced matrix calculation. In this 

paper, a hybrid CBFs construction method is presented. 

Firstly, the SVD procedure is utilized to remove the 

redundancy in the excitation PWs before calculating 

the CBFs. Secondly, the improved CBFs (ICBFs) are 

obtained by considering the couple effects among the 

blocks. Since the ICBFs contain the information of the 

primary CBFs (PCBFs) and the secondary level CBFs 

(SCBFs), the number of CBFs of each block will be 

reduced significantly that will further minimize the 

reduced matrix, hence the calculation time is also 

cut down. The efficiency of the proposed method is 

demonstrated using several examples in the paper. 

II. CHARACTERISTIC BASIS FUNCTION

METHOD 
The CBFM divides the target into M  blocks and 

each block is solved as an independent domain by using 

the CBFs [12, 13]. For each block, the CBFs can be 

obtained from Eq. (1): 

pwsCBFs = ( 1,2, , ),
Ne

ii i i i M Z J V (1) 

where e

iiZ denotes the self-impedance of the extended 

block i, with dimensions of eb eb

i iN N . The eb

iN

represents the number of unknown belonging to the 

extended block i and pwsN

iV  is the excitation matrix with 

dimensions of pws

eb
iN N , the pwsN  is the number of 

incident PWs. To eliminate the redundant information 

in CBFs

iJ caused by overestimation, the SVD is used to 

reduce the redundancy of the initial CBFs. Suppose, the 

same number B of CBFs is obtained on each block after 

SVD, where B is smaller than pwsN , the surface current 

of the target can be expressed as a liner combination of 

these CBFs as: 

 

 

 
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1

1 1

0
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0
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 

1

= =

JJ

J = = a + + aJ

J J

    

(2) 

where k

ia  are the unknown expansion coefficients and 

k

iJ is the kth CBFs of block i. The total number of CBFs 

is BM and the reduced matrix equation R RZ α V can be  

constructed as follows: 

111 12 1 1

221 22 2 2

1 2

,

R R R R

M

R R R R

M

R R R R
MM M MM M

    
    
     
    
    
       

αZ Z Z V

αZ Z Z V

αZ Z Z V

(3) 

where the 1 2 T( , , , )B

i i i iα a a a  represent the unknown 

weights of the CBFs on the block i, 
R

ijZ represents the

interactions between blocks i and j, and R

iV is the

excitation vector. The 
R

ijZ , 
iα and R

iV are the sub-

matrices of R
Z , α and R

V , respectively. The 
R

ijZ and

R

iV can be generated by using Eqs. (4) and (5): 

  
H ,R

ij i ij jZ = J Z J  (4) 

H ,R

i i iV = J V  (5) 

where the H stands for conjugated transpose, ijZ

represents the original mutual impedance matrix between 

the extended block i  and block j, and 
iV  is the original 

excitation vector. After the reduced matrix R
Z is 

generated, the unknown coefficients of the CBFs iα can 

be obtained by solving Eq. (3). Substituting the iα into

Eq. (2), the total current distribution on the surface of the 

target can be obtained.  

III. HYBRID CBFs CONSTRUCTION

METHOD 
The CBFM partly realizes the time-saving and 

memory requirement reduction in the calculation. 

However, the problem of time-consuming in CBFs 

construction is still existed when the size of target is 

increased. More importantly, for large-scale monostatic 

problem, the accuracy cannot be further enhanced via 

general method, in which the accuracy is improved 

by increasing the number of incident PWs to obtain 

adequate CBFs. Thus, a hybrid approach to solve above 

mentioned problems is presented. 

Firstly, the redundancy information in the incident 

PWs is fully considered. The CBFs are solved using Eq. 

(1), where the incident excitation pwsN

iV  can be described 

as follows:  

  pws pws

pws pws

1

1 1( ( , ) ( , ) ( , )),
N Nt

i i i t t i N NV = V r p V r p V r p (6) 

where tr and tp represent the incident direction and

polarization, respectively. ( , )t

i t tV r p is a matrix indicating 

a plane wave from a direction with a polarization. 

However, because the shape of each block under analysis 

is different, the incident PWs are usually redundant. In 

order to reduce the redundant PWs, the SVD is applied 

to deal with the excitation matrix before calculating 

CBFs: 
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pws T ,
N

iV = UWV                           (7) 

where U and V are orthogonal matrices of dimensions 
be eb

i iN N  and pws pwsN N , respectively. W is an 

pws

eb
iN N  diagonal matrix and the elements of the 

diagonal matrix are the singular values of pwsN

iV . The 

superscript T denotes the transpose operation. Setting an 

appropriate threshold that typically set to be 0.001, a new 

set of incident excitations will be obtained retaining only 

those with relative singular values above the threshold. 

Hence, a new excitation matrix named 
New

iV  is obtained 

and the number of PWs is decreased. For the sake of 

simplicity, we assume that all of the blocks contain the 

same number K of PWs. The dimension of 
New

iV  is 

eb

iN K , and K is always smaller than pwsN . Replacing

pwsN

iV  in Eq. (1) with 
New

iV , a new equation can be 

constructed as follows: 
New ,e p

ii i iZ J = V .                           (8) 

By solving Eq. (8), K PCBFs (
p

iJ ) can be obtained 

on each block. The total number of matrix equation 

solutions is M K , which is smaller than pwsM N  in 

the CBFM as pwsK N . Compared with the general 

CBFM, the time required to construct the CBFs in new 

method is reduced. 

Secondly, the couple effects among blocks are fully 

consider. In [18], the SCBFs are calculated subsequently 

using the following equations:     

   
1( )

,1

M
se p

ii i ij j

j j i

 
=

Z J = Z J                      (9) 

                   
1( )

,2 1

M
s se

ii i ij j

j j i

 
=

Z J = Z J                    (10) 

where 1s

iJ  and 2s

iJ  represent the first-level SCBFs and 

the second-level SCBFs, respectively. By removing the 

influence of the extended part, the SCBFs 1s

iJ  and 2s

iJ

can be obtained by solving Eq. (9) and (10) separately. 

Following the above described procedure, 3K CBFs can 

be obtained on each block (including K 
p

iJ , K 1s

iJ  and 

K 2s

iJ ). In order to further reduce the number of obtained 

CBFs, the ICBFs is proposed by combing the PCBFs and 

the SCBFs. For block i, the transformation is defined as 

follows: 

   

 

1

New

New

1( ) 1( )

,

1 2 1 2s s s se p e e e p

ii i ii i ii i ii i i i

e I

ii i

' ''

i i i

M M
sp

i ij j ij j

j j i j j i 





   
= =

Z J + Z J + Z J = Z J + J + J

Z J

V + V + V

V Z J Z J

 
(11)

 

where '

iV  and ''

iV
 
represent the multiple scattering by 

the PCBFs ( p

iJ ) and the SCBFs ( 1s

iJ ) from other blocks, 

respectively. By solving Eq. (11), K ICBFs of block i  

can be obtained, the number of CBFs is further reduced. 

Furthermore, the I

iJ  contains the information that 

represents the 1s

iJ  and 2s

iJ , so I

iJ  can indicates the real 

current distribution in block i.  
 

IV. NUMERICAL RESULTS  
In this section, the hybrid method (CBFM-SVD) is 

applied to three test samples to demonstrate the accuracy 

and efficiency. All the targets are analyzed by multiple 

PWs with two modes of polarization, and All examples 

are carried out on a personal computer with an Inter (R) 

Core (TM) i5-6500 CPU with 3.2 GHz (only one core  

is used) and 16 GB RAM. The relative error Err is 

introduced and defined as follows: 

           x MOM MoM2 2
100%,Err   I I I        (12) 

where 
MoMI  is the current coefficient vector computed 

by the FEKO, and 
xI  is the current coefficient vector 

computed by the CBFM or the CBFM-SVD. 
2


 

represents the vector-2 norm.    

First, the monostatic RCS of a perfect electric 

conduct (PEC) almond with the length of 252.374 mm at 

a frequency of 7 GHz is computed. There are 11564 

triangular patches remained in the surface of almond 

after mesh subdivision and the number of unknowns is 

27579. The entire almond is divided into 8 blocks. In  

the two methods, the number of incident PWs is set as

20N N
   , where N

 and N  represent the number 

of incident PWs in the directions of   and ,  

respectively. The total numbers of CBFs and the relative 

error of two methods under different SVD thresholds are 

shown in Table 1. It can be seen that the relative error of 

the CBFM-SVD converges faster with reducing the SVD 

threshold, which proves that the CBFM-SVD has higher 

accuracy than CBFM because the presence of SCBFs. 

Taking into account the computational accuracy and 

computational efficiency of the two methods, the SVD 

threshold of the CBFM-SVD is selected as 0.005, and  

the SVD threshold of CBFM is selected as 0.001. The 

number of CBFs retained on each block and the size of 

reduced matrix are shown in Table 2. It can be seen that 

the number of CBFs and the dimensions of the reduced 

matrix are both decreased when the CBFM-SVD is used. 

In order to further illustrate the efficiency and accuracy 

of the proposed method, the comparison of relative error 

is shown in Fig. 1. It can be seen that the relative error of 

the CBFM-SVD converges faster with increase in the 

number of CBFs. The current coefficients of one arbitrary 

RWG basis with multiple incident angles, computed  

by the conventional CBFM and the CBFM-SVD are 

compared in Fig. 2, which are in good agreement. The 
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monostatic RCS in  polarization and  polarization 

calculated by using the CBFM and the CBFM-SVD are 

presented in Fig. 3 and Fig. 4, respectively. It can be seen 

from the figures that the results are coincided well with 

each other. 
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Fig. 1. The current error versus the CBFs number. 
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Fig. 2. Current coefficients for PEC almond.  
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Fig. 3. The monostatic RCS of NASA in  polarization. 
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Fig. 4. The monostatic RCS of NASA in  polarization. 

 

Then the scattering problem of a PEC cube with 

length of 1.2 m is presented. The frequency is 500 MHz 

and the cube is divided into 10 blocks. The surface of 

cube is discretized in 9660 triangular patches and the 

total number of unknowns is 24711. In the CBFM, the 

number of incident PWs is set as 20N N
   , so 800 

CBFs are generated for each block and only 176 CBFs 

(average value) are remained via SVD. The remained 

CBFs are applied to construct the reduced matrix with 

the dimensions of 1763×1763. While in the CBFM-

SVD, each block is excited by using 20 PWs in the 

directions of   and  . Only 127 PWs (average value) 

are remained resulting in 127 ICBFs for each block by 

using the SVD. The dimensions of reduced matrix are 

1271×1271. Comparing with the CBFM, the size of 

matrix is further decreased. The calculation results are 

shown in Fig. 5 and Fig. 6, respectively. It can be seen 

that the results are coincided well with each other. 
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Fig. 5. The monostatic RCS of a PEC cub in  

 polarization. 
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Fig. 6. The monostatic RCS of a PEC cub in

 polarization.

Finally, the monostatic RCS of sixteen discrete 

cylinders are computed. Each cylinder has same size 

with height of 0.5 m and radius of 0.25 m. The frequency 

of incident PWs is 500 MHz and the target is divided into 

16 blocks. After mesh subdivision, the surface of the 

objective is discretized in 20416 triangular patches and 

the total number of unknowns is 30624. In the CBFM, 

the number of incident PWs is set as 20N N
   . By 

taking advantage of SVD, the number of CBFs is reduced 

to 147 and the size of the reduced matrix is 2352×2352. 

In the CBFM-SVD, the number of incident PWs is defined 

as 20N N
   , via SVD only 111 PWs are remained 

resulting in 111 ICBFs for each block. In terms of the 

matrix size, the size of reduced matrix in the CBFM-

SVD is smaller than that in the CBFM, with the 

dimensions of 1776×1776. The monostatic RCS in 

polarization and  polarization calculated by using the 

CBFM and the CBFM-SVD are presented in Fig. 7 and 

Fig. 8, respectively. The result obtained by the CBFM-

SVD agrees very well with that obtained by the CBFM. 
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Fig. 7. The monostatic RCS of sixteen discrete cylinders 

in  polarization. 
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Fig. 8. The monostatic RCS of sixteen discrete cylinders 

in  polarization. 

The calculation time of the two methods are 

summarized in Table 3. It can be seen that the CBFM-

SVD outperforms the conventional CBFM, both in 

CBFs construction and in RCS computational time, 

the CPU time of the CBFs construction and the RCS 

computational time are remarkably reduced and the 

gains are about 38% and 22%, respectively. 

VI. CONCLUSION

In this paper, a hybrid method (CBFM-SVD) is 

presented to efficiently compute the monostatic RCS of 

objects. In the proposed method, the number of required 

PWs has been remarkably reduced by further compression 

using the SVD that results in fewer matrix equation 

solutions. Furthermore, a novel scheme for CBFs 

construction is proposed by taking full consideration of 

the couple effects among the sub-blocks to enhance the 

computation accuracy. The results have validated and 

demonstrated that the proposed CBFM-SVD is capable 

of more efficiently calculating the monostatic RCS 

compared with the conventional CBFM without 

compromising the accuracy.  
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Table 1: The total CBFs number and the relative error of two methods under different SVD threshold

SVD Threshold 
CBFM CBFM-SVD 

Err (%) CBFs number Err (%) ICBFs number 

0.08 36.035 442 28.413 427 

0.05 22.728 548 19.864 506 

0.03 12.918 613 9.474 574 

0.01 8.595 798 4.206 769 

0.005 5.887 905 2.961 872 

0.003 3.353 1073 2.323 1035 

0.001 2.986 1219 2.037 1156 

Table 2: The CBFs number retained on each block of two methods 

Method 
Block 

1 

Block 

2 

Block 

3 

Block 

4 

Block 

5 

Block 

6 

Block 

7 

Block 

8 

Size of Reduced 

Matrix 

CBFM 124 168 185 190 180 164 130 78 1219×1219 

CBFM-SVD 88 125 132 140 130 109 94 54 872×872 

Table 3: The consequences of two methods comparing in different samples 

Problems Method 
CBFs 

Construction(s) 

Reduced Matrix 

Calculation(s) 

Solving Matrix 

and RCS(s) 

Total 

Time(s) 

Problem 1 
CBFM 2573.09 1910.68 24.92 4533.61 

CBFM-SVD 1519.02 1593.64 21.60 3155.86 

Problem 2 
CBFM 3205.64 2241.91 29.84 5507.23 

CBFM-SVD 1956.62 1797.64 22.84 3798.30 

Problem 3 
CBFM 3966.63 4299 41.57 8348.85 

CBFM-SVD 2607.51 3524.17 34.20 6200.08 
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Abstract ─ We propose an effective method of dispersive 

finite difference time domain-generalized sheet 

transition conditions (FDTD-GSTCs) for the modeling 

of electromagnetic fields from tunable graphene with 

nearly zero thickness. To model the tunable graphene 

effectively, the susceptibilities are introduced instead of 

its physical structure, which can be extracted from 

reflection or transmission coefficients. In order to model 

the graphene in broadband, a dispersive FDTD-GSTC 

method is introduced by fitting the susceptibilities with 

respect to frequencies with the complex-conjugate pole-

residue (CCPR) pairs. Numerical results demonstrate the 

validity of the proposed method. 

Index Terms ─ Broadband, dispersive, finite difference 

time domain, grapheme. 

I INTRODUCTION 
Graphene has a wide range of applications due to 

its excellent conductivity, good thermal stability, high 

electron mobility, low density, promising wave 

absorbing material, and easy to be tunable with biasing 

electrostatic or a magnetostatic field [4]. To simulate it 

with typical three-dimensional numerical methods will 

lead to very low computation efficiency [5]-[10], due to 

its single atom thickness. To model the thin graphene 

layer effectively, many techniques such as the thin 

dielectric sheet (TDS) [5], surface impedance boundary 

condition [6], sub-cell discretization technique [7], and 

hybrid time domain implicit–explicit method [8] are 

widely developed.  

In recent years, generalized sheet transition 

conditions (GSTCs) have been widely used in the 

analysis of electromagnetic metasurfaces [11]-[13]. In 

this work, we extend the GSTC for the modeling of 

metasurface [17] with graphene. The complex-conjugate 

pole-residue (CCPR) pairs method [3] is proposed to fit 

the dispersive susceptibility tensors for the analysis of 

the wideband electromagnetic property of graphene 

sheet. 

This paper is organized as follows: Sectopm II 

briefly describes the FDTD-GSTC method; Section III 

describes the dispersive FDTD-GSTC method in detail; 

numerical simulations of tunable graphene in Section IV 

validate the proposed method. Finally, a short conclusion 

is given in Section V. The results of this work are 

initially presented at the 2018 ACES-China conference 

in Beijing [16].  

II FDTD-GSTC METHOD 
As shown in Fig. 1, the graphene is located at xoy 

plane, the boundary conditions can be written as [1], [11]: 

zz j z M  H = P
,     (1a) 

zP
z j z



 
    

 
E = M , (1b) 

z  D = P , (1c) 

z   B = M , (1d) 

where P and M are the electric and magnetic surface 

polarization densities, respectively. H  and E

represent the difference of electromagnetic field on the 

two sides of the graphene. 

inc

ref

tr

graphene

z

x

0z 

inc

ref

tr

z

x

0z 

Fig. 1. Graphene located at xoy plane. 

The electric and magnetic polarization current 

densities are defined as [1], [11]: 

ee av em av  P = E H , (2a) 

mm av me av


 


M = H E ,                 (2b) 
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where ee  , em  , me , and mm are susceptibility tensors.

avE and avH are the average value of electromagnetic

field on the two side of the graphene. 

In the particular case, we assume that the normal 

electric and magnetic polarization currents of graphene are 

zero, i.e., 0zP    and 0zM  .  o that the susceptibility

tensors reduce to 2×2 transverse tensors.  ubstituting Eq. 

(2) into Eq. (1), we can obtain [2]:

,

,

,

,

xx xy
x avy ee ee

yx yy
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xx xy
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, (3a) 
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 
 

 

    
          

  
    

  

,           (3b)   

without loss of generality, we assume the elements are 

monoanisotropic and non-gyrotropic (
xy

ee ,
yx

ee ,
xx

em ,
xy

em  ,
yx

em  , and
yy

em are equal to zero).  ince the sheet is

infinitesimal thin, there are no normal components of 

the charges and currents. As a result, the time domain 

expression of Eq. (3) can be simplified as: 

0

yyy

y x ee

E
J H

t
 


  


,          (4a) 

0

xx x

x y ee

E
J H
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 


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
,               (4b) 

0
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H
K E

t
 


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
,               (4c) 

0

yyy

y x mm

H
K E

t
 


  


,        (4d) 

where 
p pJ j P and

0p pK j M with ,p x y  

represent the polarization electric and magnetic current 

densities, respectively. When we insert it into the 

Ampere’s and Faraday’s laws, the FDTD updating 

equations as in Eq. (5) can be obtained. It can be found 

from Eq. (4), when the polarization susceptibilities 

are related to the frequencies, careful treatment of a 

dispersive FDTD-GSTC should be derived as will be 

presented in Section III. 

III. DISPERSIVE FDTD-GSTC METHOD

WITH CCPR PAIRS 
The susceptibilitiy tensors can be extracted from 

the reflection and transmission coefficients [1], as a result, 

the susceptibility tensors are related to frequencies. In 

this work, the broadband susceptibilities with respect to 

frequencies can be fitted with the complex-conjugate 

pole-residue (CCPR) pairs [3]. Hence, the susceptibility 

tensors can be approximated as: 

 
1

= +
N

p p

pp p

c c
d

j a j a
 

 






 
 
   

 ,              (6) 

where d is a constant term,  ,p pa c and  ,p pa c  are the

complex-conjugate pole-residue pairs,  respectively. With 

CCPR pairs, the polarization electric and magnetic current 

densities can be separated into the constant term and 

dispersive term: 
*

dis dis con  J J J J ,   (7a) 

*  
dis dis con

K K K K ,   (7b) 

where 
conJ  and 

con
K  represent constant term of 

electromagnetic current density. 
disJ , *

disJ , 
dis

K  and 

*

dis
K  represent two complex-conjugate pair current terms 

[3]. 

start

initialize coefficients of susceptibility tensors

update Jp on the metasurface

update Kp on the metasurface

update E on the metasurface with FDTD-GSTC and update 

E in the other regions with conventional updating equations 

update H on the metasurface with FDTD-GSTC and update H 

in the other regions with conventional updating equations 

last iteration?

post processing

Yes

No

Fig. 2. A flowchart of FDTD-G TC. 

The constant term of equivalent surface currents on 

the graphene sheet can be solved by the traditional 

FDTD method [14], [15]. While the dispersive term of 

equivalent surface currents can be expressed by CCPR 

[3]: 

_ 0

p

p dis
p

c
j

j a
 





J E ,  (8a)

_ 0

kp

p dis
kp

c
j

j a
 





K H .     (8b) 

Assuming the graphene is located at cell of (i, j, p), Eq. 
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(8) in can be written in a discrete form:
1

1
_ _

n n
n n
p dis p p dis pk b

t


 

 


E E
J J ,         (9a) 

1
1

_ _

n n
n n
p dis kp p dis kpk b

t


 

 


H H
K K ,        (9b) 

where 
2

2
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p
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a t
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0 2

2

p

p
p

c t
b

a t

 


 
,

2
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 


 
, 

and 
0 2

2

kp

p
kp

c t
b

a t

 


 
. 

After this, we can substitute the current densities of 

(9) into (5), finally, the updating equation of yE  and 

yH at cell (i, j, p) based on the Yee grid can be obtained

as in Eqs. 10 (a) and (b). Similarly, xE and xH can be 

obtained as in Eqs. 10 (c) and (d). It should be noted here, 

for single layer graphene sheet without substrate 0E  , 

thus there is no need to update the magnetic equations in 

FDTD. The flowchart of the proposed FDTD-GSTC is 

shown in Fig. 2. 
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IV NUMERICAL RESULTS 

In this section, numerical simulations of graphene 

are shown to demonstrate the validity of the proposed 

dispersive FDTD-GSTC method, all the simulations are 

carried out on a personal computer of Intel(R) Core(TM) 

i3-4170 CPU with 3.7GHz and 16 GB RAM. We use 

Fortran to code the proposed algorithm. 

A graphene with cross-shaped elements 

Firstly, the graphene with cross-shaped elements is 

simulated, as inset in Fig. 3 (b), the dimensions of the 

element are: L = 48um, d1 = d2 = 6um, and the period of 
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the array is 60 um. The scattering rate of graphene sheet 

is 0.5 meV, the temperature is 300 K, and the biasing 

electric field is of 2V/nm. With the complex-conjugate 

pole-residue pairs method, the broadband (0.1 THz to 2 

THz) susceptibilities with respect to frequencies can be 

fitted well as shown in Fig. 3 (a). Here, four terms are 

employed, and the coefficients of them are listed in Table 

1, respectively.  

   (a) 

1d

L

p

d2

 (b) 

Fig. 3. Simulation of cross-shaped graphene with periodic 

boundary condition: (a) broadband susceptibility xx

ee

fitted by complex-conjugate pole-residue pairs, and 

(b) reflection coefficient by commercial software and

proposed FDTD-GSTC method.

With the proposed dispersive FDTD-GSTC, the mesh 

size can be dx = dy = dz = 2um, which is much larger than 

conventional FDTD method [14], [15]. Figure 3 (b) plots 

the simulated reflection coefficients of the proposed 

dispersive FDTD-GSTC method and commercial 

software HFSS, very good agreement can be found. The 

simulation time and memory of FDTD and FDTD-GSTC 

are listed in Table 2. It can be seen that the FDTD-GSTC 

method requires much less number of grids and 

computing resources. 

Table 1: Coefficients of the four terms in complex-

conjugate pole-residue pairs to fit 
xx yy

ee ee  for the

graphene sheet with cross elements (d = 4.13e–8) 

 1 1,p pa c  12 41.769 10 0 ,9.376 10 0j j    

 2 2,p pa c  13 61.099 10 0 , 4.041 10 0j j     

 3 3,p pa c  13 72.866 10 0 ,1.911 10 0j j    

 4 4,p pa c




11 12

4 7

6.685 10 6.217 10 ,

5.575 10 3.724 10

j

j

   

   

Table 2: Comparison of time and memory between 

FDTD and FDTD-GSTC 

Size of Grid 

(um) 

Time 

(s) 

Memory 

(MB) 

FDTD 1×1×1 208 80 

FDTD-GSTC 2×2×2 27.9 31 

B graphene with asymmetrical elements 

Secondly, the graphene with asymmetrical rectangular 

elements as inset in Fig. 4 (c) is simulated. The 

dimensions of the graphene element are 30um×18um, the 

period is 30um. The incident modulated Gaussian pulse 

is with normal propagation direction and x̂ polarization. 

The scattering rate of graphene sheet is 0.96meV, the 

temperature is 300 K, and biasing electric field on 

graphene is of E = 0V/nm. 

With the complex-conjugate pole-residue pairs 

method, the broadband (0.5 THz to 4 THz) susceptibilities 
xx

ee and
yy

ee with respect to frequencies can be fitted

well as shown in Figs. 4 (a) and (b). The coefficients of 

the four terms in complex-conjugate pole-residue pairs 

are listed in Tables 3 and 4. 

With the proposed dispersive FDTD-GSTC, the 

mesh size can be dx = dy = dz = 1um, which is much larger 

than conventional FDTD method [14], [15]. The incident 

modulated Gaussian pulse is with normal propagation 

direction, Fig. 3 (c) plots the simulated reflection 

coefficient the proposed dispersive FDTD-GSTC method 

and commercial software HFSS, very good agreement 

can be found.  

Table 3: Coefficients of the four terms in complex-

conjugate pole-residue pairs to fit 
xx

ee for the graphene

sheet with rectangular elements (dx = 2.94e–8) 

 1 1,p x p xa c  10 73.172 10 0 ,5.008 10 0j j    

 2 2,p x p xa c  12 72.927 10 0 , 5.269 10 0j j     

 3 3,p x p xa c  12 65.9568 10 0 ,4.524 10 0j j    

 4 4,p x p xa c  13 61.141 10 0 , 2.555 10 0j j     

 5 5,p x p xa c




12 13

5 5

2.833 10 3.344 10 ,

4.153 10 1.291 10

j

j

   

   
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Table 4: Coefficients of the four terms in complex-

conjugate pole-residue pairs to fit yy

ee for the graphene

sheet with rectangular elements (dy = 1.81e–8) 

 1 1,p y p ya c  11 82.341 10 0 ,3.359 10 0j j    

 2 2,p y p ya c


 12 75.157 10 0 , 4.629 10 0j j     

 3 3,p y p ya c


 13 71.0758 10 0 , 2.017 10 0j j     

 4 4,p y p ya c






12 12

7 7

1.045 10 4.771 10 ,

2.147 10 8.132 10

j

j

   

  

 5 5,p y p ya c






11 12

6 6

9.357 10 8.878 10 ,

1.112 10 2.161 10

j

j

   

  

C graphene sheet with different biasing electric fields 

Thirdly, the graphene sheets with cross elements as 

in Section IV-A with different biasing electric fields are 

simulated in this part. The graphene sheet is located on 

the substrate with thickness of 2um and relative dielectric 

constant of 2. 

As shown in Figs. 5 (a)-(c), the extracting 

susceptibilities ( xx yy

ee ee  ) for the graphene sheet with 

biasing electrostatic field of 2 V/nm, 10 V/nm, and 20 

V/nm are plotted, very good agreement between the fit 

and original data can be found. With the increase of static 

bias electric field, the peaks of reflection coefficient also 

gradually increase and shift to the high frequency regime 

as in Fig. 5 (d).  

D turntable graphene sheet array 

The last simulation example is a finite size graphene 

sheet composed of 10×10 cross elements as in Fig. 6. The 

observed frequencies are chosen at which the largest 

reflection occur, e.g., 0.9 THz, 1.18 THz, and 1.5 THz, 

respectively. The bistatic RCS is calculated by FDTD-

GSTC and HFSS. It can be found that the results of 

the proposed method are in good agreement with the 

commercial software, while our proposed method is 

much more efficient as listed in Table 5. 

(a) 

  (b) 

(c) 

Fig. 4. Simulation of asymmetrical graphene sheet with 

rectangular elements: (a) extracted susceptibility xx

ee , (b)

extracted susceptibility yy

ee , and (c) reflection coefficient

by commercial software and proposed FDTD-GSTC 

method. 

 (a) 

 (b) 

 (c) 
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Fig. 5. Simulation of the graphene sheet with different 

biasing electric field: (a) susceptibilities when E = 2V/nm, 

(b) susceptibilities when E = 10V/nm, (c) susceptibilities

when E = 20V/nm, and (d) reflection coefficients with

different static biasing electric fields.
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Fig. 6. Validation: bistatic RCS of finite graphene sheet 

composed of 10×10 cross computed by HFSS (solid line) 

and FDTD-GSTC (dotted line). 

Table 5: Comparison of time and memory between HFSS 

and FDTD-GSTC 

Method 
Number of 

Elements 

Time 

(hh:mm:ss) 

Memory 

(GB) 

HFSS 7290500 38:51:39 32 

FDTD-GSTC 398×398×99 07:49:51 12 

V. CONCLUSION
We proposed an effective dispersive FDTD-GSTC 

method to analyze the electromagnetic property of 

graphene by using the complex-conjugate pole-residue 

pairs. Typical tunable graphene sheets with cross and 

rectangular elements are simulated in a broadband. 

The accuracy of the method and the computation 

performance is validated with respect to commercial 

software.  
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Abstract ─ This paper presents an efficient explicit 

leapfrog implementation of the split-field (SF) finite-

difference time-domain (FDTD) method for solving 

problems of the oblique incident plane wave on periodic 

structures. Firstly, by splitting only one field component, 

the additional time derivative terms of transformed 

Maxwell’s equations can be eliminated. Then, by applying 

Peaceman–Rachford scheme, one-step leapfrog scheme 

and Sherman-Morrison formula, the proposed SF method 

is implemented in a much simpler explicit scheme than 

traditional SF FDTD method and some unconditionally 

stable methods. Furthermore, the stability condition of 

the proposed method is weaker than traditional SF FDTD 

method. The accuracy and efficiency of this method are 

verified by numerical results. 

Index Terms ─ Finite-difference time-domain (FDTD) 

algorithm, modified split-field (SF) method, one-step 

leapfrog scheme, periodic structure. 

I. INTRODUCTION

Many electromagnetic applications possess a 

periodicity in one or more dimensions, such as dielectric 

frequency selective surfaces (DFSS) [1], photonic bandgap 

(PBG) structures [2] and so on. The analyses of these 

structures using the conventional finite-difference 

time-domain (FDTD) method are time-consuming and 

memory-extensive because the periodic structures exist. 

The periodic boundary condition (PBC) provides a good 

choice to alleviate the computational burden in analyzing 

these structures’ scattering problems [3] because only 

one unit cell of the periodicity need to be modeled. 

However, PBC is difficult to implement at the oblique 

incident due to a cell-to-cell phase variation between 

two periodic boundaries [4]. The methods that have been 

proposed for oblique incident are divided into two main 

categories: direct field methods and field transformation 

methods [5]. The split-field (SF) FDTD method [4], 

which belongs to the second category, is widely used 

because it is very useful and robust. Unfortunately, 

the Courant Friedrichs Lewy (CFL) conditions of the 

SF FDTD method is strict and angle-dependent. To 

overcome the restriction, some unconditionally stable 

methods [6, 7] based on implicit scheme have been 

introduced into the analysis of periodic structures. 

However, those methods all need to solve several 

complex implicit equations and exhibit worse numerical 

dispersion errors along with the increment of the time-

step size. After that, Wang et al. present an explicit 

implementation of the 2-D SF FDTD method [8] by 

locally one-dimensional (LOD) scheme. 

In this paper, by adopting modified SF method [9], 

Peaceman–Rachford (PR) scheme [10] and one-step 

leapfrog scheme [11], an efficient explicit leapfrog SF 

FDTD method is proposed for analyzing the oblique 

incident plane wave problems in periodic structures. In 

comparisons with the traditional SF FDTD method [4] 

and LOD FDTD method [7], the proposed method has 

better numerical performance, which is validated by 

the numerical examples. The rest of this paper is 

arranged as follows, Section II presents the derivation of 

formulation. In Section III, the numerical performance 

of the proposed method is analyzed. In Section IV, 

two numerical examples are demonstrated to verify the 

computational accuracy, efficiency and memory storage 

of this method by comparing with traditional SF FDTD 

method and periodic LOD FDTD method [7], and the 

conclusions are drawn in Section V. 

II. FORMULATION

Supposing that an electromagnetic object has a 

periodic structure in y-direction, according to field 

transformation technique [3, 5], the transformed Maxwell’s 

equations for 2-D TM wave can be obtained as follows: 

sinxr z z
Q P P

c t y c t

   
  

  
, (1) 

yr z
Q P

c t x

  


 
, (2) 
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siny x xr z
Q Q QP

c t x y c t

   
  

   
, (3) 

where Qx=η0Hxe jkyy, Qy=η0Hye jkyy, Pz=Eze jkyy and ky=ωsinθ/c. 

c is the speed of light in free space, θ is the angle of 

propagation for the incident field, εr and μr are relative 

permittivity and relative permeability, respectively. 

It can be seen from equations (1) and (3) that these 

equations cannot be implemented yet since the time 

derivative terms appear in both sides of equations. 

In our early work [9], a new SF method is proposed 

to eliminate the additional time derivative terms of 

equations (1)-(3) as follows: 

1
xa z

Q P
a

t y

 
 

 
, (4) 

1

y z
Q P

a
t x

 


 
, (5) 

2 3

y xaz z
Q QP P

a a
t x y y

  
   

    
, (6) 

where a1=c/μr, b1=εrμr-sin2θ, a2=cμr/b1, a3=2csinθ/b1. 

Equations (4)-(6) are self-consistent, which is 

simpler than the traditional SF FDTD method that need 

to calculate two other fields (Qxa and Pza). 

By applying the PR scheme [10], equations (4)-(6) 

can be split into two sub-steps as: 

(n)th-(n+1/2)th step:

1/2 1/2

1 5

n n n

xa z xaQ a a P Q
y

 
 


, (7) 

1/2 1/2

1 5

n n n

y z yQ a a P Q
x

 
 


, (8) 

1/2

3 5 5 2 21 n n n n

z xa y za a P a a Q a Q P
y y x

     
       

     
. (9) 

(n+1/2)th-(n+1)th step: 

1 1/2 1/2

1 5

n n n

xa xa zQ Q a a P
y

   


, (10) 

1 1/2 1/2

1 5

n n n

y y zQ Q a a P
x

   


, (11) 

1 1 1 1/ 2

5 2 2 3 51n n n n

xa y z za a Q a Q P a a P
y x y

                   
, (12) 

where a5=Δt/2 and Δt is the time step size. 

In order to achieve better computational efficiency, 

one-step leapfrog technique [11] is introduced into the 

proposed method. We suppose that Pz is updated at half 

time steps, while Qxa and Qy are updated at integer time 

steps. 

By substituting equations (7) and (8) into (10) and 

(11) respectively, the updating equations for Qxa and Qy

can be got easily:

1 1/2

1

n n n

xa xa zQ Q ta P
y

 
 


, (13) 

1 1/2

1

n n n

y y zQ Q ta P
x

 
  


. (14) 

Then, substitute equation (12) in the previous time 

step into equation (9), the updating equation for Pz is 

obtained as: 

1/2

3 5

1/2

2 2 3 5

1

1

n

z

n n n

xa y z

a a P
y

t a Q a Q a a P
y x y





 
  

 

     
       

     

. (15) 

To further simplify, an auxiliary field variable ρz is 

introduced as: 
1/2 1/2 -1/2=n n n

z z zP P    . (16) 

Then, the (15) can be rewritten as: 

1/2 1/2

3 5 2 21 2n n n n

z xa y za a t a Q a Q P
y y x

       
        

     
. (17)

After that, the final implementation of the proposed

leapfrog SF FDTD method is: equations (17)-(13)-(14). 

The field components are computed in a full time step 

like the conventional FDTD method, where no substep 

computations are needed. It means that the real iterative 

time step of the proposed method is Δt. 

Updating ρz
n+1/2 from equation (17) with the PBC 

requires solving a perturbed bidiagonal system, which is: 
1/2

1 ( )

n

z iG d   , (18) 

 

 

 

 

 
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 
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1 2

,3,3
2 1

1 ( )

( , 1) , 12 1

2 1
, ,

, ,

y y

y y

iz i

iz i

z i

z i N i N

z i N i N

d
g g

dg g

G d

dg g

g g d













 

  
    
    
    
     
    
    
     

   

, 

where g1=1/2+a3/Δy, g2=1/2-a3/Δy, Ny is the maximum 

mesh number in y-direction. d is the right-hand-sides of 

equation (17), which is known.  

To implement equation (18) explicitly, the Sherman-

Morrison formula [12] can be applied as: 

2 aG p d , (19) 

2 bG p w , (20) 

     
1

1/2

( ) , ,
1

y y

n

z i a ba i N b i N
p p p p


    , (21) 

where 

   

1

2 1

2 1

2 1

2 1

2

=

0 0 , 0 0 1
T

g
g g

G G wz
g g

g g

w g z

 
 
  
 
 
 

 

. (22) 

The perturbed bidiagonal system (equation (18)) is 

converted into two auxiliary linear systems (equations 

(19) and (20)) that can be solved explicitly.

Taking the equation (19) as an example:

    1,2 ,2
/

a i i
p d g , (23) 
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      2 1, , , 1
/ 3 ya i j i j a i j

p d g p g j N


    . (24) 

The realization of equation (20) can be handled 

similarly as the above-mentioned approach for equation 

(19). With the solution of ρz
n+1/2, the field components 

Pz
n+1/2, Qxa

n+1 and Qy
n+1can be calculated explicitly by 

using equations (16), (13) and (14), respectively. 

III. NUMERICAL PERFORMANCE

ANALYSIS 

A. Numerical stability analysis

The CFL condition of the proposed method can be

analyzed by the Fourier method [3, 12]. Assuming a 

plane wave propagating in the grid, the amplification 

factors in free space from (n)th to (n+1)th time step can 

be obtained as: 

 2

1 2,3 3 1 2 3 11, 4 2i           , (25) 

where 1i  , kx=ωcosθ/c, m1=cΔtsin(kxΔx/2)/Δx, 

m2=cΔtsin(kyΔy/2)/Δy, υ0=2im2sinθ/cos2θ, υ1=υ0-1, υ2=-

υ0-1 and υ3=2(2(m1
2+m2

2)/cos2θ-1).  

To make the difference scheme to be stable, the 

magnitude of amplification factors should be less than or 

equal to unity. Therefore, the CFL stability condition can 

be derived as: 

 2 2cost c x y      . (26) 

In contrast, the stability condition of the traditional 

split-field FDTD method for square cell is ∆t≤Δxcos2θ/ 

c 1+cos2θ [3], and its iterative time step is Δt/2. It can 

be seen easily that the stability condition of the proposed 

method is more relaxed, especially at the high incident 

angle.  

B. Memory and computational efficiency analysis

Meanwhile, in terms of the memory used, the amount

of the field components needs to be stored by the proposed 

method (pa, Pz
n+1/2, ρz

n+1/2, Qxa
n, Qy

n) is similar to the 

LOD FDTD method and less than that of the traditional 

SF FDTD method (Qxa
n-1/2, Qxa

n, Qx
n, Qy

n-1/2, Qy
n, Pza

n-1/2, 

Pza
n, Pz

n). In addition, it can be seen that the final 

implementation doesn’t need to solve implicit equations, 

which is more efficient than those unconditionally stable 

methods [6, 7] because those methods all need to solve 

more than two complex implicit equations. 

IV. NUMERICAL VALIDATION
For validating the accuracy and efficiency of the 

proposed method, the scattering properties of a PBG 

structure and a DFSS structure are presented, respectively. 

In the first example, a PBG structure in Fig. 1 

(same as [4, 7]) with four infinitely long dielectric rods 

is simulated. The computational domain is meshed by 

308×38 uniform grids (Δx=Δy=0.25mm) and truncated 

by the PBC and the perfectly matched layer (PML) 

absorbing boundary condition along the y-direction 

and x-direction, respectively. A total-field/scattered-field 

(TF/SF) connecting boundary is applied to excite a plane 

wave and the total simulation time is chosen as 8.3 ns. 

y 

θ 
xo

PML 

TF/SF 

PML 

r=2mm 

d=9mm 

εr=4.2 

d 

d 

2r 

Fig. 1. Geometry of a photonic bandgap. 

In this example, four different incident cases of 

(θ=30°, 45°, 60°and 75°) are calculated by the traditional 

SF FDTD method, the periodic LOD FDTD method 

[7] and the proposed method. The traditional SF FDTD

method is used as the benchmark to examine the

computational accuracy of other methods because its

numerical dispersion error is the smallest. To achieve

enough accuracy, the time-step sizes of the three methods

are: t1, 6×t1 and CFLN×t1, respectively. t1 is half of the

max time step size of traditional SF FDTD method from

[3]. CFLN indicates the largest integer ratio maximum

between the time-step size in proposed method from

equation (26) and t1.

The results of transmission coefficient and relative 

errors of the above-mentioned methods are plotted in 

Fig. 2. The information of the computational resources is 

listed in Table 1. Figure 2 shows that the numerical 

results calculated by the proposed method have a good 

agreement with traditional SF FDTD method (the 

relative error is below -45 dB), and the proposed method 

achieves better numerical dispersion performance than 

the LOD FDTD method. Table 1 manifests that the 

proposed method has high efficiency, especially at the 

high incident angle. Moreover, the memory storage of 

the proposed method is less than that of the other two 

methods from Table 1. 

Table 1: CPU times and memory cost of the simulation 

of the first example 

Method 
Memory 

(kB) 

CPU Time (s) (CFLN) 

θ=30° θ=45° θ=60° θ=75° 

The 

traditional 

SF FDTD 

method 

978 32.71 38.27 62.53 223.35 

The LOD 

method 
570 8.39 (6) 9.54 (6) 15.29 (6) 55.28 (6) 

The 

proposed 

method 

376 10.22 (2) 11.7 (2) 15.43 (3) 31.68 (5) 
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In the second example, to further validate the 

effectiveness, the proposed method is utilized to 

simulate the electromagnetic properties of a DFSS with 

two dielectric slabs (εr1=10, εr2=5) shown in Fig. 3. The 

computational domain is meshed by 200×20 uniform 

grids. The grid size, the time step size and the boundary 

conditions of the example are identical with the former. 

The total simulation time is chosen as 0.25 μs.  

(a) 

(b) 

(c) 

(d) 

Fig. 2. Transmission coefficient and relative errors 

calculated by three methods: (a) θ=30°, (b) θ=45°, (c) 

θ=60°, and (d) θ=75°. 
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
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Fig. 3. Geometry of a dielectric frequency selective 

surfaces 

Figure 4 shows the transmission coefficient and the 

relative error of the traditional SF FDTD method and the 

propose method with θ=45° and θ=75°. Table 2 provides 

the computational resources of the numerical simulation. 

It can be observed from Fig. 4 that the results of the 

proposed method are agreeable with the traditional SF 

FDTD method. Table 2 shows that the proposed method 

can greatly reduce runtime and memory storage compared 

with the traditional SF FDTD method because of the 

bigger time step size. 

Table 2: CPU times and memory cost of the simulation 

of the second example  

Method 
Memory 

(kB) 

CPU Time (s) 

θ=45° θ=75° 

The traditional SF 

FDTD method 
346 73.64 298.45 

The proposed 

method 
100 23.43 38.66 

LEI, SHI, WANG, CHEN, FU: EFFICIENT LEAPFROG SF FDTD METHOD FOR PERIODIC STRUCTURES AT OBLIQUE INCIDENCE 861



(a) 

(b) 

Fig. 4. Transmission coefficient and relative errors 

calculated by the traditional SF FDTD method and the 

proposed method: (a) θ=45° and (b) θ=75°. 

V. CONCLUSIONS
In this paper, an efficient explicit leapfrog SF FDTD 

method for analyzing periodic structures’ scattering 

problems is deduced. In comparisons with the traditional 

SF FDTD method and some unconditionally stable 

methods, the proposed method has better numerical 

performance and more concise implementation. Two 

examples verified the performance of this method in 

analyzing a PBG and a DFSS structure. 
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Abstract ─ This paper presents a 3D full-wave finite 

element method (FEM) combined with short-open-load 

(SOL) and short-open calibration (SOC) technique. Due 

to the effective calibration of the port discontinuities 

between the feeding line and periodic structure, both 

SOL and SOC can successfully extract the intrinsic 

unite-length parameters, i.e., complex propagation 

constants and effective characteristic impedances. 

Distinctively, the SOL can be easily implemented with 

the commercial software such as Ansys HFSS, which 

is widely applicable for various kinds of periodic 

structure. More importantly, the SOC incorporated 

within the FEM algorithm intrinsically reduces the 

requirement of the load standard in SOL. Also, the SOC 

in FEM will be independent with the absorbing 

boundary condition at the port. And the port information 

such as characteristic impedance and propagation 

constants at the designated port will not be required in 

advanced, thereby allowing the arbitrary implementation 

of non-uniform feeding structures. In order to 

demonstrate the efficiency and accuracy of our proposed 

approaches, two numerical examples are given out for 

verification. 

Index Terms ─ Characteristic impedances, finite element 

method, periodic structures, port discontinuities, short-

open calibration, short-open-load. 

I. INTRODUCTION
Recently, a great demand for full-wave modeling 

and characterization of the integrated and multifunctional 

microwave and millimeter-wave circuits has been 

rapidly grown. Especially for a large number of designs 

with various types of periodic structures, including 

substrate integrated waveguide (SIW) [1], air-filled 

substrate integrated waveguide (AFSIW) [2-4] and 

metamaterials [5], etc., the high-accuracy and high-

efficiency modeling approach for their guided-wave 

characterization become significantly important.  

A traditional approach based on the Floquet theory 

utilizes the eigenvalue of the unit cell to characterize 

the infinite periodic structure [6]. However, it becomes 

extremely time-consuming and low-efficient when 

solving the eigenvalue problem of each unit cell. 

Although eigenmode solver has been implemented into 

commercial software, such as Ansys HFSS [7] and CST 

Microwave Studio [8], the attenuation constant and the 

characteristic impedance of the periodic structures still 

cannot be directly extracted. In this way, only the phase 

constant of the periodic structures can be acquired 

through the eigenvalue solver.  

In practice, the unit cell of the periodic structure 

is commonly considered as an equivalent two-port 

network, hence the propagation characteristics of the 

periodic structures can be easily retrieved by the 

network parameters. As for realization, the port models 

such as lumped port and wave port are widely used to 

conveniently excite the two-port network. However, 

the lumped port models introduce an undesired port 

discontinuity [9, 10], due to the inaccurate description 

of the field at the port. Even though the wave port 

model can describe the filed by solving the eigenvalue 

problem of the cross-section at the port [11-13], the 

discontinuity between the feeding line and the periodic 

structure still exists. It will unavoidably bring in certain 

inaccuracy, resulting from the reflected waves back to 

the port [1]. 

Thereafter, calibration methods are accordingly 

conducted during the numerical modeling, aiming at the 

elimination of the above-described discontinuities. The 

so-called “double-delay de-embedding” was developed 

to estimate and remove out the port discontinuity [10, 14, 

15]. Inspired by the calibration procedure in measurement, 

the numerical thru-reflect-line (TRL) calibration method 

was developed to effectively model the SIW devices 

[16, 17]. Moreover, the thru-line (TL) calibration method 

was also proposed for the extraction of the SIW 

structures [1, 18, 19]. Similarly, the through-resistor 

(TR) calibration method was proposed to de-embed the 

port discontinuities [20]. In addition, the even-odd-

mode excitation was employed to analyze the port 

discontinuity for accurate modeling [21]. Despite that, 

individual limitations regarding each of the above 

calibration methods restrict their applicability. For 
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example, double-delay method needs to pre-define the 

format of the port discontinuities as shunt impedance, 

and two feeding lines in TL method must be 

symmetrically implemented. Electrical lengths between 

the line-standard and thru-standard should be determined 

according to the operation frequency, and the whole 

procedure needs to be carried out within a certain 

bandwidth. 

As is well known, the short-open-calibration (SOC) 

technique was first proposed in 1997 [9], which is 

capable to accurately and efficiently estimate the error 

box by only a pair of calibration standards, named as 

ideal short- and open-end. It has been applied to extract 

the equivalent model parameters of planar circuit 

elements [9]. The port discontinuity and its respective 

feeding line are considered as an error box. After 

removing it out, the characteristic parameters of the 

periodic structures, such as coplanar waveguide (CPW) 

electromagnetic bandgap (EBG) [22] and CPW 

metamaterial structures [23], are accurately extracted.  

The short-open-load (SOL) technique has been 

recently integrated into the 3D commercial full-wave 

simulator HFSS (HFSS-SOL) [24, 25, 26]. By virtue 

of the short, open and load standards, the periodic 

structures with 3D cell can be conveniently and 

accurately analyzed. However, the port information 

needs to be known or calculated in advance, whereas 

the realization of a load standard is usually difficult to 

implement. Therefore, in order to avoid the load standard 

element, the SOC method is further implemented in 

the 3D finite-element method (FEM) algorithm (FEM-

SOC). It requires completely no absorbing boundary 

condition at the port. Also, the pre-knowledge of the 

port information is not needed at all. In [27], the 

feeding line and the port discontinuity are considered as 

the error box, so the characteristic parameters of the 

periodic structures can be extracted. In this work, two 

numerical examples, i.e., an AFSIW guided-wave 

structure modeled by HFSS-SOL and a non-uniformly-

fed pin-loaded microstrip line analyzed by FEM-SOC 

are separately exhibited and demonstrated. In addition, 

the effect of the non-uniform feeding structures is 

discussed. 

II. SOL AND SOC TECHNIQUE IN FEM
As shown in Fig. 1 (a), the equivalent circuit model

of the periodic structure with N–unit cells fed by a pair 

of sources at two sides is exhibited. The longitudinal 

dimension of the core N–unit cells is L = N × T, where 

T is the periodicity of each unit cell. The core circuit of 

the periodic structure can be equivalent to a uniform 

transmission line, whose effective guided-wave 

parameters include the complex propagation constant 

and characteristic impedance.  The core circuit can be 

excited by the impressed source with the feeding line 

and port discontinuity as shown in the Fig. 1 (b). 

(a) 

Core circuit 

DUT 

DiscontinuityDiscontinuity

Feed line SS Feed line

 DUTA

(b) 

 2X

Error boxError box

 1X

Discontinuity

Feed lineS

Discontinuity

SFeed line
Standard 

elements 

(b) 

Fig. 1. Equivalent circuit model of periodic structure 

fed by impressed sources at two ports and its calibration 

process. 

As shown in Fig. 1 (c), the feeding line and port 

discontinuity are included into the error box, which 

can be estimated by the standard elements and then 

removed out. And then, the accurate results of the core 

circuit can be obtained. For both SOC and SOL 

techniques, the feeding line and the port discontinuity 

are included in the two error boxes, which need to 

be evaluated, thus to be removed out for accurate 

extraction of the periodic structure. According to 

different calibration standards, distinctive de-embedding 

procedures between the SOL and SOC techniques are 

respectively implemented.  

A. SOL de-embedding technique

As for SOL de-embedding technique, three

standard elements, including short, open, and load 

standards, are explicitly depicted in Fig. 2. These three 

standards can be respectively realized by three kinds of 

boundary conditions, i.e., perfect electric conductor 

(PEC), perfect magnetic conductor (PMC), and matched 

load. They can be easily realized in full-wave simulator. 

In terms of the error box [X], the four elements of 

its ABCD-matrix are defined as a, b, c, d. By using the 

transmission line theory, the input impedance for the 

error box loaded with the impedance ZL can be 

expressed as: 

*

*

L
in

L

a Z b
Z

c Z d





. (1) 
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Fig. 2. The three calibration standards in SOL 

technique: (a) short standard, (b) open standard, and (c) 

load standard.  

For the short-circuited element (ZL = 0), the input 

impedance (Zsh) can be written as: 

sh

b
Z

d
 . (2) 

For the open-circuited element (ZL = ∞), the input 

impedance (Zop) can be written as: 

op

a
Z

c
 . (3) 

For the matched-load element (ZL = Zm), the input 

impedance (Zm) can be written as: 

*

*

m
m

m

a Z b
Z

c Z d





. (4) 

Since the error box is a two-port reciprocal 

network, an additional equation can be written as: 

* * 1a d b c  . (5) 
By solving the equations (1)-(5), the ABCD-matrix 

of the error box can be expressed as: 

 

 
1

sh
op

op sh

op sh

Z
cZ

c Z Za b

c d

c Z Z
c

 
 
 
 
 

 





 
 


. (6) 

Where: 

( )( )

sh m

m m op op sh

Z Z
c

Z Z Z Z Z




 
.   (7) 

B. SOC de-embedding technique

Different from the SOL technique, only the short

and open standards are needed in SOC de-embedding 

process. The network parameters of i-th (i = 1, 2) error 

box can be modeled in terms of the FEM-calculated 

equivalent voltages, expressed as [28]: 

[ ]
1

io is io is

io is io is
i

io

io io

V V V V

V V V V
X

V

V V

  
 

  
 
 

   

.  (8) 

Finally, by removing the ABCD-matrix of the error 

boxes from the whole cascading network, the desired 

ABCD-matrix of the core circuits can be derived. These 

two calibration methods are effective and efficient 

to estimate the ABCD matrix of the error boxes. 

Subsequently, the effective characteristic impedance 

and complex propagation constants of the discussed 

periodic structure can be calculated in terms of the 

obtained ABCD matrix (with elements ap, bp, cp, dp), 

such that: 

  cosh
2

p pa d
L


 ,         (9) 

 
0

p

p

b
Z

c
 .     (10) 

III. NUMERICAL EXAMPLES

A. Modeling of AFSIW by using HFSS-SOL

The AFSIW has advanced features such as low-

loss and high power-handling capability, which can be 

widely used to design various kinds of microwave and 

millimeter wave components [2-4]. As demonstrated in 

Fig. 3, the cross-sectional view and top view of the 

AFSIW geometry are clearly shown. Different from the 

conventional SIW structure, the central region within 

the upper and lower conductor layers is partially 

removed out. The distance between the two rows of the 

metallic via-holes is W1, and the width of the air-filled 

region is W2. The dimension of the via-hole is d 

and the periodicity of the shorting via is T. Herein, 

the dielectric substrate Arlon AD255A with relative 

permittivity of εr = 2.55, dielectric loss tangent of tanδ 

= 0.0015, the height of h = 0.5 mm is selected into the 

design prototype. 

As depicted in Fig. 4, the dispersion diagram of the 

AFSIW under the different air-filled ratios of W2/W1 

illustrates the unique dispersive variations of the phase 

and attenuation constants. In order to inherently 

acknowledge the attenuation constant variation, here 

during the simulation, only the dielectric loss is brought 

into the modeling, without considering the conductor 

loss. As can be seen in Fig. 4 (a), as the air-filled region 

is gradually extended with W2/W1 = 0.8, the attenuation 

constant generated by the dielectric loss is obviously 

reduced lower than the value of 0.1. This phenomenon 

validates the low-loss feature caused by the air-filled 

Error Box

(a) 

(b) 

Error Box

(c) 
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configuration of the AFSIW structure. As further shown 

in Fig. 4 (b), the cut-off frequency of AFSIW as a 

function of the varied air-filled ratios is obtained.  

Also, the real and imaginary part of the characteristic 

impedances under different air-filled ratios are accurately 

extracted, as exhibited in Figs. 5 (a) and (b), respectively. 

 

 
 
Fig. 3. The geometry of AFSIW: (a) cross-sectional 

view, and (b) top view of AFSIW with the feeding 

structures. 

 

 
 

Fig. 4. The dispersion curves of the AFSIW under 

different dimensions of the air-filled region: (a) 

attenuation constant, and (b) propagation constant. 
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Fig. 5. The extracted characteristic impedance of the 

AFSIW under different dimensions of the air-filled 

region: (a) real part and (b) imaginary part. 
 

B. Pin-loaded microstrip line modeled by FEM-SOC 

Geometry of the microstrip line with periodical 

loading of shorting pins is detailly expressed in Fig.  

6 (a). Here, the dielectric substrate with relative 

permittivity of εr = 2.65 and height of h = 3.0 mm is 

selected into the design. The key dimensional parameters 

of the discussed pin-loaded microstrip line are d = 1.6 

mm, T = 15.0 mm, and W = 15.0 mm.  

Superiorly, the FEM-SOC does not require the 

absorbing boundary condition at the port, and the pre-

knowledge of the port information is also exempted. 

Thereby, arbitrary non-uniform feeding structures can 

be utilized for de-embedding. Here in Fig. 6 (b), two 

types of feeding mechanisms are used to excite the 

periodic structure, i.e., Case I with the uniform feeding 

line and Case II with the non-uniform feeding line.  
 

 
(a) 
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Fig. 6. Geometry of the microstrip line with the 

periodic shorting pins: (a) 3D view and (b) top view of 

the microstrip line with the periodic shorting pin with 

different feeding mechanisms: Case I with the uniform 

feeding line; Case II with the non-uniform feeding line. 

As verified in Fig. 7, even if the non-uniform 

feeding mechanism is used, the extracted complex 

propagation constants and effective characteristic 

impedance are still remaining in good accordance with 

the uniform case, which reveals the strong robustness of 

the proposed FEM-SOC. 
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Fig. 7. The extracted parameters of the pin-loaded 

microstrip line under different feeding mechanisms: (a) 

complex propagation constants, and (b) effective 

characteristic impedance. 

V. CONCLUSION
In this paper, de-embedding and modeling of 

periodic guided-wave structures using SOC/SOL 

technique in FEM have been presented. After removing 

the port discontinuities, effective propagation parameters 

of core periodic structures can be accurately determined. 

Separately, the HFSS-SOL is proved to have an 

extremely wide applicability, and FEM-SOC intrinsically 

owns a remarkable flexibility to implement the feeding 

structures. Evidently, these two techniques are believed 

to be highly effective and efficient, which can accurately 

characterize various kinds of guided-wave structures 

with periodic configurations. 
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Abstract ─The validity of the use of continuity condition 

(CC), combined with the volume-surface integral equation 

(VSIE), is studied when it is explicitly enforced on 

the closed perfect electric conductor (PEC)-electrical 

anisotropy interfaces. It is found that if the standard 

magnetic field integral equation (MFIE) is involved in 

the VSIE to model the closed PEC surfaces, the solution 

might be inaccurate, especially when the CC is enforced. 

The reason for this phenomenon is discussed, and two 

previously reported approaches are adopted to improve 

the accuracy of MFIE. Numerical results show that 

whether the CC is enforced or not, the improvement of 

the MFIE will result in more accurate VSIE solution. 

Index Terms ─ Continuity condition, electrical anisotropy, 

method of moments (MoM), volume-surface integral 

equation (VSIE). 

I. INTRODUCTION
Electromagnetic (EM) problems involving 

anisotropic dielectrics and perfect electric conductors 

(PECs) are of great interest in the field of EM simulation. 

The development of new materials has created an urgent 

need for accurate EM solvers for analyzing the EM 

radiation or scattering properties of composite PEC-

complex dielectric objects. Among the numerous 

numerical calculation methods, the volume-surface 

integral equation (VSIE) [1], in conjunction of the 

method of moments (MoM) [2], is one of the most 

competitive methods to analyze the general composite 

objects involving both PECs and dielectrics. In addition 

to its advantages, the VSIE suffers from large number 

of unknowns since three dimensional discretization 

of volumetric dielectrics is required to model the 

dielectrics. However, lots of the composite objects are 

composed of PECs and dielectrics in any arbitrarily 

contact. For these kinds of problems, the continuity 

condition (CC): 

     
 

ˆ S

s

J r
n r D r r

j





   , (1) 

that relates the electric flux density and the surface 

electric current can be explicitly enforced on the PEC-

dielectric interfaces to eliminate the associated volume 

unknowns as well as to reduce the memory usage, and 

the larger the size of contact surface, the more saving 

of the memory is expected [1, 3-6]. In (1), j=√−1, ω 

is angular frequency, D⃗⃗  is the electric flux density in 

the dielectrics, and J S and ρs are the equivalent surface 

electric current and charge density on the PEC surfaces, 

respectively. Some previous articles have focus on the 

use of CC. In [1, 3, 4], how the CC is adopted in the VSIE 

was discussed. However, whether the PEC surfaces 

are open or closed was not considered, and the validity 

was not studied rigorously. In [5], for the higher-order 

Legendre basis functions with the property of 

orthogonality, the CC can be explicitly enforced on any 

PEC-electrical isotropy interfaces. Nevertheless, when 

the lower-order basis functions are adopted, whether the 

use of CC is still valid was not discussed. In [6], the 

validity of the use of CC was investigated. It is stated that 

if the involved PEC surfaces are open, J S is actually the 

summation of currents densities residing on both sides 

[12]. In other words, the single combined current J S only 

has mathematical significance but no physical meaning. 

In this case, the explicit enforcement of CC in the VSIE 

might lead to inaccurate results. Besides, [6] also 

provides a convenient way to embed it into the context 

of the multilevel fast multipole algorithm (MLFMA). 

Nevertheless, the previous articles focused on the 

objects involving electrical isotropic dielectrics. As we 

know, the properties of anisotropic dielectrics are very 

different from the isotropic ones: for inhomogeneous 

isotropic dielectrics, the constitutive relation between D⃗⃗  

and the electric field 𝐸⃗  is D⃗⃗ (r )=ε(r )E⃗⃗ (r ).The equivalent 

ACES JOURNAL, Vol. 34, No. 6, June 2019

1054-4887 © ACES

Submitted On: October 12, 2018 
Accepted On: December 21, 2018

869



volume electric current is defined as J V(r )=[ε(r ) −

ε0]E⃗⃗ (r ), where the permittivity ε(r ) is a scalar value with

the free space permittivity ε0 [1]. On the contrary, for the 

inhomogeneous anisotropic dielectrics, the constitutive 

relation is changed into D⃗⃗ (r )=ε̿(r )∙E⃗⃗ (r )  with J V(r )= 

[ε̿(r ) − ε0I]̿∙E⃗⃗ (r ) , while 𝜀(̿r )  is a tensor, and I ̿  is the

identity tensor. From the above, although the use of CC 

in the VSIE for the composite PEC-electrical isotropy 

objects has been well verified, we still want to know 

whether the CC is valid when the involved dielectrics  

are electrical anisotropic. Because (1) conforms to the 

current continuity equation that is independent of the 

type of medium, the CC can also be adopted to the PEC-

electrical anisotropy interfaces. In addition, for the SIE 

part of VSIE, the electric field integral equation (EFIE) 

is commonly adopted since it can be used to model both 

the open and closed PEC surfaces. For the closed PEC 

surfaces of composite object, the magnetic field integral 

equation (MFIE) can be added to the EFIE to form a 

well-conditioned combined field integral equation (CFIE). 

But since the standard MFIE is inaccurate to some extent 

[7-9], the application of MFIE might have a negative 

effect on the accuracy of VSIE solution, especially when 

the CC is enforced. 

In this paper, the validity of explicit enforcement of 

CC for the objects containing PEC-electrical anisotropy 

interfaces is investigated. In addition, when the MFIE is 

involved in modeling the PEC surfaces, the calculation 

accuracy of the VSIE with or without enforcing the CC 

is discussed. Furthermore, both approaches shown in [8, 

9] are adopted to improve the accuracy of MFIE, and the

numerical results show that this improvement can

provide more accurate VSIE solution, especially when

the CC is enforced.

II. THEORY AND FOMULATIONS
Consider an arbitrary PEC surface S, wholly or 

partially covered by electrical anisotropic dielectrics 

with permittivity tensor 𝜀(̿r ) occupying a region V, as 

shown in Fig. 1. For the convenience of analysis, it is 

assumed that this composite object is suspended in 

free space with permittivity ε0 and permeability μ0, and 

illuminated by a plane EM wave [𝐸⃗ i(r ), 𝐻⃗⃗ i(r )]  at an

arbitrary angle (θi, φi).The scattering field [𝐸⃗ s(r ), 𝐻⃗⃗ s(r )]
is the superposition of fields produced by the equivalent 

surface electric current J S on S and the equivalent volume 

electric current J V in V as: 

      

     

s s s

S V

s s s

S V

E r E r E r

H r H r H r

  


 

, (2) 

with 

     

   
0

1

s

T T T

s

T T

E r j A r r

T S or V
H r A r

 



   



 



. (3) 

The vector potential A⃗⃗ T  and scalar potential φ
T

are expressed as the convolutions of equivalent electric 

current or its divergence and the Green’s function as: 

   

   

0

0

4

4

jk r r

T T
T

jk r r

T T
T

e
A r J r dT

r r

j e
r J r dT

r r





 

 

 


 



     





. (4) 

On the PEC surfaces S, the EFIE is formed based on 

the PEC boundary condition that requires vanishing the 

tangential component of total electric field as: 

          0i sˆ ˆn r E r n r E r E r r S       
. (5)

Furthermore, for the closed PEC surfaces, the MFIE: 

         s i

S
ˆ ˆJ r n r H r n r H r r S     , (6) 

where r ∈S+ means that the field point r  approaches to S

from outside, can be added to the EFIE to form the well-

conditioned CFIE as: 

  01CFIE EFIE MFIE     . (7) 

In (7), α (0≤α≤1) is a real constant, and η0 is the 

intrinsic impedance in the free space. Obviously, when 

α=1 or 0, the CFIE degrades into EFIE or MFIE. 

The total electric field in the regions V is a 

superposition of the incident and scattering electric fields 

which can be written as the so-called volume integral 

equation (VIE): 

         
1 i sE r r D r E r E r r V


      . (8) 

Thus, (7) and (8) can be combined together to build 

the CFIE-VIE which is a second-kind VSIE form to 

solve EM problems of composite objects involving closed 

PEC surfaces and electrical anisotropic dielectrics. 

Using the Galerkin’s MoM, the VSIE is converted 

into a matrix equation. In the implementation of this 

paper, the lower-order RWG basis function [10] and 

SWG basis function [11] are used to disperse J S on the 

PEC surface and D⃗⃗  in the dielectric region as: 

   

   

1

1

1

S

V

N
S S

S i i

i

N
V V

i i

i

J r I f r

D r I f r
j










 






, (9) 

respectively. In (9), NS and NV are the numbers of the 

RWG basis functions 𝑓 i
S and SWG basis functions 𝑓 i

V,

while Ii
S and Ii

V are the corresponding unknown expansion

coefficients, respectively. Dispersing D⃗⃗  instead of J V 

can hold the continuity of normal component which is 

consistent with the boundary condition on dielectric 

interfaces [11]. In this case, 

       

    

1

0

1

0

1

1 V

V

N
V V

i i

i

J r r I r D r

I I r f r
j

  

 








       

    
. (10) 
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At the exterior boundary of dielectrics, since D⃗⃗   
is not necessarily zero, a “half” SWG basis function 

associated with only one tetrahedron needs to be defined 

[11]. However, if an exterior face of the only tetrahedron 

is terminated by a PEC triangular patch as well as this 

triangular patch exactly coincides with the exterior face, 

this “half” SWG function can be removed by using  

the CC. As mentioned in [3], according to (1) and (9), 

the coefficient Ip
V associated to the pth “half” SWG basis 

function 𝑓 p
S can be directly calculated by: 

 

 

   
S

S S

k k

k MV

p V

p

I f r

I
n̂ r f r





 


.  (11) 

In (11), Ms is a set of RWG basis functions index 

defined on the corresponding PEC triangle. That is to 

say, when the CC is enforced, according to (11), the 

equivalent volume electric current associated to the 

PEC-electrical anisotropy interfaces (denoted by J VS ) 

can be directly calculated by the J S  defined on the 

corresponding PEC surface. It is worth to mention that 

for the numerator of (11), since 𝑓 k
S  is the RWG basis 

function defined over triangles, ∇∙𝑓 k
S is a constant over 

the whole triangle area [10]; while for the denominator, 

𝑓 p
V is the SWG basis function defined over tetrahedrons, 

so n̂∙𝑓 p
V is also a constant over the tetrahedron surface 

[11]. 
 

   i iE r , H r 
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SJ

n̂

VJ

 V r  

 
 

Fig. 1 Composite PEC-electrical anisotropy object under 

plane EM wave illumination. 

 

III. NUMERICAL RESULTS AND 

DISCUSSION 
In this section, we will present the bistatic radar 

cross section (RCS) results of a PEC sphere coated with 

homogeneous electrical anisotropic dielectric, while the 

target residual error in iterative solvers is fixed to 0.001. 

The Gaussian quadrature rule with 4/5 sampling points  

is applied to the inner or outer triangle/tetrahedron 

integrations during calculating the interactions between 

the testing and basis functions. 

The radius of the PEC sphere is 0.5λ (λ is the 

wavelength in free space), the coating thickness is 

0.075λ, and the permittivity tensor of the electrical 

anisotropy is: 

 
0

3 0

3 0

0 0 5

j

j 

 
 


 
  

.  (12) 

After discretization with an appropriate average 

mesh size, the total number of triangles, tetrahedrons  

and unknowns are 1,380, 5,955 and 15,565, respectively. 

The coated PEC sphere is illuminated by a θ-polarized 

plane wave with the incident angle θi=0, φi=0, and the 

observation range is 0≤θ≤180° and φ=0. Both the 

CFIE-VIE and that enforced the CC (CC-CFIE-VIE) 

with different α values are used during the calculation, 

while the results are shown in Fig. 2. The exact result 

from Mie series is also given in this figure as a reference. 

It is seen that the numerical results agree well with the 

exact result in most angles. However, over the valley 

range (in this case, 137~143°), the difference of these 

results is evident, as shown in Fig. 3. For α=1, the results 

with and without CC are in excellent agreement, and the 

average difference of the results obtained from the CFIE-

VIE and CC-CFIE-VIE over the valley range is about 

0.23 dB. However, for α=0.5, the average difference of 

the results over the valley range is about 0.80 dB. While 

for α=0, this difference extends to about 0.94 dB. On the 

other hand, if more sampling points are used over the 

outer triangular integrations in the MFIE (from 4 to 16) 

and keep other parameters unchanged, the average 

differences over the valley range for α=0.5 and α=0 are 

reduced to 0.31 dB and 0.61 dB, respectively, as shown 

in Fig. 4. This phenomenon is similar to that stated in [8]: 

for the type of the SIE part of the VSIE, the EFIE is 

known to give accurate J S with the use of RWG basis 

function for the PEC surfaces with arbitrary planar 

triangulations. On the contrary, for the MFIE, as 

mentioned in [7], two possible reasons may lead to  

the inaccuracy: 1) Overlooking the mild logarithmic 

singularity in the field integration with an insufficiently 

number of integration points inside the testing triangles; 

2) The section of improper solid angle expression for the 

observation points. Therefore, when MFIE is involved in 

the CFIE-VIE (i.e., α≠1), the obtained J S on the PEC 

surfaces may not be so accurate, leading to inaccurate 

J VS. Thus, when α≠0, the results from CFIE-VIE and 

CC-CFIE-VIE have a certain difference, and the greater 

proportion of MFIE occupied (i.e., the closer α is to 1), 

the larger the difference will be. 
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Fig. 2. Bistatic RCS for a PEC sphere of radius 0.5λ 

coated with 0.075λ thick homogeneous electrical 

anisotropic dielectric at φ=0°, illuminated by a θ-

polarized plane wave with the incident angle θi=0, φi=0. 
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Fig. 3. Enlarged Fig. 2 at 137°≤θ≤143°. 
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Fig. 4. Bistatic RCS of the coated PEC sphere at 137°≤

θ≤143° and φ=0°, with 16 sampling points over the 

outer triangular integrations in the MFIE. 

To verify the above conclusion, both of the two 

approaches stated in [8] and [9] are adopted to modify 

the standard MFIE (denoted by mMFIE): 1) extracting 

the logarithmic singularity during the computation of the 

outer integrals; 2) correcting the external solid angle of 

the surface at observation points. The detailed approaches 

can be found in [8, 9]. After the two modifications, when 

mMFIE is involved in the CFIE-VIE (denoted by mCFIE-

VIE), more accurate J S as well as J VS are expected, and 

so do the numerical results. The same coated PEC sphere 

is calculated while the results are shown in Fig. 5. During 

the calculation, the Gaussian quadrature rule with 4 

sampling points is applied to all the inner/outer triangular 

integrations. It is observed that compared to Fig. 3, the 

accuracy of the results have been greatly improved. In 

addition, the results with and without CC have a better 

agreement. The average differences of the results obtained 

from the CFIE-VIE and CC-CFIE-VIE over the valley 

range for α=0.5 and α=0 are reduced to 0.29 dB and 0.32 

dB, respectively. From this calculation, we may draw the 

conclusion that accurate evaluating the matrix elements 

related to the MFIE part can improve the accuracy of 

CFIE-VIE solution, especially when the CC is enforced. 
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Fig. 5. Bistatic RCS of the coated PEC sphere at 137°≤

θ≤143° and φ=0°, with the adoption of mMFIE. 

IV. CONCLUSION
In this paper, the validity of explicit enforcement 

of CC for PEC objects coated electrical anisotropic 

dielectrics is investigated. It is found that possible 

inaccuracy may arise if the standard MFIE to model 

closed PEC surfaces is involved in the VSIE used, 

especially when the CC is enforced on the PEC-electrical 

anisotropy interfaces. After modifying the standard MFIE 

using the previously reported approaches, when the CC 

is enforced, more accurate equivalent surface electric 

current and the volume electric current associated to the 

PEC-electrical anisotropy interfaces are obtained. 
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Abstract ─ This paper provides the analysis of radio 
wave propagation prediction over flat and irregular forest 
environments. A three-dimensional vector parabolic wave 
equation (3DPE) method is used to calculate the field 
strength due to the forest on a lossy ground. Forest 
terrains are equivalent to a series of absorbing blocks 
arranged along the direction of propagation. Under the 
assumption of forwarding propagation, a 3DPE is derived 
and the Fourier split-step based PE (SSPE) method is 
adopted to march the potentials from one aperture plane 
to the next. A Tukey window function is used to attenuate 
the fields smoothly at the upper boundary without 
reflections. Finally, the simulation results are compared 
with the analytical methods presented in the literature. 
The simulation results have shown the validity of the 
proposed algorithm. 

Index Terms ─ Forest terrains, parabolic wave equation, 
radio wave propagation, split-step parabolic equation 
method, wave propagation prediction. 

I. INTRODUCTION
Wave propagation is an important phenomenon 

in many applications. The analysis of ground wave 
propagation depends on the characteristics of the lower 
layer of the atmosphere and the terrain over which 
the wave propagates. Electromagnetic waves (EM) are 
affected by the propagation environments due to change 
in temperature, pressure, and humidity. Non-flat terrains, 
buildings, trees, and mountains also disturb the waves 
and lead to the variation of field strength [1]. 

In the rural and suburban areas, the forest is an 
important factor affecting the radio wave propagation 
over a long distance. Due to the absorption and scattering 
properties of the trees, the attenuation and phase shift 
of signals mostly happen which affects the target 
identification and other wireless communications greatly 
[2]. Therefore, it has very important practical application 
value to study the forest effect on wave propagation. 
Several empirical and deterministic methods have been 

presented in the literature for propagation analysis [3-5]. 
Empirical models require less computational effort, but 
these models do not consider the details of the local 
terrain topography. On the other hand, deterministic 
models require a vast amount of data regarding terrain 
profile, more computational resources and are more 
accurate than the empirical models [6,7]. The approaches 
based on parabolic equation (PE) are another way to 
predict the wave behavior, it was first introduced by 
Leontovich and Fock in the 1940s [8]. Later, it has 
become a popular method in EM wave propagation 
modeling. The PE method gets the environmental 
parameters as input, it accepts different boundary 
conditions (BCs) and allows to use different types of 
antenna patterns [9, 10]. Due to these characteristics, the 
PE method nowadays is a preferred method for solving 
radio wave propagation problems [11-13]. There are 
many numerical methods available to solve parabolic 
type wave equations such as Finite Difference method, 
Finite Element method, and Method of Moment in the 
literature [14], but the SSPE method is more suitable 
to solve PE for long-range propagation. This method is 
highly efficient both in memory usage and in runtime 
[15-19]. 

In recent years, many scholars have done some 
research on radio wave propagation problems in forest 
environments using PE method [20-25]. Still, these 
models are 2D in nature either it is based on scalar 
formulations or it has been designed for a small area. 

The goal of this paper is to introduce the 3DPE 
method in a forest environment based on SSPE method, 
to predict the wave propagation due to the forest over 
a large area. It is shown that the 3DPE model can 
formulate both vertical and lateral wave propagation into 
account. The basic formulation of the 3DPE is discussed 
briefly, which is followed by the explanation of the SSPE 
method and the corresponding numerical implementation. 

This paper is organized into five sections as follows. 
In the next section, the basic formulation of the wide-
angle 3DPE is discussed. Section 3 presents the SSPE 
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solution to the proposed algorithm. In Section 4, 
numerical implementation steps are discussed such as 
initial field, domain discretization, boundary conditions, 
etc. Section 5 presents the simulation results and 
comparisons with the results presented in the literature.  

II. FORMULATION OF THE 3DPE
In cartesian coordinates (x, y, z), considering the 

propagation in a homogeneous medium with refractive 
index n and supposing a time convention i te ω− , where 

2 fω π=  is the radian frequency at the frequency f. 
Supposing that the fields are excited by a vertically 
polarized (z-oriented) sources at a given range 0x . The 
electric current density of the distributed source located 
at 0x =  is assumed to be 0 ( ) ( ) ( , )e

zJ I l x y f y zδ δ=


, 
where ( , )ef y z  is the 2D Gaussian function, 0I l  is the 
current moment and ( )δ ⋅  denote the unit delta function, 
respectively. Expressing the fields in terms of two z-
oriented potentials, it is easy to see from Maxwell’s 
equations that [26]: 

2
20
02 2

0

,e e
z z

i
E k E

n k z
η

ψ
 ∂

= + = ∂ 
 (1) 

2
2
02

0 0

,m m
z z

iH k H
k z

ψ
η

 ∂
= + = ∂ 

 (2) 

where eψ  and mψ  are the scalar potentials arising from 
the electric and magnetic currents, respectively. The 
superscripts “e” and “m” identify the sources (electric 
or magnetic) that give rise to the potentials and fields. 
The wavenumber and intrinsic impedance in free space 
are denoted by 0k  and 0η , respectively. The total fields

e mE E E= +
  

 and e mH H H= +
  

 are decomposed in terms 
of a TEz mode and a TMz mode with constituent fields 
[27]: 
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(4) 

Using this representation of the fields, and in a 
source-free region e mψ ψ ψ= +  and thus from the 
Helmholtz equation, PE can be obtained as [9, 11]: 

2 2 2
0 0,k n ψ ∇ + =   (5) 

where 2∇  is the Laplacian operator and replacing ψ   

with 0ik xe ψ− , the wide-angle 3DPE can be obtained as 
[28, 29]: 

( )
2 2

2
0 0 2 22 .ik n i k

x y z
ψ ψ

 ∂ ∂ ∂
= − + + + ∂ ∂ ∂ 

 (6) 

III. FOURIER SPLIT-STEP ALGORITHM
In numerical analysis, the Fourier split-step method

is a type of pseudo-spectral method used to solve highly 
nonlinear time-dependent partial differential equations 
in engineering and physics applications [30]. We are 
briefly explaining this method as in [31]. Starting from 
(6) and introducing the two operator’s M and N as:

[ ]( , , ) ( , ) ,M x y z N y z
x
ψ ψ∂

= +
∂

 (7) 

( )
2 2

2
0 0 2 22 ,      .M ik n N i k

y z
 ∂ ∂

= − = + + ∂ ∂ 
 (8)

Supposing that x∆  is the range incremental step size, 
then the split-step solution at x x+ ∆  can be written as: 

( , , ) ( , )
( , , ) ( , , ),

x x x x

x x
M x y z dx N y z

x x y z e x y zψ ψ
+∆ +∆

+∫ ∫+ ∆ =  (9) 
the operator [ ( , , ) ( , )]M x y z N y z+  does not commute in 
this integral. With the assumption that the refractive 
index n is slowly varying at each small range step x∆  in 
yz-plane then it can be formally expressed as [32]: 

( , , ) ( , , ).M x N x M x N xx x y z e e e x y zψ ψ∆ + ∆ ∆ ∆+ ∆ =  (10) 
In the approximated exponentials, the term M xe ∆  is a 

multiplication operator which can be solved numerically 
easily, while the exponential operator N xe ∆  is a differential 
operator which can be solved with the help of Fourier 
transform. Let [ ]1

2 2 ( )F Fψ ψ−= , similarly, 

{ }1
2 2( , , ) ( , , ) ,N x N xe x y z F F e x y zψ ψ∆ − ∆ =    (11) 

where 2F  and -1
2F  denote the 2D Fourier transforms and 

it's inverse Fourier transforms respectively. Equation (10) 
can be written as: 

{ }1
2 2( , , ) ( , , ) ,M x N xe F Fx x e x yy z zψ ψ∆ − ∆+ ∆   =  (12)

using (8) and (12), one can get the SSPE solution for the 
wide-angle 3DPE as [29]: 

( ) { }0 2 1
2 2( , , ) ( , , ) ,xik x n ik xx x y z e F e F x y zψ ψ∆ − ∆−  + ∆ = ×    (13) 

where 2 2 2
0x y zk k k k= − −  is the wavenumber along the 

range axis for a plane wave traveling in the ( ),y zk k

direction. Here, yk  and zk  are the Fourier transform 
domain variables. It is the solution of an electromagnetic 
wave when the refractive index n is varying slowly at 
each small range step x∆  in a homogeneous medium. 
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IV. NUMERICAL IMPLEMENTATION 
In this section, we have discussed some important 

implementation steps for the numerical simulation of the 
proposed algorithm. 
 
A. Boundary conditions 

The PE model requires BCs to avoid the reflection 
at maxz z= ±  and maxy y= ±  along the y and z axes, 
respectively. An absorbing boundary condition is used in 
this paper as: 
 ( , ) ( ) ( ), 1: , 1: ,y zW j k w j w k j N k N= ⋅ = =  (14)  

where w is the Tukey window function, with ( , )y zN N N  
being the Fourier transform size. [33]. Therefore, the 
potential at (x, y, z) is finally computed as: 
 ( , , ) ( , , ) ( , ).i x j y k z i x j y k z W j kψ ψ∆ ∆ ∆ = ∆ ∆ ∆ ⋅  (15)  

Besides, the forest terrain surface is assumed to be a 
lossy and trees are equivalent to a series of absorbing 
blocks arranged along the direction of propagation. 
 
B. Domain discretization 

The domains are truncated at maxz±  and maxy±  
(maximum distance along the y– and z directions). The 
step size along x, y, and z directions defined as x∆ ,  

y∆  and z∆  respectively. Maximum altitude maxz  is 
determined from the source/observation requirements  
to minimize the aliasing effects. Once maxz  or maxy  is 
decided then maxyk  and maxzk  are calculated from the 
Nyquist criterion as max maxzz k× Nπ=  and max maxyy k× =

Nπ  at the same time. As max 0 maxsinyk k θ=  and 
similarly, max 0 maxsinzk k θ= , where maxθ  is the maximum 
allowable propagation angle [11]. As max /z z N∆ =  and 

max /y y N∆ = , and if 2 2l y z∆ = ∆ + ∆  then we have, 

0 max/ sinl kπ θ∆ ≤  to predict the maximum propagation 
angle. The choice of the incremental range x∆  is 
provided by the user and it can be as large as λ  since 

( , , )x y zψ  varies slowly along x in the yz-plane [26]. 
 
C. Initialization of the algorithm 

The numerical solution of SSPE algorithm usually 
starts with the given initial potential. It relates to the field 
radiated by the transmitting antenna. The transformed 
potential provides the initial potential for the beginning 
of the algorithm. In this work, we generate it by a 
vertically polarized current source with a Gaussian 
aperture distribution whose electric current is 0I  and 
length l, which is given as [26]: 

 0

0

(0 , , ) ( , ),
2

e eiI l
y z f y z

k
ψ + ≈  (16) 
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221( , ) ,
2

t

z
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f y z e σ

σ π

−
−

=  

where   tH  represents the height of the transmitting 
antenna and zσ  is the source standard deviation used to 
set 3 dB elevation beamwidth of transmitting antenna. 
Because the magnetic current is assumed to be zero  
here, therefore the initial condition for mψ  is simply 

(0 , , ) 0m y zψ + = . The transformed potential (0 , , )y zk kψ +  
can be easily determined using Fourier transform of the 
current source with respect to z, and ψ  is the 2D-Fourier 
transform of the aperture field [26]: 
 

2 2 /2(0 , , ( .)0 , ) z t z zie
z

k H kF f y z e ek σψ − −++  = =   (17) 
The initial potential can be defined as a column 

vector with zN  elements along the z-axis, again as zJ


  
is independent of y one can repeat the column of 
 ( )0 ,0 , zkψ + +

yN  times along the y-axis. In this way, a 

2D initial potential  ( )0 , ,y zk kψ +  can be obtained with 

y zN N×  dimension. In order to apply the impedance 
surface BCs on a forest terrain the image theory is 
applied, implying that the fields and their corresponding 
potentials are represented in terms of odd and even parts. 
This infers that the Gaussian source representation is 
equally split into its even and odd components, ( )eψ  and

( ) ,oψ  respectively: 
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Neglecting the surface waves in the far zone, under 
this approximation the initial field is the 2D Fourier 
transform of the aperture field ψ  that satisfies the 
impedance boundary over the ground as [26]: 
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where ( )zkΓ  is the reflection coefficient of the plane 
waves over an impedance terrain surface with impedance 
Z for TMz and TEz modes, which is given as:  
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the normalized complex impedance of the terrain surface 

is given as 
0

1 f
rf

i
Z

σ
ε

ωε
= + , where fσ  is the 

conductivity and rfε  is the relative permittivity of the 
forest terrain, respectively [26, 34]. Actually, Eq. (19) is 
not a 2D Fourier transform, but a complicated double 
integration. While it can be evaluated easily with the help 
of fast Fourier transform (FFT) instead of evaluating 
double integrals. For example, the potentials are 

represented in terms of odd and even parts 
2

e oψ ψ
ψ

+
= . 

Assuming that 'zik zA e−=  and 'zik zB e=  then the integral 
part corresponds to z in (19) can be written as: 

[ ]
0

( ) ( , , ) .z
z

A k B x y z dy dzψ
+∞

′=

′ ′ ′ ′+ Γ∫  (21) 

In order to apply the FFT, changing the limit of integration 
from 0 to ∞  to −∞  to ∞  [35]. If we add ( , , )e x y zψ ′ ′  
and ( , , )o x y zψ ′ ′  together for z > 0 and z < 0 we will get 
back the total field ψ . In this way, we can obtain Eq. 
(22) by prolix deduction as given below:
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substituting (22) into (19) and thus, the initial potential 


(0 , , )y zk kψ +  can be obtained for the beginning of the 
algorithm as: 
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After initializing the potentials (0 , , )y zψ +  at 0x +=  the 
field values at (0 )x x+ + ∆  are computed by applying 

the propagator xik xe ∆  to the Fourier transformed field 
(0 , , )y zk kψ + . Hence, obtaining the field values at the 

successive location x x+ ∆  by an inverse Fourier 
transform as can be seen in Eq. (24) the double 
integration corresponds to an inverse Fourier transform 
where yk  and zk  are the transformation domain 
variables: 




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2

1 (( , , ) ,, , )
4

y zxik x i k y k z
y z y zx x y x k k e dk dkz eψ ψ

π

+∞ +∞
+

−∞ −∞

∆+ ∆ = ∫ ∫  

(24) 

and thus, it can be solved via Split-Step Fourier 
algorithm which consists of a succession of Fourier and 
inverse Fourier transforms obtained by FFT and inverse 
FFT, respectively. Equations (19) and (24) are used 
for both eψ  and mψ  with the appropriate value of ( )zkΓ
chosen from (20). 

V. SIMULATION RESULTS
In this section, the simulation results are presented 

to check the validity of the proposed algorithm. In order 
to validate the proposed algorithm, the simulation results 
are compared with the results presented by Janaswamy 
as Fig. 11 in [26]. Related studies can also be found in 
[35]. Figure 1 shows the propagation factor (PF) versus 
the receiver height ( )rH  when a PEC knife edge is placed 
over the flat terrain between the transmitter and receiver 
as shown in Fig. 1 inset. 

Fig. 1. Propagation factor versus vertical displacement 
behind a finite absorbing screen (a single knife-edge) as 
Fig. 11 in [26]. 

The knife-edge’s height ( )K.EH  and width ( )K.EW  
are 50 m (meters) and 49.8 m, respectively. The distance 
between the transmitter and receiver is 500 m, the 
distance between the transmitter and the PEC knife edge 
is 1 125 md = , and the distance between the knife edge 
and the receiver is 375 m, respectively. The field is 
computed at maxx x= . Other parameters are shown in 
Fig. 1 inset. Compared with the reference model, the 
proposed model had an excellent agreement with the 
results presented in [26] which shows the validity of the 
proposed algorithm. 
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All the simulations were realized using a 3.4 GHz 
Core i7-7600 CPU workstation, 32 GB RAM. 
Computational time and memory used by the proposed 
model at different range step sizes are shown in Table 1. 

Table 1: Computational time and RAM consumption 
(Dell 3.4 GHz Core i7-7600 CPU workstation, 32 GB 
RAM) 

No. Δx 
(m) 

Ny = Nz RAM 
(MB) 

Time 
(s) 

1 25 1024 626.4 28.47 
2 50 1024 627.1 14.35 

The second test is related to the field strength 
prediction over the rows of trees with uniform heights 
and spacing arranged along the direction of propagation 
on flat terrain. Field strength prediction due to the forest 
with non-uniform heights and equal spacing arranged 
along the direction of propagation on flat terrain is also 
presented in Fig. 4, and the last example is related to the 
field strength prediction due to the forest placed over 
three triangular-shaped mountains. 

The simulation results presented in Fig. 3, Fig. 4, 
and Fig. 5 are compared with the analytical method 
namely, 3D Ray tracing method. 3D Ray tracing method 
is successfully applied in propagation modeling through 
open and closed environments, that may serve as a 
reference and perform validation, verification, and 
calibration (VV&C) [36, 37]. 

Figure 2 shows the geometry of the forest terrain 
placed in the yz-plane along the direction of propagation 
between the transmitter and receiver, where wF  is the 
forest’s width and hF  is the forest’s height, respectively. 

Figure 3 (top) shows the geometry of the flat-shaped 
forest. The rows of trees with uniform heights (16 m) and 
separation distance (50 m) on the simulation range of 5 
kilometers (km) are considered over the flat earth. The 
transmitting and receiving antennas are placed at the 
height of 16 m with 15º propagation angle in the paraxial 
direction. The operating frequency is considered at 900 
MHz. Other operational parameters in all examples are 
assumed as y z λ∆ = ∆ = , 1024y zN N= = , fσ  = 0.1 
mS/m, and 1.1rfε = , respectively. The effect on the field 
strength in the presences of rows of trees on flat terrain 
at 200 mwF =  is evaluated as shown in Fig. 3 (middle) 
and (bottom). We can see that in the start of simulation 
the field values of the 3DPE method and 3D Ray tracing 
method are very close to the free space value, while the 
field values due to the 3DPE model rapidly decrease for 
short distance very close to the transmitter, it is may be 
due to the paraxial approximation in PE, it is clearly 
observed in Fig. 3 (bottom). 

Fig. 2. Rows of trees placed in the yz-plane along the 
direction of propagation. 

Fig. 3. A side view of the rows of trees with uniform 
heights and spacing on flat ground in two dimensions 
(top) [the third dimension, which is the lateral dimension 
y, is orthogonal to the plane of the paper]. Field strength 
prediction due to the 3D Ray tracing method and the 
3DPE method (middle). Field strength prediction due to 
3DPE model at 200 mwF = (bottom). 

The PE method is known to give unreliable 
solutions very close to the source. The region over which 
these errors occur is very small indeed (of the order of 
meters) but because the algorithm is range dependent 
these errors will propagate. However, preliminary 
experiments have indicated that the errors do not 
significantly affect predictions at ranges of interest [38]. 
The results of [39] indicate that the field degrades for a 
plane wave incident upon uniform height screens with 
equal separations as in this paper. We can see that the 
3DPE results have good agreement with the 3D Ray 
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tracing method and the result presented in [39], but the 
result of the 3D Ray tracing is slightly higher, which 
implies it overestimates the field amplitude due to the 
diffracted waves. 

Fig. 4. A side view of the rows of trees with non-uniform 
heights and equal spacing on flat ground in two 
dimensions (top) [the third dimension, which is the 
lateral dimension y, is orthogonal to the plane of the 
paper]. Field strength prediction due to the 3D Ray 
tracing method and the 3DPE method (middle). 
Field strength prediction due to the 3DPE model at 

200 mwF = (bottom). 

Figure 4 (top) shows the geometry of the flat-shaped 
forest. The rows of trees with non-uniform heights from 
30 m (maximum) to 10 m (minimum) are considered 
with a separation distance of 50 m on the simulation 
range of 5 kilometers (km). The transmitting and 
receiving antennas are placed at the height of 30 m and 
10 m respectively, with 15º propagation angle in the 
paraxial direction. Up to 0.5 kilometers from the 
transmitter the field values behave like free space and 
gradually decreasing due to the creeping wave effect, 
after 0.5 kilometers the field value increases due to the 
contribution of lateral waves. We can see that the 3DPE 
results have good agreement with the 3D Ray tracing 
method, but the results of the 3DPE are slightly higher, 
due to finite wF . Therefore, if we increase the wF , then 
we expect to see the results of the 3DPE model to agree 
with 3D Ray tracing results because in 3D Ray tracing 
method wF  is assumed infinitely long. This is equivalent 
to the 2DPE model which did not consider the lateral 
waves. The total field variation is the sum of the direct 
waves and reflected waves. 

Figure 5 shows the geometry of the third test, it is 
the side view of the forest in a mountainous area with 

multiple rows of trees with variable heights, equal spacing 
and variable width distributed on three mountains 
surfaces. The modeling of the mountain type terrains can 
be found in [40]. 

Fig. 5. A side view of the forest placed on the 
mountainous terrain in two dimensions (top) [the third 
dimension, which is the lateral dimension y, is 
orthogonal to the plane of the paper]. Field strength 
prediction due to the 3D Ray tracing method and the 
3DPE method (middle). Field strength prediction due to 
the 3DPE model at 200 mwF = (bottom). 

In Fig. 5, up to 0.5 kilometers from the base station 
field behaves like free space, then at the first peak of 
mountain field behaves like a single knife-edge. The 
field strength minima occur at one kilometer in the 3DPE 
model. However, the results of 3D Ray tracing show that 
the ray tracing approach must be improved to handle the 
transition region effects and the multiple diffraction 
effects at very small angles. 

VI. CONCLUSION
This work has demonstrated the 3DPE model that 

evaluates the field strength over flat and irregular forest 
environments. It is shown that the 3DPE model can 
formulate both vertically and laterally wave propagation 
effect in a large forest environment. Under the 
assumption of forwarding propagation, a wide-angle 
three-dimensional parabolic wave equation (3DPE) is 
formulated from the Helmholtz equation. The split-step 
parabolic equation (SSPE) method is adopted to march 
the potentials from one aperture plane to the next along 
the direction of propagation. The obtained results have a 
good agreement with the reference models presented in 
the literature. The proposed model can be generally used 
in both national, commercial and military applications 
for the analysis of radio wave propagation. 
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Abstract ─ This paper implements the two-dimensional 

(2D) non-uniform Inverse Fast Fourier Transformation 

(NUFFT) to Inverse Synthetic Aperture Radar (ISAR) 

imaging. The complexity of two-dimensional NUFFT is 

O(MNlog2MN), which is better than direct calculation with 

complexity O(M2N2) and has controllable interpolation 

error. As for the echo scattered fields acquisition with 

respect to multiple frequencies and azimuth angles, we 

use physical optics (PO) method based on quadratic 

discretization to reduce the patch number to two orders 

of magnitude, compared with planar discretization. 

Three examples prove that the 2D imaging process has 

nearly equal accuracy and higher efficiency. 

Index Terms ─ ISAR imaging, non-uniform FFT, 

physical optics, quadratic discretization. 

I. INTRODUCTION
Inverse Synthetic Aperture Radar (ISAR) imaging 

is an important technique for further automatic target 

recognition (ATR) by acquiring high resolution two-

dimensional or three-dimensional radar image with 

targets’ detailed information like size, shape, structure 

and posture [1]. The Polar Format Algorithm (PFA) is 

one of the earliest imaging algorithms adopted for 

spotlight SAR and extensively applied in practical 

monostatic SAR systems [2]. The imaging algorithm 

contains two steps: 1) Store the scattered fields in polar 

form with respect to multiple frequencies and azimuth 

angles; 2) Apply two-dimensional inverse Fourier 

transform of the scattered data matrix after interpolating 

the scattered data into equally spaced grid.  

In the electromagnetic (EM) scattering, when the 

target size is much larger than the wavelength, the EM 

scattered problems can be solved by high frequency 

methods [3,4]. Macdonald [5] proposed the physical 

optics (PO) approximation method to simulate high 

frequency electromagnetic scattered fields from large-

scale radar targets. The PO method is executed based on 

three assumptions: 1) The target is meshed by sizeable 

planar or curved patches. The induced currents on every 

illuminated patch determined by the incident field and 

independent with each other. 2) Far-field approximation, 

the radius of curvature of the target is much larger than 

the incident wavelength. 3) Kirchhoff approximation for 

calculating the scattered fields. As for solving the surface 

integral of scattered fields, Ludwig [6] and Gordon [7] 

derived the analytical expression to calculate the PO 

scattered fields from the planar patch. Rius [8] proposed 

GRECO method considering the GPU’s rendering 

function and converting the surface integral into a 

coherent addition of pixels. Conde [9] used the 

Stationary Phase Method (SPM) to radiation pattern of 

antennas. Wu and Chew [10,11] extended the steepest 

descent path method into calculating the PO integrals 

from the quadratic patches. In order to meet the second 

assumption, the planar patch size is nearly λ/8, while the 

quadratic patch size is 1λ or larger. The quadratic patch 

size is much larger than planar patch, the memory 

consumption is reduced with higher frequency. As for lit 

patch judging, Ling and Bhalla [12,13] proposed the 

shooting and bouncing ray technique (SBR), which 

calculates the intersections between the incident rays and 

surface element and compares the distance to determine 

the illuminated or shadowed part. To this day, the 

GPU’s zbuffer technique is introduced to accelerate the 

shadowing process and applied in many electromagnetic 

calculation softwares. 
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Fast Fourier transforms (FFT) are widely used 

for many applications in engineering, science, and 

mathematics, which should be implemented on the 

uniform distributed data. However, the polar format [14] 

sampled scattered fields are non-uniform in Cartesian 

coordinate. Appropriate interpolation methods need to 

be implemented to transform the data into uniform 

distributed space. For interpolation on complex data, the 

complex values are divided into absolute and phase 

part, the interpolation method operates on two parts 

respectively. Therefore, the interpolation function 

requires linear phase response. Different from the 

traditional interpolation method which interpolates the 

complex form scattered fields, Dutt and Rokhlin [15] 

proposed non-uniform Fast Fourier Transformation 

(NUFFT) which interpolates the sequence of Fourier 

exponential function. [16-19] discussed the algorithm 

improvement and relative applications. Song and Liu 

implement the NUFFT into radar imaging [20] and 

radially encoded MR imaging (MRI) [21]. The NUFFT 

method interpolates the sequence of exponential function 

rather than the complex form scattered fields, which has 

least square error and higher efficiency.  

In this work, the PO method for calculating scattered 

fields on quadratic patches is illustrated in Section II. 

The NUFFT method in ISAR imaging is described in 

Section III. Section IV shows the numerical results of 

three different targets with different shape and size. 

II. THE PO SCATTERED FIELD ON

QUADRATIC DISCRETIZATION PATCHES 

A. The PO scattered fields

We consider a perfectly conducting (PEC) target

illuminated by a time harmonic plane wave with time 

impedance 𝑒−𝑖𝑤𝑡 . The PO scattered field can be derived

from the Stratton-Chu formula: 

𝐄𝑠(𝐫) =
−𝑖𝑘𝑍0𝑒𝑖𝑘𝑟

4𝜋𝑟
𝐫̂ × 𝐫̂ × ∫ 𝑑𝑆(𝐫′)𝐉PO(𝐫′)𝑒−𝑖𝑘𝐫̂∙𝐫′

,
𝜕Ω

 (1) 

where, 𝜕Ω is the illuminated region of the target, 𝐫′ is the 

position vector of the point on the region 𝜕Ω, 𝐫̂ and r are 

the unit vector and the amplitude of the scattered 

direction, k is the wave number, 𝑍0 is the wave impedance

of free space. The surface induced PO current 𝐉PO(𝐫′) is
approximated by: 

𝐉PO(𝐫′) = {
2𝐧̂(𝐫′) × 𝐇(𝑖)(𝐫′),   𝐫′ ∈ ∂Ω
0,                                  𝐫′ ∉ ∂Ω

 ,         (2)

𝐧̂(𝐫′)  is the outward unit normal vector of region

𝜕Ω, 𝐇(𝑖)(𝐫′) is the incident magnetic field on the target 

surface. The incident wave has the following form: 

𝐇(𝑖)(𝐫′) =
1

𝑍0
𝐫̂(𝑖) × 𝐄(𝑖)

(𝐫′),   𝐄(𝑖)
(𝐫′) = 𝐄0

(𝑖)𝑒𝑖𝑘𝐫̂
(𝑖)⋅𝐫′

.  (3)

Then, we substitute equations (2), (3) into equation 

(1) and obtain the general scattered fields calculation

formula:

𝐄𝑠(𝐫) ≈ ∫ 𝑑𝑆(𝐫′)𝑔(𝐫′)𝑒𝑖𝑘𝑓(𝐫′)

𝑆

 ,  (4) 

with the phase function 𝑓(𝐫′)  and amplitude function 

𝑔(𝐫′) that, 

𝑔(𝐫′) =
−𝑖𝑘𝑒𝑖𝑘𝑟

2𝜋𝑟
𝐫̂ × 𝐫̂ × (n̂(𝐫′) × 𝐫̂(𝑖) × 𝐄0

(𝑖)),    (5) 

𝑓(𝐫′) = (𝐫̂(𝑖) − 𝐫̂) ∙ 𝐫′ .  (6) 

B. The quadratic discretization

For solving the integral equation (4) on quadratic

patches, we have to apply affine transformation to 

transform every arbitrary quadratic patch into a standard 

square patch with parameters (𝜉, 𝜂). For standard square 

patch, the interpolation formula for a quadratic patch: 

𝐫′(𝜉, 𝜂) = ∑ 𝑁𝑗(𝜉, 𝜂)𝐫𝑗 ,  (7)

8

𝑗=1

 

𝐫𝑗  is the three-dimensional coordinates of the critical

points of quadratic patch with respect to coordinate 

(x, y, z) and 𝐫′(𝜉, 𝜂) is the three dimensional coordinates 

with respect to parameter (𝜉, 𝜂). 

1 5 2

-1.0

-1.0 1.0

1.0
34
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0 ξ

η
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5 2
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6
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Fig. 1. The affine transformation from an arbitrary patch 

into a standard square patch with 8 nodes. 

The standard square patch is shown in Fig. 1 above. 

For nodes in different place, the shape function 𝑁𝑗(𝜉, 𝜂)

are different. For the four vertexes (j=1,2,3,4), the shape 

function is: 

𝑁𝑗(𝜉, 𝜂) =
1

4
(1 + 𝜉𝑗𝜉)(1 + 𝜂𝑗𝜂)(𝜉𝑗𝜉 + 𝜂𝑗𝜂 − 1), (8)

for the middle nodes on the edge where 𝜉𝑗 = 0 (j=5,6),

the shape function is: 

𝑁𝑗(𝜉, 𝜂) =
1

2
(1 − 𝜉2)(1 + 𝜂𝑗𝜂),  (9) 

for the middle nodes on the edge where 𝜂𝑗 = 0 (j=7,8),

the shape function is: 

𝑁𝑗(𝜉, 𝜂) =
1

2
(1 − 𝜂2)(1 + 𝜉𝑗𝜉).  (10) 

We substitute equations (7-10) to equation (4), the 

scattered field expression of a quadratic patch is: 

𝐄𝑠(𝐫) ≈ ∑ ∫ ∫ 𝑔𝑛(𝐫′(𝜉, 𝜂))𝑒𝑖𝑘𝑓𝑛(𝐫′(𝜉,𝜂))𝐷𝑒𝑑𝜉𝑑𝜂, (11)
1

−1

1

−1

𝑁

𝑛=1
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with integral infinitesimal 𝐷𝑒 = |𝐫′
𝜉(𝜉, 𝜂) × 𝐫′

𝜂(𝜉, 𝜂)| .

𝐫′
𝜉(𝜉, 𝜂) =

𝜕𝐫′(𝜉,𝜂)

𝜕𝜉
and 𝐫′

𝜂(𝜉, 𝜂) =
𝜕𝐫′(𝜉,𝜂)

𝜕𝜂
 are the partial 

derivative of 𝜉 and 𝜂. 

For approximating the integral which has fixed 

integral domain [-1,1]  × [-1,1], we use the Lagrange 

interpolation polynomials to approximate the integral 

into closed-form formulation: 

𝐄𝑠(𝐫) ≈ ∑ ∫ ∫ 𝑮𝑛(𝜉, 𝜂)𝑒𝑖𝑘𝐹𝑛(𝜉,𝜂)𝑑𝜉𝑑𝜂
1

−1

1

−1

𝑁

𝑛=1

,  (12) 

where the function 𝑮𝑛(𝜉, 𝜂) and 𝐹𝑛(𝜉, 𝜂) have the

polynomials form on n-th patch as: 

𝐹𝑛(𝜉, 𝜂) = 𝐹0 + 𝐹1𝜉 + 𝐹2𝜉
2 + 𝐹3𝜂 + 𝐹4𝜂

2

𝑮𝑛(𝜉, 𝜂) = 𝑮0 + 𝑮1𝜉 + 𝑮2𝜉
2 + 𝑮3𝜂 + 𝑮4𝜂

2.     (13) 

We choose 5 points 𝐫1, 𝐫5, 𝐫2, 𝐫8, 𝐫3  and substitute

the coordinates to equation (13) to calculate the 

coefficients (𝐹0, 𝐹1, 𝐹2, 𝐹3, 𝐹4) and (𝑮𝟎, 𝑮𝟏, 𝑮𝟐, 𝑮𝟑, 𝑮𝟒).

C. The stationary phase method

The Stationary Phase Method (SPM) [22-24] is

applied to solve the double integrals. From the 

geometrical theory of diffraction, when the target size is 

much larger than the incident wavelength, the radar 

scattered fields of the target is equivalent to the 

superposition of multiple scattering centers. Similar to 

the GTD model [25], the scattered field of quadric patch 

can be approximated by the sum of critical points: 

stationary phase points (points that satisfy equation (14) 

below and showed in Fig. 2 in detail), boundary points 

(𝐫5, 𝐫6, 𝐫7, 𝐫8 from Fig. 1 and shown in detail in Fig. 3)

and vertex points (𝐫1, 𝐫2, 𝐫3, 𝐫4 from Fig. 1 and shown in

detail in Fig. 4).  

𝐫̂ ∙ 𝐫′
𝜉(𝜉, 𝜂) = 0  and  𝐫̂ ∙ 𝐫′

𝜂(𝜉, 𝜂) = 0.        (14)

The contributions of the stationary phase point 

𝒔(𝜉𝑠 , 𝜂𝑠) is:

𝑰𝒔 =
𝜋𝑮𝑠

𝑘
𝑒−𝑖𝑘𝐹𝑠

√
1

|𝐹𝜉𝜉
𝑠 𝐹𝜂𝜂

𝑠 − (𝐹𝜉𝜂
𝑠 )

2
|
𝑒−𝑖𝑘

𝜋
4
𝜎(𝛿+1)

, (15)

where 𝑮𝑠 = 𝑮(𝜉𝑠, 𝜂𝑠)  and𝐹𝑠 = 𝐹(𝜉𝑠, 𝜂𝑠) .  𝐹𝜉𝜉 ,𝐹𝜂𝜂 , 𝐹𝜉𝜂

are the second parametric derivatives of 𝐹 (𝜉, 𝜂 ). σ =

sign(𝐹𝜂𝜂) and δ = sign(𝐹𝜉𝜉𝐹𝜂𝜂 − (𝐹𝜉𝜂)
2).
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Fig. 2. Stationary phase point 𝒔(𝜉𝑠, 𝜂𝑠) on a quadratic

patch. 

The contributions of the boundary point 𝒄(𝜉𝑐 , 𝜂𝑐) is:

𝑰𝒄 = −𝑖(−1)𝛼
𝑮𝑐

𝑘
𝑒−𝑖𝑘𝐹𝑐 1

𝐹𝛼
𝑐 √

2𝑖𝜋

𝑘𝐹𝛽𝛽
𝑐  ,             (16)

where 𝛼 ≡ 𝜉, 𝛽 ≡ 𝜂 at the boundaries 𝜉 = 0 and 𝜉 = 1, 

and 𝛼 ≡ 𝜂, 𝛽 ≡ 𝜉 at the boundaries 𝜂 = 0 and 𝜂 = 1.  
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Fig. 3. Boundary point 𝒄(𝜉𝑐 , 𝜂𝑐) on a quadratic patch.

The contributions of the vertex point 𝒗(𝜉𝑣 , 𝜂𝑣) is:

𝑰𝒗 = −𝑮𝑣𝑒−𝑖𝑘𝐹𝑣 (−1)𝜉𝑣+𝜂𝜈

𝑘2𝐹𝜉
𝑣𝐹𝜂

𝑣
 ,                  (17)

where 𝑮𝑣 = 𝑮(𝜉𝑣 , 𝜂𝑣)  and 𝐹𝑣 = 𝐹(𝜉𝑣 , 𝜂𝑣) . 𝐹𝜉  and 𝐹𝜂

are the parametric derivatives of 𝐹(𝜉, 𝜂). 
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Fig. 4. Vertex point 𝒗(𝜉𝑣 , 𝜂𝑣) on a quadratic patch.

Considering all the critical points’ contribution, the 

scattered field can be written as: 

𝐄𝑠(𝐫) ≈ ∑ 𝑰𝒔
𝒏 + 𝑰𝒄

𝒏 + 𝑰𝒗
𝒏.  (18)

𝑁

𝑛=1

 

PO method calculates the scattered field of the 

illuminated area of the target. For lit-judging, Rius [26] 

used GPU’s zbuffer storage to simplify the lit-judgement 

of the target. Fan and Guo [27] implemented the fast 

patch-lit-judge method in hybrid EM method with the 

efficient open graphics library (OpenGL).  

III. NON-UNIFORMED FFT (NUFFT)

IMAGING ALGORITHM 
The ISAR image can be calculated by [28]: 

𝐼(𝑥̂, 𝑦̂)

=
1

(2𝜋)2
∬S(𝑓, 𝜃) 𝑒𝑗2𝜋𝐾𝑥(𝑓,𝜃)𝑥+𝑗2𝜋𝐾𝑦(𝑓,𝜃)𝑦̂𝑑𝑓𝑑𝜃, (19)

where S(𝑓, 𝜃) is the scattered field with respect to the 

different incident frequency 𝑓  and azimuth angle 𝜃 , 𝑥̂ 

and 𝑦̂ are the pixel index in image domain. 𝐾𝑥 =
2cos𝜃

𝜆

and 𝐾𝑦 =
2sin𝜃

𝜆
, the target reconstruction function is the 

2D-IFFT with respect to 𝐾𝑥 and 𝐾𝑦. The sample number

of frequency 𝑓  is M and azimuth angle 𝜃  is N, the 
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complexity of 2D-IFFT is O(MNlog2MN). 

Discretize equation (19) and we form equation (20), 

which can be used to calculate the value of every pixel 

of the image. For solving the summation, the complexity 

is O(M2N2): 

𝐼(𝑥̂, 𝑦̂)

=
1

(2𝜋)2
∑ ∑ S(𝑓, 𝜃)𝑒𝑗2𝜋𝐾𝑥(𝑓,𝜃)𝑥+𝑗2𝜋𝐾𝑦(𝑓,𝜃)𝑦̂

𝜃𝑚𝑎𝑥

𝜃𝑚𝑖𝑛

𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛

.   (20) 

As shown in Fig. 5 below, the sampled scattered 

fields are uniform on frequency−azimuth angle 𝑘 − 𝜃 

domain (blue points) and non-uniform on 𝐾𝑥 − 𝐾𝑦  

domain (red points).  
 

 
(a)                                     (b) 

 

Fig. 5. The sampled scattered fields distribution: (a) non-

uniform distributed in 𝐾𝑥 − 𝐾𝑦 domain, and (b) uniform 

distributed in 𝑘 − 𝜃 domain. We take 18 sampling points 

for k and 𝜃, respectively. 
 

Different from traditional interpolation algorithms, 

NUFFT method interpolates the sequence of exponential 

function rather than the sampled scattered fields matrix. 

Two-dimensional NUFFT equals to two one-dimensional 

NUFFT implemented in two dimensions [29,30], that is, 

2D-NUFFT is the tensor product of two one-dimensional 

NUFFT. We just need to consider the one-dimensional 

Inverse Discrete Fourier Transform: 

𝑋𝑛 =
1

𝑁
∑ 𝑥(𝑘)𝑒𝑗

2𝜋
𝑁

𝑛𝜔𝑘 ,

𝑁

𝑘=1

                (21) 

where 𝜔𝑘 ∈ [−
𝑁

2
,
𝑁

2
− 1] , 𝑘 = 1,2,… , 𝑁 , 𝑛 = −

𝑁

2
, −

𝑁

2
+

1,… ,
𝑁

2
− 1. Consider the equations that every exponential 

function 𝑒𝑗
2𝜋

𝑁
𝑛𝜔𝑘 can be written as the sum of the nearest 

(2Q+1) terms uniformly-spaced Fourier series: 

𝑠𝑛𝑒𝑗
2𝜋
𝑁

𝑛𝜔𝑘 ≈ ∑ 𝑥𝑘(𝜔𝑘)𝑒
𝑗
2𝜋
𝐺𝑁

𝑛𝑘,

𝑘=[𝐺𝜔𝑘]+𝑄

𝑘=[𝐺𝜔𝑘]−𝑄

        (22) 

where G is the oversampling factor and (2Q+1) is  

the length of interpolation kernel. 𝑠𝑛 > 0 is chosen to 

minimize the approximation error. For this work, we 

choose 𝑠𝑛 = cos
𝜋𝑛

𝐺𝑁
. [] is the rounding operation. We 

substitute 𝑛 = −
𝑁

2
, −

𝑁

2
+ 1,… ,

𝑁

2
− 1 and write the equation 

as equation (23). 

Equation (23) is an overdetermined equation set  

of N linear equations with (2Q+1) unknowns and 

(2Q+1)≪N. We use the least square solution as the 

approximation of the solution of the overdetermined 

equation set. We write the equation set in simplified form: 

𝐵 = 𝐴𝑥,                                    (24) 

and the least-square solution 𝑥∗ is: 

𝑥∗ = 𝑥𝑘(𝜔𝑘) =

[
 
 
 
 

𝑥[𝐺𝜔𝑘]−𝑄(𝜔𝑘)

𝑥[𝐺𝜔𝑘]−𝑄+1(𝜔𝑘)

⋮
𝑥[𝐺𝜔𝑘]+𝑄(𝜔𝑘) ]

 
 
 
 

= (𝐴†𝐴)
−1

𝐴†𝐵, (25) 

where 𝐴†  denotes the complex-conjugate transpose of 

matrix 𝐴 . Substitute 𝑥𝑘(𝜔𝑘)  into equation (21) and 

transform the non-uniform data into uniform space, as 

equation (26) illustrates below: 

[
 
 
 
 
 
 (𝑠

−
𝑁
2
)𝑒𝑗

2𝜋
𝑁

𝜔𝑘(−
𝑁
2
)

(𝑠
−

𝑁
2+1

)𝑒𝑗
2𝜋
𝑁

𝜔𝑘(−
𝑁
2
+1)

⋮

(𝑠𝑁
2−1

)𝑒𝑗
2𝜋
𝑁

𝜔𝑘(
𝑁
2
−1)

]
 
 
 
 
 
 

=

[
 
 
 
 
 𝑒

𝑗
2𝜋
𝐺𝑁(−

𝑁
2)([𝐺𝜔𝑘]−𝑄) 𝑒𝑗

2𝜋
𝐺𝑁(−

𝑁
2)([𝐺𝜔𝑘]−𝑄+1)

⋯ 𝑒𝑗
2𝜋
𝐺𝑁(−

𝑁
2)([𝐺𝜔𝑘]+𝑄)

𝑒𝑗
2𝜋
𝐺𝑁(−

𝑁
2+1)([𝐺𝜔𝑘]−𝑄) ⋱ ⋱ ⋮

⋮ ⋱ ⋱ ⋮

𝑒𝑗
2𝜋
𝐺𝑁(

𝑁
2−1)([𝐺𝜔𝑘]−𝑄) ⋯ ⋯ 𝑒𝑗

2𝜋
𝐺𝑁(

𝑁
2−1)([𝐺𝜔𝑘]+𝑄) ]

 
 
 
 
 

∙

[
 
 
 
 

𝑥[𝐺𝜔𝑘]−𝑄(𝜔𝑘)

𝑥[𝐺𝜔𝑘]−𝑄+1(𝜔𝑘)

⋮
𝑥[𝐺𝜔𝑘]+𝑄(𝜔𝑘) ]

 
 
 
 

.                                                                                  (23) 

Then, IFFT can be implemented on equally-spaced 

𝑥′(𝑘). For 2D ISAR imaging, operate one-dimensional 

IFFT on range and cross range direction respectively.  

For actual measurement, the incident signal is 

considered as step-frequency signal, pulse signal with a 

fixed frequency step. The amplitude and initial phase of 

each sample point are consistent. 

𝑋𝑛 =
1

𝑁
∑ 𝑥(𝑘)𝑒𝑗

2𝜋
𝑁

𝑛𝜔𝑘

𝑁

𝑘=1

=
1

𝑁𝑠𝑛

∑ 𝑥(𝑘) ( ∑ 𝑥𝑞+[𝐺𝜔𝑘](𝜔𝑘)𝑒
𝑗
2𝜋
𝐺𝑁

𝑛(𝑞+[𝐺𝜔𝑘])

𝑄

𝑞=−𝑄

)

𝑁

𝑘=1

=
1

𝑁𝑠𝑛

∑ 𝑥′(𝑘)𝑒
𝑗
2𝜋
𝐺𝑁𝑛𝑘

𝐺𝑁
2

−1

𝑘=−
𝐺𝑁
2

.                                             (26) 

As for the resolution, the range resolution 𝛿𝑟  is 

related to the bandwidth of the incident wideband signal, 

the cross range resolution 𝛿𝑐𝑟 is related to azimuth range 

scan: 

 𝛿𝑟 =
𝑐

2𝐵
, 𝛿𝑐𝑟 =

𝜆𝑐

2sinΔ𝜑
,                   (27) 

where c is light speed in vacuum, B is the bandwidth of 

the incident wideband signal, 𝜆𝑐 is the center wavelength 

corresponding to center frequency 𝑓𝑐, Δ𝜑 is the angular 

scan. The resolution denotes the actual distance  

represented by every pixel in image.  
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III. NUMERICAL RESULTS
We bring three targets with different size and shape 

to discussion, two perfect electric conductor (PEC) 

spheres with different radius, a glider most consisting of 

curved surfaces, a finely modeled ship with lots of flat 

surfaces. Under spherical coordinate system, 𝜃  (elevation 

angle) is the angle between the scattered direction and 

+𝐳̂  axis. φ  (azimuth angle) is the angle between the

projection of the scattered direction in the xOy plane and

the +𝐱̂  axis. The scattering pattern is monostatic and

incident electric field 𝐄0
(𝑖)

polarizes along 𝒆̂𝜽 direction.

In order to meet the Far-field approximation, the 

radius of curvature of the target is much larger than 

the incident wavelength, the planar patch size is nearly 

λ/8, while the quadratic patch size is 1λ or larger. We 

use Altair HyperMesh 14.0 software to discretize the 

geometry at “second order” and “quads only” mode. Table 

1 shows the patch number using planar discretization 

and quadratic discretization respectively. Quadratic 

discretization reduces the patch number to two orders 

of magnitude. Table 2 shows the information of the 

incidence and the size of three different targets. 

Table 1: The numbers and sizes of patches by using the 

quadratic discretization and plane discretization for the 

different targets 

Targets Planar Patch 

(𝛌/𝟖) 

Quadratic Patch 

(1𝛌) 

Two spheres 365432 5748 

Glider 8901418 100389 

Ship 39144518 120929 

Table 2: The parameters of the incident wave and the size 

of three targets 

Target 1: Two spheres 

Radius: 0.5m 1m 

Center distance: 10m 

Patch number: 5748 

Target 2: A glider 
Size: 14m×14m×2m 

Patch number: 100389 

Target 3: A ship 
Size: 30m×3.5m×4.6m 

Patch number: 120929 

Frequency center (𝑓𝑐) 10GHz 

θ 60° 
φ 43.5°~46.5° 

Bandwidth (B) 600MHz 

Angular scan (∆φ) 3° 
Frequency samples 128 

φ samples 128 

Range resolution 
𝑐

2𝐵
=0.25m 

Azimuth resolution 
𝜆

2𝑠𝑖𝑛∆φ
=0.29m 

As for the accuracy comparison, we choose the 

image formed by NUFFT equation (19) and by directly 

calculating the double integral in equation (20). For 

estimating the performance of the NUFFT method, we 

introduce the relative L2 error to discuss: 

𝑒2 = 𝑎𝑣𝑔 (
‖𝐼 − 𝐼‖

2

2

‖𝐼‖2
2 ),  (28) 

where 𝐼  is the image of direct calculation and 𝐼  is the

image generated by NUFFT. We calculate the average 

error of every pixel. The results are showed in Table 3 at 

the end of this chapter. 

A. Two PEC sphere

Firstly, we take two PEC spheres with different

radius as example. The geometry and the quadratic 

discretization are shown in Fig. 6. The detailed parameters 

are illustrated in Table 2. 

Fig. 6. The geometry and the quadratic discretization of 

two different size spheres. 

From Fig. 7 below, the 2D image generated by 

NUFFT and direct calculation agree well. The image 

tells that center sphere has smaller radius and lower 

amplitude. From Fig. 8, the range profile shows agreement 

and the two spheres can be well distinguished. 

(a)  (b) 

Fig. 7. The comparison between: (a) NUFFT and (b) 

direct calculation of ISAR imaging of two PEC spheres. 

 (a)  (b) 

Fig. 8. The range profile: (a) amplitude and (b) dBsm 

comparison between NUFFT and direct calculation of 

ISAR imaging of two PEC spheres. 
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B. A glider 

The glider geometry and quadratic discretization  

are showed in Fig. 9. The geometry mostly consists of 

curved surface and simple struction like the streamline 

airframe and light wings to reduce the air friction. The 

comparison between NUFFT and direct calculation is 

illustrated in Fig. 10. 

 

 
 

Fig. 9. The quadratic discretization of a glider.  
 

 
 (a)                                        (b) 

 

Fig. 10. The comparison between: (a) NUFFT and (b) 

direct calculation of ISAR imaging of a glider. 

 

From Fig. 10, the 2D image of NUFFT and direct 

calculation of the glider agree very well. The image tells 

the detailed structure of the glider. The shape is well 

represented and the empennage has relatively obvious 

contribution. Figure 11 further verifies the scattered 

characteristic of the glider from range profile. 
 

 
 (a)                                   (b) 

 

Fig. 11. The range profile: (a) amplitude and (b) dBsm 

comparison between NUFFT and direct calculation of 

ISAR imaging of a glider. 

 

C. A ship 

We take a finely modeling ship as the third example. 

As Fig. 12 shows, the ship is mostly composed of plane 

elements like the deck and control rooms in the ship. 

When the ship is discretized into quadratic patches, some 

are quite close to planar patches. We choose the same 

incident plane wave for test. 

 

 
 
Fig. 12. The geometry and the quadratic discretization of 

a finely modeling ship.  

 

 
(a)                                          (b) 

 

Fig. 13. The comparison between: (a) NUFFT and (b) 

direct calculation of ISAR imaging of a finely modeled 

ship. 

 

 
(a)                                  (b) 

 

Fig. 14. The range profile: (a) amplitude (b) dBsm 

comparison between NUFFT and direct calculation of 

ISAR imaging of a finely modeled ship. 

 

From Fig. 13, the 2D image of NUFFT and direct 

calculation of the ship agree well. From the ISAR image 

and the range profile in Fig. 14, we can tell that the 

middle part of the ship has the strongest contribution  

to the image compared with other parts. However, the 

structure of the ship is not very clear. The reason possibly 

is that the basic component of the finely modeling ship 

is flat, like deck and hull. The quadratic discretization 

generates error. We may conclude that for targets 

consisting of large flat surfaces, we need to choose 

quadratic patches combined with planar patches to finely 

describe the target.  
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The relative L2 error shows in Table 3 below. We 

can tell from it that the relative L2 error is overall quite 

small and increases very slowly as the increase of the 

interpolation kernel size Q. It indicates that the NUFFT 

method generates minor error, which is introduced by 

solving the overdetermined equations utilizing the least 

square solution.  

Table 3: The relative L2 error defined in equation (27) on 

different size of interpolation kernel determined by Q 

Targets 

G=2 

Q=2 Q=4 Q=8 Q=16 

Two spheres 0.77% 1.09% 1.26% 1.34% 

Glider 0.23% 0.43% 0.61% 0.73% 

Ship 0.12% 0.19% 0.25% 0.30% 

The time comparison shows in Table 4 below. 

NUFFT method reduces the time consumption a lot. The 

time consumption contains obtaining the interpolation 

coefficients by solving the overdetermined equations, so 

that the theoretical time comparison from the complexity 

is not fully achieved. As for the memory consumption, 

NUFFT has less memory usage. The CPU is Intel(R) 

Core (TM) i7-4790 at 3.6GHz, the simulation software 

is Matlab R2015b. 

Table 4: The time consuming comparison between direct 

calculation and NUFFT on G=2, Q=4; in order to make 

difference more obvious, we choose the total time and 

memory consumption of 100 tests 

Direct 

Calculation 

NUFFT 

Time (second) 30.214s 14.646s 

Memory (kilobyte) 296kB 212kB 

IV. CONCLUSION
This work implements the two-dimensional non-

uniform Inverse Fast Fourier Transformation to Inverse 

Synthetic Aperture Radar imaging. The complexity of 

two-dimensional NUFFT is O(MNlog2MN), compared 

with direct computation with complexity O(M2N2), has 

higher computational efficiency and nearly equal imaging 

accuracy. The error is controllable, generated by least 

squares method solving overdetermined equations. The 

physical optics (PO) method based on quadratic 

discretization reduces the patch number to one hundredth, 

compared with planar discretization. In general, the work 

achieves fast simulation for ISAR imaging on complex 

targets, providing basis for further automatic radar 

recognition (ATR). 
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Abstract ─ Usually, a reasonably designed 

electromagnetic band-gap (EBG) structure can reduce 

the surface wave of an antenna. However, it may take a 

long time to design. In this paper, a dual-band circular 

patch multiple-input multiple-output (MIMO) antenna 

on an EBG surface is proposed. Defects are simply 

introduced into rows and columns of the EBG cells. In 

this way, the band-gap bandwidth (BG-BW) of those 

cells can be as large as 29.2%, which enables the EBGs 

can cover two frequency bands with a large interval, and 

to generate over 25 dB isolation between the antenna 

elements, as well. The measured results show that the 

proposed antenna, incorporating defective EBGs, 

operates at 5.71-5.97 GHz and 6.31-6.54 GHz. The -10 

dB impedance bandwidth of the antenna is extended by 

28.9% and 27.8% at the low and high frequency band. 

In addition, its gain is enhanced by 5 dB and 6.9 dB, and 

its back radiation decreased by 15 dB and 10.3 dB at 

the resonant frequencies of 5.75 GHz and 6.44 GHz, 

respectively. The proposed design may have many 

applications in communication systems. 

Index Terms ─ Defect, high impedance EBG structure, 

MIMO antenna, mushroom EBG structure. 

I. INTRODUCTION
In recent years, multiple-input multiple-output 

(MIMO) technology has gained a lot of attention from 

scholars in the telecommunication industry, which is 

one of the ways to realize the 5-generation mobile 

communication [1, 2]. The antenna array is an important 

part of MIMO system. The main challenge in designing 

MIMO antennas is to improve the isolation between 

antenna elements while minimizing them as much as 

possible [3-5]. Generally, the smaller isolation between 

antennas, the smaller mutual coupling effects on them. 

For some special antennas, such as base station antennas, 

the isolation requirement is greater than 25 dB [6]. 

Some methods were proposed to improve the 

isolation between antenna elements. Ismaiel and Abdel-

Rahman etched meander slots on the ground to improve 

the isolation [7], but it causes the frequency offset. Yu 

et al. inserted an offset circuit between feed ports [8]. 

However, this method will increase the complexity of 

the antenna design. Wang et al. added two pairs of L-

shaped extensions to the background structure of the 

antenna [9], while the isolation is only 15 dB. 

In recent years, electromagnetic band-gap (EBG) 

structure has been proposed to isolate antennas due to 

its ease of design and beneficial to reducing an antenna 

profile. Coulombe et al. embedded some coplanar EBG 

structures to an antenna array [10], its isolation is better 

than 25 dB. Qiu et al. introduced a perpendicular 

mushroom-like EBG wall to the substrate between the 

two patch antennas to obtain 30 dB isolation [11]. 

Although it is not suitable for low profile requirements, 

it provides a superior idea for antenna isolation design.  

It is found that the wider band gap of the EBG 

structure, the higher isolation of the antennas. The 

mushroom-like EBG are usually arranged in a periodic 

[12] or quasi-periodic form [13]. It has many derivative

structures, including a two via slot-type EBG (TVS-

EBG) [14], an edge-located via EBG (ELV-EBG) [15],

a modified mushroom-like EBG (MML-EBG) [16], and

a complementary split ring resonator EBG (CSRR-

EBG) [17]. The former two adopt the way of changing

feed to improve the band-gap bandwidth (BG-BW) of

the EBGs, while the latter two achieve this goal by

carefully designing the shapes of the cells. Their BG-

BWs comparisons are listed in Table 1. It is shown that

the latter method can broaden the bandwidth more

effectively. However, it may take a long time to design.

In 2018, we tried to destroy the periodicity of the EBGs

by introducing some defective slots only between the

rows of the EBG cells to obtain a higher BG-BW [18],

but the band gap was still not wide enough.

ACES JOURNAL, Vol. 34, No. 6, June 2019

1054-4887 © ACES

Submitted On: October 12, 2018 
Accepted On: January 26, 2019

890



In this paper, a dual-band circular patch MIMO 

antenna with defective EBGs is proposed. The design 

of EBG structure is based on mushroom-like EBG 

structure that digs four half circular slots. And the 

defects are introduced into both rows and columns of the 

EBG cells. By using the proposed EBG, the bandwidth 

and gain can be dramatically improved. 

Table 1: The lowest frequency (fL), highest frequency 

(fH) and band-gap bandwidth in different EBG structures 

Ref. Type 
fL 

(GHz) 

fH 

(GHz) 

BG-

BW 

[14] TVS-EBG 3.01 3.38 11.6% 

[15] ELV-EBG 3.60 4.06 12.0% 

[16] MML-EBG 5.10 6.00 16.2% 

[17] CSRR-EBG 3.31 4.33 26.7% 

Proposed — 5.68 7.62 29.2% 

II. DESIGN AND ANALYSIS

A. Dual-band circular patch MIMO antenna design

Figure 1 shows a circular patch MIMO antenna in

the C-band. The MIMO antenna is designed on a FR-4 

substrate, whose thickness is h=2 mm and the electrical 

parameters are εr=4.4 and 𝑡𝑎𝑛𝛿 =0.02. The MIMO 

antenna is a circle patch and the radius of the circular 

patch is 11.5 mm. As Fig. 1 shows, the lengths and 

widths of slots are denoted by l1, l2, l3, l4, l5, l6, l7, and d, 

respectively. The center of the circle patch is denoted by 

r1. This antenna is excited by a coaxial cable with a 

50 Ω SMA connector, it has a diameter of r2=1 mm. The 

two elements of MIMO antenna distance is dy. 

Fig. 1. Configuration and parameters of circular patch 

MIMO antenna and substrate, for MIMO antenna: 

l1=10.5 mm, l2=7 mm, l3=8 mm, l4=10 mm, l5=7 mm, 

l6=8 mm, l7=10mm, d=0.5 mm, r1=11.5 mm, r2=1 mm, 

dy=33.6 mm, and h=2 mm.  

Figure 2 exhibits the simulated S11 of circular patch 

MIMO antenna. The MIMO antenna has two resonant 

modes generated at nearly 5.75 GHz and 6.44 GHz, 

respectively. Its bandwidth is 320 MHz at lower 

frequency and 200 MHz at higher frequency with a 

standard of S11 < -10 dB. The radiation efficiency of this 

antenna is about 73.9% at 5.75 GHz and 70.5% at 6.44 

GHz, respectively. 

Fig. 2. S11 and radiation efficiency of the MIMO 

antenna.  

B. High impedance EBG structure design

Figure 3 (a) shows the schematic of the high

impedance EBG in three different cases. EBG has 

thickness of 2 mm with a dielectric constant of 4.4. 

Figure 3 (b) shows the 1×2 EBGs structure proposed. 

Figure 3 (c) presents the 10×16 EBG cells operating 

as a two-port waveguide formed by a pair of perfect 

electric conductor (PEC) along the z-axis and perfect 

magnetic conductor (PMC) along the y-axis. They are 

divided into seven parts: #1, #2, #3, #4, #5, #6, and #7. 

By changing the distances of gx, gy, and gz between each 

part, the asymmetrically distribution of EBGs can be 

realized. Besides, when gx and gy equals dx, the EBGs 

are periodically arranged. 

Figure 4 shows that the EBG structure can be 

equivalent to parallel LC resonant circuit. The gap 

between radiation patches of adjacent EBG structures 

can be equivalent to capacitance C. Because the metal 

through-hole connects the radiation patch with the 

ground structure, the current forms a loop between the 

radiation patch and the ground structure, which can be 

equivalent to the inductance L. This high impedance 

surface (HIS) can effectively suppress the surface wave 

outside the band-gap. For an EBG structure with patch 

width W, gap width g, substrate thickness h, the values 

of the L and C are determined by the following formula 

[19]: 

𝐿 = 𝜇0ℎ, (1) 

𝐶 =
𝑊𝜀0(1+𝜀𝑟)

𝜋
𝑐𝑜𝑠ℎ−1 (

2𝑊+𝑔

𝑔
), (2) 

where 𝜀𝑟 is the electric constant, while 𝜀0 and 𝜇0 is the

permittivity and permeability of free space, respectively. 
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The frequency band gap also can be predicted as: 

ω = 1/√𝐿𝐶, (3) 

BW = ∆𝜔/𝜔 = 1/𝜂√𝐿/𝐶, (4) 

where η is the free space impedance, which is 120 π. 

Based on the above formulas, L is proportional to h, 

the band gap increases with the increasing of L, and 

decreases with the decreasing of L when μ0 and η0 

are constant. W will affect the value of C when other 

variables are fixed. C is inversely proportional to the 

value of the band gap. 

(a) 

(b) 

(c) 

Fig. 3. (a) Configuration and parameters of the proposed 

EBG for high impedance EBG in the three different 

cases: a=6.3 mm, c=3.4 mm, r3=1 mm, for 1×2 EBGs: 

dx=0.5 mm, h=2 mm; for 10×16 EBGs: gx=5 mm, 

gy=36.7 mm, and gz=2.7 mm. (a) EBG cell in three 

different cases, (b) 1×2 EBGs structure, and (c) 10×16 

EBGs structure. 

Fig. 4. Two-dimensional model for mushroom EBG 

type. 

Figure 5 displays the effect of the slots above the 

electromagnetic band-gap for three cases. As seen in the 

above figures, under the condition of the same size, by 

etching circle slots on the case 3, the bandwidth of EBG 

is the largest. Figure 6 presents the S21 of proposed EBG 

structure. While, when gx, gy, and gz > dx, the band-gap 

is broadened, because the EBG periodical structure is 

broken [18]. 

Fig. 5. Simulated S21 of case 1, case 2, and case 3. 

Fig. 6. S21 of the proposed EBG structure. 
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The dispersion diagrams are plotted in Fig. 7. From 

this diagram, the frequency band-gap between mode 1 

and mode 2 is observed for the proposed EBG cell. The 

intersections with the light lines are used to determine 

the upper limit of the band-gap for the surface waves. 

Case 3 is proposed, the frequency of electromagnetic 

band gaps of the EBG structure is 5.68 GHz to 7.62 GHz, 

and the band gaps are 1.94 GHz. 
 

 
 

Fig. 7. Dispersion diagram for case 3. 

 

C. A dual-band circular patch MIMO antenna with 

high impedance EBG structure 

Figure 8 demonstrates the configuration and 

parameters of the proposed EBG antenna. The d1 and  

d2 equal 6.85 mm, the Width is 80 mm and Length is  

135 mm.  
 

 
 

Fig. 8. Configuration and parameters of the proposed 

EBG antenna. 

 

Figure 9 shows the S11 of the proposed EBG antenna. 

As can be observed, the EBG antenna bandwidth is  

5.6 GHz to 6.0 GHz and 6.22 GHz to 6.46 GHz, 

respectively. The bandwidth is 400 MHz in low frequency 

and 240 MHz in high frequency, respectively. The 

radiation efficiency of proposed antenna is about 61.1% 

at 5.75 GHz and 56.1% at 6.44 GHz. Figure 10 shows 

the current distributions of proposed EBG antenna. It 

demonstrates that the proposed EBG structure can more 

obviously suppress the surface wave of the antenna. The 

radiation of the EBG antenna is clearly stronger than that 

of the MIMO antenna. 

 

 
 

Fig. 9. S11 and radiation efficiency of the proposed EBG 

antenna. 

 

For a MIMO antenna system, the isolation is an 

important parameter. It can be described as  |S21|. Figure 

11 presents a slot in the ground planar of the MIMO 

antenna. The length and width of the slot are expressed 

by glength and gwidth, respectively. The MIMO antenna 

observed the isolation by changing the size of slot. When 

the glength equals 50 mm and gwidth equals 1.5 mm, the 

isolation of MIMO antenna can reach maximum. 

Figure 12 compares the mutual coupling of the 

proposed EBG antenna with the MIMO antenna and slot 

in ground. It is shown that the proposed EBG structure 

is more significant in improving the mutual coupling of 

MIMO antenna system compared with slot in ground. 

Especially, at low frequency, the isolation can be 

enhanced by about 11.5 dB with EBG than about 0.3 dB 

with slot line.  

 

 
 

Fig. 10. Current distributions of MIMO antenna and the 

proposed EBG antenna at 5.75 GHz and 6.44 GHz. 
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Fig. 11. Slot in ground planar of MIMO antenna. 

Fig. 12. Simulated isolation (|S21|) of the proposed EBG 

antenna. 

III. EXPERIMENTAL RESULTS AND

DISCUSSION 
Figure 13 depicts the photographs of the fabricated 

EBG antenna. Figure 14 shows the measured S11 of 

the MIMO antenna and proposed EBG antenna. The 

measured results show that -10 dB impedance bandwidth 

of the MIMO antenna is 4.5% (5.71-5.97 GHz) at the 

lower band and 3.6% (6.31-6.54 GHz) at the high band. 

When EBGs are asymmetrically arranged, the frequency 

bands become 5.8% (5.7-6.04 GHz) and 4.6% (6.30-

6.60 GHz). Compared to the MIMO antenna, the 

bandwidth of proposed EBG antenna is extended by 

28.9% in low frequency and 27.8% in high frequency, 

respectively. 

Fig. 13. Photographs of the fabricated EBG antenna. 

Fig. 14. Measured and simulated S11 of the antenna with 

or without EBG. 

As Fig. 15 shows, when the frequency is 5.75 GHz, 

the gain of EBG antenna is 7 dB and the back radiation 

is -25 dB. The gain of MIMO antenna is 2 dB and the 

back radiation is -10 dB. Compared with the MIMO 

antenna, the gain of EBG with antenna is increased by 5 

dB and the back radiation is decreased 15 dB in the E-

plane. It is also shown that the cross-polarization is low 

at low frequency and the simulation results are basically 

consistent with the measured results. Figure 16 shows 

the gain of proposed EBG antenna is 8 dB and its back 

radiation is -20.5 dB at 6.44 GHz. While, the gain of 

traditional MIMO antenna is 1.1 dB with -10.2 dB back 

radiation. Compared with MIMO antenna, the gain of 

EBG antenna is added 6.9 dB and the back radiation is 

reduced 10.3 dB in the E-plane. The radiation patterns 

of the cross-polarization get worse at 6.44 GHz than at 

5.75 GHz. There are some differences between the test 

results and the simulation results due to its fabrication 

tolerance. 

Fig. 15. Measured and simulated E-plane radiation 

patterns of the antenna at 5.75 GHz. 
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Fig. 16. Measured and simulated E-plane radiation 

patterns of the antenna at 6.44 GHz. 

Figure 17 presents the measured and simulated 

isolation (|S21|) of the proposed EBG antenna compared 

with MIMO antenna. The measured average isolation 

is around 43 dB at low frequency and 26 dB at high 

frequency band. Compared with the MIMO antenna, the 

 of EBG antenna is significantly improved and 

the measured results are in good agreement with the 

simulated results. 

Fig. 17. Measured and simulated isolation (|S21|) of 

proposed EBG antenna compared with MIMO antenna. 

IV. CONCLUSION
A dual-band circular patch MIMO antenna with 

defective EBG structure is proposed. First and foremost, 

the MIMO antenna resonates at around 5.75 GHz and 

6.44 GHz, the frequency covers 5.71 GHz to 5.97 GHz 

and 6.31 GHz to 6.54 GHz, respectively. Moreover, a 

high impedance EBG structure is proposed, the band gap 

of EBG structure is 5.68 GHz to 7.62 GHz. It can cover 

the frequency of the MIMO antenna. Last but not least, 

three rows of high impedance EBG cells are designed 

on the substrate to surround the MIMO antenna. By 

breaking the periodicity of the EBG structure, the 

performance parameters of the antenna will be better. 

The EBG with antenna has a wider bandwidth, which 

is extended 28.9% in low frequency and 27.8% in high 

frequency, respectively. In addition, the minimum 

isolation of the antenna is 26 dB. 

The proposed EBG antenna has a higher gain and 

lower back radiation. When the frequency is 5.75 GHz, 

the gain of EBG antenna is increased 5 dB and back 

radiation is reduced 15 dB in the E-plane. In the H-plane, 

the gain of EBG antenna is increased 5 dB and back 

radiation is reduced 15 dB. When the frequency is 6.44 

GHz, the gain of EBG antenna is increased 6.9 dB and 

back radiation is reduced 10.3 dB in the E-plane. In the 

H-plane, the gain of EBG with antenna is increased 4.5

dB and back radiation is decreased 7.7 dB. From the

above results, the performance parameters of the

proposed EBG antenna have been significantly improved

and have a reasonable design.
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Abstract ─ In this paper, a wideband Fabry-Perot (FP) 

resonator antenna is designed based on single-layer 

frequency selective surface (FSS) structure. The antenna 

adopts a single-layer complementary circular FSS 

structure as the partially reflecting surface (PRS) of 

Fabry-Perot resonator antenna to improve the gain. The 

wideband slot-coupled patch antenna is used as the 

source. The proposed FSS maintains a positive slope 

reflection phase gradient in the band of 10.3-16.0 GHz, 

which satisfies the realization conditions of the wideband 

Fabry-Perot resonator antenna. The measured results 

show that the 10-dB impedance matching bandwidth of 

the proposed Fabry-Perot resonator antenna covers 

11.99-15.54 GHz (25.8%), the maximum gain is 13.16 

dBi at 14.2 GHz, and the 3-dB gain bandwidth is 26.1%. 

The measurement results verify the feasibility of the 

design method. 

Index Terms ─ Fabry-Perot resonator antenna, frequency 

selective surface, high-gain, wideband antenna. 

I. INTRODUCTION
The Fabry-Perot resonator antenna is composed of a 

source antenna and a PRS. The Fabry-Perot antenna has 

the characteristics of high gain, high orientation, low 

profile and easy processing [1-5]. In recent years, many 

researchers have been attracted by the excellent 

performances of FP resonant cavity antenna [6-10]. 

In general, the reflection phase of the PRS has the 

characteristic of high Q value. Therefore, the gain 

enhancement of the FP resonator antenna is narrow-

band. In order to improve the operating bandwidth of the 

FP resonator antenna, the PRS with the gradient structure 

can be used to compensate the phase in the different 

propagation direction, thus the PRS structure with gain 

enhancement in a wide band for FP resonator antenna. In 

[11], a single-layer FSS with quasi-periodic gradient is 

used as the PRS of the FP resonator antenna. The FSS 

structure with gradual change from the middle to the 

outer side can compensate the radiation phase 

appropriately, and the broadband FP resonator antenna 

with the maximum gain of 18.53 dBi and 3-dB gain 

bandwidth (GB) of 12.2% is realized. In [12], it applies 

this idea to the ground of the radiation source, and 

increases the gain bandwidth of the FP resonator antenna 

by loading the high impedance surface (HIS) on the 

metal ground. 

In addition, the multi-layer PRS structure can also 

achieve bandwidth gain enhancement. In [13], a two-

layer periodic structure is used as PRS of FP resonator 

antenna, and a broadband FP resonator antenna with a 

relative bandwidth of 5.1% and the maximum gain of 

17.44 dBi is obtained. In [14], a multi-layer broadband 

FP resonator antenna fed with double slot coupling is 

proposed, the broadband FP resonator antenna with the 

fractional bandwidth of 16% and the maximum gain of 

19 dBi is realized. In [15], through the exquisite design 

of three layer PRSs, a broadband FP resonator antenna 

with multi-layer PRS has the relative bandwidth of 

10.7%, and it has the maximum gain of 16.9dBi. 

Although the FP resonator antenna with multi-layer PRS 

has large gain, its profile is large and its relative 

bandwidth is narrow. 

In recent years, the PRS with positive reflection 

phase gradient has attracted the attention of scholars for 

improving the gain bandwidth of FP resonator antenna. 

In [16], two layers of dielectric superstrates with positive 

slope reflection phase gradient is used as PRS. The 

wideband FP resonator antenna with the relative 

bandwidth of 25.8% and the maximum gain of 15 dBi is 

realized. The antenna has good properties, but it has a 

high profile. In [17], a broadband FP resonator antenna 

with the relative bandwidth of 15% and the maximum 

gain of 20 dBi is proposed by using three layers periodic 

PRSs with positive reflection phase gradient. The FP 

resonator antenna formed by PRS with positive reflection 

phase gradient can effectively improve its 3-dB gain 

bandwidth, but its profile is high. 

In order to expand the 3-dB gain bandwidth and 

reduce profile of the FP resonator antenna, a FSS with 

circular complementary structure is etched on both sides 

of the substrate as the PRS to form the FP resonator 

antenna in this paper. The FSS with positive reflection 

phase gradient in the band of 10.3-16.0 GHz, and a slot-
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coupled patch antenna as the source to achieve a 

wideband FP resonator antenna. The measured results 

show that the proposed antenna with |S11|<-10 dB of 

11.99-15.54 GHz, the 3-dB gain bandwidth of 12.36-

15.6 GHz, and the peak gain of 13.16 dBi. 

II. FSS AND RADIATION ANTENNA

A. Numerical analysis

As shown in Fig. 1, the FP resonator is actually a

semi-open resonator, which consists of a ground and a 

partially reflecting surface. The electromagnetic wave 

radiated by the source is reflected repeatedly between the 

upper and lower surfaces of the resonant cavity. 

Assuming that the incident wave with frequency of f 

illuminates the ground and the metal ground has total 

reflection properties, the reflection amplitude of ground 

is equal to 1. Therefore, the reflection coefficient of 

ground can be expressed as 𝑒𝑗𝜑𝐺𝑁𝐷, where 𝜑𝐺𝑁𝐷 is the

reflection phase of ground. Meanwhile, the reflection 

coefficient of PRS can be expressed as 𝑝𝑒𝑗𝜑𝑃𝑅𝑆, where p

and 𝜑𝑃𝑅𝑆  denote reflection amplitude and reflection

phase of the PRS, respectively. Considering that the 

source is much smaller than the overall size of the Fabry-

Perot resonator, it can be approximately regarded as a 

point source. 

Fig. 1. The schematic diagram of Fabry-Perot resonator. 

The electric field intensity of each electromagnetic 

wave transmitted from PRS is superimposed as [1]: 

2
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( ) 1 njn
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where E0 is the amplitude of the first emitted wave, n

is the total phase variations during the reflections between 

the ground and the PRS, n denotes the nth emitted wave, 

f(α) is the field intensity direction function, α is the 

incidence angle, c is the velocity of light, h is the 

thickness of cavity. The absolute value of field strength 

is expressed as: 
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Thus, the power pattern S is: 
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when α=0°, the power pattern S becomes: 
2
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The maximum power in the direction of α=0° can be 

obtained when: 

4
2GND PRS

f
h n

c


     ,  0,1,2......n  ,   (6) 

and the maximum power pattern is: 

21
(0)

1
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p
S f

p





.   (7) 

It can be concluded that when f, h, φGND and φPRS 

satisfy the resonance condition of equation (6), the FP 

resonator antenna will have the largest forward energy 

density. From equation (7), the power pattern S of FP 

resonator antenna is positively correlated with the 

reflection amplitude of the PRS, which means that as the 

p increases, the maximum power pattern Smax of the FP 

resonator antenna will increase. 

Assuming that the directivity of the source antenna 

is D0 at frequency f, and the directivity is Ds after adding 

a PRS above it. By equation (7), the relative directivity 

D can be expressed as follows: 

10

1
(dB) 10log

1

p
D

p

 
  

 
.  (8) 

According to the above numerical analysis, as the f, 

h, φGND and φPRS satisfy the Fabry-Perot resonance 

condition, the FP resonance mode can be excited. The 

directivity of FP resonator antenna is positively correlated 

with the reflection amplitude of PRS. In order to obtain 

a large directivity of the FP resonator antenna, the 

reflection amplitude of the designed PRS should be as 

large as possible. 

B. The design of FSS

From equation (6), the PRS reflection phase can be

expressed as: 

4
2PRS GND

h
f N

c


     , 

(9) 

where h is the thickness of the cavity, c is the velocity of 

light, and φPRS is the reflection phase of PRS, φGND=-π. It 

can be seen that when the resonant cavity height h, 

resonant frequency f and φPRS meet the equation (9), the 

FP resonance mode can be excited to achieve the gain 

enhancement. Therefore, the PRS with positive reflection 

phase gradient is the key point to design the wideband 

FP resonator antenna 

The design of PRS structure is an important part for 

the wideband FP resonator antenna. In this paper, the 
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designed FSS acts as PRS, the proposed FSS structure is 

shown as shown in Fig. 2 (a). The FSS unit is composed 

of a circular complementary structure, p=6.5 mm, it is 

etched on both sides of the F4BM220 substrate with the 

thickness of 1.5 mm (ε1=2.2, tanδ=0.0007). 

(a) 

(b) 

Fig. 2. The unit of FSS: (a) structure and (b) simulation 

model. 

To analyze the characteristic of positive reflection 

phase gradient of FSS structure, the parameters of FSS 

are analyzed. Fig. 2 (b) is the schematic diagram of 

simulation model. Port 1 and Port 2 are set at a distance 

from the FSS unit, and the boundary conditions of the 

simulation models are set to magnetic boundary and 

electrical boundary in the direction of ±x and ±y, 

respectively. When the incident wave propagates along 

the +z direction, the simulated results of parameters 

scanning are shown in Fig. 3. In Fig. 3 (a), fixed r2=3.0 

mm, with the increase of r1, the resonance frequency 

shifts to low frequency, the reflection amplitude increases 

slightly, the slope of the reflection phase curve is 

approximately the same, and the positive reflection 

phase gradient bands shift to the low frequency. In Fig. 

3 (b), fixed r1=2.3 mm, with the increase of r2, the 

resonance frequency shifts to low frequency, the reflection 

amplitude decreases obviously, the slope of the reflection 

phase curve increases, and the positive reflection phase 

gradient bands also shift to low frequency. Select 

parameters h2=1.5 mm, r1=2.3 mm, r2=3 mm, the FSS 

unit structure has a positive slope reflection phase 

gradient band in the range of 10.3-15.9 GHz, and the 

reflection amplitude is more than 0.58. According to the 

equation (9), it is known that the FP resonator antenna 

designed by the FSS structure can excite the FP 

resonance mode in a wide band, and realize the gain 

enhancement of the FP resonator antenna in a wide band. 

(a) 

(b) 

Fig. 3. The reflection coefficients of PRS: (a) r2=3.0 mm 

and (b) r1=2.3 mm. 

C. Source antenna

The designed wideband source antenna is made up

of a slot antenna and parasitic patch, as shown in Fig. 4. 

The ground and feed line of the slot antenna are etched 

on both sides of the F4BM220 substrate (ε2=2.2, 

tanδ=0.0007) with the thickness of 0.8 mm, respectively. 

The length and width of the slot antenna are W=60 mm, 

and the parasitic patch is placed at hair=3 mm above the 

slot of the ground. The structural parameters are shown 

in Table 1. As shown in Fig. 5, the |S11|<-10 dB of the 

slot-coupled patch antenna is 12.36-16.29 GHz, and the 

maximum gain is 8.33 dBi at 15.0 GHz. Apparently, the 

10-dB impedance matching bandwidth of the source

antenna is within the range of the positive slope

reflection phase gradient band of the designed FSS.

Fig. 4. The schematic diagram of the slot-coupled patch 

antenna. 
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Table 1: Parameters value of the slot-coupled patch 

antenna 

Parameters h1 l1 l2 l3 ls 

Value (mm) 0.8 24 6 1.7 7 

Parameters wp wd w1 w2 ws 

Value (mm) 5.5 10 2.3 0.9 1 

Fig. 5. The simulated results of the slot-coupled patch 

antenna. 

III. WIDEBAND FABRY-PEROT ANTENNA

A. Wideband Fabry-Perot antenna

Based on the above design of the FSS structure and

the source, an FP resonator antenna with wideband and 

high gain is designed. The unit of FSS element is etched 

in a 7×7 periodicity on the F4BM220 substrate of W×W, 

and placed at hc above the ground of slot antenna. Figure 

6 is the schematic diagram of the wideband FP resonator 

antenna. A part of the electromagnetic wave radiated by 

slot-coupled patch antenna is reflected in the cavity, and 

part of it is transmitted through the FSS structure. When 

the thickness of the cavity and the reflection phase of the 

FSS satisfy the FP resonance condition, the gain is 

enhanced. 

Fig. 6. The schematic diagram of the proposed antenna. 

The thickness of FP cavity is an important factor that 

affects the performance of wideband FP resonator 

antenna. In order to design FP resonator antenna with 

good performance, the influence of different cavity 

thickness on the bandwidth and gain of FP resonator 

antenna should be taken into account. 

The effect of different cavity thickness on the |S11| 

and the realized gain of FP resonator antenna is analyzed. 

As shown in Fig. 7 and Table 2, other parameters are 

fixed, as the hc increases from 9.5 mm to 11.0 mm by 

step length 0.5 mm, the |S11|<-10 dB of the designed 

antenna is changed from two to one, and the relative 

bandwidth is gradually expanded, while the 3-dB gain 

bandwidth is increased first and then reduced, but the 

maximum gain is gradually reduced. Therefore, 

considering the design of the wideband FP resonator 

antenna with large operating bandwidth and high gain, 

hc=10.5 mm is selected. For this case, the proposed 

antenna with the 10-dB impedance matching bandwidth 

of 11.99-15.81 GHz (27.4%), 3-dB gain bandwidth of 

11.9-15.5 GHz (26.3%), and the maximum gain of 13.26 

dBi at 15.0 GHz. Meanwhile, the half-power beamwidth 

of 15.0 GHz of the E- and H- planes are 23.9° and 39.2°, 

respectively. 

(a)   (b) 

Fig. 7. The simulated results of vary hc: (a) S11 and (b) 

realized gain.  

Table 2: Comparison between different hc 

hc

(mm) 

|S11|<-10 dB 

(GHz) 

3-dB Gain

Bandwidth (GHz) 

9.5 
12.32-13.02 (5.5%) 

14.60-15.79 (7.8%) 
13.6-16.7 (20.5%) 

10.0 
12.15-13.12 (7.7%) 

14.16-15.82 (11.1%) 
12.3-16.1 (26.8%) 

10.5 11.99-15.81 (27.4%) 11.9-15.5 (26.3%) 

11.0 11.84-15.68 (27.9%) 11.7-14.9 (24.1%) 

  (a) (b) 

Fig. 8. The simulated results of proposed antenna with 

different h2: (a) |S11| and (b) realized gain. 
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The effect of h2 on the performance of the proposed 

antenna is also considered. We fixed other parameters 

and scan the h2 from 1.1 mm to 1.7 mm by step of 0.2 

mm. The simulated results are shown in Fig. 8. It shows

that when h2 increases from 1.1 mm to 1.5 mm, the 10-

dB impedance matching bandwidth of the proposed

antenna remains the same basically, while as h2 = 1.7

mm, the antenna has two operating bands with 10-dB

impedance matching level. In addition, the maximum

realized gain of the proposed antenna enhances with the

increase of h2. Therefore, to ensure the high performance

of the proposed antenna, h2 = 1.5 mm is selected.

B. Experiments

The designed wideband FP resonator antenna is

fabricated, and its experiment is completed in the 

microwave anechoic chamber. The measurement scene 

is shown in Fig. 9. 

Fig. 9. The measurement scene of the proposed antenna. 

Figure 10 shows that the measured and simulated 

results of the |S11| and realized gain of the proposed 

antenna. In Fig. 10, the measured results show that the 

impedance bandwidth |S11|<-10 dB of the source antenna 

is 12.61-16.19 GHz, and the maximum gain is 8.18 dBi 

at 15.4 GHz. Meanwhile, the measured results show that 

the impedance bandwidth |S11|<-10 dB of the proposed 

wideband FP resonator antenna is 11.99-15.54 GHz 

(25.8%), the 3-dB gain bandwidth is 12.36-15.6 GHz 

(26.1%), and the maximum gain value is 13.16 dBi at 

14.2 GHz, it is approximately consistent with the 

simulated results.  

(a) (b) 

Fig. 10. The comparisons of measured and simulated 

results: (a) S11 and (b) realized gain. 

Also, the simulated and measured radiation patterns 

of the proposed antenna at 12.5 GHz, 13.5 GHz, 14.5 

GHz and 15.5 GHz, respectively, in both planes are 

shown in Fig. 11. It can be observed that the designed 

antenna has good radiation pattern in the operating band. 

Finally, the proposed antenna is compared with the 

existing similar work in Table 3. It shows that the 

proposed antenna has a lower profile, wider operating 

bandwidth and the 3-dB gain bandwidth is extended. 

(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

Fig. 11. The radiation patterns of the proposed antenna: 

(a) E-plane, (b) H-plane at 12.5 GHz, (c) E-plane, (d) H-

plane at 13.5 GHz, (e) E-plane, (f) H-plane at 14.5 GHz,

and (g) E-plane, (h) H-plane at 15.5 GHz.

IV. CONCLUSION
A wideband high-gain Fabry-Perot resonator 

antenna is designed based on single-layer FSS structure. 

The wideband slot-coupled patch antenna is used as the 

source antenna, the FSS with circular complementary 

structure is used to as the PRS. Moreover, the influence 
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of various parameters on the antenna performance is 

analyzed. The measured results show that the proposed 

antenna has the 10-dB impedance matching bandwidth 

of 11.99-15.54 GHz (25.8%), the 3-dB gain bandwidth 

of 12.0-15.6 GHz (26.1%), and the maximum gain value 

of 13.16 dBi at 14.2 GHz, it confirms the correctness of 

the simulated results. 

Table 3: Comparison between the designed antenna and 

the existed work 

Ref. |S11|<-10 

dB 

(GHz) 

3-dB

GB

Height 

(mm) 

Max. 

Gain 

(dBi) 

Aperture 

(mm2) 

PRS 

Num. 

[13] 
13.4–

14.1 
5.1% 23.4 17.44 280×280 2 

[15] 13–14.5 10.9% 16.44 15 80×80 3 

[16] 
13.6–

18.4 
25.8% 26.3 15 45×45 2 

[17] 
13.5–

15.7 
15% 35 20.0 80×80 3 

This 

work 

11.99-

15.54 
26.1% 12.8 13.16 60×60 1 
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Abstract ─ This paper introduces a W-band dual-

polarization reflector antenna which combines one dual-

polarized transmit-receive SUM channel and two single-

polarized DIFF receiving channels. The feed of the 

antenna consists of four OMTs (Orth Mode Transducer) 

to realize dual-polarization monopulse angle measurement. 

Four horns of the feed are combined into one radiation 

aperture by a coupled retracted structure to decrease 

side-lobes. The SUM beam gain of the proposed antenna 

is over 41 dBi and the aperture efficiency of 60% is 

achieved, cross-polarization level is better than –43 dB. 

The first sidelobe level is better than -30dB. The null-

depth is better than -20dB. 

Index Terms ─ Dual-polarization, monopulse, reflector 

antenna, W-band. 

I. INTRODUCTION
Fully-polarization radars have more advantages in 

target recognition and anti-jamming compared with single-

polarization radars [1]. Many kinds of dual-polarization 

antennas have been proposed, such as microstrip patch 

[2], coupling slot [3], slot array [4], horn antenna [5] 

and reflectarray [6]. However in high-frequency band, 

waveguide slot array may have a high cost and is difficult 

to fabricate. And in high power applications, microstrip 

patch is not capable for its high dielectric loss. 

The millimeter-wave dual-polarization detecting 

system requires a dual-polarized antenna with high gain 

and low side-lobes that makes reflector antenna a good 

candidate. Compared with other antennas working at w-

band, the reflector antenna has the advantages of simple 

manufacturing, high gain, low side lobes, and narrow 

beams. The key component of a dual-polarization reflector 

antenna is a dual-polarization feed-source. In this paper, 

we proposed a dual-polarization reflector antenna with 

good radiation performance and easy approaching. 

II. GEOMETRY AND ANALYSIS OF THE

PROPOSED ANTENNA 
According to the principle of focusing, the reflector 

antenna uses the reflection of the electromagnetic wave 

on the paraboloid to form a plane wave-front. The 

geometry of the reflector antenna system is illustrated in 

Fig. 1.  

Parabolic main-reflector

1
3
5
m
m

40.5mm Feed

Metal

Fig. 1. Design and geometry of the antenna system. 

The performance of the reflector antenna depends 

largely on the primary pattern of the feed, so the study of 

the primary radiation characteristics of the feed will 

benefit the overall antenna system. The proposed feed 

can be described in two parts, the feed net and four horns. 

Figure 2 shows the working principle of the feed. In 

order to realize the SUM and DIFF signal processing, 

ports V1 and V2 receive and transmit vertically polarized 

wave while ports H1 and H2 receive and transmit 

horizontally polarized wave. Square waveguides 1, 2, 3 

and 4 can transmit two kinds of orthogonal polarized 

waves. The sum of V1, V2 and the sum of H1, H2 make 

the dual-polarized sum signal of the proposed monopulse 

feed. The difference between V1 and V2 forms the pitch 

ACES JOURNAL, Vol. 34, No. 6, June 2019

1054-4887 © ACES

Submitted On: October 15, 2018 
Accepted On: February 9, 2019

905



DIFF signal, and the difference between H1 and H2 

forms the azimuth DIFF signal.  

The feed takes the form of four receiving and launch 

ports to get rid of the complex design of the comparator, 

and replace the analog comparator with digital comparator. 

Therefore this design can eliminate the insertion loss 

caused by the analog comparator.  

There are two ways to realize dual-polarization for 

horn feed, cross-slot coupling or application of OMT 

(Orth Mode Transducer). But the isolation between 

different polarizations of OMT is better than cross slot 

coupling. And the structure of OMT is easier to fabricate. 

The structure of OMT and the feed is illustrated in 

Fig. 3, as is shown in Fig. 3 (a), the feed source consists 

of four OMTs. They are combined to a radiation aperture 

by a coupled retracted structure. Both polarizations of 

the OMT structure can receive and transmit the sum 

signal, but the pitch different signal can only be received 

by the DIFF channel of one polarization, while the 

azimuth different signal received by the DIFF channel of 

the other polarization. 

The structure of OMT is illustrated in Fig. 3 (b), a 

metal bar is designed above the coupling slot to optimize 

the isolation between horizontal polarization and vertical 

polarization.  

Polarization 
direction

H1H2

V1

V2

V1

H1

V2

H2

Waveguide

Combined

Fig. 2. Polarization direction of the feed. 

Fig. 3. (a) Structure of feed. (b) Structure of OMT. 

Fig. 4. Structure of the feed and the T-junction. 

The structure of the feed is shown in Fig. 4, and it is 

the specific feed-source structure that realizes the working 

function shown in Fig. 2. 

III. SIMULATION AND MEASUREMENT

RESULTS 
The simulated model is shown in Fig. 5, and Fig. 6 

shows the prototype of the proposed antenna. The SUM 

pattern of the proposed antenna is illustrated in Figs. 7 

(a), (b), and the DIFF pattern of the antenna is illustrated 

in Fig. 7 (b), where –M and –S represent measured and 

simulated result. (H) and (E) represent H-plane and E-

plane. Isolation and VSWR of the feed ports are illustrated 

in Fig. 8.  

Fig. 5. Simulate model of the proposed antenna. 

Fig. 6. Prototype of the proposed antenna. 
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Fig. 7. (a) Vertical polarization SUM pattern. (b) 

Horizontal polarization SUM pattern. (c) Azimuth and 

Pitch DIFF pattern. 
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Fig. 8. (a) VSWR of the feed ports. (b) Isolation between 

different polarizations. 
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IV. CONCLUSION
In this paper, a dual-polarized monopulse reflector 

antenna working at W-band is demonstrated by 

employing a four-unit-horn with the OMTs as feed 

source. Simulating results verify that the polarization 

isolation is better than -30dB. The proposed antenna is 

designed and optimized in HFSS and CST. At 94GHz, 

the SUM beam gain is over 41dBi. Cross-polarization 

levels are better than -43dB and the first sidelobe level 

is better than -30dB. The null-depth is better than 

-20dB, the result reveals that the proposed antenna has

excellent polarization synthesis and polarized monopulse

performances further.
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Abstract ─ Broadband horn antennas have been widely 
used in radar and communication systems. They have 
also been added to various state-of-the-art control systems 
to perform EMC measurements. EMC measurements 
traditionally use standard gain horn antennas for many 
practical reasons like needing 8 standard antennas to test 
a wide range of frequencies (e.g., 0.75-18 GHz). This 
results in space efficiency reductions (e.g., the anechoic 
chambers efficiency is reduced). To solve this problem, 
an ultra-wideband (UWB) double-ridged horn antenna is 
designed and tested in this study. The antenna exhibits 
improved gains, VSWRs, and radiation patterns. Radiation 
patterns maintain a single main lobe across the full band. 
This signifies that the designed antenna can fulfill the 
desired higher demands. We have fabricated the antenna 
and it has been applied to many related fields. 

Index Terms ─ EMC, radiation patterns, ultra-wideband 
antenna, VSWR. 

I. INTRODUCTION
Because of its simple structure, good directionality, 

and stable phase center, broadband horn antennas are 
widely used in communications, radar, electromagnetic 
compatibility, and electronic countermeasure applications. 
EMC measurements usually use standard gain horn 
antennas. Their use is more for practical reasons but 
has many problems. For example, an EMC applications 
require 8 standard antennas to test the frequencies 0.75-
18 GHz. This reduces the space efficiency of microwave 
frequency anechoic chambers. To mitigate this problem, 
an ultra-wideband (0.7-18 GHz) double-ridged horn 
antenna needs to be designed. In the past, simulations of 
ridge horn antennas could not handle a broad operational 
frequency range and did not include coaxial feeds [1-3]. 
With the development of new and innovative antenna 
technology, horn antennas can achieve operational 
bandwidths of more than twenty times its standard 
bandwidth [4]. Generally, ridges are utilized to extend 
the single-mode operational bandwidth before the higher 
order modes occur [1, 2]. In the field of UWB horn 
antennas, most designs can obtain a frequency range from 

1 to 18 GHz [5-8]. But patterns produced by this kind  
of antenna will begin to deteriorate above 12 GHz and 
the main beam splits into four large side lobes [9]. 
Additionally, getting a high gain, low VSWR, and small 
mechanical size when the operating frequency is less than 
1 GHz. 

To solve these problems, we designed a wideband 
(0.7-18 GHz) double-ridged horn antenna with metallic 
grid sidewalls to improve the performance at higher 
frequencies. The coaxial feed is utilized to make the 
excitation point in the center of the ridged waveguide. 
Test results show that the VSWR is 1.5 Typ. and 2.5 Max., 
the gain is 12 dBi Typ. and the radiation patterns maintain 
a single main lobe in the full band. The gains, VSWRs, 
and radiation patterns of the design ridge horn antenna 
were measured and we analyzed the data provided.  
The design was mass produced and its application was 
verified, with relatively ideal consistency and reliability. 
This demonstrates that the designed antenna can fulfill 
higher demands. The antenna has been fabricated and 
applied to many related fields.  

II. DESIGN OF HIGH PERFORMANCE UWB
ANTENNA

As shown in Fig. 1, a broadband dual-ridge horn
antenna has been developed and manufactured. Generally 
horn antennas consist of three parts: coaxial dual-ridged 
waveguide conversion, horn section and double ridges. 
Table 1 shows the dimensions of the design. 

Fig. 1. Diagram of the dual-ridge horn antenna. 
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Table 1: New 0.7-18 GHz dual-ridge horn antenna 
dimensions 

Figure 1 
Reference 

Description Dimension 

AB Waveguide length 43 mm 
BC Horn length 230 mm 

Weight 1.5 kg 

The length of the horn should be greater than half 
the maximum operating wavelength to ensure that high 
order modes are not introduced during the impedance 
conversion. To ensure the impedance of the coaxial feed 
point 50 Ω smoothly transitions to the impedance of free 
space, 377 Ω, the impedance of the horn section is as 
follows: 

𝑧𝑧0 = 𝑧𝑧0∞𝑒𝑒𝑘𝑘𝑘𝑘 , 0 ≤ 𝑥𝑥 ≤ 𝑙𝑙
2� , (1) 

𝑧𝑧0 = 377 + 𝑧𝑧0∞�1 − 𝑒𝑒𝑘𝑘(1−𝑥𝑥)�, 𝑙𝑙 2� ≤ 𝑥𝑥 ≤ 𝑙𝑙, (2)
where l is the length of the horn segment and k is a 
constant. Therefore, curved shaped of the double ridge 
structure (of the horn section) is also generally an 
exponential form. The addition of a linear term in the 
formula for a curve can be expressed as: 

y = A𝑒𝑒𝑘𝑘𝑘𝑘 + 𝐶𝐶𝐶𝐶. (3) 
By letting y represent the antenna’s double ridged 

structure, we can analyze the effect that broadening the 
low-frequency bandwidth and shortening the axial length 
of the horn section can produce. Meanwhile, the coaxial 
connector in coaxial double-ridged waveguide transition 
is generally a 50 Ω impedance connector, such as SMA 
or N type connector. We require that the center conductor 
in the coaxial line should be long enough to pass through 
the near ridge. The calculation formula for the coaxial 
cutoff frequency is as follow: 

𝑓𝑓∞ = 190.8

√𝜀𝜀𝑟𝑟(𝐷𝐷+𝑑𝑑)
. (4) 

We can calculate the radius of the outer conductor of the 
coaxial conductor according to (5) [10], 

𝑧𝑧0 = 138

√𝜀𝜀𝑟𝑟
lg (𝑏𝑏

𝑎𝑎
). (5) 

Then, we insert the center conductor into the lower 
ridge to ensure the electrical contact is a short circuit 
that achieves good impedance matching. In the straight 
waveguide part of the transition, a straight waveguide is 
added to the back end of the ridge waveguide (the length 
is less than half the wavelength of the maximum 
frequency) to reduce the frequency of the main mode 
transmission. 

Figure 2 shows the cross-section of the straight 
waveguide after ridged. The design is based on 
conventional ridge waveguide theory [11]. 

Equation 6 is the cut-off frequency expression of 
double ridge:  

𝑓𝑓𝑐𝑐 = 1

𝜋𝜋√𝜇𝜇𝜇𝜇�(𝑎𝑎1𝑏𝑏1
+
2𝐶𝐶𝑓𝑓
𝜀𝜀 )(𝑎𝑎−𝑎𝑎1)𝑏𝑏

. (6) 

Equation 7 is the cut-off wavelength expression of double 
ridge: 

𝜆𝜆𝑐𝑐 = 𝜋𝜋�(𝑎𝑎1
𝑏𝑏1

+ 2𝐶𝐶𝑓𝑓
𝜀𝜀

)(𝑎𝑎 − 𝑎𝑎1)𝑏𝑏. (7) 

The characteristic impedance expression of a double 
ridge waveguide is as follow: 

𝑧𝑧0 = 𝑧𝑧𝑐𝑐0

�1−( 𝜆𝜆𝜆𝜆𝑐𝑐
)2

. (8) 

Fig. 2. Cross section of double-ridged waveguide. 

First, we determine the values of the sides a/b, 
interval b1 and ridge width a1 in the figure. According to 
the curve in reference [12], the following values can be 
obtained from the curve: cutoff wavelength λCE10 of the 
mode TE10, cutoff wavelength λCE30 of the mode TE30 
and characteristic impedance Z0∞ of the mode. TE10 is 
used when the frequency is infinitely large. Using the 
coaxial feed, the excitation point is located at the center 
of the ridge waveguide, which restrains the TE20 mode 
and does not excite it. Hence the available bandwidth of 
a double-ridged waveguide is λCE10/λCE30. This may be the 
reason why the bandwidth of the horn antenna can reach 
more than 25.7 octaves. 

Moreover, the design of the rear cavity plays an 
important role in the impedance matching step of the 
horn’s input port [13]. As shown in Fig. 3, a cross-convex 
block is added to the short-circuit board and embedded in 
the rear cavity after the mode transition step. The back 
end of the straight waveguide is added with a short circuit 
plate to form a rear cavity to reduce the effect of the 
reflected radiation on backward or forward radiation. 
Additionally, the width of the broadening transformation 
can be modified by adjusting the distance between the 
coaxial excitation, the short circuit plate and the ridge 
height of the short circuit section. 

The existence of the inclined form forces the narrow 
side of the cavity to gradually expand after the mode 
transformation; this transition can improve the standing 
wave coefficient of the antenna. The presence of a wedge 
can effectively improve the standing wave and the high-
frequency radiation patterns of the antenna. The 
simulated wedge and structural size of the cross-convex 
block can achieve ideal high frequency radiation patterns 
via optimization. 
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(a) 

(b) 

Fig. 3. Structure of rear cavity. 

Figure 4 shows the actual simulation model and 
related parameters marked in the figure. 

Fig. 4. Simulation model. 

In Fig. 4, ‘AC’ is the length of ridge, c is the distance 
from the probe to the short board, ‘wgh’ is the height of 
the rear cavity, ‘cb’ is the width of the wage, ‘sw’ is the 
width of the metallic grid, ‘d’ is the distance between the 
ridges and ‘r’ is a parameter that influences the ridge 
curve. 

We choose several main parameters and provide the 
resulting curves in Fig. 5. When the parameters take on 
different values from various curves, we can see the 
relationship between the parameters and the performance 
of a ridge horn antenna. 

(a) VSWR

(b) VSWR

(c) VSWR

Fig. 5. Simulated VSWR of ridge horn antenna with: (a) 
d, (b) r, and (c) AC.  

Figure 5 shows the simulation results using the main 
parameters, which are related to the size of the ridge. We 
notice that parameter d (the distance between the ridges) 
has the greatest influence on the performance of the horn 
antenna. Parameter r (the ridge curve becomes steeper as 
parameter r increases) and parameter AC (the length of 
the ridge) mainly affects the performance of the higher 
frequency range. We can determine the optimal size of 
the antenna while performing the simulation. The test 
results of our most current ridge horn antenna design are 
discussed in the next section. 
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III. ANTENNA SIMULATION AND TEST
RESULTS 

We designed a ridge horn antenna with a 0.7-18 GHz 
operational frequency band and manufactured it as shown 
in Fig. 10 [13]. Double ridged horn antennas are highly 
sensitive to the tolerances during the machining and 
assembly stages. Different gaps implemented in the 
flared waveguide section will affect antenna performance 
[14]. Thus, great care is required when assembling    
the antenna components. We found via simulation that 
removing the narrow side wall of the traditional horn 
antenna can not only reduce weight, but also improves 
the gain and high-frequency directional pattern. After 
optimizing the design, the narrow sidewall is replaced by 
five evenly distributed narrow metal pieces. The final 
simulation and the measurement results validate the 
design goals. 

The VSWR curves and the gain of the antenna, both 
simulated and measured, are shown in Fig. 6 and Fig. 7. 
The results show that the VSWR of the antenna is under 
2.1:1 over the 0.75-18 GHz frequency range and the 
maximum value is 6.6 at 700 MHz. The gain is between 
3.1 and 15.35 dBi for the entire design frequency band. 
The gain curve is flat and there are no large fluctuations. 

Fig. 6. VSWR. 

Fig. 7. Gain. 

Figure 8 shows the E field of designed broadband 
horn antenna at 0.7 GHz and 18 GHz. 

Figure 9 shows the simulation and measured patterns 
of the newly designed double-ridge horn antenna at 0.7 
GHz, 10 GHz, and 18 GHz.  

From Fig. 8 and Fig. 9, the measured results agree 
with the simulation results. The main lobe on the H-plane 
and E-plane pattern does not break apart (split) in the full 
frequency band. 

Figure 10 shows the antenna mechanical structure. 
The specific dimensions of the antenna are: an 244 × 160 
mm area of the flared surface, a 92 × 77 mm area for  
the bottom of the waveguide section, a 43 mm long 
waveguide section, a 230 mm axial length of the horn, 
and a weight of approximately 1.5 kg. The antenna can 
use SMA female or N type female coaxial connectors, 
which can withstand an average power of 50 W and 
300 W, respectively. 

(a) Freq. 0.7 GHz

(b) Freq. 10GHz

(c) Freq. 18 GHz

Fig. 8. E Field of designed broadband horn antenna. 
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 (a) Freq. 0.7 GHz 

 
 (b) Freq.10 GHz 

 
 (c) Freq. 18 GHz 

 
Fig. 9. Patterns: simulation (left) and measured (right).  
 

  
 

Fig. 10. Photographs of fabricated horn antenna. 
 

IV. CONCLUSION 
To provide high UWB performance, an ultra-wideband 

horn antennas, typically used to measure electromagnetic 
compatibility in laboratory environments, are designed, 
tested and analyzed via a variety of methods. An example 
of a UWB double ridge horn antenna prototype is 
developed and tested. Both the simulation and test results 
are satisfactory. The VSWR of the antenna is under  
2.1:1 over the frequency range of 0.75-18 GHz and    
the maximum value is 6.6 at 700 MHz. The gain varies 
between 3.1 and 15.35 dBi in the entire designed 
frequency band. The patterns don’t split in full operational 
frequency range. The antenna is under mass production 
and widely used in microwave anechoic chambers, EMC 
testing environments, electronic counter measurement 
environments, and materials testing laboratories. 
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Abstract ─ Frequency selective surface (FSS) with finite 

size behaves differently compared to an ideal infinite 

one, due to the influence of fringe effect, while there 

exist little study concerning this subject. RCS radiation 

can serve as a critical indicator of the FSS performance 

which can quantitatively reveal the mechanism of the 

fringe effect. This paper presents the study of RCS 

for FSS with finite structures. RCS for different sized 

FSS with different configurations under plane wave 

illumination are studied qualitatively. The result reveals 

the frequency selectivity and fringe effect of finite FSS. 

Quantitative functional relations between fringe effect 

and dimension of FSS are first summarized for 

monolayer FSS. A new case is then picked and tested 

to verify the validity of the functional relations. The 

relations are also extended to multilayer FSS. It turns out 

that the relations are general properties of finite FSS 

excited by plane waves. 

Index Terms ─ Finite FSS, fringe effect, multilayer FSS, 

RCS. 

I. INTRODUCTION
Frequency selective surface (FSS) is a kind of spatial 

filtering structure, through which the electromagnetic 

wave of a specific frequency range can pass, while the 

others are reflected. Basically, an ideal frequency 

selective surface is composed of identical patches or unit 

elements periodically arranged in a two-dimensional 

infinite array. The special electromagnetic properties 

possessed by FSS is unique in the electromagnetic domain. 

FSSs are able to react differently to electromagnetic 

waves according to frequency, angle of incidence and 

polarization. Therefore, FSS can behave as “spatial” 

filters. By well designing the structure of FSS, we can 

adjust their behaviors in order to satisfy some engineering 

requirements. 

A large variety of FSS is used in parabolic antennas, 

radomes, THz technologies, etc. In general, there are 

two main usages of FSS, one of them is to realize the 

frequency multiplexing, the other is to reduce the RCS 

of a structure, or stealth technology [1,2]. According to 

the number of layers, FSS can be divided into monolayer 

FSS and multilayer FSS. Monolayer FSS contains only 

one layer of the periodic structure and is easy to be 

machined. Therefore, it is well developed and widely 

used. Figure 1 presents some examples of different types 

of unit elements [1]. It should be noticed that the 

complementary of these elements are also eligible FSS 

units due to Babinet's principle. 

Fig. 1. Four examples of FSS unit elements. 

ACES JOURNAL, Vol. 34, No. 6, June 2019

1054-4887 © ACES

Submitted On: October 14, 2018 
Accepted On: April 1, 2019

915



However, monolayer FSS is hard to achieve large 

constant bandwidth, flat top and fast roll-off. A multilayer 

FSS is the combination of a series of well-designed 

monolayer FSS. One of the motivations for multilayer 

FSS is to incorporate different properties of each FSS 

layers. Thus, multilayer FSS can achieve large bandwidth 

and fast roll-off more easily than a single monolayer FSS 

[3]. The design and performance analysis of multilayer 

FSS become the main trend of contemporary research 

[4]. Therefore, to evaluate the fringe effect for both types 

of FSSs, in this paper, we have chosen a bandpass FSS 

with cross aperture units for monolayer FSS, and a broad 

bandwidth bandpass filter designed in [5] for multilayer 

FSS. The dimension and configuration of these FSS are 

presented in Section II. 

Traditional research methods usually assume that 

the FSS is an infinite array. Because of fringe effect, the 

actual electrical performance of the finite FSS differ 

from theoretical predictions, and one cannot take full 

advantage of FSS peculiarities. In order to manipulate 

the finite FSS, additional attention should be paid to 

the perturbation caused by the fringe effect. Radar cross-

section (RCS) is a measure of detectability of an object 

[6,7]. Since FSS is an important component of stealth 

technology, bi-static RCS is chosen as a key indicator of 

eligibility of FSS [8] to reveal the scattering mechanism 

of the fringes quantitatively. Hence, a profound 

comprehension of the bi-static RCS formed by excited 

FSS is necessary, and we will concentrate on the RCS 

deform caused by the fringe effect. 

In this paper, we study the RCS of finite FSS by 

simulating a series of finite FSS in commercial software 

CST. Qualitative analyses about the propagation of E 

field and bi-static RCS are first conducted to show the 

fringe effect of finite FSS. The main lobe magnitude and 

angular width of RCS are then analyzed quantitatively. 

The main contribution of this paper is that the relations 

between the dimension of FSS and the fringe effect is 

summarized and validated. This work can serve as 

theoretical guidance to the designing and machining of 

FSS which is finite in size practically. 

II. FSS CONFIGURATION
In this study, a unit element with cross aperture 

is chosen for monolayer FSS. Figure 2 illustrates the 

dimensions of one unit. We first investigate the 

frequency selectivity of this unit element. Regarding S-

parameters of infinite FSS composed of this unit, the 

periodic boundary condition is applied to the unit in the 

simulation. As shown in Fig. 4, the unit element forms 

into a monolayer FSS with passband 8-12 GHz. 

For multilayer FSS, we have chosen an FSS unit 

composed of 5 layer patches and two types of dielectric 

mediums as illustrated in Fig. 3. The round or hollow 

patches are 5 FSS units, and the red and blue materials 

are dielectric mediums (Some parts of the multilayer FSS 

are set to be solid red in Fig. 3 to emphasize the 3D 

structure of FSS). The geometric parameters of the 

multilayer FSS are as listed in Table 1. 

Fig. 2. The dimension of square FSS with cross aperture. 

Fig. 3. The configuration of the multilayer FSS unit. 

Table 1: Geometric parameters of multilayer FSS (mm) 

ha hb hc hd r1 r2 

8.4 0.6 4.8 1.5 2.9 3.8 

Similarly, the periodic boundary condition is applied 

in order to obtain S-parameters of the multilayer FSS 

(see Fig. 4). It is evident that the bandwidth of the 

multilayer FSS is large and flat with passband 8-12 GHz. 

In this study, different sized FSS are excited by plane 

wave at frequency ranging from 5 GHz to 15 GHz, and 

three frequency points (5, 10, 15 GHz) in the passband 

and stopband are selected deliberately. 
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Fig. 4. S-parameters of infinite FSS. 

III. QUALITATIVE ANALYSIS OF RCS
Before we conduct RCS analysis of FSS, it is helpful

to verify the frequency selectivity of FSS and get the first 

impression of fringe effect. Two finite monolayer FSS 

with different number of units are excited by plane wave 

with frequency ranging from 5 GHz to 15 GHz. Figure 5 

illustrates the propagation of E field sampling in the 

three frequency points (5, 10, 15 GHz). Left images are 

results of small size (5x5 units) FSS and right images are 

results of large size (10x10 units) FSS. 

Fig. 5. E field propagation with 5x5 units FSS (left), 

10x10 units FSS (right) in 5 GHz (first row), 10 GHz 

(second row) and 15 GHz (third row). 

It is clear that all sizes of FSS present a frequency 

selectivity and fringe effect. In fact, the incident plane 

wave will be partly reflected by FSS in the backward 

direction and partly transmitted in the forward direction. 

At passband, the incident wave should pass through the 

FSS totally without reflection. At stopband, the incident 

wave should be reflected back and there should be no 

wave at the back of the FSS. Due to the diffraction of 

electromagnetic wave around finite FSS, the cancellation 

cannot be perfect, and the deform of plane wave can be 

observed in Fig. 5. 

Concerning the bi-static RCS analysis, we first 

compare RCS simulation results of finite FSS, perfect 

electric conductor (PEC) slab and dielectric slab in 

order to analyze the transmission performance of FSS. 

The relative permittivity of the dielectric slab is 1.2. 

Moreover, the sizes of the PEC slab and dielectric slab 

are the same as the comparative finite FSS. Figures 6 

and 7 show the bi-static RCS simulation results for 5x5 

monolayer and 12x12 multilayer FSS. 

Fig. 6. Bi-static RCS of monolayer FSS (left), PEC 

(center) and dielectric slab (right) in 5 GHz (first row) 

and 10 GHz (second row). 

Fig. 7. Bi-static RCS of multilayer FSS (left), PEC 

(center) and dielectric slab (right) in 5 GHz (first row) 

and 10 GHz (second row). 

It can be seen that the bi-static RCS of both 

monolayer and multilayer FSS are similar to that of PEC 

in the stopband and resemble that of the dielectric slab in 

the passband. This phenomenon can be explained by the 

physical bandpass property of the FSS. The differences 

between them mainly lie in the magnitude and the 

angular width of the main lobe and shape of the side lobe. 

A further study also shows that the bigger the size of FSS 

is, the smaller the differences are in both stopband and 
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passband. As a result, we can concentrate on the main 

lobe study in the quantitative analysis. 

IV. QUANTITATIVE ANALYSIS OF RCS

A. Main lobe magnitude

In this section, we will study the relationship

between the main lobe magnitude of RCS and the 

dimension of FSS. Main lobe magnitude is the maximal 

value in the main lobe of RCS which represents the 

intensity of the transmitted or reflected wave. As we 

found in Section III, the fringe effect will badly reduce 

the magnitude of main lobe in both passband and 

stopband. Therefore, it is worthy to find a quantitative 

relation of main lobe magnitude and the dimension of 

FSS. 

In order to capture the physical and electrical size of 

FSS, we introduce a dimensionless quantity, 

𝛼 =
𝐹𝑆𝑆 𝑠𝑢𝑟𝑓𝑎𝑐𝑒

𝐹𝑆𝑆 𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟 × 𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ
, (1) 

to quantify the FSS dimension. Within the formula, FSS 

surface quantifies the area of the finite FSS including 

areas of apertures and conductors; FSS perimeter is 

the whole length of the border around finite FSS. RCS 

of each FSS is simulated and sampled at different 

frequencies. 

We first study the main lobe magnitude of RCS 

generated by a group of different sized monolayer FSS. 

The quantitative relations of the main lobe magnitude 

with respect to 𝛼 are shown in Fig. 8. Three frequency 

points (5, 10, 15 GHz) are chosen. It can be verified that 

the larger 𝛼 is, the larger is the magnitude of main lobe 

and the less is the fringe effect. 

Besides, we fit the results to third degree 

polynomials in order to quantitatively capture the fringe 

effect. It turns out that the relations between 𝛼 and main 

lobe magnitude can be properly represented by third 

degree polynomials since the correlation coefficients are 

all very close to 1. The case of 30x30 FSS, which is out 

of the range of the training set, is also simulated and 

predicted to verify the prediction performance of the 

curves. Table 2 shows the result. The relatively small 

errors present the good performance of prediction 

formula. 

Furthermore, the third-degree polynomial relation 

can be extended to multilayer FSS. The RCS main lobe 

of different sized multilayer FSS which are excited by 

plane wave are simulated. The same pattern is also found 

in this case. Figure 9 provides the figures of RCS main 

lobe magnitude in relation to multilayer FSS dimension. 

The polynomial pattern is clear, and this fact generates 

the result found in monolayer FSS to multilayer FSS. 

B. Angular width

In addition to the main lobe magnitude, the angular

width of RCS main lobe which represents the directivity 

of the reflected or transmitted wave is also a key factor 

of FSS. The angular width is defined as the angle 

between the two directions where the radiation is 

dropped by 3 dB regarding the maximum radiation in the 

main lobe direction [6]. 

Fig. 8. The relations between the main lobe magnitude 

and the dimension of monolayer FSS. 

Table 2: Comparison between true values of main lobe 

magnitude and predicted values 

30x30 

FSS 

True 

Values 

Predicted 

Values 

Error 

5 GHz 395𝑚2 363.3𝑚2 8.02% 

10 GHz 314𝑚2 299.6𝑚2 4.58% 

15 GHz 6920𝑚2 6632.7𝑚2 4.15% 

Fig. 9. The relations between the main lobe magnitude 

and the dimension of multilayer FSS. 
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Different sized monolayer FSS are excited by plane 

wave, and we calculate the angular width of RCS 

main lobe. The relations between angular width and 

dimension of FSS in 3 frequencies are illustrated in Fig. 

10. It can be seen that the angular width shrinks with

the increase of FSS dimension. This means that the

directivity of transmitted wave ameliorates with the

enlargement of FSS size. The fact fits our intuition since

the transmitted wave is a plane wave with impulse

function shaped RCS for an infinite FSS.

We also fit the results to three polynomial equations. 

The polynomial equations and correlation coefficients 

are presented in Fig. 10. We found that the angular width 

is inversely proportional to the dimension of monolayer 

FSS and the correlation coefficients are quite close to 1. 

In order to verify the prediction performance, we compare 

the true value with the predicted value in the case of 

30x30 FSS in Table 3. 

Fig. 10. The relations between the main lobe magnitude 

and the dimension of multilayer FSS. 

Table 3: Comparison of true value of main lobe 

magnitude and predicted value 

30x30 

FSS 

True 

Value 

Predicted 

Value 

Error 

5 GHz 5 5.01 0.16% 

10 GHz 2 2.27 13.4% 

15 GHz 1.4 1.54 10.3% 

Moreover, the inversely proportional relation can 

also be generated to multilayer FSS. In the case of 

multilayer FSS illuminated by plane wave, we plot the 

angular width with respect to FSS dimension (see Fig. 

11). We can also find the inversely proportional relation 

with high correlation coefficient. 

Fig. 11. The relations between the main lobe magnitude 

and the dimension of multilayer FSS. 

V. CONCLUSION
This paper presents a study of RCS properties for 

finite FSS. Some main characters of RCS for frequency 

selective surfaces are captured in the analyses. We choose 

two typical bandpass FSS representing monolayer FSS 

and multilayer FSS respectively. A qualitative analysis 

is first conducted. The simulations reveal that the 

selectivity of FSS and fringe effect will perturb RCS 

radiation of finite FSS. Some quantitative relations are 

found afterward, and the relations are verified by 

concrete instances. The fitted curve found in monolayer 

FSS can also be extended to multilayer FSS. It means 

that the discovered relations are general properties of 

finite FSS regardless of the FSS design. The result 

can serve as a guideline for design and machining of 

practical FSS. 
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Abstract ─ A method to reduce mutual coupling for 

broadband Vivaldi antennas is presented in this paper. 

Theory of characteristic modes is used to analyze the 

surface currents on the Vivaldi antennas which may 

contribute to mutual coupling, and inductive loads are 

used to suppress these modes. Mutual coupling between 

adjacent Vivaldi antennas is reduced by 10~20 dB on 

average in a wide bandwidth. Three configurations, 

including the classical design, design with slot, and 

design with inductive loads are studied. Numerical 

and experimental results are presented to verify the 

effectiveness of this method, which ensures that the 

method has very little influence to normal operation of 

Vivaldi antennas.  

Index Terms ─ Characteristic modes analysis, lumped 

loads, mutual coupling, Vivaldi antenna. 

I. INTRODUCTION
Mutual coupling between antennas has been studied 

extensively due to the widespread use of multi-antenna 

system, such as the multiple input multiple output systems, 

modern vehicles and antenna systems on aircraft. Strong 

mutual coupling may result in performance degradation 

of wireless systems. The method to reduce mutual 

coupling in these systems is limited by a number of 

factors. For example, for airborne antenna system, the 

distance between antennas is under restrictions of the 

space, so it is unrealistic to reduce mutual coupling by 

increasing the distance between antennas. Therefore, it 

is necessary to find a method to analyze mutual coupling 

and mitigate it with little influence to the normal 

operation of antennas. 

Theory of characteristic modes was proposed in 

1960s [1, 2], and this theory is found to be effective to 

analyze and reduce mutual coupling of antennas [3, 4]. 

Surface currents on the antenna can be separated into 

several modes, and the contributions of each mode to 

mutual coupling are evaluated through modal mutual 

admittance [3]. Lumped loads can be used to suppress 

specific modes which contribute to mutual coupling, so 

that the mutual coupling will be reduced with little 

influence to normal operation of antennas.  

Vivaldi antenna is a kind of broadband antenna, 

which can be designed to cover the frequency range from 

500 MHz to 7 GHz [5, 6]. Vivaldi antenna is practical 

because it has simple construction, wide band-width and 

relatively high gain [7]. It can be used in the array form 

for enhanced performance and functionality. Therefore, 

Vivaldi antenna has been widely used in radar and other 

wireless systems. However, in a shared aperture, the 

mutual coupling between antennas tends to be strong and 

is possible to affect the normal work of the antenna array. 

So it deserves consideration that how to reduce mutual 

coupling in wide frequency band. 

Although there are a few works for the reduction of 

mutual coupling between antennas based on the theory 

of characteristic modes, they usually consider only a 

few frequency points, i.e., in a relatively narrow band. 

The method presented in this paper, on the other hand, 

analyzes the mode current at different frequency points, 

and then find the critical places where the eigencurrents 

have large contribution to mutual coupling. And based 

on this analysis, the reduction of mutual coupling for 

Vivaldi antennas on the broadband is realized. 

The remaining parts of this paper are organized as 

follows. In Section II, theory of characteristic modes is 

introduced and modal mutual admittance for Vivaldi 

antennas is analyzed. In Section III, characteristic mode 

analysis (CMA) for Vivaldi antennas is shown, and a 

method is proposed to reduce mutual coupling in a wide 

bandwidth. Some numerical and experimental results are 

presented in Section IV. Short conclusions are discussed 

in Section V.  

II. CMA OF MUTUAL COUPLING FOR

VIVALDI ANTENNAS 

A. The theory of characteristic modes
According to the theory of characteristic modes,

surface currents on a conducting body can be decomposed 
into infinite number of current modes by the eigenvalue 
equation: 
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[ ] [ ]n n nX RJ J , (1) 

where X, R are the imaginary and real parts of operator Z 
respectively. The operator Z is linear and symmetric and 
can be obtained from the electric field integral equation 
(EFIE), which can be written as [8]: 

tan tan( j )i    E A , (2) 

with the vector magnetic potential defined as: 
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and the scalar electric potential as: 
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The operator Z can be written from EFIE as: 

tan( ) [j ( ) ( )] Z J A J J . (5) 

Using the method of moment (MOM) and Rao-Wilton-

Glisson (RWG) basis functions, eigenvalue 
n and

eigencurrent 
nJ can be solved from (1). From the theory 

of eigenvalue equation, it can be proved that 
nJ is 

orthogonal on the conducting body surface. 
Surface currents on the conducting body under a 

specified excitation can be decomposed as: 

n n

n

J J , (6) 

where 
n is modal weighting coefficient. By substituting

(6) into (1) and using the orthogonal property of
nJ , 

n

can be rewritten as: 

tan ,

(1 j )

i

n

n

n




 




E J
. (7) 

From (6) and (7), the surface currents on the conducting 

body can be represented by a linear superposition of 

weighted eigencurrents. Recent researches show that 

eigencurrents have interesting physical insights and 

different eigencurrents have different contributions to 

mutual coupling. Mutual coupling can be reduced by 

suppressing the eigencurrents that contribute to mutual 

coupling much. Hence, it deserves a consideration that 

how to evaluate the contribution to mutual coupling from 

a certain eigencurrent. 

Fig. 1. Illustration of the structure of Vivaldi antennas. 

B. Modal mutual admittance for Vivaldi antennas

Modal mutual admittance for general antenna pairs

is discussed in [3], which represents the contribution of 

each mode to the mutual coupling. For Vivaldi antennas, 

its modal mutual admittance is computed by a similar 

approach. 

Structure of Vivaldi antennas discussed in this paper 

is shown as Fig. 1. The electromagnetic wave is radiated 

from the slot line and the antennas are fed by a microstrip 

line. In order to compute the characteristic modes, the 

antennas are meshed into a series of triangles using RWG 

basis functions. Antenna 1 is fed by the port located at 

the pth edge with length pl , and antenna 2 is fed by the

port located at the qth edge with length ql . The mutual

admittance between antenna 1 and antenna 2 can be 

expressed as: 

21

1

( ) ( )

1

n n p q

n n

I p I q l l
Y

j








 , (8) 

where ( )nI p  and ( )nI q are the nth order eigencurrents 

at the pth and qth edge, and 
n is the nth order of

eigenvalue. From (8), the modal mutual admittance can 

be written as: 

21

( ) ( )

1

n n p qn

n

I p I q l l
Y

j



. (9) 

From (9), the contribution to mutual coupling of each 

mode can be evaluated at separated frequency points. 

Taking account of wide bandwidth of Vivaldi antennas, 

modal mutual admittance at several frequency points need 

to be considered. Therefore, the eigencurrents contributed 

to mutual coupling much at different frequency points 

need to be suppressed. In order to suppressed a certain 

mode, lumped loads such as inductive loads usually are 

used [8]. The position of lumped loads can be obtained 

from CMA. 

III. A REDUCTION OF MUTUAL COUPLING

FOR VIVALDI ANTENNAS USING CMA
The size and structure of Vivaldi antennas discussed 

in this paper is shown as Fig. 2. The size of one 

Vivaldi element is 140 mm × 220 mm × 0.8 mm. Relative 

permittivity of the dielectric substrate is 2.65. The 

bandwidth of Vivaldi element is from 1 GHz to 3 GHz. 

The antenna is fed by microstrip line with a width of 

2.2 mm, which is also the length of the pth and qth edge. 

Two Vivaldi elements are placed side by side and the 

mutual coupling between the two antennas is strong. It 

can be noticed from the structure that, possibly mutual 

coupling is mainly caused more from the ground plane, 

rather than from the space. Therefore, analyzing the 

eigencurrents on the ground plane will be efficient. 

To find out the eigencurrents which contribute mainly 

to the mutual coupling, the modal mutual admittance at 

several frequent points is calculated from (9) and is 

ACES JOURNAL, Vol. 34, No. 6, June 2019922



shown in Table 1. It can be noticed from Table 1 that the 

modal mutual admittance of different modes has similar 

order of magnitudes, which means that they have similar 

contributions to mutual coupling. Hence, it is necessary 

to observe several eigencurrents in order to find out how 

to suppress eigencurrents effectively. The eigencurrents 

with large modal mutual admittance at 1.12 GHz is shown 

in Fig. 3. 
 

 
 

Fig. 2. Illustration of the size and structure of Vivaldi 

antennas. 

 

 
 

Fig. 3. Distributions of eigencurrents with relatively large 

modal mutual admittance. 

 

From Fig. 3, it can be observed that these 

eigencurrents have similar distributions in the tapered 

slot area of Vivaldi antennas. Because the normal work 

condition of antennas needs to be guaranteed, it needs to 

be noticed that the current in the work area has better not 

been affected. From the current distributions of modes 4 

and 10, the edges between the two antennas, which are 

shown by ellipses in Fig. 3, are likely to need attention. 

Although modes 4 and 10 don’t have largest modal mutual 

admittance, they have the same order of magnitudes as 

the largest one. In addition, the modes which have the 

largest modal mutual admittance, such as modes 9 and 

33 only have current distributions in the place of work 

area. It is difficult to deal with these modes. Therefore, 

it is significant to analyze these modes like modes 4 and 

10. By analyzing eigencurrents at other frequency points, 

which is shown in Fig. 4, the place that is marked tends 

to be significant to mutual coupling. We can control  

the current on such place to suppress corresponding 

eigencurrent, and then, the mutual coupling will be 

mitigated. 

From the research in [3, 4], lumped loads such  

as inductive loads are usually utilized to suppress 

eigencurrent. For Vivaldi antennas, inductive loads 

might be a choice. However, because the surface current 

tends to choose the path with lower impedance, only 

inductive may be not effective enough. A slot between 

the two antennas is necessary [3]. 
 

 
 

Fig. 4. Eigencurrents with similar current distributions at 

other frequencies considered. 
 

 
 

Fig. 5. Illustration of optimized antenna with slot and 

inductive loads. 
 

Table 1: MMA of two Vivaldi antennas 
1.12 

GHz 

Mode 9 Mode 33 Mode 35 Mode 13 Mode 4 Mode 10 

6.87e-3 4.32e-3 3.42e-3 2.79e-3 2.58e-3 1.88e-3 

1.8 

GHz 

Mode 41 Mode 23 Mode 29 Mode 10 Mode 36 Mode 17 

4.36e-3 3.91e-3 3.39e-3 3.04e-3 2.21e-3 2.15e-3 

2.4 

GHz 

Mode 45 Mode 28 Mode 13 Mode 19 Mode 34 Mode 32 

1.95e-3 1.52e-3 1.44e-3 1.44e-3 1.28e-3 1.28e-3 

2.9 

GHz 

Mode 50 Mode 49 Mode 36 Mode 31 Mode 24 Mode 41 

3.73e-3 2.93e-3 2.26e-3 1.73e-3 7.29e-4 4.47e-4 
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The adopted plan is shown in Fig. 5. A slot is cut out 

between the two antennas. On the two edges of the slot, 

two inductive loads are placed respectively. In this way, 

the eigencurrents at different frequency points will be 

suppressed on these places, so that the mutual coupling 

should be reduced in the wide work band. 

IV. NUMERICAL SIMULATION AND

EXPERIMENTAL VERIFICATION

A. Numerical simulation for Vivaldi antennas

To verify the effectiveness, numerical simulation

is completed by HFSS. It can be noticed that the slot 

between the two antennas will also contribute to the 

reduction of mutual coupling, hence it is necessary to 

compare results of antennas with only slot and antennas 

with slot and inductive loads. The value of the two 

inductive loads are confirmed as 2.3 nH for load 1 and 

10.8 nH for load 2, by parametric scanning to get a 

relatively better performance for mutual coupling. The 

results of S-parameter are shown in Fig. 6, and the 

radiation patterns at 1.12 GHz and 2.4 GHz are shown in 

Fig. 7 respectively. 

  (a) 

  (b) 

Fig. 6. S-parameters of the 3 kinds of Vivaldi antennas: 

(a) S11 and (b) S21.

As shown in Fig. 6 (a), for S11, there is no 

significant difference among the three antennas, which 

means that the normal work condition is not changed 

a lot. The S21 parameter of the optimized one with 

inductive loads is reduced in the whole work band of 

Vivaldi antennas. It can be observed that the mutual 

coupling at 2.7 GHz is reduced by about 30 dB. 

Furthermore, the mutual coupling from 1 GHz to 3 GHz 

is lower than -15 dB. Compared to the antennas with 

only slot, which is shown in blue lines in Fig. 6 (b), it 

can be observed that the optimized antennas with loads 

perform better, especially in the high frequency band. 

  (a) 

  (b) 

Fig. 7. Radiation pattern of Vivaldi antennas at: (a) 1.12 

GHz and (b) 2.4 GHz. 

This illustrates that the inductive loads indeed play 

a role in reducing mutual coupling. 

From Fig. 7, it can be noticed that the symmetry of 

the radiation pattern is better after optimizing, mainly 

due to the reduction of the mutual coupling at 1.12 GHz. 

This is a good result because this means that the radiation 

characteristic of antennas is easier to predict and will 

improve the performance of the Vivaldi array. At 2.4 
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GHz, the mutual coupling of antennas is reduced by only 

2 dB, and the radiation patterns of original and optimized 

antenna array are similar. This is result from the similar 

work mode currents, which are hardly influenced by the 

inductive loads. 

B. Experiment verification

In order to verify the simulation, the Vivaldi

antennas are fabricated and measured. The photographs 

of original and optimized antennas are shown in Fig. 8, 

and the result of experiment is shown in Fig. 9. 

From Figs. 9 (a) and (b), it can be noticed that the S-

parameters agree well between measured and simulated. 

As shown in Fig. 9 (c), the mutual coupling is reduced 

by 20 dB at most at about 1.6 GHz, and the mutual 

coupling is bellower than -15 dB almost in the whole 

work band. 

V. CONCLUSION
In this paper, a CMA-based method for reducing 

mutual coupling of Vivaldi antennas in a wide band is 

proposed. The MMA of Vivaldi antennas is analyzed. 

The modes which has large modal mutual admittance at 

several frequency points are observed. By comparing 

the eigencurrents which contribute to mutual coupling 

much, the critical places of those modes are found. 

Inductive loads are used to suppress such eigencurrents 

so that the mutual coupling can be reduced. 

(a) 

(b) 

Fig. 8. Photograph of: (a) original antennas, and (b) 

optimized antennas with slot and inductive loads. 

  (a) 

  (b) 

 (c) 

Fig. 9. The result of (a) Simulated and measured S-

parameter of original antennas (b) Simulated and 

measured S-parameter of optimized antennas, and (c) 

compared for measured S21 between original antennas 

and optimized antennas. 

Numerical and experimental results are shown to 
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verify this method. The mutual coupling of Vivaldi 

antennas is reduced effectively in the frequency range of 

1 to 3 GHz. In addition, radiation pattern performs better 

after optimization. The results show that CMA is effective 

to reduce mutual coupling of broadband antennas. 
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Abstract ─ In this paper, a type of microstrip structure 

and sensor based on the microstrip structure are 

designed, fabricated and tested for the measurement of 

transient electromagnetic pulse. The voltage on the 

terminal load of microstrip line illuminated by a plane 

wave is analyzed, and a method of recovering the 

incident electric field is presented to recover the transient 

electromagnetic pulse by numerical processing. The 

proposed microstrip structures are set on the shielding 

boxes. The start of microstrip structure 1 without 

substrate is short circuited, and the start of microstrip 

structure 2 with substrate is matched. The induced 

voltage is acquired from the ends of microstrip 

structures. The simulated results and the measured 

results verify that the microstrip structures can be used 

to measure the transient electromagnetic pulse with rise 

time of ≥ 1 ns. The simulated results show that the 

microstrip structures have wide bandwidths of 1.5 GHz 

and 2.5 GHz, respectively. In addition, the simulated 

effective heights show consistency with the measured 

effective heights. The microstrip sensors, built by adding 

the electro-optical conversion modules into the shielding 

boxes, have good fidelity and can be used to measure 

high-altitude electromagnetic pulse (HEMP). 

Index Terms ─ Effective height, HEMP, microstrip 

structure, sensor, transient electromagnetic pulse. 

I. INTRODUCTION
Transient electromagnetic pulse (EMP) [1] has the 

fast rise time and high amplitude. It is easy to be coupled 

into the internal electronic system, and can disrupt or 

damage critical electronic facilities over an very large 

area. HEMP and ultra-wideband short pulse (UWB-SP) 

are two kinds of typical transient electromagnetic 

pulses [2-5]. In order to reveal the characteristics of 

transient electromagnetic fields, clarify the effect of 

electromagnetic pulse on the electronic equipment, 

evaluate the performance of electromagnetic protection, 

and then seek for some important means of electromagnetic 

protection. The time domain measurement theory and 

technologies of transient electromagnetic field have 

become one of the focal points in the region of EMP 

attack and protection. 

The key technology in transient electromagnetic 

field measurement is to transform pulse field into voltage 

or current signal undistorted. The capabilities of the 

receiving antenna directly affect the test system to 

measure the pulsed field. TEM horn is used as the 

receiving antenna for UWB-SP recommended by NIST 

(National Institute of Standards and Technology) [6]. 

Within the time window of TEM horn, its output voltage 

waveform is identical to the incident electric field. The 

effective height of TEM horn is incalculable analytically 

and has to be calibrated by standard field or multi 

antenna method. When used in a narrow space, TEM 

horn may be too large to ignore the disturbance caused 

by the receiving antenna. The rise time of HEMP defined 

by IEC standard 61000-2-9 is 2.5±0.5 ns, the pulsewidth 

is 23±5 ns [7]. E-field sensor, D-Dot are the most 

commonly used electric field sensor for HEMP 

measurement [8-9]. Currently, the active E-field sensors 

based on the electrically small antenna need the 

matching networks of high impedances. The narrow 

frequency band of the networks becomes the limitation 

of the whole measurement systems [10]. The output of a 

D-dot sensor is proportional to the time rate of change of

the measured field, and an integration operation has to

be applied so as to restore the pulse shape of the electric

field. In addition, the connection with balun, integral

module, and electro-optical converting module further

increases the overall size of the system.

VNIIOFI (All-Russian Research Institute for 

Optical and Physical Measurements) suggested using 

microstrip lines for measurement of EMP waveform 

parameters [11]. They developed the theory of microstrip 

transducers (IPPL-L) [12], carried out the experimental 

investigations and worked out the production technology 

[13-14]. One advantages of transducers is the flat 

transient response during the time window that is twice 

the time taken for the signal to propagate along the 

microstrip line. The output signals of the transducers 

replicate the E-field signal and any integration device is 

not necessary. Therefore, microstrip transducers are 
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optimal to record the UWB-SP. However, for the 

measurement of HEMP, since the duration time of the 

pulse waveforms are up to 100 ns or even more, the 

transducers lack a long enough time window to restore 

the incident waveform.  

In this paper, two novel microstrip structures and 

microstrip sensors are proposed. The sensors adopt 

microstrip structures as the receiving antennas. The 

incident electric field can be recovered from the output 

signal recorded by the receiving antenna by the method 

of numerical processing. With the characteristics of wide 

bandwidth, good fidelity and compact sizes, they can be 

used to measure transient electromagnetic pulse. 

II. STRUCTURE DESIGN

A. Microstrip line coupling to electromagnetic wave

Consider a microstrip line consisting of a conductor

of length l and a ground plane parallel to the conductor, 

which are separated by a dielectric plate with the 

thickness h and the relative dielectric permittivity εr. 

Both of ends are loaded with impedances Z1 and Z2 

respectively. The microstrip line is illuminated by a 

linearly polarized uniform plane wave as seen in Fig. 1.  

Assume that w << a, h << l, and h << a, since the 

vector E of the incident field is perpendicular to the 

microstrip line carrier, it lies in the incidence plane, 

which corresponds to the case of vertical or parallel 

polarization. Thereby, the Poynting’s P is parallel to the 

carrier plane. The voltage on the load Z2 induced by the 

plane wave is representable in the form: 
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where E0 is an external field strength of the incidence 

wave outside the dielectric substrate, f is the function 

determining a pulse waveform. c denotes light speed, εe 

is the equivalent dielectric constant of microstrip line. ρ1 

and ρ2 are the reflection coefficients at both ends of the 

microstrip line, 
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Ignore the transmission loss of the current signal on 

the microstrip line. When Z1=0, Z2=Zc, thus ρ1= -1, ρ2=0, 

analyzing (1) for the case of the dielectric layer being 

absent, and the induced voltage on the terminal load Z2 

can be expressed as: 
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When Z1=Zc, Z2=Zc, thus ρ1=0, ρ2=0, analyzing (1) for 

the case of the dielectric layer being present, the induced 

voltage on the terminal load Z2 can be written as: 
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Fig. 1. Microstrip line illuminated by a plane wave: (a) 

side view and (b) top view. 

B. The method of recovering the incident electric field

Based on (3) and (4) that the voltage signals can be

expressed as the superposition of two voltage signals. If 

the two voltage signals are expressed as V(t) and –V(t-t0) 

respectively, where t0 expressed as the delay time, (3) 

and (4) can be representable in the form: 

0( ) ( ) ( )U t V t V t t  . (5) 

Further, we can get, 
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When (k+1) t0 is longer than the duration of the 

voltage signal V(t), V(t-(k+1) t0) is after V(t), the V(t) can 

be get from the equation: 
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Combining Equations (3) and (4), we can get: 
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Where heff1 and heff2 are the theoretical effective 

heights, which are mainly determined by h. From (8) and 

(9), the amplitude E0 and the waveform f of the incident 

electric field can be calculated respectively. 
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Fig. 2. Geometry of microstrip structures (the left is top 

view; the right is side view): (a) microstrip structure 1, 

and (b) microstrip structure 2. 

 

C. The geometry of microstrip structures 

The geometry of the microstrip structure without  

the substrate is shown as Fig. 2 (a). A shielding box 

occupying a size of 100×100×30 mm3, which is 

equivalent to the ground plane of the microstrip line, is 

used to hold electro-optical conversion circuits. At  

the start of the microstrip structure, the conductor is 

connected to the top surface of the shielding box through 

a metal gasket with a size of 4.3 × 4 × 1 mm3 for short 

circuit (Z1=0). The end of the microstrip structure is 

connected to a 50 Ω SMA connector for the transmission 

of the induced voltage Uwithout_sub. The effective length L1 

of the conductor is 45 mm, corresponding to a delay time 

t0 of 0.3 ns. The geometry of microstrip structure 2 with 

a substrate is shown in Fig. 2 (b). The substrate is a 

microwave composite substrate with relative permit-

tivity εr = 9.8 and loss tangent σ < 0.001 and is equipped 

on the upper surface of the shielding box. A 50 Ω resistor 

is loaded at the start of the microstrip structure to match 

it with the microstrip structure. Similarly, a 50 Ω SMA 

connector is connected to the end of the conductor to 

output the induced voltage Uwith_sub. Both of the feeding 

positions of microstrip structures are set on the middle 

point of the upper surface of the shielding boxes.  

The effective length L2 of the conductor is 43 mm, 

corresponding to a delay time t0 of 0.225 ns. 

The final dimensions of two microstrip structures 

are summarized in Table 1. 

 

Table 1: Dimensions of microstrip structures 

Parameter 
Value 

(mm) 
Parameter 

Value 

(mm) 

L1 45 L2 43 

h1 1 h2 3.175 

T1 1 T2 0.035 

W1 4.2 W2 3 

Lc1 52 Lr 1 

hs 30 Ls 60 

Lw 100 Ws 40 

 

III. PERFORMANCE SIMULATION 

A. The recovered waveforms of two microstrip 

structures 

The performances of the microstrip structures are 

studied by the Microwave CST studio based on the time-

domain finite integration technique [15]. To study the 

performance of the microstrip structures, a simulation 

model of mono-cone structure which can generate 

UWB-SP is built, as shown in Fig. 3.  

 

 
 

Fig. 3. Microstrip structure 1 (the right) and microstrip 

structure 2 (the left) activated by the electric field 

generated by the mono-cone structure. 

 

The mono-cone structure is a variation of the infinite 

biconical transmission line, which contains a cone with 

half cone-apex angle of θh = 47° and generatrix length of 

1.5 m, a ground plane with a size 3 × 3 m. The dominant 

mode in the biconical line is the spherical TEM mode. 

Both of the microstrip structures are placed on the 

working area of the mono-cone structure symmetrically, 

where r = 0.65 m, θ = 21°. At this position, there is a 

clear time or time window of about 6 ns. Within the time 

window, the reflections from the ends of the cone and the 

WEI, ZHANG, LIU, YAN, JIANG, HUANG: MICROSTRIP SENSOR FOR MEASUREMENT OF TRANSIENT ELECTROMAGNETIC PULSE 929



ground plane cannot affect the electromagnetic field of 

this position. Otherwise, the end reflections cannot be 

neglected. 

A bipolar pulse with the rise time of 1 ns and the 

peak-to-peak width of 1.4 ns is set as the excitation 

signal and is sent into the mono-cone structure by a 

coaxial line under the ground plane. In order to monitor 

the output voltages, two voltage probes are set between 

the inner conductor and the outer conductor of coaxial 

lines connected to the SMA connectors in the shielding 

boxes, where the ends of the coaxial lines are matched 

with waveguide ports. According to (8) and (9), the 

recovered waveforms of two microstrip structures can be 

calculated, respectively. Figure 4 shows the comparison 

between the excited waveform and the recovered 

waveforms of two microstrip structures. 
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Fig. 4. The comparison between the recovered waveforms 

and the excited waveform. 

As illustrated in Fig. 4, the recovered waveforms are 

highly consistent with the incident waveform within the 

time window of the mono-cone structure. The waveforms 

after the time of 10 ns are from the reflection of the 

edge of the mono-cone structure. The result reveals that 

the method of recovering the incident electric field 

mentioned above is effective and can be used to recover 

the waveform of the transient electromagnetic pulse. 

B. Bandwidths of microstrip structures

From (8), (9), and (2), under the conditions that the

feeding positions are well matched, the start is well short 

circuited for microstrip structure 1, and the start is 

well matched for microstrip structure 2, the amplitude 

responses are flat and the phase responses are linear. 

Thus, the incident electric fields will be recovered 

without distortion.  

Actually, with the increase of the working 

frequency, the parasitic inductance and the parasitic 

capacitance of both ends of microstrip structure cannot 

be ignored, destroying the conditions. So, instead of 

the incident electric field formed by the mono-cone 

structure, a signal peak pulse with the upper frequency 

limit of 2.5 GHz is adopted as the excitation signal. 

Fourier transform is used to calculate the spectrums of 

the excited signal and the recovered voltage. Then, the 

transfer functions of two microstrip structures can be 

calculated. The results are shown in Fig. 5. 
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Fig. 5. Transfer functions of two microstrip structures: 

(a) microstrip structure 1, and (b) microstrip structure 2.

It can be seen from Fig. 5 that the bandwidth of 

-3 dB is DC~1.5 GHz for microstrip structure 1, and

DC~2.5 GHz for microstrip structure 2. In these ranges,

the amplitude response is approximately flat and the phase

response is approximately straight line, satisfying the

distortionless condition mentioned above approximately.

The results signify that the microstrip structures have

wide bandwidth for the measurement of transient electric

field.

C. Effective heights of microstrip structures

Assuming that the recovered voltage is U(t), and the

excited electric field is E(t), the effective height heff of 

microstrip structure defined as the ratio of U(t) and E(t) 

can be calculated. A signal peak pulse with the spectrum 

from DC to 1.5 GHz is used as the excited signal. The 

simulated and theoretical heff  (heff1 and heff2) are listed 

in Table 2. The simulated values are larger than the 

theoretical values. The reason is that the theoretical 
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analysis does not consider the effect of the height of the 

shielding box and the thickness of the conductor. 

Table 2: Effective heights of microstrip structures 

Microstrip 

Structures 

Simulated heff 

(mm) 

Theoretical 

heff (mm) 

1 0.67 0.50 

2 0.81 0.75 
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Fig. 6. The influence of height of shielding box on the 

effective height. 
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Fig. 7. The influence of the dimension of the conductor 

on the effective height. 

Figure 6 presents the effective heights of microstrip 

structures with different hs of shielding box. Figure 7 

shows the influence from the dimension of the conductor 

of microstrip structure 1 on the effective height. It is 

clear that the thickness of the conductor is thinner, and 

the height of the shielding box is lower, the simulated 

effective height is closer to the theoretical effective 

height. 

IV. EXPERIMENTAL VERIFICATION

A. Calibration of the microstrip structures

To verify the simulation results, the proposed

microstrip structures, as shown in Fig. 8, have been 

fabricated and tested by the time-domain electro-

magnetic pulse standard field generation setup [16].  

Fig. 8. The photos of microstrip structures. (Microstrip 

sensors can be built by adding the electro-optical 

conversion modules into the shielding boxes): (a) 

microstrip structure 1, and (b) microstrip structure 2. 
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Fig. 9. Experiment system. 

The experiment system is built up as shown in Fig. 

9. The standard field generation setup is based on a

monocone. It can produce a calculated electric field

that only depends on the geometry parameter and the

generator. Microstrip structure 1 is positioned on the

working area of r = 0.65 m, θ = 21° with a time window

of about 6 ns, while microstrip structure 2 is positioned

on the working area of r = 0.8 m, θ = 21° with a time

window of about 5 ns. A double peak pulse with the

rise time of 1 ns and the peak-to-peak width of 2 ns,

whose frequency spectrum is covered by the simulated

bandwidth of the microstrip structures, is used as the

excited signal. The output signals of microstrip structures

are transmitted to channel 2 of the oscilloscope via a

coaxial cable. Channel 1 of the oscilloscope can be used

to monitor the incident electric field of the working

area as the reference signal. To quantify the comparison

between the recovered signal U(t) from the output signal

and the reference signal V(t). The root mean square

deviation σ is used [17]:

2 2

0[ ( ) ( )] / ( )
T T

u t t v t dt v t dt     , (12) 

where, 
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  2 ( ) / ( )
T

u t U t U d   , (13) 

  2 ( ) / ( )
T

t V t V dv    , (14) 

are normalized functions, T is the time window, and t0 is 

the time shift of V(t) relative to U(t) wherein the value of 

σ is minimal. 
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Fig. 10. The comparison of waveforms between the 

reference waveform and the recovered waveform: (a) 

microstrip structure 1, and (b) microstrip structure 2. 

Figure 10 shows a comparison of waveforms 

between the reference waveform and the recovered 

waveform. As shown in Fig. 10, within the time window, 

the recovered waveforms from both microstrip structure 

1 and microstrip structure 2 are highly similar to the 

corresponding reference waveforms. For the waveforms 

of structure 1, the RMS deviation σ is 6.9%. For the 

waveforms of microstrip structure 2, the RMS deviation 

σ is 5.8%. The waveforms outside the time window are 

mainly from the reflections at the edge of the monocone. 

The measured results show that the microstrip structures 

have good waveform fidelity. 

The peak-to-peak values of the reference signal V(t) 

and the recovered signal U(t) are used to compute the 

effective height according to Eq. (15), 

( ) sin( 2 )

1.2 ( )
eff

U t r
h

V t

 
 . (15) 

For microstrip structure 1, the mean value of the 

effective height is 0.69 mm. The difference between the 

measured value and the simulated value is less than 

3%. For microstrip structure 2, the mean value of the 

effective height is 0.78 mm, and the difference is less 

than 4%. The measured results show good consistency 

with the simulated results. The proposed microstrip 

structures can capture the transient electromagnetic field 

with the fast rise time of ≥1 ns. 

B. Response of the microstrip sensors

According to the experimental results above,

electro-optical conversion modules [18], whose lower 

cutoff frequency is lower than 1 kHz and the upper cutoff 

frequency is higher than 350 MHz, are added into the 

shielding boxes of the microstrip structures to build the 

microstrip sensors.  

GTEM cell

Power 

divider

Attenuator

Cable

Sensor 1

Signal 

generator

Receiver

Oscilloscope

Input port

Optical fibre

Sensor 2

Fig. 11. Experiment test setup in GTEM cell. 

As shown in Fig. 11, the GTEM cell [19] with 

VSWR<1.5 GHz in the range of 1 KHz ~ 3 GHz, as the 

standard electro-magnetic field generating device, is 

used to test the response of the microstrip sensors. The 

signal generator is used to simulate the HEMP source 

and can generate a pulse with a rise time of 2 ns and a 

pulsewidth of 20 ns.  

The output voltages of microstrip structures are 

converted into optical signals to transmit with a fibre 

and recorded by channel 2 of a digital oscilloscope, 

which can further improve the anti-interference ability 

for EMP during the transmission of signals. Channel 1 of 

the oscilloscope is used to monitor the source waveform. 

According to (8) and (9), the output signals are processed 

to get the recovered signals. The offset [20] from the 

noise of the electro-optical conversion circuit, the fibre 

and the oscilloscope are calculated and then compensated. 

Figure 12 shows the comparison between the 

recovered waveforms and the source waveforms. It can 

be seen from Fig. 12 (a) that the recovered waveform 

from microstrip sensor 1 is basically consistent with 

the source waveforms. According to the IEEE Standard 

1597.1 [21], the application of the feature selective 

validation techniques (FSV) gives for this comparison 
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the following values: GRADE = 2 and SPREAD = 2. The 

reason why the falling edge of the recovered waveform 

is different from that of the source waveform is from the 

reflection of the end of the GTEM cell. Microstrip sensor 

2 is closer to the input port, which has a longer clear time 

than microstrip sensor 1. Figure 12 (b) illustrates that the 

recovered waveform is in agreement with the source 

waveform within the clear time. The RMS deviation σ is 

5.3%. The FSV GRADE and SPREAD are 2 [22-23]. If 

the clear time is enough long, the falling edge of the 

source waveform can be recovered completely. These 

results indicate that the microstrip sensors can be used to 

measure HEMP. 
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Fig. 12. The comparison between the recovered wave-

forms and the source waveforms: (a) microstrip structure 

1 and (b) microstrip structure 2. 

V. CONCLUSION
In order to detect the transient electric field, one type 

of microstrip structure and microstrip sensor is presented 

in this paper. The induced voltage on the end load of 

microstrip line is analyzed. The amplitude and the 

waveform of the incident electric field can be calculated 

from the induced voltage by the method of recovering 

the incident electric field. The proposed microstrip 

structures are set on the shielding boxes. The start of 

microstrip structure 1 without substrate is short circuited, 

and the start of microstrip structure 2 with substrate is 

matched. The induced signals are outputted via the 50 Ω 

SMA connectors attached to the ends of the microstrip 

structures. The performances of two microstrip structures 

are simulated in the simulation model of a mono-cone 

structure and measured in the monocone. The simulated 

and the measured results confirm that the microstrip 

structures can capture the transient electromagnetic field 

with the fast rise time of ≥1 ns by the method mentioned 

above. In addition, the calibrated effective heights show 

consistency with the simulated effective heights. The 

reasons for the difference between the simulated effective 

heights and the theoretical effective height are analyzed. 

The simulated bandwidths of microstrip structure 1 and 

microstrip structure 2 are DC~1.5 GHz and DC~2.5 GHz, 

respectively. The measured results show that the 

microstrip sensors, built by adding the electro-optical 

conversion circuit into the shielding boxes, can measure 

HEMP, displaying its important role in the EMP effect 

and protection researches. 
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Abstract ─ This paper presents a field-to-wire coupling 

model for wire bundles with strongly non-uniform path. 

Previous studies on multi-conductor transmission lines 

(MTL) are mainly confined to uniform or weakly non-

uniform path, which is sometimes not the case in 

practice. In this paper, the external and internal 

characteristics of the wire bundle are decomposed by a 

mode transformation method, of which the advantage is 

the transformation matrices do not vary with the non-

uniform path. The external characteristics correspond 

to common-mode (CM) components, modeled as an 

equivalent single wire running in the same path with 

the bundle above the reference ground. The internal 

characteristics correspond to differential-mode (DM) 

components, modeled as a uniform MTL system 

composed of the original wires in the bundle. In this way, 

the effects of the non-uniform path and the external field 

only exist in the CM model. Mode conversion caused 

by the dielectric coating and terminals is modeled with 

equivalent circuits. The proposed model is validated 

with a bundle of curved wires above a PCB board. 

Index Terms ─ Field-to-wire coupling, mode conversion, 

mode transformation, strongly non-uniform path, wire 

bundle. 

I. INTRODUCTION
The wire bundle is a widely used medium for 

data/power transmission between different devices, PCBs 

or equipment in information and communication systems. 

Field-to-wire coupling is a main path for electromagnetic 

interferences entering the systems. Many methods have 

been developed to deal with the field coupling problem 

for wire bundles. The most fundamental one is the multi-

conductor transmission line theory (MTLT) [1]. Other 

methods made improvements based on this theory, such 

as the reduction technique at high frequency [2], the 

modeling method for random bundle of twisted-wire 

pairs [3], the modeling method for cable bundle with 

lacing cords [4] and the analysis of undesired asymmetries 

and non-uniformities [5]. In these studies, the wiring 

path of the bundle is assumed to be uniform or weakly 

non-uniform. It is sometimes not the case in practice. 

Wires inside a bundle are often parallel to each other, 

but the whole bundle may not always be parallel to 

the reference ground. It means that the per-unit-length 

parameters in MTLT vary greatly along the wire bundle. 

Moreover, the height of the bundle from the reference 

ground may not be electrically small. In this case, only 

full-wave methods or other methods derived from 

Maxwell’s theory, such as transmission-line super theory 

(TLST) [6], can deal with this problem, but they are 

complex and not so efficient. To this end, a modeling 

method for field-to-wire coupling of wire bundles with 

strongly non-uniform path is proposed in this paper. 

The proposed method decomposes the wire bundle 

and its reference ground into two parts. One is an 

equivalent single wire running in the same path with the 

bundle above the reference ground; the other is a uniform 

MTL system composed of the original wires in the 

bundle. In this way, the non-uniform path only exists in 

the first part and can be dealt with by method of moments 

(MoM) [7]. The above model decomposition is achieved 

by mode transformation. Different from the modal 

analysis in MTLT, the mode transformation proposed 

here is independent with the height of the bundle from 

the reference ground. Thus, it is suitable for the analysis 

of wire bundles with non-uniform path. The two parts 

of the model are called common-mode (CM) and 

differential-mode (DM) components in mode domain 

respectively, since they are corresponding to the external 

and internal characteristics of the wire bundle. The 

coupling between CM and DM components will occur if 

terminals are unbalanced or dielectric coating exists [8]. 

This is characterized by controlled sources in this paper. 

The rest of this paper is organized as follows. In 
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Section II, the fundamental mode transformation method 

for a wire bundle with strongly non-uniform path is 

introduced. Models for the resulted CM and DM 

components are built. Mode conversion caused by the 

dielectric coating and terminals is characterized by 

equivalent circuits. The proposed modeling method is 

experimentally validated in Section III. Conclusions are 

drawn in Section IV. 

II. MODELING METHOD
A wire bundle with strongly non-uniform path 

above the ground is shown in Fig. 1. To model this 

system, mode transformation is applied to decompose 

the system into CM and DM components. This is 

illustrated in the case of bare wires firstly. Then, the 

dielectric coating and the terminal are considered and 

modeled with equivalent circuits. 

Fig. 1. A wire bundle with strongly non-uniform path 

above the ground. 

A. Mode transformation

In this subsection, the wires are assumed to have no

coating. An infinitely small area of the system under 

analysis is shown in Fig. 1. Currents of the wires are 

divided into CM current cI  and DM currents ,d iI  

( 1,2,..., 1)i N  in the following way:

1
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T

H , (1)

where H is the current division vector. The ith 

( 1,2,..., )i N  element of H, ( )iH , denotes the ratio of 

CM current in wire #i to total CM current. H is similar 

to the current division factor h (also known as imbalance 

factor [9]). Concerning to two-conductor transmission 

lines (TLs) with the reference ground, [ ;1 ]h h H . 

Voltages of the wires are also divided into CM 

voltage 
cV  and DM voltages 

,d iV  ( 1,2,..., 1)i N  . The 

corresponding relationship can be obtained by the 

equivalence of the transmitted power: 

  * * *

1 2 1 2

* * *

,1 , 1 ,1 , 1

, , , , , ,

, , , , , ,

T

N N

T

c d d N c d d N

V V V I I I

V V V I I I 

    

        

, (2) 

and is, 

1

1

,1 2

,2

1

, 1

1 0 0 1

0 1 0 1

0 0 1 1

V

T
c

d

d

N

d N N

V V

V V

V

V

V V







     
     

     
      
     
     
          

T

H

. (3) 

In the above mode transformation, the external field 

and DM components are decoupled, and CM and DM 

components are decoupled, if the dielectric coating and 

the terminal are not considered. CM components of the 

system can be equivalent to a single wire running in the 

same path with the bundle above the reference ground, 

and DM components can be modeled as uniform N-

conductor TLs with wire #N as the reference conductor, 

shown in Fig. 2. In this way, CM components can be 

modeled by MoM, and DM components can be modeled 

by MTLT. 

Fig. 2. Models for CM and DM components of the 

system in Fig. 1. 

Then the left problem is how to obtain H. Since CM 

voltages on all conductors are the same, the following 

relationship can be obtained: 

     
1 1

, 1,2,...,
N N

ik c mk c

k k

j L k I j L k I i m N 
 

  H H ,

(4) 

where ikL ( mkL ) is the per-unit-length self-inductance of 
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wire #i (#m) if i k  ( m k ), or the per-unit-length 

mutual-inductance between wire #i (#m) and #k if i k  

( m k ). For the infinitely small area in Fig. 1, 
ikL (

mkL ) 

can be expressed by the formulas in [1]: 

1 12 1

0
21 2 2

1 2

2 2 2
ln ln ln

2 2 2
ln ln ln

2

2 2 2
ln ln ln

N

N

N N N

D D D

r d d

D D D

d r d

D D D

d d r





 
 
 
 
 

  
 
 
 
 
 

L , (5) 

where D is the distance between the wire bundle and the 

ground, 
ijd  ( , 1,2,..., )i j N  is the distance between 

wire #i and #j, and 
ir is the radius of wire #i. (5) is based 

on the assumption that the wire bundle is not close to the 

ground, and the wires are not close to each other. 

Generally, the results will be accurate enough if 2D d

and 4d r . (4) can be simplified as: 

 
1N

c


 L H , (6) 

where c is an unknown constant. Thus, combining (5), 

(6) with  
1

1
N

k

k


H , H can be calculated by: 

1 12 1

21 2 2

0

1 2

ln ln ln 1

ln ln ln 1

ln ln ln 1

N

N

N N N

r d d

d r d

d d r

   
   
   
   
   

  

H , (7) 

 0 0

1

 
N

i

i


 H H H . (8) 

It can be seen that H is independent with D, and the 

transformation matrices 
IT , 

VT are invariant despite the 

non-uniform wiring path. The above derivation of H can 

also be expressed with the aid of the per-unit-length 

capacitance C in a similar way for 1

0 0  C L . The 

equivalent radius 
cr of the single wire in the CM model 

can be obtained by combining the following relationship 

with (7): 

 
1

2
ln 1

2
c cN

c

D
j I j I

r


 

 
    L H , (9) 

and is, 

 0

1

1 

N

i

i

cr e 




H

. (10) 

B. Model for the effect of the dielectric coating

For wires with dielectric coating, 1

0 0  C L . Thus,

different H will be obtained when we calculate it from L 

and C. In this case, mode conversion between CM and 

DM occurs, as described in [8]. 

Before the introduction of the model for dielectric 

coating, H derived from C (denoted as 
eH ) is described. 

The coated wire is equivalent to a bare wire with the 

equivalent electric radius 
er  [10]: 

1 1
1

r r

er a b
 



 , (11) 

where a is the radius of the conductor, b is the radius of 

the whole wire, and 
r is the relative permittivity of the

coating. In this way, 
eH can be calculated by (7) and (8) 

with r replaced by 
er . 

Corresponding to 
eH , H derived from L is denoted 

as 
mH , and the magnetic radius is denoted as 

mr (equal

to the conductor radius a ). If 
eH is chosen as the H in 

transformation matrices 
IT , 

VT , the mode conversion 

caused by coating will be represented by series voltage 

sources. If 
mH is chosen, the mode conversion will be 

represented by grounded parallel voltage sources. The 

two representation are both feasible, and the former is 

chosen in this paper. Thus, the transformation matrices 

are: 

 1

1 0 0

0 1 0

0 0 1

1 1 1

T

I V e



 
 
 
  
 
 
    

T T H . (12) 

The series and parallel voltages of CM and DM 

components generated by the CM current are: 

  1

,1 ,2 , 1, , , , ,
T T

sc sd sd sd N sc sd V e cV V V V V j I


       V T L H , 

(13) 

,1 ,2 , 1

1

, , , , ,

( )

T T

pc pd pd pd N pc pd

V e c e

V V V V V

j I r





       

  

V

T H C . 

(14) 

A transfer inductance vector 
tL  is defined to describe 

the relation between series voltage sources and the CM 

current, 
sd t cj IV L . 

tL can be derived from (13): 

, 11 2

1 12 1, 1 1

, 11 2

0
21 2 2, 1 2

, 11 2

1,1 1,2 1 1,

ln ln ln ln

ln ln ln ln

2

ln ln ln ln

N NN N N

N N

N NN N N

N Nt e

N NN N N

N N N N N

dd d r

r d d d

dd d r

d r d d

dd d r

d d r d















   

 
 
 
 
 

  
 
 
 
 
  

L H . 

(15) 

The equivalent circuit for this effect is shown in Fig. 3. 

Theoretically, there should also be CM voltage sources 

induced by DM currents, but this effect is weak and 
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neglected for simplification. 
 

 
 

Fig. 3. Model for the effect of the dielectric coating. 

 

The equivalent magnetic and electric radii of CM 

components, cmr  and cer , can be obtained from the 
scV  

and 
pcV  in (13) and (14): 

 

T
e m e

cmr e
 


H A H

, (16) 

 

T
e e e

cer e
 


H A H

, (17) 

where 

 

( )1 12 1

21 ( )2 2

( )

1 2 ( )

ln ln ln

ln ln ln

ln ln ln

m e N

m e N

m e

N N m e N

r d d

d r d

d d r

 
 
 
 
 
  

A . (18) 

 

C. Model for the terminal 
Terminals of the CM and DM models in Fig. 2 are 

obtained by [11]: 

 

 
 1 , 1,2, , 1

c ti

Tcd v I

ti dij

z z
i j N

z z


 

        
    

Z T Z T , 

(19) 
where Z is the original terminal impedance matrix and 

mZ  is the impedance matrix in mode domain. 
cz  is the 

CM load, dijz  ( i j ) is the DM load between wire #i and 

#N, and dijz  ( i j ) is the DM load between wire #i and 

#j. Unbalanced terminals will also cause mode conversion 

[12]. tiz  represents the coupling (or conversion) between 

CM and DM on terminals. The corresponding model is 

shown in Fig. 4. 

 

 
 

Fig. 4. Model for the terminal. 

 

III. EXPERIMENTAL VALIDATION 
The proposed modeling method in Section II is 

validated with a bundle of four curved wires shown in 

Fig. 5. 

 

 
 

Fig. 5. A bundle of curved wires above a PCB board for 

experimental validation. 

 

The wire bundle is connected to a double-face PCB. 

The four wires are the same. Their conductor radius is 

0.465 mm, the outer radius is 1.05 mm, and the relative 

permittivity of the coating is 3.4. The distance between 

adjacent wires is about 3 mm. The length of the wires is 

27 cm. Both ends of each wire are terminated with 51 Ω 

chip fixed resistors, except the test end. A spectrum 

analyzer (Keysight N9918A FieldFox Handheld 

Microwave Combination Analyzer) is connected to the 

test end through a coaxial connector on the back of  

the PCB board. External fields are generated by the 

monopole antenna on the PCB. The antenna is fed by a 

signal generator (R&S SMF 100A signal generator) 

providing 0-dBm power. The length of the antenna is  

1.7 cm. The induced currents measured on the test end 

are compared with the proposed model. The results are 

shown in Fig. 6. It can be seen that the results obtained 

from measurements and the proposed model agree well. 
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Fig. 6. The induced currents on the test end obtained 

from measurements and the proposed model. 

IV. CONCLUSION
A field-to-wire coupling model for wire bundles 

with strongly non-uniform path is built in this paper. As 

the wiring path is one of the external characteristics, a 

mode transformation method is proposed to decompose 

the external and internal characteristics of the wire 

bundle. In this way, the corresponding CM and DM 

components are obtained. The former is modeled as an 

equivalent single wire running in the same path with the 

bundle above the reference ground. The latter is modeled 

as a uniform MTL system composed of the original 

wires in the bundle. External fields only excite the CM 

components. The non-uniform path only exists in the 

CM model and can be easily dealt with by MoM. Mode 

conversion caused by the dielectric coating and terminals 

are modeled as controlled voltage sources. Although the 

presented method focuses on the field-to-wire coupling 

problem, it can be readily extended to the counterpart 

radiation problem. 
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Abstract ─ This paper attempts to arouse people’s 

attention to charge measurement in electromagnetic 

compatibility, especially when evaluating the radiation 

of transmission lines (TLs). Usually the total current (or 

common-mode current) is supposed to represent the 

potential radiation of a TL system. However, it is proved 

that the measurement of charge, which is the dual 

source quantity of current, is also necessary to evaluate 

radiation in this paper. Only when the current and charge 

are both obtained, the radiation field could be determined 

accurately. First of all, it is pointed out that charge 

information could not be properly obtained by current 

measurement. Although charge could be derived from 

current theoretically, the error transferred from current to 

charge could be great for measurement. Then, the error 

transferred from current to near field (which reflects the 

charge distribution) is studied by simulation of a typical 

TL case. And it is proved that such error could be 

reduced effectively if current is modified by charge. 

In addition, another important reason for charge 

measurement is given as limited measurement points, 

since the standing waveform on TLs cannot be determined 

by current only. Finally, a possible method for charge 

measurement is proposed. 

Index Terms ─ Charge measurement, radiation, 

transmission lines. 

I. INTRODUCTION
The radiation of transmission lines is an important 

problem in electromagnetic compatibility (EMC). In 

many studies, the radiation of wires, cables or other 

transmission line systems is considered to be determined 

by current [1]–[6]. For example, a cable is modeled 

according to the terminal current in [1]. In MIL-STD-

461 [7] and CISPR 25 [8], the high frequency conducted 

emission (CE) is based on current measured with current 

probe. However, compared with current, the other field 

source quantity—charge receives very little attention. 

Current (without charge) is considered sufficient to 

describe everything in transmission line radiation. 

Usually, there are two main reasons for this idea: 

1) The charge conservation law indicates that charge

and current could be derived from each other, which 

means the charge information may be obtained by 

current. 

2) The electric field generated by the given current

distribution [9] is: 

1
d d

4 4
,

jkR jkR

S S

e e
j s s

R R
 

  

  
   

 
 E J  (1) 

which indicates that the contribution of charge to electric 

field gets lower at higher frequencies. 

Fig. 1. Axial and normal components of the electric field 

generated by two current segments on the symmetric 

plane. 

However, the two reasons are not always correct. 

Here we take the electric field as the example to explain. 

As a simple example, the electric field generated by two 

connected current segments on the symmetric plane are 

shown in Fig. 1. In the near-field region, the axial 

components of the electric fields generated by the two 

segments have the same direction, hence 1 2aE I I  . 

For 
aE , the relative error (RE) is limited: 
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1 2 1 2

1 2 1 2

max , .a

a

E I I I I

E I I I I

     
   

  

 (2) 

However, for nE , the RE is: 

1 2

1 2

.n

n

E I I

E I I

  



(3) 

Obviously, the error is out of control and even 

approaches infinity since 1 2 0I I  if 1 2I I . That 

means the electric field generated by charge does not 

always reduce as the frequency gets higher. The same 

problem exists for Reason 1, since the charges at the 

connection node is also determined by 1 2I I . (Actually 

the normal field nE just right represents the node charge.)

The error transfer from current to electric field is 

analyzed and discussed in Section II. After that, current 

is modified with charge, which proves to effectively 

reduce the errors in Section III. An additional reason for 

charge measurement is given in Section IV. Finally, a 

possible method for charge measurement is proposed in 

Section V. 

II. ERRORS TRANSFER FROM CURRENT

TO ELECTRIC FIELD 
For different parameter settings, the field errors 

caused by current errors are shown and explained. This 

discussion helps to understand how the errors happen, 

and when the errors have to be corrected. 

Fig. 2. The transmission line system and the field region 

under test. 

The transmission line system in Fig. 2 is taken as the 

example. By default, the length of the wire is L = 1m, the 

height from the ground plane is h = 1cm and the radius 

is r = 1mm. A voltage source Vs = 1V is connected at the 

left terminal. The load is connected at the right terminal, 

which is set to be RL = Zc by default. Zc = 60ln (2h/r) is 

the characteristic impedance of the transmission line. 

Electric fields in the rectangle range 0.1m 0.9mx   and 

0 0.2my   on the ground (GND) plane are calculated 

based on integral equations [9]. Since the system is 

symmetric by the xOz plane, only one side on the y axis 

is considered. Fields near the two terminals are not 

considered, because the currents are calculated by 

transmission line theory (TLT) [10], which are violated 

on the terminals and may lead to incorrect results. 

The default frequency is set to be f = 100MHz. With 

the default settings, the current distribution along the 

wire could be easily obtained with TLT: 

   
1

,j x j x

c

I x Ae Be
Z

   (4a)

where 

( Z )e1

2 cos si
,

n

j L

L c
s

L c

R
A V

R L Z j L



 




 
(4b) 

( Z )e1

2 cos s n
,

i

j L

L c
s

L c

R
B V

R L Z j L



 




 
(4c)

2
.

f

v


  (4d) 

Here v is the phase velocity of the transmitted wave, 

which is usually equal to velocity of light c. 

Then the wire is divided into 80 segments with 

known currents. With (1), the electric field generated by 

each segment and its mirror segment current could be 

calculated , then sums up to be the total electric field on 

the field point, as shown in Fig. 3. 

Fig. 3. Field calculation of the transmission line system. 

To observe the error transferring from current to 

field, a random 1% error is added to each segment 

current and the simulation is redone. To avoid the 

fortuity, the same process is done by 100 times and 

average values of the REs are taken as the results. 

Firstly, it is obvious that 1% (40dB) errors for 

currents could lead to much larger errors for fields. This 

is because fields are determined by 1 2I I  (or the charge) 

to a certain extent as introduced in Section I. Another 

phenomenon is that the REs get smaller as field points 

get further from the wire. The reason is that the field 

close to the wire tends to be determined by the local 

charge density, while the field far from the wire tends to 

be determined by the general charge density. For a 

certain segment current, the effect caused by the error is 

carrying the charge from one end to the other. As further 

from the wire, the field becomes less sensitive to such 

charge movement, which means the errors would be 

smaller.  

There-in-after, RE of the electric field would be 

shown for each group of parameter settings. 
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A. Frequency f

Besides the default 100MHz, three other frequencies,

25MHz, 50MHz and 200MHz, are also selected to 

demonstrate the influence of frequency on the REs of the 

electric field. The electric fields for the four cases are all 

shown in Fig. 4. Obviously, the errors become smaller as 

frequency gets higher. When frequency gets higher, 

differences between adjacent segment currents ( 1 2I I ) 

become larger, which means real value of charges 

and electric fields would be larger. Simultaneously, 

the absolute errors keep invariant, which leads to the 

reduction of the REs. 

(a) f = 25MHz

(b) f = 50MHz

(c) f = 100MHz

(d) f = 200MHz

Fig. 4. Relative errors (dB) of the field at different 

frequencies. 

B. Height h

The REs of the electric field for three heights 0.5cm,

1cm (default) and 2cm are shown in Fig. 5. At y = 0, the 

REs of electric field tightly rely on h. However, at 

y = 0.04m, the REs of the three cases are all about –40dB. 

In other words, the influence of h declines very fast 

as the field point gets further from the wire. The 

explanation is that the REs depend on the strict point-

wire distance 2 2d d h   . When d is small (close to the 

wire), d h  ; when d is large (far from the wire), d d  . 

(a) h =0.5cm

(b) h =1cm

(c) h =2cm

Fig. 5. Relative errors (dB) of the field with different 

heights. 

C. Radius r

The radius actually has no influence on the REs. In

TLT, r is only related to Zc, where Zc = 60ln (2h/r). As 

long as ZL keeps equal to Zc, the current distribution has 

no relation with the specific value of r. 

D. Coating

Dielectric coating is quite common for transmission

lines. In the aspect of current/charge distribution, the 

effect of coating is that it decreases the phase velocity v 

of the transverse electromagnetic (TEM) wave traveling 

along the wires. Here, the phase velocity is set as v=0.5c 

(c is the light speed in vacuum). The REs of electric 

fields is given in Fig. 6 (calculated with the modified 

Green function in [11]), compared with the default case. 

(a) v=c

(b) v=0.5c

Fig. 6. Relative errors (dB) of the field with different 

phase velocities. 
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Obviously, the existence of coating reduces the REs. 

Similar to f, the coating could also change the differences 

of adjacent segment currents 1 2I I . 1 2I I  depends on 

 , where 2 /f v  . In other words, both f and the 

coating influence the REs by changing  . The REs in 

Fig. 4 (d) (f=200MHz) and Fig. 6 (b) (v=0.5c) are quite 

similar, which also proves this standpoint. 

The permittivity of the coating may be frequency 

dependent, which means v varies at different frequencies. 

However, this effect is not evident at the low frequencies 

the transmission line analysis concerns. Another possible 

effect of the coating is dielectric loss, which may lead 

to the attenuation of the wave in transmission. In this 

condition, the true value and error change in equal 

proportion and RE remains unchanged. 

E. Terminal Load RL

In the default settings, RL is set to be equal to Zc,

which makes the magnitude of current along the wire 

invariant. This setting helps to demonstrate the effects 

of other parameters. But in practice, the terminal load is 

more possible to be open or short. To avoid the extreme 

conditions, a 10Ω load and a 10kΩ load are used to 

represent the short and open states, respectively. The 

REs of electric fields is given in Fig. 7, compared with 

the default cases. 

Since RL is set as nearly short (10Ω) or open (10kΩ), 

standing wave forms along the wire. The nodes and 

antinodes of the voltage have been marked in Fig. 7. The 

REs near the voltage nodes are quite large while those 

near the antinodes are much smaller. At the voltage 

nodes (which are also the current antinodes), the current 

is largest while the voltage and charge density are the 

smallest. Therefore, the RE becomes evidently large. 

Yet at the voltage antinodes, the condition is the exact 

opposite. That is why such a big difference of REs forms 

along the wire.  

Here it seems that the error is not severe at voltage 

antinodes. However, that is because till now we have 

been discussing relative errors, where the small current 

here makes the added error value also small there. 

Considering absolute errors, the problem may be as 

serious at voltage antinodes. Actually, in many cases the 

errors in the measurement system are absolute, such as 

the receiver thermal noise. For a low-current system, like 

open-ended wire or dipole antenna, the current may be 

too small and submerged by the noise, hence charge 

becomes the only measurable quantity. 

(a) RL=10Ω

(b) RL =10kΩ

Fig. 7. Relative errors (dB) of the field along the wire 

with approximately short and open terminal loads. (Nodes 

and antinodes of the voltage are marked). 

III. CURRENT MODIFICATION WITH

CHARGE DENSITY 
Since small errors of current may lead to large errors 

of electric field, an applicable way to eliminate this effect 

is to directly measure the current difference ( 1 2I I ), 

which actually represents the charge deposited on the 

connection node of the two current segments 

1 21 ( )Q j I I  . That is why charge measurement is 

necessary for such cases. 

Another problem left is that how to include charge 

density information in the modeling. Currents have 

already been measured and charge densities are another 

group of constraints for the currents. This makes the 

problem over determined. Here, we manage to modify 

the currents with the charge density with minimum 

changes on the currents. 

Still taking the case in Fig. 2 as the example, the 

current vector 
1 2[ ; ;... ]NI I II  (the number of segments 

N=80 here) represents segment currents from left to right 

on the wire. The 1% error has been added to each element 

of I. Then the charge density vector 
1 2 1[ ; ;... ]NQ Q Q Q , 

which represents charges on connection nodes, could be 

obtained: 

1
,

j
Q TI (5) 

where 

 1

1 1

1 1

1 1

.

N N 

 
 


 
 
 

 

T
 

(6) 

Assuming the measured charge density is Q', the

modification current vector ΔI could be obtained with 

.  T I Q Q (7) 

Notably, (7) is an underdetermined equation. With 

the command \ ( )  I T Q Q in Matlab, the minimum 

norm solution of ΔI could be obtained, which means

changes on the currents is minimized. After that, the

modified current vector could be derived: 

.  I I I  (8) 

The REs of electric field before and after the current 

modification are shown in Fig. 8. It could be seen that
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the errors are effectively suppressed (about 20dB) at the 

field points close to the wire. 

(a) Original

(b) Modified

Fig. 8. Relative errors (dB) of the field calculated with 

the original and modified currents at f =100MHz. 

IV. ANOTHER REASON FOR CHARGE

MEASUREMENT 
The discussion above is all about the error caused by 

the lack of charge measurement, where we assume that 

the current along the whole transmission line could be 

measured. However, the measuring positions are usually 

limited in practice because of site conditions or time-

consuming. In many cases, the measurement could only 

be done close to the source port. This is another reason 

for charge measurement, because we will see only 

current cannot determine the standing waveform of a 

transmission line. The charge information is also needed. 

First of all, we must point out that for the common-

mode of a transmission line system, the terminals are 

usually short or open. Therefore, standing-wave is the 

normal state. As shown in Fig. 9, if only the current value 

is known, how could we know the total current 

distribution is A, B or C? 

Fig. 9. Possible current distributions on a transmission 

line if current is measured at only one point. 

However, if the charge is also known on the test 

point, the distribution could be determined. The spatial 

differentiation of current distribution I is related to 

charge distribution ρ with: 

,j
x







I ρ (9) 

which helps to determine the waveform. As shown in 

Fig. 10, the waveform could be determined as B (the 

green curve) this time. Therefore, charge measurement 

is also necessary in the conditions that measuring points 

are limited. 

Fig. 10. The waveform could be determined with both I 

and ρ measured. 

V. A PROPOSED METHOD FOR CM

CHARGE MEASUREMENT
The current probe measures the total current (or the 

so-called common-mode current) by sensing the magnetic 

field surrounding the transmission lines. Similarly, the 

charge could be measured by testing electric field, which 

could be done by a near-field electric probe. However, 

there is another problem here. What we want is only the 

CM component, while measurement with the electric 

probe inevitably contains the DM component. To eliminate 

the DM component, a simple method is introduced here: 

adding a thin metal ring around the wires. Similar to a 

‘Faraday cage’, the metal ring could sum up the charges 

on all wires, which could simultaneously eliminate the 

DM component and homogenize the CM component 

around the lines. 

(a) With only CM excitation

(b) With only DM excitation

Fig. 11. Normalized field generated by only CM or DM 

component near the metal ring. 
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To indicate the effect of the metal ring, the near field 

of the wire pair with only CM or DM component is 

shown in Fig. 11 (simulated by FEKO). For the DM 

component, the ring suppress the field effectively, since 

we can see the field with the ring exceeds the field 

without the ring for about 10dB. While for the CM 

component, the ring has even no influence on the field 

value along the wire. This result proves that a circular 

metal ring with an electric field probe could be a possible 

device for charge measurement. 

 

VI. CONCLUSION 
This paper aims to discuss the necessity of charge 

measurement for the radiation evaluation of a 

transmission line. The key point here is whether current 

information is enough to accurately predict the near 

field. Usually we believe current is enough because 

charge information is implicitly included in current except 

DC. This assertion is right theoretically. However, the 

error transferred from current to charge could be very 

large, since the charge is determined by the difference  

of the current. The error transferred from the current to 

the field (or the charge) in a transmission line system is 

discussed in detail. And it is also proved that the error 

may be suppressed effectively if the charge information 

is added. Another reason for charge measurement is that 

only current cannot determine the whole standing wave 

along a transmission line and charge information is also 

needed. A possible method for charge measurement is 

also proposed in this paper. 

In computational electromagnetics (CEM), current 

is also the data that usually used to characterize the 

potential radiation of transmission lines, such as in CST 

Cable Studio. However, it could be better to store or 

exchange both current and charge information for lower 

frequencies. Using only current means much higher 

accuracy of current is needed to represent the charge 

correctly. Moreover, note that current accuracy may not 

completely reflect the performance of a CEM method or 

software. 
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Abstract ─ A wideband filter-integrated coupler has 

been presented using the substrate integrated suspended 

line structure with patterned substrate. This coupler 

is composed of a two-line coupled line, two variant 

coupled lines, and four three-line coupled lines at each 

port. The SISL structure is composed of five print circuit 

boards, connected together by metal via holes. There is a 

hollowed substrate between two air cavities to reduce the 

loss. For further explanation, two wideband filtering 

SISL couplers operating at different operating frequencies 

with equal/unequal power divisions are designed and 

simulated, of which a specific coupler working at 1.66 

GHz with a relative bandwidth of about 52.56% is 

fabricated and measured. The experimental results agree 

well with the theoretical and simulation ones. This 

proposed coupler has many advantages such as self-

packaged, low loss, filter integration, arbitrary power 

division ratio, and inherent DC-block function. 

Index Terms ─ Filtering coupler, microwave components, 

patterned substrate, substrate integrated suspended line 

(SISL), wide band. 

I. INTRODUCTION
Branch-line coupler (BLC) has become an essential 

part in the RF/microwave circuits and systems, which 

has found a wide utilization in balanced power amplifier 

[1], balanced mixer [2], and frequency discriminator 

[3]. Nowadays, with the rapid development of 5G and 

satellite communication, multiple-antenna systems, such 

as isophoric sparse arrays [4] and massive MIMO arrays 

[5], have brought forward higher requirements on the 

feed network of antenna and antenna array. As a critical 

part of the feed network, BLC has been used for Butler 

matrix for beam forming network [6], exciting multiple 

modes of the multimode multi-element antenna [7], and 

so on. Thus, multi-function integration, such as filtering, 

power splitting/combining, unequal power-division ratio, 

flatness of amplitude and phase differences, has been 

more and more important for application, among which 

the filtering-integrated coupler has attracted more and 

more interests of researchers. The conventional method 

to realize filtering function is cascading filtering units 

with the coupler, for example, reference [8] uses net-type 

resonator to construct a rat-race coupler with bandpass 

response, and reference [9] utilized coupled resonator 

to design the filtering 180º hybrid. Recently, other 

technologies like substrate integrated waveguide (SIW) 

[10] and low temperature co-fired ceramic (LTCC) [11]

are also introduced into the design of filtering coupler.

But the aforementioned design methods cannot realize

broad bandwidth, filtering function and low loss

property at the same time.

The substrate integrated suspended line (SISL) 

structures [12-13] are composed of multi-layer print 

circuit boards. There are two air cavities on both sides of 

the core circuit, so the field of the circuit is mainly 

distributed in the air. Besides, the substrate of the core 

circuit is hollowed with specific shape. Thus, both the 

dielectric loss and the radiation loss of the suspended line 

are relatively smaller than the ones of microstrip line 

(ML) and strip line. In [12], a novel compact branch-line

coupler has been designed using the SISL technology,

and in [13], SISL and double-sided SISL (DSISL)

inductors with patterned substrate are proposed.

Compared with conventional metal-cavity structure,

SISL technology has solved many problems, showing an

excellent performance on cost, weight, support of the

substrate, and so on.

In this paper, a wideband filter-integrated coupler 

using substrate integrated suspended line (SISL) 

technology has been designed, simulated, and fabricated. 

As an expansion of the authors’ previous work in [14], 

we chose two specific couplers as examples to further 

explain the design and advantages of the SISL coupler. 

This coupler improved the origin transmission-line 
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structure in [15] for size reducing. Besides, with the help 

of the patterned SISL technology, loss can be narrowed. 

And the comparison of the losses between the proposed 

one and conventional one is also given. This low-loss 

SISL coupler can also realize filter integration, flexible 

power division ratio, and inherent DC-block function at 

the same time. Compared with the former work of the 

authors in [14], this work explains the design procedures 

in detail and provides two design examples with 

experimental result, in which the properties of this 

coupler such as low loss, flexible power division ratio, 

etc. have been verified. Besides, we discuss the influence 

of physical circuit parameters on the properties of the 

coupler and give the design procedures. The first SISL 

coupler named Example A works at 1.66 GHz with 7 dB 

power division, and the other named Example B is 

designed with 3.50 GHz operating frequency and equal 

power division. Both simulation and measured results 

coincide well with each other. Moreover, this low-loss 

wideband filtering BLC can be applied to many situations 

of wireless communication systems. 

II. WIDEBAND FILTERING SISL COUPLER
The design method of the proposed wideband filter-

integrated coupler can be divided into two parts. Firstly, 

we design and optimize the SISL structure according to 

the technology in [12]. Secondly, the basic circuit of the 

wideband filtering coupler is designed and discussed. 

Finally, we combine these two procedures together and 

take the overall simulation and optimization of the SISL 

coupler. 

A. SISL structure

The SISL structure contains five double-side print

circuit boards, which are fixed together by several 

screws as shown in Fig. 1. The five substrate layers, 

named as Substrate 1, 2, 3, 4, and 5, have created totally 

ten metal planes named as G1, G2, …, G10 from top 

to bottom. Substrate 1 and 5 act as electromagnetism 

shields for the SISL structure, with G1, 2, 9, and 10 being 

ground planes. Substrate 2 and 4 provide two air cavities 

on the upper and lower of the suspended circuit. The air 

cavities are actually a kind of open slot of the substrate, 

which are surrounded by via holes. Substrate 3 acts 

as the suspended substrate. The basic circuit of the 

wideband filtering coupler, which would be discussed in 

the next part, is etched on G5. The field of the circuit 

on G5 is mainly distributed on the two air cavities on 

Substrate 2 and 4, with a boundary brought by the metal 

holes surrounding the air cavities. The dielectric of 

Substrate 3 possesses low loss tangent and is hollowed 

according to the shape of the coupler, thus both radiation 

loss and substrate loss can be greatly reduced [13].  

B. Core circuit of the wideband filtering coupler

The primary circuit of the broadband filter-integrated

coupler on G3 is shown in Fig. 2. The coupler has both 

horizontally and vertically symmetric layout, composed 

of one two-line coupled line in the center, two deformed 

coupled lines at the top and bottom sides, and four three-

line coupled lines connected to the ports. The coupler can 

also achieve wideband filtering function, inherent DC-

block between the ports, and unequal power division. 

The power division ratio can be altered by tuning w1 and 

w2. For further explanation, two design examples with 

different design requirements have been designed and 

simulated. 
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Fig. 1. The SISL construction of the proposed coupler: 

(a) 3D layout and (b) cross section.

l1
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s1
s2

w2

l3

s3
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l4

Port 1

Port 4 Port 3

Port 2

w1

Fig. 2. The circuit configuration of the wideband filtering 

coupler.  

III. DESIGN EXAMPLES

A. Example A

The first case of the SISL coupler named Example

A works at 1.66 GHz with 7 dB power division, which 
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has been discussed in [14]. The material of Substrate 1, 

2, 4, and 5 is chosen as FR-4, with the dielectric constant 

εr being 4.4, the thickness h1 being 1.5 mm, and loss 

tangent being 0.02. Substrate 3 is designed to be F4B, 

whose dielectric constant εr being 2.65, the thickness h2 

being 0.254 mm, and loss tangent being 0.001.  

When designing the specific structure of the SISL 

coupler, we define the demands of the coupler first, 

namely operating frequency and power division ratio. 

The operating frequency of the coupler is related to the 

lengths of the coupled lines. When the working 

frequency of a specific coupler is determined, the lengths 

of l1, l2, l3, and l4 can be defined. Considering that the 

power division ratio is affected mainly by the width of 

w1 and w2, they can be determined by repeated simulations 

using ADS Momentum. Then other parameters will 

be chosen by the optimization of HFSS Optimetrics 

Analysis.  

Then the physical parameters of the Example A can 

be defined as follows (with units of mm): w1=1, l1=3.5, 

l2=3, s1=2, s2=2, w2=5, l3=30, s3=0.2, w3=0.8, w4=1.4, 

l4=33, s4=0.2, wa=33, la=8, wb=35, lb=19, wc=85.8, lc=52. 

The structure of Example A is illustrated in Fig. 3, in 

which the total configuration of the SISL structure is 

shown in Fig. 3 (a), while the circuit of the coupler is 

shown in Fig. 3 (b). The simulated results are given in 

Fig. 4 [14]. From these curves, we can see that this 

coupler can realize wideband filtering function and 

possesses flat phase difference. The relative bandwidth 

is about 52.56% with S11 lower than -15 dB.  
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Fig. 3. The constructions of Example A. (a) The overall 

structure, and (b) the main circuit of the coupler on G3.  
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Fig. 4. The calculated results of Example A [14]. (a) The 

S-parameters, and (b) phase difference.

The loss of the coupler can be defined as [12], 
2 2 2 2

11 21 31 411 .Loss S S S S      (1) 

Then we calculate the losses of the designed SISL 

coupler and conventional microstrip line coupler, which 

are shown in Fig. 5 [14] for comparison. As we can see, 

the SISL coupler has a lower loss than the microstrip line 

one. 

The relationship between the power division ratio 

and the line width of w1 and w2 would be further 

discussed. As shown in Fig. 6, as the increasing of w1, 

the power division ratio will decrease. While in Fig. 7, 

the variation trend of the power division ratio along with 

the line width w2 is contrary to the one in Fig. 6. That is, 

the power division ratio increases with the increasing of 

the line width w2. 

B. Example B

When designing Example B, equal power division

and higher operating frequencies are considered. The 

substrate and configuration of the multi-layer structure 

are chosen to be the same as those in Example A. The 

physical parameters of the Example B can be simulated 

and optimized by ADS Momentum and HFSS as follows 
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(with units of mm): w1=2.5, l1=3, l2=2, s1=2, s2=1.7, 

w2=3.5, l3=17, s3=0.2, w3=0.8, w4=1.3, l4=20, s4=0.2, 

wa=20, la=8, wb=22, lb=12.5, wc=57.8, lc=37.4. The SISL 

structure of the Example B is shown in Fig. 8 (a), while 

the circuit of the coupler is shown in Fig. 8 (b). 
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Fig. 5. The losses of SISL coupler and ML coupler [14]. 
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Fig. 8. The constructions of Example B. (a) The overall 

structure, and (b) the main circuit of the coupler on G3.  
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Fig. 9. The calculated results of Example B. (a) The S-

parameters, and (b) phase difference. 
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The simulated scattering parameters and phase 

difference are shown in Figs. 9 (a) and (b), respectively. 

It can be observed that this coupler possesses a relative 

bandwidth of 54.28% with S11 lower than -15 dB and a 

flat phase difference. So, the wideband filtering coupler 

has been realized. 

IV. MEASURED RESULTS
In order to verify the performance of the SISL 

wideband filer-integrated coupler, we take Example A 

as an experimental case. The design parameters of the 

coupler are all the same as those explained in Section 

III.A. The photograph of the fabricated SISL coupler

is illustrated in Fig. 10. The size of the coupler is

about 110.2×70×6.254 mm3. Figures 11 (a) and (b) are

the simulated and measured S-parameters and phase

differences of the coupler in Example A, separately. As

we can see from the figures, the coupler works at 1.66

GHz, with a power division of about 7 dB. The coupler

has good matching and isolation and possesses a relative

bandwidth of about 49.398% with S11 lower than -15 dB.

In addition, the major features and advantages of this

SISL wideband filtering BLC compared with other

reported ones are listed in Table 1.

V. CONCLUSION
In this paper, a compact wideband filter-integrated 

coupler is designed, simulated and fabricated using the 

patterned substrate integrated suspended line technology. 

The design and optimization procedures of the coupler 

have been explained in detail, and two cases with 

different operating frequencies of 1.66/3.5 GHz and 

unequal/equal power division ratios were designed as 

examples. The loss of the designed couplers was greatly 

reduced compared with that of traditional ones. Then for 

further verification, a specific SISL coupler working at 

1.66 GHz with 7 dB power division and 52.56% relative 

bandwidth was designed and fabricated. The measured 

scattering parameters and phase difference coincided 

well with the theory and the simulated results. This 

coupler has the advantages such as self-package, low 

loss, filter integration, and flexible power division ratio, 

which is propitious to the applications in the microwave 

circuits and wireless communication systems. 

Fig. 10. The photograph of the SISL coupler. 
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Fig. 11. The simulated and measured results of the 

wideband filtering SISL coupler. (a) The S-parameters, 

and (b) phase difference. 

Table 1: Performance comparison of the proposed SISL 

wideband filtering BLC with other reported ones 

Refs. BW* IL (dB) Technology 
Self-

Packaged 

[8] 19% 1.38 PCB No 

[9] 10% 0.7 PCB No 

[10] 2.5% 1.9 SIW No 

[11] 8.6% 1.8 LTCC Yes 

This 

work 
49.398% 0.655 SISL Yes 

*: with return loss < -15 dB. 
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Abstract ─ Belongs to EMC problems, the equivalent 

circuit model of RF discharge is studied. By establishing 

the correlation between circuit parameters of equivalent 

circuit and plasma characteristics, this paper conducts 

a brief analysis on the RF discharge mechanism with 

different frequencies. 

Index Terms ─ Equivalent circuit model, multi-physics 

simulation, RF discharge. 

I. INTRODUCTION
Once loses control and precaution, excessive 

electromagnetic energy not only cause electromagnetic 

interference, but also have a damaging effect on some 

specific targets, which is generally known as hazards of 

electromagnetic radiation. The US military standard 

MIL-STD-464C [1] has proposed HERF (Hazards of 

electromagnetic radiation to fuel), but the mechanism of 

HERF still lacks in-depth studies yet. 

HERF is an interactive result of multiple physical 

fields including electromagnetism, plasma science, 

combustion science, hydrodynamics and thermodynamics. 

From the macroscopic chronological perspective of the 

interaction, the mechanism of HERF can be roughly 

divided into three processes: electromagnetic coupling, 

discharge and ignition. When the discharge coupled  

by electromagnetic is sufficient to ignite, the HERF 

problem will occur and cause unpredictable damage. 

There is still a lot of work about the hazard 

mechanism of HERF like electromagnetic coupling, 

discharge and combustion, and the RF discharge is one 

of the keys. Since the discharge of HERF comes from 

electromagnetic coupling instead of ESD (electro-static 

discharge), this process belongs to RF discharge. The 

breakdown characteristic of RF discharge is very 

different from ESD due to different frequency. There is 

a critical frequency during RF breakdown process [2]: 

𝑓𝑐0 =
𝜇𝑒𝐸

𝜋𝑑
,                                 (1)

where E is the amplitude of the alternating electric field, 

d is the distance between the gap and  𝜇𝑒 is the electron

mobility. While the frequency is higher than 𝑓𝑐0 , free

electrons cannot reach the electrode before the polarity 

of the electric field changes, which may reduce the 

electron dissipation rate, and change the breakdown 

characteristics. However, the specific regular of this 

process is unclear yet. 

To quantitatively study the characteristics of RF 

discharge, it is necessary to extract core parameters of 

the discharge. Many scholars have carried out research 

[3-5] and experiments [6-9] on the relationship between 

the discharge parameters and the circuit parameters 

including voltage, current, equivalent plasma resistance 

from voltage and current. But these equivalent circuit 

models of discharge are conductivity models, which are 

only suitable for DC discharge, and not suitable for the 

RF discharge problem discussed in this paper. 

According to the previous qualitative research [10] 

and reference [11], RF discharges have different physical 

characteristics with different frequencies. As the 

definition of current and electron, current can evaluate 

the characteristics of electron number density during RF 

discharge.   

Aiming to overcome the quantitative research of 

RF discharges, this paper studies and analyzes the 

breakdown characteristic of RF discharge under the 

same amplitude with different frequency. Because the 

traditional electromagnetic simulation software cannot 

calculate the discharge breakdown model, multi-physics 

simulation software COMSOL is selected. This paper 

gives the calculation method of the equivalent AC 

capacitance form the discharge structure considering a 

typical structure of aircraft fuel tank oil-inlet and nozzle. 

By analyzing the equivalent circuit, the gas conductivity 

can be clearly seen and the discharge characteristic 

under different frequencies can be obtained. Finally, the 

breakdown characteristics of RF discharge in the whole 

frequency band are analyzed and summarized through a 

large number of simulations. 
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II. EQUIVALENT CIRCUIT MODEL BASED

ON ELECTROMAGNETIC FIELD THEORY

A. Equivalent circuit model

Unlike the stable electric field of DC discharge, the

electric field of the RF discharge is alternating where 

the frequency determines the characteristics of the 

breakdown process. After the RF discharge occurs, the 

gas medium has a capacitive effect because of the RF 

electromagnetic field, so the equivalent circuit structure 

of RF discharge is different from the DC discharge. 

In addition to the conductance component of the 

plasma gas, there is the AC capacitance component 

equivalent from the high frequency electromagnetic 

structure. So, the equivalent circuit structure of the RF 

discharge is a capacitor parallel conductance circuit like 

Fig. 1. 

According to the characteristics of the parallel 

circuit, the total terminal current is divided into two 

parts: 

1) The current of the capacitor is the displacement

current, which is generated by the neutral medium after 

the breakdown of the gas. While the electron density of 

gas is small, the displacement current can be constant 

during the breakdown process; 

2) The current of the conductance is the electron

current, which is generated by the free electron motion 

after breaking down. The conductance can characterize 

the plasma characteristics of gas breakdown discharge. 

The equivalent conductance in this paper can be 

calculated from the total terminal current, excitation 

voltage and equivalent capacitance, and it is one of the 

most important parameters. 

V0  cos (ωt) Ge Cequ

Fig. 1. The equivalent circuit model of RF discharge. 

B. Equivalent AC capacitor structure

There are three necessary conditions for the

accidental ignition of fuel by electromagnetic radiation 

[12]: proper ratio of fuel vapor and air, discharge 

produced by Electromagnetic radiation which has 

enough length and heat to ignition. These conditions 

indicated that HERF may occur in the gap between the 

carrier aircraft fuel tank oil-inlet and nozzle.  

Referring to the structure of aircraft fuel tank oil-

inlet and nozzle [13-14], two concentric cylindrical 

plates are selected as the two poles of discharge reactor. 

With a thin layer of dielectric attached on the metal 

surface of fuel tank oil-inlet and nozzle, two dielectric 

plates are added outside the gap to compose the model 

like Fig. 2. The electromagnetic field between the two 

cylindrical electrode plates is approximately uniform in 

the 𝜃 direction. 

V=V0cos(ωt)

Fig. 2. Cross-sectional structure of the cylinder. 

The inside radius of cylindrical plate a is 145mm, 

the dielectric layer thickness tp is 0.1mm, the gap 

between aircraft fuel tank oil-inlet and nozzle 2d is 

1.8mm and the length of the cylinder l is 150mm. Since 

l is much longer than the gap 2d, the edge effect of

electromagnetic field distribution can be ignored in the

simulation process. So, the three-dimensional simulation

model can be simplified to one-dimensional axisymmetric

model.

I

I II III

Fig. 3. The gap structure of the cylinder when 𝑧 = 𝑙 2⁄ . 

The gap structure can be simplified as the cross-

sectional distribution when 𝑧 = 𝑙 2⁄  like Fig. 3, half of 

the distance between two plates is d, and the thickness of 

plates is tp. Because no free charge distributes in I, II and 

III regions, the field line of electric displacement vector 

should be continuous, and it is easy to know that the 

modulus of electric displacement vector in region I, II, 

and III regions is inversely proportional to the radius: 

|𝐷| =
𝐴

𝑟
 ,  (2) 

where D is the electric displacement vector, A is a 

constant and r is the radius. 

a tp 2d
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So, the electric fields in the direction of the r-axis 

can be calculated: 

𝐸Ι = 𝐸ΙΙΙ =
𝐴1

𝑟
,                         (3) 

𝐸ΙΙ =
𝐴2

𝑟
,                              (4) 

where 𝐸Ι, 𝐸ΙΙ, 𝐸𝛪𝛪𝛪  are the electric fields of the three 

region. 

Here are the boundary conditions in z = 0: 

𝑉0 = − ∫ 𝐸𝑟(𝑧, 𝑡)|𝑧=0𝑑𝑟
2𝑑+2𝑡𝑝

0
,             (5) 

𝐷𝛪|𝑟=a+𝑡𝑝
= 𝜀0𝜀𝑟𝐸𝛪 = 𝜀0𝜀𝑔𝐸𝛪𝛪 = 𝐷𝛪𝛪|𝑟=𝑎+𝑡𝑝  .  (6) 

The key parameter can be calculated: 

{

𝐴1 =
𝑉0

𝑙𝑛
(𝑎+𝑡𝑝)+(𝑎+2𝑡𝑝+2𝑑)

𝑎(𝑎+𝑡𝑝+2𝑑)
+

𝜀𝑟
𝜀𝑔

𝑙𝑛
(𝑎+𝑡𝑝+2𝑑)

(𝑎+𝑡𝑝)

𝐴2 =
𝜀𝑟

𝜀𝑔
𝐴1

 ,          (7) 

where 𝑉0  is the amplitude of the excitation voltage, 

𝑎, 𝑡𝑝, 𝑑 are the structural parameters as Fig. 2 shown, 𝜀𝑔 

is the relative dielectric constant of the gas and 𝜀𝑟 is the 

relative dielectric constant of the dielectric layer. In this 

paper, 𝜀𝑔 is 1 and 𝜀𝑟 is 10. 

Terminal voltage and terminal current are obtained 

by integration of electric and magnetic fields in the gap: 

u = ∫ 𝐸𝑟𝑑𝑟
𝑎+2𝑡𝑝+2𝑑

𝑎

 

   = [A1 ln
(𝑎+𝑡𝑝)(𝑎+2𝑡𝑝+2𝑑)

𝑎(𝑎+𝑡𝑝+2𝑑)
cos (𝛽𝑟

𝑙

2
) +

    A2 ln
𝑎+𝑡𝑝+2𝑑

𝑎+𝑡𝑝
cos (𝛽𝑔

𝑙

2
)] cos 𝜔𝑡,  

i = −2 ∫ 𝐻𝜃𝑟𝑑𝜃
2𝜋

0
= −

4𝜋𝐴1

𝜂𝑟
sin (𝛽𝑟

𝑙

2
) sin 𝜔𝑡.            

According to the AC capacitance theory [15], with 

the increase of the frequency, different order Taylor 

expansions of the trigonometric function can obtain 

different equivalent circuit model. For example, the  

first-order approximation is a capacitance model, and  

the second-order approximation is a capacitive-inductor 

series circuit model. 

Take the first-order approximation as an example 

and put the structural parameters into the equation. The 

first-order approximate cut-off frequency calculation 

result is 60MHz and the capacitance is 0.669nF: 

𝛽𝑟
𝑙

2
< 5% ⋂ 𝛽𝑔

𝑙

2
< 5% ,                        

C =
2𝜋𝜀0𝜀𝑟𝑙

ln
(𝑎+𝑡𝑝)(𝑎+2𝑡𝑝+2𝑑)

𝑎(𝑎+𝑡𝑝+2𝑑)
+

𝜀𝑟
𝜀𝑔

ln
𝑎+𝑡𝑝+2𝑑

𝑎+𝑡𝑝

 .          

The equivalent conductance is calculated from  

the terminal current and capacitance by multi-physics 

simulation results, and it is affected by the degree  

of ionization. Therefore, the RC equivalent circuit  

can identify discharge breakdown characteristics. The 

conductance represents the degree of ionization between 

the gap, and the terminal current represents the discharge  

characteristics.  

 

III. RF DISCHARGE MECHANISM 

A. Parameters of simulation model 

The plasma module of multi-physics simulation  

in COMSOL was selected to analyze the mechanism  

of RF discharge [16]. The excitation signal is V =
−600[V]sin (ωt), the gaseous pressure is 1 atmosphere 

and the temperature is 400K [17].  

According to research, the conductance of the 

equivalent circuit model grows in proportion to the 

frequency, which means that the degree of ionization  

is proportional to the frequency. And there are five 

different breakdown physical characteristics found under 

the same excitation voltage with different frequency. 

 
B. Terminal current 

Referring to the foregoing analysis, the waveform of 

the total terminal current on the electrode can represent 

the breakdown characteristic of discharge and determine 

whether breakdown occurs and analyze the degree of 

ionization. 

According to the simulation results below, the first-

order approximate cut-up frequency of the equivalent 

capacitance, there are five different waveforms of the 

terminal current generated by the excitation of 600V, 

representing different breakdown characteristics.  

1) 1 Hz ~ 23.4 kHz: as shown in Fig. 4, the terminal 

current from simulation result is completely consistent 

with the analytical solution of the extracted capacitor, 

which means that the current of the equivalent 

conductance component is almost negligible and there is 

no breakdown. 
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Fig. 4. Terminal current at 3kHz. 

 
2) 23.4 kHz ~ 120 kHz: compared with the values 

above, the cyclical mutation of terminal current 

illustrates cyclical discrete breakdown. There is a 

process of breakdown, maintenance, and extinction 

during every half cycle like Fig. 5. 
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Fig. 5. Terminal current at 30kHz. 

3) 120 kHz ~ 1.5 MHz: as shown in Fig. 6, the

duration of breakdown per half cycle is getting longer 

and longer, until the plasma from collision is enough 

to maintain a continuous breakdown the excitation of 

600V.  
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Fig. 6. Terminal current at 300kHz. 

4) 1.5 MHz ~ 12 MHz: Fig. 7 indicates that the

continuous collision of electrons will accumulate more 

new electrons, which may increase the ionized plasma 

over time. The initial current value is the same as the 

displacement current, which means that the accumulated 

plasma is not enough to breakdown argon at the initial 

stage of accumulation effect.  

Under this special accumulation effect, the 

breakdown process is gradual and there is no clear 

breakdown state. It is necessary to determine a certain 

threshold to judge whether electrons are accumulated 

enough.  
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Fig. 7. Terminal current at 3MHz. 

5) 12 MHz ~ 60 MHz: as shown in Fig. 8, under

these frequencies, the accumulation effect will lead to 

a qualitative change while it reaches a certain level, 

which is called electron avalanche effect breakdown. 

The ionization of electrons will suddenly intensify when 

electron avalanche effect breakdown occurs.  

It is worth noting that the cut-off frequency 

calculated by the Equation (1) is 12.1 MHz, which is the 

same as the multi-physics simulation result, the accuracy 

of the plasma portion can be verified.  
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Fig. 8. Terminal current at 30MHz. 

C. Equivalent conductance

The equivalent conductance of the ionized gas can

be solved based on the total terminal current and the 

displacement current. The conductance can analyze 

the conductivity of the plasma and the breakdown 

characteristics. Following is a brief analysis from 

conductance. 
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Fig. 9. Conductance of cyclical discrete breakdown at 

30kHz (a), and continuous breakdown at 300kHz (b). 

Figure 9 indicates the case of periodic discrete 

breakdown and continuous breakdown. During the 

cyclical discrete breakdown process, the conductance 

changes discretely between a small conductance at 

breakdown and infinitesimal conductance at unbroken. 
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Under the condition of the continuous breakdown, 

the gas remains in a conductive state, and the 

conductivity at larger magnitude of the excitation 

voltage is greater than when the amplitude is small. 
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Fig. 10. Conductance of accumulation effect at 3MHz 

(a), and avalanche effect at 30MHz (b). 

As shown in Fig. 10, during the cumulative effect 

and avalanche effect breakdown process, the 

conductivity of the gas gradually increases with the 

breakdown process at the same excitation voltage 

amplitude. This proves the most essential difference 

between RF discharge and DC discharge, and that RF 

discharge is more harmful to the HERF problem. 

IV. CONCLUSION
A method of multi-physics simulation is proposed 

to analyze the mechanism of RF discharge. Through the 

equivalent models, some important conclusions can be 

obtained by simulation results. 

When the structure of Aircraft Fuel Tank oil-inlet 

and Nozzle is coupled by the RF field, its 

electromagnetic structure can be equivalent to different 

orders LC circuit under different frequency. 

There are different breakdown characteristics with 

different frequencies at the same excitation voltage, and 

the characteristics can be analyzed by the equivalent 

circuit. In general, the higher the frequency, the 

breakdown will be easier, and the degree of ionization 

will be higher. 

Research shows that there are five different 

breakdown states under different frequencies excited at 

600V. With cumulative effect, high frequency discharge 

process appears above 1MHz, the degree of ionization 

changes significantly. With electron avalanche effect, 

high frequency discharge process appears above 10MHz, 

the degree of ionization will suddenly intensify nearly 10 

times. And these situations are related to the breakdown 

time. 
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Abstract ─ Abundant characteristics information of 

equipment or systems could be obtained from 

electromagnetic emission data. In this paper, those typical 

characteristics, like harmonics, damped oscillations, of 

electromagnetic emission are classified via the adaptive 

boosting (Adaboost) algorithm and they are validated 

through measurement results. Based on the “basic emission 

waveform theory”, three types of the basic fundamental 

elements, characteristics-harmonic, narrowband and 

envelope-of complex emission in frequency domain, 

are considered in our proposed method. By taking 

weights combination patterns to effectively improve 

the classification performance of a single classifier, 

quite high classification accuracy could be achieved by 

Adaboost algorithm in our simulations. In our study, 

100% precision classification accuracy of three types of 

characteristics could be obtained using Adaboost with 

13 decision tree weak-classifiers. Compared with other 

classification methods, the Adaboost algorithm with 

decision tree weak-classifier used to classify typical 

characteristics of electromagnetic emission is the most 

accurate. At the same time, it is very effective to process 

the measured data. Only through the classification of 

multiple emission signals can identification and positioning 

of electromagnetic interference sources further. 

Index Terms ─ Adaboost, classification, electromagnetic 

emission characteristics, classification probability, signal 

component. 

I. INTRODUCTION
The electromagnetic emission is the key parameter 

to evaluate the performance of equipment and systems. 

Once the emission characteristics of the system is obtained 

through numerical simulations or meansurements, useful 

information to indicate its performance could be extracted 

[1]. In [2], the “basic emission waveform theory” was 

proposed to identify the basic emission sources of 

complex systems [2]. Various emissions are characterized 

with and decomposed into four basic elements including 

square wave, sine wave, damped oscillation, and spike 

wave according to physical sources, which are 

interpreted as the emission waveforms of different types 

of circuit elements. Then, based on such decomposition, 

the performance could be evaluated. Therefore, the 

emission characteristics of any equipment can be obtained 

by analyzing its electromagnetic emission. However, to 

the best of the authors’ knowledges, how to identify 

those fundamental elements are not yet addressed. We 

have reported our premiliary results in [2]. In this paper, 

comprehensive studies are carried out and compared 

with measurements.  

The location of the interference source has always 

been a common concern of researchers. Therefore, 

when we extract the characteristics of the collected 

electromagnetic emission signals, can we determine 

which emission source does the characteristics correspond 

to? The classification model in this paper is to identify 

and classify the characteristics so as to further correspond 

to the emission source. Various classfication approaches 

have been extensively investigated [3], [4], [5], [6]. In 

recent years, the machine learning (ML) based methods 

have been paid special attention to, since MLs could 

extract hidden pattern and characteristics embedding in 

a large number of data [4]. Therefore, they are widely 

used in data mining, image processing, medical diagnosis 

and etc. [7]. Many machine learning methods are used in 

signal processing and cybernetics [8], [9]. However, to 

the authors’ knowledge, they are seldom used to analyze 

the emission and their characteristics in electromagnetic 

compatibility field. In this paper, we explore the 

possibility of using the ML method to analyze the 

electromagnetic emission characteristics through the 

machine learning algorithm, more specifically, with 

Adaboost.  

The paper is organized as follows. In Section II, four 

basic waveforms proposed the “basis emission waveform 

theory” are summarized and the new classification 

method is illustrated in detail. In Section III, numerical 

cases are carried out to validate the proposed method. In 

Section IV, its effectinveness is further confirmed by the 

good agreement with experiment data. At last, we draw 
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some conclusions in Section V. 

II. BASIC ELECTROMAGNETIC EMISSION

CHARACTERISTICS AND 

CLASSIFICATION 

A. Electromagnetic emission characteristics from

basic emission waveform theory

As indicated by “basic emission waveform theory”, 

no matter how complex the electromagnetic emission is, 

the number and type of basic emission sources are limited, 

which are generally in some limited forms. By categorizing 

numerious circuits and their electromagnetic emission, 

the basic waveforms are cast into four types in the time 

domain: square waves, sine waves, damped oscillations, 

and spike waves [2,10]. 

Based on the above-mentioned emission sources, 

the relationship between the basic emission waveforms 

in time domain and the typical circuit characteristics in 

frequency domain are further clarified in this paper. First 

of all, square wave (clock signal) is the principal function 

signals in the digital circuit, which always possesses 

the characteristic of harmonics or an overall lift in the 

frequency domain. A typical waveform from the measured 

data of a crystal oscillator module is shown in Fig. 1 (a). 

An analog circuit module is generally used for 

amplification, mixing, detection, and other related 

purpose. The overall data should have sine signals, 

which often own the characteristic of narrowband or 

even single frequency in the frequency domain, as shown 

in Fig. 1 (b), which is generated by the sine signal with 

random noise from the signal generator. 

In addition, impedance mismatch leads to damped 

oscillations in the circuit. The damped oscillation signals 

present the characteristic of envelope in frequency 

domain, as shown in Fig. 2, which is generated by the 

damped oscillation signal with random noise from signal 

generator. 

 (a) 

(b) 

Fig. 1. (a) Harmonics characteristic, and (b) narrowband 

characteristic in frequency domain. 

Fig. 2. Envelope characteristic in the frequency domain. 

B. Feature recognition and classification based on

Adaboost algorithm

The Adaboost algorithm is an iterative procedure 

that combines many weak-classifiers to the powerful 

Bayesian classifier C(x). Starting with the unweighted 

training sample data, the Adaboost constructs a weak-

classifier to produce class labels. If a training data point 

is misclassified, the weight of that is named as training 

[11]. In addition, original Adaboost algorithm was further 

extended to the multi-class case in [12]. In this paper, we 

select this method to analyze the emission characteristics. 

The pseudo code of the algorithm is listed as follows. 

1) Initialize the observation weights:

𝜔𝑖 = 1/𝑛, 𝑖 = 1,2,3 … , 𝑛. (1) 

2) For 𝑚 = 1 to 𝑀:

a) Fit a classifier 𝑇(𝑚)(𝑥)  to the training data

using weights 𝜔𝑖.

b) Compute:
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 𝑒𝑟𝑟(𝑚) = ∑ 𝜔𝑖 ∙ 𝛪𝛪𝑛
𝑖=1 (𝑐𝑖 ≠ 𝑇(𝑚)(𝑥𝑖)) / ∑ 𝜔𝑖

𝑛
𝑖=1 . (2) 

c) Compute: 

 𝛼(𝑚) = 𝑙𝑜𝑔
1−𝑒𝑟𝑟(𝑚)

𝑒𝑟𝑟(𝑚) + 𝑙𝑜𝑔(𝐾 − 1). (3) 

d) Set, 

𝜔𝑖 ← 𝜔𝑖 ∙ 𝑒𝑥𝑝 (𝛼(𝑚) ∙ 𝛪𝛪 (𝑐𝑖 ≠ 𝑇(𝑚)(𝑥𝑖))),  

    𝑖 =  1,2, … , 𝑛. (4) 

e) Re-normalize 𝜔𝑖. 

3) Output: 

 𝐶(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑘 ∑ 𝛼(𝑚) ∙ 𝛪𝛪(𝑇(𝑚)(𝑥𝑖) = 𝑘)𝑀
𝑚=1 . (5) 

Different weak-classifier often generate different 

classification effects. In our research, decision tree  

and decision stump are used as weak-classifiers to study 

a small group of samples and nonlinear data of 

electromagnetic emission.  
 

III. THE VERIFICATION OF 

ELECTROMAGNETIC EMISSION 

CHARACTERISTICS CLASSIFICATION 
In this part, 300 groups of typical frequency 

characteristics data and their labels, which are the ideal 

waveforms from signal generator, have been used as the 

training data set, respectively. Harmonics, narrowband 

and envelope are considered and each has 100 groups.  

Corresponding to Part II B, Equ. (1) n = 300, initial 

sample data weights are 1 300⁄ , m is the number of weak 

classifiers, K = 3 is data types. Equation (3) ensures the 

weight update direction is greater than 0. For the m-th 

classifier being trained, according to Equ. (4), the weight 

of misclassified data is increased, while the weight of 

correctly classified data is reduced. The redistributed 

weight data is used to train the next classifier. Finally, 

the combination training result of weak classifiers  

with the highest probability of correct classification is 

obtained from Equ. (5). While, 110 groups of data in 

three types and their corresponding labels, which are 

similar to real emission, are chosen as testing data.  

The classification accuracy: 

 𝐴(ℎ, 𝑦) =
1

𝑛
 ∑ 1{ℎ(𝑥(𝑖)) = 𝑦(𝑖)}𝑛

𝑖=1 . (6) 

For training data(𝑥, 𝑦), 𝑦 = 1,2,3, … 𝑑 , where 𝑥  is the 

electromagnetic emission characteristics data, y is the 

type of such data, namely label, 𝑑 is the number of labels 

for classification and ℎ(𝑥)  is the classification label 

generated by training and prediction of Adaboost, 𝑛 is 

the total number of sample 𝑥. So the training error is 

𝐸(ℎ, 𝑦) = 1 − 𝐴(ℎ, 𝑦). 

The decision tree classifier assigns the parameter 

𝛾𝑗 , 𝑗 = 1,2, … , 𝐽 . to several mutually disjoint regions 

(attributes 𝐽), which can be expressed as: 

 𝐹(𝑥, 𝛩) = ∑ 𝛾𝑗
𝐽
𝑗=1 𝐼(𝑥 ∈ 𝑅𝑗), (7) 

and 

 𝛩 = 𝑎𝑟𝑔𝑚𝑖𝑛 ∑ ∑ 𝐸(𝑦𝑗 , 𝛾𝑗)𝑥∈𝑅𝑗

𝐽
𝑗=1 . (8) 

𝛩  in Equ. (7) and Equ. (8) represents the parameter  

that minimizes the empirical risk, namely, the one that 

minimizes the training error of one classifier. And the 

objective function is: 

       𝐹(𝑥) = 𝑎𝑟𝑔 𝑚𝑖𝑛
1≤𝑦≤𝑑

𝐸(ℎ, 𝑦) =
1

𝑛
 ∑ 1{ℎ(𝑥(𝑖)) ≠ 𝑦(𝑖)}𝑛

𝑖=1 . (9) 

It is worth mentioning that different weak classifiers 

have different results. Decision stump weak classifier 

makes a single decision on characteristics data, that is, 

only one split is needed for judgment. Decision tree weak 

classifier judges characteristics from multiple angles, such 

as amplitude and frequency interval, and needs to be split 

into multiple disjoint spaces for judgment. Based on  

the nonlinearity and amplitude-frequency characteristics 

of electromagnetic emission data, the two kind weak-

classifers are chosen to analyze. When using different 

numbers of decision tree weak-classifiers, the accuracy 

is increasing gradually and stabilizing at 100%, which 

implies that the classification results match the actual 

classification of the testing data completely. The optimal 

number of decision tree weak-classifiers in this algorithm 

is 13, as shown in Fig. 3 (a). 
 

 
 (a) 

 
 (b) 
 

Fig. 3. (a) The accuracy with the number of weak-

classifiers, and (b) the accuracy of three varieties 

characteristics with the number of iterations. 
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When using the same number of the decision tree 

weak-classifiers, the accuracy changes with the iteration 

number. It’s clear from Fig. 3 (b) that the envelope 

characteristic shows the fastest identification, then 

followed by the harmonic and narrowband. The Table 1 

shows the accuracy of different algorithms, which proves 

Adaboost-DecisionTree to be optimal. 

 

Table 1: Accuracy of different algorithms 

Alogritm Single Classifier 13 Classifiers 

SVM 0.8369 -- 

Adabost-Decision 

Stump 
0.5636 0.6273 

Adaboost-

DecisionTree 
0.8000 1.0000 

 

IV. VERIFICATION 
In this section, the author conducted radiation 

emission tests on three types of electronic equipments in 

a 10-meter semi- anechoic chamber, which are intercom, 

computer host and shielding device, then applied the 

Adaboost algorithm to classify signals under different 

conditions, including single type signal classification 

and mixed types signal classification. 

 

     
 (a) (b) 

 
 (c) 

 

Fig. 4. (a) The testing equipment of Intercom, (b) the 

testing equipment of Computer Host, and (c) the testing 

equipment of Shielding Device. 

 

A. Single Type Signal Classification 

The testing equipments in this research are shown  

in Fig. 4. Among them, the operation frequency of  

the intercom is 400MHz-470MHz. The shielding device 

mainly shields the signal of mobile phones, with the 

main frequency being 1GHz, 2GHz, 3GHz and 4GHz.  

The radiation emission of single type is shown in Fig. 5. 

Among them Figs. 5(a) and (b) are the emission data of 

a single intercom and two intercoms respectively. In the 

classification, both kinds data are used as training data of 

intercom. 
 

 
 (a) 

 
 (b) 

 
 (c) 
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(d) 

Fig. 5. (a), (b) The emission of a sigle intercom and two 

intercoms, (c) the emission of a sigle computer host, and 

(d) the emission of a sigle shielding device.

The frequency band of the emission  is 100MHz-

2GHz, and the data number of each type equipment is 

90 groups. Therefore, the training data of three types 

for Adaboost algorithm is 270 groups, containing the 

emission data and their labels. Based on the training data, 

there are another 120 groups testing data. It's worth 

noting that whether the label of the testing data is known 

determine the classification accuracy of the algorithm. 

That means when use the label of testing data to predict 

the classification, the decision tree classifier only needs 

1 to classify the 120 groups testing data completely, 

while the decision stump needs 3. However, when the 

label of testing data is unknown or we don’t use the label 

while predicting, neither classifier could properly classify 

the 120 groups testing data. The classification accuracy 

on the testing data is shown in Table 2.  

Table 2: Accuracy of different weak-classifiers 

Adabost with 

Weak-Classifiers 

The Label is 

Known (with 

only 1 classifier) 

The Label is 

Unknown (with 

3 Classifiers) 

Decision Stump 0.68333 0.91675 

Decision Tree 1 0.90005 

Based on the analysis above, since the specific 

classification label of emission cannot be obtained usually 

in the actual complex electromagnetic environment, this 

paper prefers to use 3 decision stump weak-classifiers to 

predict the classification of the radiation emission data 

from the actual equipments without classification labels. 

B. Mixed types signal classification

The three types of signals are combined in different

forms, including pairwise combination and three types 

of mixing. The mixed types of testing data are 2,500 

groups. At the same time, the training data and the 

corresponding label used in Adaboost algorithm are still 

the 90 groups data in part IV.A. The testing site is shown 

in Fig. 6. 

Fig. 6. The testing site. 

1) Two Types Signal Mixed

In this part, each two types of radiation emission

signals are mixed in proportion. At each proportion, 

there are 2,500 groups testing data of mixed types signals 

contain 50 groups for each type, so the classification 

probability is a statistical result. The quantitative relation 

curve of classification probability with the proportion of 

one type signal in the mixed environment is obtained by 

combining the three types signals from the equipments, 

i.e., the intercom, the computer host and the shielding

device.

Fig. 7. The quantitative relation curve of classification 

probability with the proportion of intercom and computer 

host mixed environment. 
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By comparing above, it’s shown that the Adaboost 

algorithm has different classification effect on the same 

type of signal in different combination situations. To be 

specific, Fig. 7 shows that when the intercome accounts 

for 20% in the mixed electromagnetic environment 

and the computer host accounts for 80%, the probability 

of the algorithm can classify intercom is 0.492. When 

computer host accounts for 90%, and intercom accounts 

for 10%, the probability classifying for computer host is 

only 0.518. It can be seen that the characteristics of the 

intercom are easier to classify when the two types signals 

are mixed. 

Fig. 8. The quantitative relation curve of classification 

probability with the proportion of intercom and shielding 

device mixed environment. 

Figure 8 shows the combination of intercom and 

shielding device signals. When the intercome accounts 

for 20% in the mixed environment and the computer host 

accounts for 80%, the probability classifying for intercom 

is 0.905. When shielding device accounts for 90%, and 

intercom accounts for 10%, the classification probability 

of shielding device is 0.292. It can be seen that the 

characteristics of the intercom are easier to classify than 

shielding device. 

Figure 9 shows the combination of computer host 

and shielding device signals. When the computer host 

accounts for 20% in the mixed environment and the 

shielding device accounts for 80%, the probability of 

computer host is 0.001. While, the probability of shielding 

device is 0.840, which shown that the characteristics of 

the computer host are easier to classify than shielding 

device. 

2) Three Types Signal Mixed

When the three types of signals are mixed, the

algorithm classification probability is shown in Fig. 10. 

Fig. 9. The quantitative relation curve of classification 

probability with the proportion of computer host and 

shielding device mixed environment. 

(a) 

(b) 

0 0.2 0.4 0.6 0.8 1

The Propotion of Signal in Mix Environment

0

0.2

0.4

0.6

0.8

1

T
h

e
 C

la
s
s

if
ic

ia
n

 P
ro

b
a

b
il
it

y

 Intercom and Shielding Device Mix

Intercom

Shielding Device

pro=0.905

pro=0.292

0 0.2 0.4 0.6 0.8 1

The Propotion of Signal in Mix Environment

0

0.2

0.4

0.6

0.8

1

T
h

e
 C

la
s
s

if
ic

ia
n

 P
ro

b
a

b
il
it

y

Computer Host and Shielding Device Mix

Computer Host

Shielding Device

pro=0.840

pro=0.001

The Propotion of 

Intercom(p)      

The Propotion of 

Computer Host(q) 

0
1

0.2

0.8

0.4

1

T
h

e
 C

la
s
s

if
ic

a
ti

o
n

 P
r
o

b
a
b

il
it

y
 o

f 

 I
n

te
r
c
o

m

0.6

0.6 0.8

Intercom, Computer Host and Shielding Device Mix

0.8

0.60.4

1

0.40.2 0.2
0 0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

The Propotion of 

Intercom(p)  

The Propotion of 

Computer Host(q) 

0
1

0.2

0.8

0.4

1

T
h

e
 C

la
s
s

if
ic

a
ti

o
n

 P
r
o

b
a
b

il
it

y
 o

f 

C
o

m
p

u
te

r
 H

o
s
t

0.6

0.6 0.8

Intercom, Computer Host and Shielding Device Mix

0.8

0.60.4

1

0.40.2 0.2
0 0

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

NIE, YANG, REN, SU: CLASSIFICATION METHOD BASED ON ADABOOST FOR ELECTROMAGNETIC EMISSION 967



(c) 

Fig. 10. The quantitative relation curve of classification 

probability with the proportion of three types mixed 

electromagnetic environment. 

In our study, p is the proportion of intercom signals, 

q is the proportion of computer host signals, so the 

proportion of shielding devices is (1-p-q). Figure 10 (a) 

shows the statistical classification probability of intercom 

with the change of environment components. It can be 

seen that when the intercom accounts for about 20%, 

no matter how the components of computer host and 

shielding device change, the classification probability 

for intercom is always no less than 0.5. Figure 10 (b) 

shows the classification probability of computer host. 

When the computer host accounts for about 60%, no 

matter how the other two types signals change, the 

probability can be kept above 0.45. Figure 10 (c) is the 

classification probability of the shielding device. Only 

when the intercom signal accounts for less than 30% and 

the computer host signal is less than 60% could the 

probability of the shielding device be around 0.4. 

V. CONCLUSION
Based on the “basic emission waveform theory”, 

harmonic, narrowband and envelope are extracted as 

electromagnetic emission characteristics of different 

electromagnetic interference sources in the frequency 

domain. With carefully definition in Part III, the accuracy 

of Adaboost algorithm reaches 100% with 13 decision 

tree weak-classifiers. Our experiments shows that the 

number of weak-classifiers is fixed, the envelope 

characteristic is the first one to be classified, then 

followed by the harmonic and narrowband. In validation 

part, the electronic equipment intercom, computer host 

and shielding device are chosen to develop radiation 

emission test and emission data analysis. According 

to the basis analysis results of the single type signal 

classification, Adaboost algorithm with decision stump 

weak-classifier is selected to study on the classification 

in types mixed electromagnetic environment, the 

quantitative results of classification probability are 

obtained under different types signals components 

environment. It can be seen that the intercom is the 

closest to the narrowband signal of the basic emission 

characteristics and is also the most easily classified of the 

three types of signals. 

That is to say, in the environment where multiple 

electronic devices work together, identification and 

classification of different devices and their components 

could be realized through our method. Only by accurate 

classification of electromagnetic emission and their 

characteristics can identification and positioning of 

electromagnetic interference sources be further realized. 

ACKNOWLEDGMENT 
This work was supported by the project 61427803 

from the National Natural Science Foundation of China 

(NSFC).  

REFERENCES 
[1] D. L. Su, S. G. Xie, and F. Dai, The Theory and

Methods of Quantification Design on System-level

Electromagnetic Compatibility. National Defence

Industry Press, pp. 53-58, 2015.

[2] D. L. Su, S. G. Xie, and A. X. Chen, “Basic

emission waveform theory: A novel interpretation

and source identification method for electro-

magnetic emission of complex systems,” IEEE

Transactions on Electromagnetic Compability, vol.

99, pp. 1-10, 2017.

[3] D. Shi and Y. Gao, “Electromagnetic radiation

source identification based on spatial character-

istics by using support vector machines,” Appl.

Comput. Electromagn. Soc. J., vol. 32, no. 2, pp.

120-127, 2017.

[4] J. Y. Wu, S Cui, and D. L. Su, “A support vector

machine method based on spectrum data feature

analysis,” Presented at Asia-Pacific Electromagnetic

Week Conference on Electromagnetic Compatibility,

Xi’an, China, 2017.

[5] L. Breiman, “Random forests,” Mach. Learn., vol.

45, no. 1, pp. 5-32, 2001.

[6] Y. Freund, R. Schapire, and N. Abe, “A short

introduction to boosting,” J. Jpn. Soc. Artif. Intell.,

vol. 14, no. 5, pp. 771-780, 1999.

[7] F. M. Takbir Hossain, Md. I. Hossain, and S.

Nawshin, “Machine learning based class level

prediction of restaurant reviews,” 2017 IEEE

Region 10 Humanitarian Technology Conference

(R10-HTC), pp.420-423, 2017.

[8] S. Q. Wu and H. Nagahashi, “Parameterized

AdaBoost: Introducing a parameter to speed up the

training of real AdaBoost,” IEEE Signal Processing

Letters, vol. 21, no. 6, pp. 687-691, 2014.

[9] P. B. Zhang and Z. X. Yang, “A novel AdaBoost

The Propotion of 

Intercom(p)  

The Propotion of 

Computer Host(q) 

0
1

0.2

0.8

0.4

1

T
h

e
 C

la
s
s

if
ic

a
ti

o
n

 P
r
o

b
a
b

il
it

y
 o

f 

S
h

ie
ld

in
g

 D
e

v
ic

e

0.6

0.6 0.8

Intercome, Computer Host and Shielding Decive Mix

0.8

0.60.4

1

0.40.2 0.2
0 0

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

ACES JOURNAL, Vol. 34, No. 6, June 2019968

file:///D:/search/searchresult.jsp%3fsearchWithin=%22Authors%22:.QT.F.%20M.%20Takbir%20Hossain.QT.&newsearch=true
file://search/searchresult.jsp%253fsearchWithin=%2522Authors%2522:.QT.Md.%252520Ismail%252520Hossain.QT.&newsearch=true
file://search/searchresult.jsp%253fsearchWithin=%2522Authors%2522:.QT.Samia%252520Nawshin.QT.&newsearch=true
file://search/searchresult.jsp%253fsearchWithin=%2522Authors%2522:.QT.Samia%252520Nawshin.QT.&newsearch=true
file://xpl/mostRecentIssue.jsp%253fpunumber=8283331
file://xpl/mostRecentIssue.jsp%253fpunumber=8283331
file://xpl/mostRecentIssue.jsp%253fpunumber=8283331
file://search/searchresult.jsp%253fsearchWithin=%2522First%20Name%2522:%2522Shuqiong%2522%2509%2509%2509%2509&searchWithin=%2522Last%20Name%2522:%2522Wu%2522&newsearch=true
file://search/searchresult.jsp%253fsearchWithin=%2522First%20Name%2522:%2522Hiroshi%2522%2509%2509%2509%2509&searchWithin=%2522Last%20Name%2522:%2522Nagahashi%2522&newsearch=true
file://search/searchresult.jsp%253fsearchWithin=%2522First%20Name%2522:%2522Peng-Bo%2522%2509%2509%2509%2509&searchWithin=%2522Last%20Name%2522:%2522Zhang%2522&newsearch=true
file://search/searchresult.jsp%253fsearchWithin=%2522First%20Name%2522:%2522Peng-Bo%2522%2509%2509%2509%2509&searchWithin=%2522Last%20Name%2522:%2522Zhang%2522&newsearch=true


framework with robust threshold and structural 

optimization,” IEEE Transactions on Cyberrnetics, 

vol. 48, no. 1, pp. 64-76, 2018. 

[10] C. Xiao and T. Zhao, “Identification method of

EMI sources based on measured single-channel

signal and its application in aviation secondary

power source design,” IEEE Trans. Electromagn.

Compat., vol. 59, no. 2, pp. 439-446, 2017. 

[11] Y. X. Wang. “Research of Prediction Method of

Sudden Cardiac Arrest Based on ECG Signals,”

Jilin University, June 2017.

[12] J. Zhu, S. Rosset, H. Zou, and T. Hastie, “Multi-

class Adaboost,” Statistics and Its Interface, vol. 2,

no. 3, pp. 349-360, 2009.

NIE, YANG, REN, SU: CLASSIFICATION METHOD BASED ON ADABOOST FOR ELECTROMAGNETIC EMISSION 969



Feasibility Analysis of the Installation of a Guided-Wave HEMP Simulator in 

an Electromagnetic Shielding Room 

Yaoyao Li 1, Donglin Su 1*, Shuo Cui 1, and Weimin Li 2 

1 School of Electronic and Information Engineering 

Beihang University, Beijing, 100191, China 

bravegoal@126.com, sdl@buaa.edu.cn, cuishuo@buaa.edu.cn 

2 China Academy of Launch Vehicle Technology, CALT 

No. 1 Nan Da Hong Men Road, Fengtai District, Beijing, 100076, China 

liweimin8103@163.com 

Abstract ─ Field strength, waveform and uniformity are 

crucial to the validity of high-altitude electromagnetic 

pulse (HEMP) radiation sensitivity test (RS05/RS105) 

for large transient field facilities which are placed in 

expensive semi-anechoic chambers (SAC) usually. In 

this paper, we present a type of space requirements 

of those large transient field facilities installations 

in cheaper electromagnetic shielding room (ESR) by 

quantitative simulation analysis of the crucial factors. 

The field uniformity and the accuracy of guided-wave 

EMP simulator (GWES) in a SAC are verified by 

numerical cases and experiments. Time domain finite 

integral method (FIT) is employed to compute field data 

and singular value decomposition (SVD) technique has 

been used to extract the higher order modes (HOM). 

Based on the validated model, feasibility of GWES 

installation in an ESR was analyzed. The minimum space 

requirement of GWES installation has been obtained 

through optimization.  

Index Terms ─ Field uniformity, HEMP, higher order 

modes, singular value decomposition, transient 

electromagnetic field. 

I. INTRODUCTION
High-Altitude Electromagnetic Pulse (HEMP) is 

produced by nuclear explosion at high altitude and 

characterized by intense electric field strength, short 

duration, wide band in the frequency spectrum and large 

range coverage, which can damage electronic equipment 

of radar and communication systems, wires, crystal 

diodes, transistors, integrated circuits resistors, capacitors, 

filters, relays and other components [1, 2]. Therefore, the 

HEMP sensitivity test becomes critical for military and 

civil electronic systems. HEMP simulators are applied to 

generate pulse electric field which simulates the early 

nuclear explosion radiation. The waveforms are specified 

in MIL-STD-461G for operating RS105 test (transient 

electromagnetic field radiated susceptibility tests) [3, 4, 

5]. In order to obtain good field distribution uniformity, 

guided-wave EMP simulators are widely used in 

electromagnetic compatibility (EMC) susceptibility tests 

of airplanes, vessels and other electronic devices and 

systems. 

Several HEMP simulators satisfying the fast leading-

edge requirement of IEC 61000-2-9 were designed and 

built worldwide, such as ALECS, ARES, EMPRESS II, 

and SIEM-2. These generators are generally built in 

open-area test site (OATS) or SAC to avoid affecting the 

test area. Depending on the size of the EUT, the size of 

these transient field facilities varies from several meters 

to several hundred meters. In indoor GWES sites, the 

low operating frequency (200 MHz) characteristics 

require ferrite absorbing materials, which is expensive 

both in space and money. However, if the EM field 

characteristics of the GWES in the room can be 

accurately predicted, the local laying of EM absorbing 

materials can be used and the cost can be significantly 

reduced. In [6], many HEMP simulator concepts evolved 

from design are described. In [7]-[9], a summary of 

developments in the HEMP research worldwide since 

1975 was provided. In addition, the radiation patterns, 

higher order modes and some performance analysis 

research of HEMP simulators have been presented in 

[10]-[12]. A field uniformity analysis and calibrate 

method for eliminating the measurement error is presented 

in [13], [14]. Besides, in [15]-[16] the basic types or 

categories of EMP simulators were discussed. All of 

these works are about the standards, modeling, simulation 

and performance evaluation of HEMP simulator, without 

considering the performance changes after installation. 

No result of this type has been reported in the open 

literature.  

In this paper, feasibility of a GWES placement in an 

ESR was analyzed. In Section II, we present the GWES 

computational model and simulation results by CST 
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[20]. The field uniformity and the accuracy of the 

experimental simulator are verified by numerical cases 

and experiments. We proved that the electric field in the 

working area of guided wave EMP simulator can be 

expressed as a linear combination of TEM, TM and TE 

modes, which is of great importance to the analysis of 

field uniformity, radiation leakage and fundamental 

mode damage. In Section III, FIT has been used to 

compute field data and SVD technique has been 

employed to extract the HOM on a grid of 7 x 5. In 

Section IV, we analyzed the influence of metal wall on 

GWES performance based on the validated model. 
Feasibility of GWES installation in an ESR was analyzed. 

The minimum space requirement of GWES installation 

has been obtained through optimization. 

  

II. GWES MODELING AND VERIFICATION 

A. GWES modeling 

The modeling process is as follows. Firstly, the 

structure model and distributed load of HEMP generator 

were established. Secondly, the boundary condition and 

the reference point or reference plane were selected. 

Lastly, the structure and load value of the simulator are 

optimized to approximate the measured results. The 

simulation model is shown in Fig. 1. Virtual field probes 

are utilized in the test zone of the GWES model to 

perform a complete field mapping. Some parameters 

used in this study are as follows. The symmetric geometry 

is 1:1 according to [19] and the size is 5700 mm × 2500 

mm ×1800mm. The corresponding rise time is 2.47 ns 

and 99% energy effective bandwidth is 95.2MHz. The 

maximum frequency of the simulation is set as 600 MHz, 

the metal wire grating and the plate are perfect electric 

conductors, and the single load is 138 ohms. The 

background environment is assigned to air.  

 
GND

load

Pulse generator

3600mm 2100mm

2500

mm

Test zone

    

Pulse generator

1800mm

wire

ground

600mm

 
 (a)                                               (b) 

A
B

C
D

E

F
G

H
I

J

k
Probe area for GWES 

model verification

7×5 Probes for GWES 

HOM computation

 
 (c) 

 
Fig. 1. Geometry of a GWES: (a) top view, (b) side view, 

and (c) 3-D structure and monitors placement. 

 

The test zone is 1000 mm × 1000 mm. Eleven virtual 

field probes are placed on the ground plane of the test 

zone of the GWES model to perform field mapping. The 

positions of the probes are illustrated in Fig. 1 (c) marked 

as A to K. Also, there are 7 × 5 probes to monitor the EM 

field for HOM extracted by SVD.  
 

B. Verification model 

An ideal pulse generator voltage source U(t) is 

applied to produce the standard double exponential 

pulsed field E(t) [13], which are as follows: 

0

0, when 0
( )

( ), when 0t t

t
U t

U e e t  


 

  

               (1) 

0

0, when 0
( )

( ), when 0t t

t
E t

E k e e t  


 

   

            (2) 

where 4

0 6.5 10 VU   , 4

0 5 10 V/mE   , 7 14 10 s   , 

8 16 10 s   , and 1.3k  . 

To verify the GWES model, field uniformity and 

waveform are compared by simulation and experiment. 

The measurement setup is shown in Fig. 2. A differential 

D-dot sensor is used as the ground plane sensor. Thus an 

integrator has to be used together with the D-dot. The 

correction factor of the D-dot sensor is 37.4 mV. The 

relationship between the correction factor C of the sensor, 

the oscilloscope reading U, and the peak electric field E 

is demonstrated in (3) [19]: 

   ( / ) ( ) / [ / ( / )]E KV m U mV C mV kV m .        (3) 

The measurement is as follows: Firstly, the electric 

field probe is calibrated and then configures the 

measurement as shown in Fig. 2. Secondly, the voltage 

is converted into the field strength of the observation 

point according to (3). Lastly, move the probe to the 

observation points shown in Fig. 1 in turn, and record 

readings to complete the measurement. 
 

 
 

Fig. 2. Measurement setup of the GWES. 

 

The field uniformity of the simulation model is 

verified as follows. The field uniformity will not change 

due to the output voltage of GWES. So we picked a 

median of 20.1 kV as the GWES output voltage to 

facilitate the test. A time domain FIT method has been 

employed to compute the time domain field results. We 

select CST as computational tool. In MWS, the virtual 

probes can monitor EM field components in the appointed  
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space position. And we selected peak field as the field 

uniformity inputs. According to the simulation and 

measurement position shown in Fig. 1 (c), numerical 

results and measurement results of the field in different 

positions are listed in Table 1. 

Table 1: Comparison of simulation and measurement 

results of E-field uniformity  

p 
OR 

(mv) 

OREY 

(KV/m) 

ORLEY 

(dBV/m) 

SEY 

(dBV/m) 

A 48.0 1.28 62.17 111.236 

B 52.4 1.40 62.93 111.326 

C 54.8 1.47 63.32 111.481 

D 54.4 1.45 63.25 111.394 

E 50.2 1.34 62.56 111.053 

F 35.6 0.95 59.57 109.876 

G 36.4 0.97 59.76 109.938 

H 38.4 1.03 60.23 108.442 

I 35.0 0.94 59.42 108.386 

J 34.8 0.93 59.37 108.205 

K 42.8 1.14 61.17 109.82 

Field uniformity(dB) 3.9 3.3 

Where P represents the position of monitors, OR 

refers to oscilloscope reading voltage, OREY is the 

oscilloscope reading voltage transfer to linear field 

strength, ORLEY shows the oscilloscope reading voltage 

transfer to Logarithmic field strength, and SEY represents 

simulation field strength. It is shown that the deviation 

of the GWES model on field uniformity equals to 0.6dB. 

Fig. 3. Comparison of the electric field waveform between 

IEC 61000-2-9, simulation and measurement. 

The field uniformity of eleven points from A to K is 

shown in Table 1. Without loss of generality, point C 

marked in Fig. 3 (c) is selected as the reference point for 

EM field waveform analysis. The numerical simulation 

result, standard curve and measurement result of point 

C are shown in Fig. 3. In the measurement, 1 to 3 

nanoseconds propagation delay usually occurs when 

HEMP waveform propagates from MAX voltage source 

to point C, while there is no delay in the standard and 

simulation model. Therefore, the simulation result, 

standard curve and measurement cannot be overlapped 

in the time domain. In order to verify the accuracy, the 

rise time and maximum field strength are selected for 

comparison. The rise time is 2.47 ns and maximum field 

strength is 50000V/m. It shows good agreement with 

the HEMP standard of IEC 61000-2-9 [21], which an 

industry standards for HEMP waveform. 

The electric field strength distributions through 

numerical simulation are shown in Fig. 4. The maximum 

field strength can reach 50000V/m. Those results show 

that the experimental GWES meets the standard 

requirements. 

(a)  (b) 

(c)  (d) 

Fig. 4. GWES electric field strength distribution: (a) x=0 

mm plane, (b) y=200 mm plane, (c) y= 500mm plane, and 

(d) Z=2820 mm plane.

The above work shows a good agreement to the EM 

field waveform, distribution and uniformity with the 

measured data, which proves that the GWES model is 

credible. 

III. APPLICATION SVD FOR HOM

ANALYSIS 

A. Singular value decomposition (SVD)

In SVD, a matrix is decomposed into three matrices

of same size. In this subsection, we present a brief 

description of the method and its application to the 

modal analysis of FIT simulation. The SVD of a matrix 

A is defined as follows [17, 18]: 

If 
m nA  , there would exist orthogonal matrices:

 1 2, , m m

mU u u u   ,  (4) 

 1 2, , n n

mV v v v   ,  (5) 

such that, 

 
1

, min ,
r

T T

i i i

i

A USV u v r m n


     ,  (6) 

where 

 1 2 1, , , 0r rS diag         .   (7) 

The vector 
i

u and
i

v denote the ith left and right 

singular vectors, respectively, and the diagonal elements 

i of S are the singular values of matrix A. Considering

a physical quantity simultaneously measured at m 
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different positions and sampled at n different times with 

a sampling interval 
st , the matrix representation of 

the above observation can be generally expressed by a 

rectangular array  1ij j sx x i t    , where the row index 

i refers to time and the column index j refers to the 

channel. The SVD of the matrix 
ijx is expressed as 

k k

ij i k jX U s V . The singular values S represent the

amplitude of a mode, while U and V are the basis 

functions. In summary, the matrix 
ijX  has been 

decomposed into three parts - time (U), amplitude (S) and 

space (V). 

B. SVD analysis on computed result

Based on the verified GWES model. FIT has been

used to compute field data and SVD technique has been 

used to extract the higher order modes. SVD is performed 

on ( )ijE x  measured at 35 positions (z=2320 mm plan) as 

shown in Fig. 1 (c). These field monitors locates in the y 

direction with an interval of 0.8 m. Each channel records 

1000 points with a sampling interval of 200 ns.  

Fig. 5. Logarithms of the singular value iS

The 35 singular values of the decomposed 

components are shown in Fig. 5. The x axis represents 

observation position indexes. Following the principle of 

[17], the word “dominant” is used in an approximate 

sense to describe modes whose singular values lie within 

three orders of magnitude of the strongest mode. It shows 

that there are four dominant modes (Eigen modes). 

Figures 6 (a)-(d) exhibit the eigenvectors in the 

descending order. The eigen vector in Fig. 6 (a) is almost 

constant. Obviously, it corresponds to the TEM mode, 

which does not have any zero crossing. The eigen vectors 

illustrated in Figs. 6 (a), (b), (c) and (d) have one, two or 

three zero crossing, respectively, which represent the 

TM0 (TEM), TM1, TM2 and TM3 modes respectively. 

The above HOM will cause the radiation leakage and 

destructive of the fundamental mode. In the following 

parts, we will analysis the radiation leakage in an ESR, 

and its impact to the test zone. 

Fig. 6. Eigen vectors of the dominant modes. 

IV. GWES PLACEMENT IN AN ESR
Limited by the funding, the indoor GWES test

facility cannot have full coverage by absorbing materials. 

The size of a research institution ESR is shown in Fig. 7. 

1.8m

2.5m

4.2m 2.1m

8m

2.5m11.2m

20m

3.5m

Side view

Top view

 ferrite absorbers or none

Fig. 7. An indoor  GWES site. 

If metallic walls (or electrical installations, barriers, 

etc.) are in the vicinity of the installation site, reflections 

of the wave can occur. The reflected waves will return to 

the test zone and added to the field below the antenna. 

Depending on the phase of the reflected wave, the 

distortion of the signal could be positive or negative. In 

order to analyze the feasibility, we carry out a simulation 

analysis based on the validated simulator above 

mentioned. It is assumed that absorbing materials forms 

a perfectly matched layer. The analysis procedure is 

shown in Fig. 8. 

Step 1): Establish a model of shielding chamber 

loading GWES according to the actual size of ESR. 

Step 2): The load surface wall, along with the front, 

rear and top walls are set as metal surfaces, while other 

walls are set as open. The distribution of the simulated 

field and the waveform characteristics of the uniform 

field in the test area are compared with those in the fully 

open condition, and the influential wall is obtained. 

Dominant Modes

i

lg iS

i

iV

(a)

(b)

(c)

(d)
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Step 3): If the influential wall exists, the part of the 

wall with larger influential surface is set as open, and the 

other area is metal wall. The minimum space requirement 

is obtained by the simulation method of step 2. 

Step 4): The site size requirement of the test GWES 

is formed to provide technical support for MIL-STD-

461G. 

Establish GWES model in a ESR

Start

Setting the wall parameters in turn to 

get the most influential wall 

Meet with SAC 

situation?

Simulating the waveform of 

observation points and comparing it 

with SAC

Obtain minimum space requirement 

and end

Adjust the spacing 

between GWES 

and wall

Fig. 8. Proposed installation feasibility analysis method 

operating flow chart. 

3

1

2

4

Fig. 9. GWES installation in an ESR model 

The GWES-ESR model is shown in Fig. 9. The 

GWES model which is depicted in Fig. 9 is the same 

as we stated in part II. We choose the most important 

parameters of the E1 shape, i.e., the rise time 10%~90% ,

the pulse width at half maximum 
ft and the peak 

amplitude of the electric field 
0E [2] as the index of 

feasibility evaluation. 

Comparing Fig. 10 (a) with Fig. 10 (b), it can be 

observed that field distributions produced by GWES 

installation in ESR and SAC situations are the same in the 

test zone which is 1000 mm × 1000 mm ×1000mm as 

shown in Fig. 1 (a). Shielding room slightly enhances 

the indoor field strength, compared to SAC. The field 

uniformity does not change according to the same 

calculation method in Table 1. 

Fig. 10. Field distributions at x=0 mm plane and t=8.5ns 

produced by GWES installation in ESR and SAC 

situations. 

In order to get the influence of shielding room on the 

test system, the waveform comparison between shielding 

room and semi-anechoic chambers at K point as illustrated 

in Fig. 1 (c) is carried out. The result is shown in Fig. 11. 

Fig. 11. Field waveforms produced by GWES installation 

in SAC and ESR situations 

Considering Fig. 11 and the calculation results, it 

can be found that 10%~90% , 
ft  and 

0E in ESR are almost

the same with those from SAC condition. However, the 

electric field waveform in the back edge is distorted 

because of severe oscillatory effect from the reflection of 

the wall appears on the back edge of the pulse. To assess 

that impact, we select 5000 points to calculate the mean 

error between five curves and SAC curves. As shown in 

Table 2, installation in ESR and 4# wall has the greatest 

impact.  

Table 2: Comparison of mean error on different simulation 

situation  

Simulation Situation Mean Error (V/m) 

GWES in ESR 4276 

2# wall as metal wall 285 

1# wall as metal wall 182 

4# wall as metal wall 1242 

3# wall as metal wall 120 

(a) 

(b) 
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To eliminate the damped oscillation effect in the 

back edge caused by wall, we optimized the minimum 

distance between the facility and the wall. We define d1, 

d2, d3, whose shown on Fig. 12 are the variables to be 

optimized. We select the average deviation of 
zE , 

xE

and 
yE on pulse delay amplitude for SAC and ESR 

as the objective goal, so as to optimize d1, d2 and d3 

respectively. When the average deviation of 
zE is less 

than 10V/m, d1 is obtained. When the average deviation 

of 
xE is less than 10V/m, d2 is obtained. When the 

average deviation of 
yE is less than 10V/m, d3 is 

obtained. As shown on Fig. 11, the damped oscillation 

effect is minimum when d1 is equal to 3.2m, d2 is equal 

to 1.5m and d3 is equal to 1.8*H. It is feasible to install 

the GWES in ESR as long as the specified space 

requirements are followed. 

H

C

A B

3.2m3.2m

Top view

1.8HSide view

1.5 m

1.5 m

d1

d3

d1

d2

d2

Fig. 12. The optimized minimum space requirements of 

GWES installation. 

V. CONCLUSION

In this paper, feasibility of a popular guided-wave 

EMP simulator placement in an electromagnetic shielding 

room was analyzed by time domain finite integral 

method and singular value decomposition. A GWES 

model is built and validated by the good agreement 

on field strength, waveform and uniformity between 

simulations and measurements. Based on this GWES 

model, FIT has been used to compute field data and 

the SVD technique has been used to extract the higher 

order modes. Waveform distortion of GWES in ESR 

was simulated by FIT and the feasibility of GWES 

installation in an ESR was further analyzed. This proves 

that installation of the GWES in ESR as long as the 

specified space requirements is feasible and the minimal 

space requirement of GWES installation has been given 

by optimization method. 
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Abstract ─ Previous investigations into the on-chip 

power distribution network (OCPDN) have focused on 

low frequency ranges. This study analyzes the high-

frequency behavior of OCPDNs, where the wavelength 

approaches the dimension of the OCPDN and the track 

structure in the OCPDN. A theoretical model based 

on transmission line theory with common mode and 

differential mode analysis is established. The model 

shows that the power tracks can block the propagation of 

electromagnetic waves in certain frequency ranges and 

that wide stopbands exist. Full wave simulation based on 

(HFSS) is performed to verify the model. The simulation 

results match the theory, confirming the predicted 

behavior of the power tracks. Measurements are 

performed on prototype power tracks and the results are 

again consistent with the theory. The behavior of the 

power tracks shown here provides important information 

for the design of integrated circuits for millimeter-scale 

wave communications. 

Index Terms ─ Frequency response, on-chip power 

distribution network, pass-band, stop-band. 

I. INTRODUCTION
Radio technologies in 5G communication employ 

millimeter-scale waves [1-3]. High-speed communication 

with large bandwidth is key to 5G communication. In 

addition, the stability of integrated circuits must be 

considered. Part of the on-chip power distribution 

network (OCPDN) for graphic memory is shown in 

Fig. 1. The structure consists of equidistant power tracks 

and shows periodicity in some parts. 

The OCPDN may be exposed to signals with 

frequencies up to 100 GHz in the complex 

electromagnetic environment. Previous studies have 

analyzed the electromagnetic interference of power 

distribution network (PDN) below or close to 1 GHz [4]; 

however, its behavior in the millimeter-scale wave range 

is not well understood. Other studies into suppressing 

OCPDN noise [5-8] typically use extra structures instead 

of improving the power tracks. Many researchers have 

treated the problem of OCPDN analysis using numerical 

approaches with lumped elements. Therefore, a method 

of OCPDN analysis at such high frequencies is worth 

developing. 

Fig. 1. Power tracks of the PDN in a memory integrated 

circuit. 

According to [9], the shunt tracks of a periodic 

structure produce a stopband, which has a Bragg-like 

effect. In recent years, many studies have attempted to 

reduce the mutual coupling; for example, by using an 

electromagnetic band gap structure (EBG) [10, 11] or 

electromagnetic shielding mesh structure [12]. These 

periodic structures can block electromagnetic waves. 

Analyzing the behavior of the PDN by transmission line 

theory is possible because the space between the source 

and ground tracks is very small. In this study, we focus 

on the power tracks. As the wavelength approaches the 

feature size of the OCPDN, Bloch-like theory can be 

established to describe the behavior of the OCPDN. The 

following sections show the development of this theory. 

II. THEORETICAL MODEL

A. System model

The power track structure is illustrated in Fig. 2,

with some modifications. It consists of metal tracks 

distributed equidistantly on a ring. Consider the 

following scenario: a source is connected to the center of 

the left edge of the ring while a load is connected to the 
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center of the right edge of the ring. The characteristics of 

the power track structure for wave propagation can then 

be described using the ratio of outgoing power on the 

load to incoming power from the source; i.e., the S21 

parameter. The objective is to solve the problem using 

the physical dimensions of wave propagation as well as 

process-related parameters. 

Fig. 2. A schematic model of power tracks. 

The structure shows strong periodicity; it can be 

considered as a sequence of unit cells shown in Fig. 3 

(a). As the wavelength of the electromagnetic wave is 

comparable to the cell dimension, the length of the track 

is half the wavelength and the interconnection between 

two tracks (one segment of the ring) is one eighth the 

wavelength in this paper. The tracks and the segments 

between two tracks should be considered as transmission 

lines. Their line impedances and propagation constants 

are ZH, βH and ZW, k respectively. 

         (a) (b) 

Fig. 3. (a) A unit cell of the power tracks. (b) Equivalent 

circuit of the unit cell. 

The upper and lower parts of the power track are 

symmetrical. The source and the load are on the axis of 

symmetry. It is reasonable to consider wave propagation 

with the common mode method: the upper and lower 

edges of the ring have the same voltage distribution, as 

shown in Fig. 3 (b). Then, the unit cell can be split into 

two T cells, as shown in Fig. 4 (a), whose behavior is 

identical. Thus, only one T cell needs to be analyzed. 

    (a)      (b) 

Fig. 4. (a) Two T cells of the unit cell. (b) The transmission 

line common mode model of the two T cells. 

In Fig. 4, ZHF denotes the load impedance viewed 

from the center of the track down or up. The equivalent 

impedance of a T cell will be discussed in the next 

section. 

B. Common mode analysis

The behavior of the T cell can be described with an

ABCD matrix. Given the cell size, the wave propagation 

constant and the line impedances, the ABCD matrix can 

be written into (2) in normalized form. Readers may refer 

to [13] for deduction details: 

  [
𝑉𝑛

𝐼𝑛
] = [

𝐴 𝐵
𝐶 𝐷

] [
𝑉𝑛+1

𝐼𝑛+1
],                      (1) 

[
𝐴 𝐵
𝐶 𝐷

] =

[
cos

𝑘𝑑

2
𝑗 sin

𝑘𝑑

2

𝑗 sin
𝑘𝑑

2
cos

𝑘𝑑

2

] [
1 0

𝑗𝑍𝑊𝑌𝐷𝑁 1
] [

cos
𝑘𝑑

2
𝑗 sin

𝑘𝑑

2

𝑗 sin
𝑘𝑑

2
cos

𝑘𝑑

2

].(2) 

The input impedance of the track, viewed from the 

ring edge into the track, is ZDN (Fig. 4). For common 

mode operation, the middle point can be considered as 

an open, meaning that ZHF equals ∞. Therefore, the input 

impedance of the track is given as: 

𝑍𝐷𝑁 = 𝑍𝐻

𝑍𝐻𝐹+𝑗𝑍𝐻 tan 𝛽𝐻
ℎ

2

𝑍𝐻+𝑗𝑍𝐻𝐹 tan 𝛽𝐻
ℎ

2

, 

= 𝑍𝐻

∞+𝑗𝑍𝐻 tan 𝛽𝐻
ℎ

2

𝑍𝐻+𝑗∞ tan 𝛽𝐻
ℎ

2

,

 =
𝑍𝐻

𝑗 tan 𝛽𝐻
ℎ

2

. (3) 

The values of k and 𝛽𝐻 are equal in the model. Due

to the periodicity of the tracks, the propagated wave on 

the power tracks can be defined as: 

𝑉𝑛+1 = 𝑉𝑛𝑒−𝑗𝛽𝑑. (4) 
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Combining (2), (3), and (4) provides the dispersion 

relationship of the wave propagation in (5). For wave 

propagation without attenuation, in other words, the 

solution of cos 𝛽𝑑 exists in equation (5) and condition 

(6) should be satisfied. Frequency ranges violating

condition (6) correspond to the stopbands:

cos 𝛽𝑑 = cos 𝑘𝑑 −
1

2

𝑍𝑊

𝑍𝐻
tan

𝑘ℎ

2
sin 𝑘𝑑,             (5) 

𝑓(𝑘) = |cos 𝑘𝑑 −
1

2

𝑍𝑊

𝑍𝐻
tan

𝑘ℎ

2
sin 𝑘𝑑| < 1.         (6) 

Equation (6) is transformed into (7) and (8). The 

passband regions are shown in Fig. 5. In this figure, the 

horizontal axis is the propagation constant, k, and the 

vertical axis is the tangent function of k: 

1

2

𝑍𝑊

𝑍𝐻
tan

𝑘ℎ

2
tan

𝑘𝑑

2
≤ 1,           (7) 

−1 ≤
1

2

𝑍𝑊

𝑍𝐻

𝑡𝑎𝑛
𝑘ℎ

2

𝑡𝑎𝑛
𝑘𝑑

2

.          (8) 

The method used for analyzing the power tracks 

is essentially the transmission line common model 

method. Further to the above equations, we can also 

build an equivalent circuit of the power tracks, as shown 

in Fig. 6, which gives the S21 parameter of every 

frequency. 

Fig. 5. Passband calculated with the common mode 

method. 

Fig. 6. Common mode model of ADS consisting of lossless transmission lines. 

C. Differential mode analysis

Common mode wave propagation is an extreme

situation with symmetrical ports. Moreover, the ports 

can be set anywhere on the power tracks, which makes 

the problem much more complex. Another extreme 

situation occurs whereby the wave phases in the upper 

and lower ends of the power tracks are opposite. Then, 

the two waves meet at the midpoint with a phase 

difference of 180°. This method is called differential 

mode, in which the middle point of the power tracks can 

be considered a short, meaning that ZHF equals 0 as 

shown in Fig. 7. 

For differential mode operation, the input impedance 

of the track is: 

𝑍𝐷𝑁 = 𝑍𝐻

𝑍𝐻𝐹+𝑗𝑍𝐻 tan 𝛽𝐻
ℎ

2

𝑍𝐻+𝑗𝑍𝐻𝐹 tan 𝛽𝐻
ℎ

2

, 

= 𝑍𝐻

0+𝑗𝑍𝐻 tan 𝛽𝐻
ℎ

2

𝑍𝐻+𝑗0 tan 𝛽𝐻
ℎ

2

, 

= 𝑗 𝑍𝐻tan 𝛽𝐻
ℎ

2
.  (9) 

Combining (2), (4), and (9), gives the dispersion 

relationship of the wave propagation in (10). For wave 

propagation without attenuation, condition (11) should 

be satisfied. Frequency ranges violating condition (11) 

correspond to the stopbands: 

cos 𝛽𝑑 = cos 𝑘𝑑 +
1

2

𝑍𝑊

𝑍𝐻

1

tan
𝑘ℎ

2

sin 𝑘𝑑,             (10) 
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𝑔(𝑘) = |cos 𝑘𝑑 +
1

2

𝑍𝑊

𝑍𝐻

1

tan
𝑘ℎ

2

sin 𝑘𝑑| < 1.        (11) 

Equation (11) is transformed into (12) and (13). The 

passband regions are shown in Fig. 8: 
1

2

𝑍𝑊

𝑍𝐻

1

𝑡𝑎𝑛
𝑘ℎ

2
𝑡𝑎𝑛

𝑘𝑑

2

≤ 1,           (12) 

−1 ≤
1

2

𝑍𝑊

𝑍𝐻

𝑡𝑎𝑛
𝑘𝑑

2

𝑡𝑎𝑛
𝑘ℎ

2

.      (13) 

(a)   (b) 

Fig. 7. (a) Voltage distribution, and (b) unit cell of the 

differential mode. 

Through Advanced Design System (ADS) 

simulation, an ideal differential mode model is built to 

verify this method. There are two inputs at either end of 

the left edge, as shown in Fig. 9. The phase difference 

between the two input signals is 180°. At any location of 

the left edge, the source will produce two modes at the 

same time. According to our theory, the input impedance 

of the track and the general dispersion relationship is: 

𝛤 = 𝑒−𝑗ɵ =
𝑍𝐿−𝑍0

𝑍𝐿+𝑍0
,        (14) 

𝑍𝐷𝑁 = 𝑍0

𝑍𝐿+𝑗𝑍0 tan 𝛽𝐻
ℎ

2

𝑍0+𝑗𝑍𝐿 tan 𝛽𝐻
ℎ

2

,     (15) 

cos 𝛽𝑑 = cos 𝑘𝑑 +
1

2
𝑗

1+𝑗𝑎𝑡𝑎𝑛
𝑘ℎ

2

𝑎+𝑗 tan
𝑘ℎ

2

sin 𝑘𝑑, (16) 

where ɵ is the voltage phase difference between both 

ends of the right edge and 𝑎 =
1+𝑒−𝑗ɵ

1−𝑒−𝑗ɵ.

Fig. 8. Passband calculated with the differential mode 

method.

Fig. 9. Differential mode model of ADS consisting of lossless transmission lines. 

III. VERIFICATION BY SIMULATION
In this section, we discuss the common-mode and

differential-mode behavior and solve the problem of 

hybrid mode wave propagation. To illustrate this 

behavior, a simulation with the following parameters 

is used to verify our model: h represents the length of 

power tracks, d is the width of the unit cell, and n 

represents the number of unit cells. The cross-section of 

the ring and track are the same. The ring and track have 

the same line impedance, Z0, which is equal to 192.924 Ω. 

Figure 10 compares f(k) and 1 for h = 1 mm, d = 0.125 mm 

and n ranges from 7 to 21. According to the common mode 
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model and equation (6), the frequency ranges where 

f(k)  is above 1 correspond to the stopband, whereas 

other frequency ranges correspond to the passband. It is 

expected that the electromagnetic waves of the four 

bands will be blocked by the power tracks. 

Fig. 10. Theoretical result of the common mode model. 

Fig. 11. Simulated S21 parameter with a variable number 

of tracks. 

Figure 11 shows the simulation results of the 

common-mode equivalent circuit. It again predicts a 

stopband very close to the frequency range of the 

theoretical result. The three-dimensional structure of the 

power tracks is built using high-frequency structure 

simulator (HFSS) for full wave simulation. The results 

are also shown in Fig. 11. The HFSS simulation results 

match the ADS simulation results very well, and the 

two have very close stopbands. In the high-frequency 

range above 700 GHz, due to the skin effect, the HFSS 

simulation model impedance mismatch causes greater 

attenuation. The ranges of the stopband are weakly 

dependent on the number of unit cells if n is sufficiently 

large. 

Fig. 12. Theoretical result of the differential mode 

model. 

Fig. 13. S21 at the top output of the differential mode 

equivalent circuit in ADS. 

Figure 12 compares g (k)  and 1. According to the 

differential mode model and (11), frequency ranges 

where g (k)  is above 1 also correspond to the stopband. 

In contrast to the common mode, the first stopband is 

near the DC area. The first passband area is located from 

approximately 121 GHz to 282 GHz. Figure 13 shows 

the simulation result of the ideal differential mode 

equivalent circuit in Fig. 9, which predicts the passbands 

close to the calculated frequency range. Meanwhile, 

electromagnetic wave near the DC area is blocked by the 

differential mode equivalent circuit. It should be noted 

that the frequency response of the differential mode is an 

ideal case. In fact, not only differential mode wave 

propagation but also common mode wave propagation 
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occurs at the same time. Figure 14 indicates that the 

differential mode is suppressed at the center output.  

In contrast to the midpoint, the output located in the 

rightmost track comprises two modes of guided waves. 

Therefore, we can predict differential mode behavior by 

subtracting the behavior at the midpoint. 

 

 
 
Fig. 14. S21 at the center output of the differential mode 

equivalent circuit in ADS. 

 

 
 

Fig. 15. Hybrid mode model. 

 

Figure 15 shows the model used to verify the hybrid 

mode propagation. Δh is the distance between the input 

location and the midpoint. The port at the top of the  

right edge collects the hybrid mode information but the 

midpoint can only collect common mode information. 

Only one output port is used at a time. The total length 

of the tracks is 1 mm. Five input locations are set to  

show the overlap of the hybrid mode. According to the 

differential mode method, there is no differential mode 

wave propagation while the input is at the midpoint. 

As shown in the theoretical result and equivalent 

circuit simulation, the power of electromagnetic waves 

near 0 GHz, 300 GHz, 600 GHz, 900 GHz, or 1200 GHz 

are blocked by the differential mode method. Directly 

measuring the wave conduction of the differential mode 

is difficult; thus, equation (17) verifies the existence of 

the power of the differential mode: 

∆|𝑆21|2 = |𝑆21ℎ𝑦𝑏𝑟𝑖𝑑|
2

− |𝑆21𝑐𝑜𝑚𝑚𝑜𝑛|2.         (17)             

The subtraction results from ADS and HFSS 

simulations are shown in Fig. 16. By subtracting the 

common mode EM wave, the results also show the 

stopbands near 0 GHz, 300 GHz, 600 GHz, 900 GHz, 

and 1200 GHz. 

 

 
 

Fig. 16. |S21top|2 - |S21center|2 of simulations with a variable 

input distance. 

 

IV. VERIFICATION BY MEASUREMENT 
In this section, geometrical scale model 

measurements [14] based on a printed circuit board 

(PCB) shown in Fig. 17 are compared with the 

transmission line mode in ADS. The common mode  

test corresponds to port1 and port3, and the hybrid mode 

test corresponds to port2 and port4. With the following 

parameters: h = 100 mm, d= 12.5 mm, n = 7, and relative 

permittivity of the dielectric substrate is equal to 4.5, the 

first stopband of the common mode ranges from 0.8 to 

1.3 GHz, according to the theory. By referring to [15], 

the attenuations can be calculated by the following 

equation: 

𝛼 [
𝑑𝐵

𝑚
] =

20𝜋

𝑙𝑛10

1

𝑄𝑐𝜆𝑔
,  (18) 
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𝑄𝑐 represents the quality factor at the resonant frequency

and 𝜆𝑔 is the wavelength in the power tracks.

In the measurement, the effective permittivity is 

equal to 3.3, loss coefficient is equal to 3.66 dB/m, and 

dielectric loss angle tangent is equal to 0.05.  

Fig. 17. Prototype of power tracks based on a printed 

circuit board. 

Fig. 18. Measurement and ADS results of common mode 

and hybrid mode methods. 

Fig. 19. Subtraction results of common mode and hybrid 

mode methods. 

As shown in Fig. 18, the first stopband is very close 

to the frequency range and the second stopband also 

obeys the common mode theory. In Fig. 18, the hybrid 

mode measurement shows a different frequency response 

from the common mode and differential mode methods. 

To confirm the existence of the differential mode, this 

section calculates the power and squares S21 to obtain the 

result of the mixed-mode power minus the common-mode 

power in the simulation and experiment, respectively. 

Figure 19 shows the subtraction results from the 

measurement and transmission line model for ε𝑒𝑓𝑓 =

3.3 , α = 3.66 dB/m , and tanδ = 0.05 . According to 

the differential mode theory, the above simulation shows 

the passband near 200 GHz, which corresponds to 1.2 GHz 

from the measurement. We verify that the power can 

split into two modes. If the input or output is set at the 

midpoint, no differential mode propagation occurs in the 

measurement either. 

V. CONCLUSION
The propagation of electromagnetic waves in 

power tracks consists of two modes: common mode 

and differential mode. The first stopband of the common 

mode is where the wavelength is about twice the track 

length. The first stopband of the differential mode is 

where the wavelength is more than twice the track length. 

The widths of the stopband increase with the number of 

tracks and become saturated as the track number exceeds 

nine. Equations are presented for calculating the exact 

range of the stopbands. The frequency response of 

propagation in the power tracks in the general case 

is a combination of common-mode behavior and 

differential-mode behavior; it varies with the location 

of the source and observation points. If the source or 

observation point is located at the center of the power 

tracks, there will be no differential mode. However, 

because the stopbands of the two modes have an overlap, 

there is always a stopband for the propagation. 

Employing equivalent circuits based on transmission 

line theory is an effective method for analyzing power 

tracks, as proved with field simulations and practical 

measurements. The frequency response of the power 

track reveals the millimeter-scale wave electromagnetic 

properties of on-chip power distribution networks. Our 

future study will work on more complex mesh structure. 

It also aids the development of new structures for 

millimeter-scale wave filter design.  
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Abstract ─ Lamb wave is potential to evaluate the health 

state of plate-like structures in nondestructive testing. 

However, the dispersive and multimodal properties of 

Lamb wave bring negative effect on the extraction of 

time-of-flight (TOF) which is important information to 

map the structure. This paper proposes a new method 

based on the ridge analysis to accurately extract the TOF 

of narrowband Lamb wave. The method establishes the 

ridge curve in the time-frequency domain and then, the 

TOF of corresponding frequency can be obtained utilizing 

the time information in the ridge. An experiment system 

using the electromagnetic acoustic transducer is established 

on the steel plate to verify the performance of the proposed 

method. The results show that the ridge analysis method 

has higher accuracy than the traditional Hilbert Transform 

method. Furtherly, the sensitive analysis proves that the 

proposed method owns high stability and strong 

robustness. 

Index Terms ─ Dispersion, Lamb wave, nondestructive 

testing, ridge analysis. 

I. INTRODUCTION
The health monitoring of metallic plate is vital in the 

development of modern industry [1]. Lamb wave used in 

nondestructive testing provides an efficient method to 

inspect the defects in metallic plate [2]. Lamb wave 

propagating along the structure for a significant distance 

is sensitive to both surface and internal defects. By 

extracting the information in Lamb wave signal, the 

defect can be recognized and located, and the inspected 

structure can be mapped [3-5]. The commonly used 

features of the Lamb wave contain the time-of-flight 

(TOF), amplitude, frequency, phase and so on [6]. 

Lamb wave is a common mode propagating in plate-

like structures. It can be easily generated by piezoelectric 

transducer or electromagnetic acoustic transducer (EMAT). 

Derived from medical X-ray tomography, Lamb wave 

tomography imaging (TI) has been developed for 

evaluating defects in metallic plates [7-8]. The technology 

of TI needs the accurate TOF of Lamb wave as the input 

information. TOF not only influences the locations of 

defects, but also affects the determination of defect depth. 

However, Lamb wave has the nature of dispersion which 

means the velocity of Lamb wave is dependent on the 

frequency. This phenomenon will bring dilation of  

Lamb wave packets in time domain after Lamb wave 

propagates a certain distance [9]. Thus the dispersion 

increases uncertainty in the determination of TOF. Lamb 

wave owns another characteristic of multimode, which 

means multiple modes coexist in structure although  

with one incitation frequency [10]. This phenomenon 

complicates the Lamb wave signals and makes it difficult 

to extract the TOF. Besides, noise which overwhelms the 

useful inspection signals cannot be ignored in actual 

inspection environment. 

Several time-frequency analysis methods have  

been developed to extract the TOF of Lamb wave. The 

wavelet network trained to model the cross correlation 

was applied to measure the time between the ultrasonic 

pulse and reflected echo [11], but the construction of 

neural network needed enough training sets. The time-

frequency energy density precipitation method established 

the time-domain energy density curve to calculate the 

TOF of narrowband Lamb wave inspection signal, which 

was feasible in dealing with the initial space-induced 

pulse from excitation signal [12]. The Hilbert Transform 

(HT) which detected the peak value of signal was applied 

to extract the characteristics of captured Lamb wave [13]. 

Ridge detection based on wavelet transform and Markov 

chain was proposed [14] and implemented in separation 

of multimodal guided wave signals in long bones [15]. 

Although the above methods provide effective 

measurement of TOF in specific situations, the time 

extraction is still limited by the dispersive nature of 

Lamb wave [16]. 

In the work to be described here, a new method 

based on short time Fourier transform (STFT) is 

proposed to extract the accurate TOF of narrowband 

Lamb wave. The theoretical foundations of the dispersive 
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Lamb wave are analyzed. Then basic procedures of the 

ridge analysis method are presented. The Lamb inspection 

experiment system is established to validate the 

effectiveness of the proposed method. For comparison, 

the traditional HT method is implemented. Besides, the 

sensitivity analysis for the proposed method is conducted. 

II. TOF EXTRACTION METHOD BASED

ON RIDGE ANALYSIS 
The ridge analysis method utilizes the dispersive 

property of Lamb wave. It establishes the ridge curve in 

the time-frequency domain. Then the TOF information 

can be accessed through the ridge. 

A. Theoretical analysis of the dispersive Lamb wave

Compared with ultrasonic bulk wave, it is

advantageous that Lamb wave attenuates slowly along 

the structure and its wave field exists in the whole plate. 

However, the velocity of Lamb wave is not consistent. 

The Rayleigh-Lamb equation describes the essential 

feature of Lamb waves. Specifically, the symmetric and 

asymmetric modes can be separately expressed as [17]: 
tan(𝑞ℎ)

tan(𝑝ℎ)
= −

4𝑘2𝑝𝑞

(𝑞2−𝑘2)2, (1) 

tan(𝑞ℎ)

tan(𝑝ℎ)
= −

(𝑞2−𝑘2)2

4𝑘2𝑝𝑞
, (2) 

where ℎ =
1

2
𝑑 , 𝑝2 =

𝜔2

𝑐𝐿
2 − 𝑘2 , 𝑞2 =

𝜔2

𝑐𝑇
2 − 𝑘2 , 𝑘 =

𝜔

𝑐𝑝
, 

𝑑  is the plate thickness. 𝑐𝐿  is the longitudinal wave

velocity. 𝑐𝑇  is the transverse wave velocity. 𝑐𝑃  is the

phase velocity. 𝜔 is the angular frequency and 𝑘 is the 

wave number. 

From equations (1) and (2), it is clear that the 

velocity of Lamb wave is dependent on the plate 

thickness and frequency. This phenomenon is called 

dispersion. Furtherly, the group velocity of Lamb wave 

is defined as 𝑐𝑔 =
𝑑𝜔

𝑑𝑘
, which can be derived from the

phase velocity. For a steel plate with Poisson’s ratio of 

0.28 and density of 7850 𝑘𝑔 ∙ 𝑚−3, the Rayleigh-Lamb

equation can be solved numerically and the phase 

velocity and group velocity dispersion curves can be 

obtained. The results are shown in Fig. 1. The symmetric 

and asymmetric modes of Lamb wave are marked as 𝑆 

mode and 𝐴 mode, respectively. 

(a) Phase velocity dispersion curves

(b) Group velocity dispersion curves

Fig. 1. Dispersion curves of Lamb wave. 

After Lamb waves of different frequencies 

propagate over a distance in plate, the time duration of 

wave packets would increase because of the dispersion. 

Then it will bring negative influence in the extraction of 

TOF. Therefore, to minimize the dispersion and control 

the mode of generated Lamb waves, the excitation signal 

should have narrow bandwidth. A windowed toneburst 

is usually adopted as the excitation signal. The Hanning 

window can be expressed as: 

𝑤(𝑛) =
1

2
(1 − cos (

2𝜋𝑛

𝑁−1
)) 𝑅𝑁(𝑛), (3) 

where 𝑁  is the length of window and 𝑅𝑁(𝑛)  is the

rectangular window. The truncation effect of the window 

leads to spectrum leakage. The signal bandwidth could 

be in a region from 𝑓𝑚𝑖𝑛 to 𝑓𝑚𝑎𝑥
 [9]:

𝑓𝑚𝑖𝑛 = 𝑓0 (1 −
𝐾

𝑛
), (4) 

𝑓𝑚𝑎𝑥 = 𝑓0 (1 +
𝐾

𝑛
), (5) 

where  𝑛 is the cycle of the window and 𝐾 is a constant. 

Figure 2 shows the signal and spectrum of a 5-cycle 

toneburst with the center frequency of 100 kHz. 

Fig. 2. 5-cycle toneburst and its spectrum. 

B. Procedures of the ridge extraction method

The Lamb wave signal is typically non-stationary

and its frequency varies over time. The Fourier Transform 

has the best frequency solution, but it lacks the time 

location of frequency. Therefore, it is not suitable to 

analyze Lamb wave signal. STFT, also called windowed 

Fourier transform, overcomes the shortcoming described 

as above. Giving signal 𝒙(𝒕) ∈ 𝑳𝟐(𝑹), the definition of

STFT is expressed as follows: 
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𝑆𝑇𝐹𝑇(𝑡, 𝜔) = ∫ 𝑥(𝜏)𝑔∗(𝜏 − 𝑡)𝑒−𝑗𝜔𝜏𝑑𝜏, (6)

where 𝑔(𝑡) is a window function. It satisfies ‖𝑔(𝑡)‖ = 1. 

The length of window function is an important parameter 

influencing the resolution of STFT. Subjected to the 

uncertainty principle, the shorter window length leads to 

better time resolution, but worse frequency resolution. 

The energy density spectrum called spectrogram is 

defined as: 

𝑆𝑥(𝑡, 𝜔) = |𝑆𝑇𝐹𝑇(𝑡, 𝜔)|2. (7)

Due to the dispersive nature, Lamb waves of 

different frequencies arrive at the receiver at different 

times. Therefore, the spectrogram is like a mountain with 

inclined ridge in the time and frequency representation. 

To obtain the accurate TOF, the ridge analysis method is 

proposed and the theoretical procedures are listed as 

follows:  
Step 1: Perform the discrete STFT on the 

preprocessed narrowband Lamb wave signal and 

calculate the spectrogram: 

𝑆𝑥(𝑡𝑚, 𝜔𝑘) = | ∑ 𝑥𝑛 (𝑛)𝑔∗(𝑛 − 𝑡𝑚𝑁)𝑒−𝑗
2𝜋

𝑀
𝑛𝑘|2. (8)

Step 2: Locate the peak ridge point as the top of 

ridge. The peak ridge point lies in the maximum 𝑆𝑥 in

time-frequency region of wave packet: 

(𝑡𝐹, 𝜔𝐹) = argmax 𝑆𝑥(𝑡, 𝜔). (9)

Step 3: Search the other ridge points in an iterative 

process. The ridge is the route declined at the lowest pace 

in the spectrogram. After the locating of peak ridge 

point, the routes of the ridge in its bilateral sides are 

obtained by determining the ridge point one by one at 

discrete time.  

For the right route, if (𝑡𝑚, 𝜔𝑚) is the former ridge

point, then the frequency of next ridge point in time 𝑡𝑚+1

can be expressed as in equation (10). Then the next 

obtained ridge point is  (𝑡𝑚+1, 𝜔𝑚+1):

 𝜔𝑚+1 = argmin |
𝑆𝑥(𝑡𝑚+1,𝜔𝑚+1)−𝑆𝑥(𝑡𝑚,𝜔𝑚)

√(𝜔𝑚+1−𝜔𝑚)2+(𝑡𝑚+1−𝑡𝑚)2
|. (10) 

For the left route, if (𝑡𝑚, 𝜔𝑚) is the former ridge

point, then the frequency of next ridge point in time 𝑡𝑚−1

can be expressed as in equation (11). Then the next 

obtained ridge point is  (𝑡𝑚−1, 𝜔𝑚−1):

 𝜔𝑚−1 = argmin |
𝑆𝑥(𝑡𝑚,𝜔𝑚)−𝑆𝑥(𝑡𝑚−1,𝜔𝑚−1)

√(𝜔𝑚−𝜔𝑚−1)2+(𝑡𝑚−𝑡𝑚−1)2
|. (11) 

Step 4: Form the ridge curve in the time-frequency 

domain. After Step 3, the discrete ridge points  (𝑡𝑚, 𝜔𝑚)
are obtained. Then the least squares fitting method is 

used to establish the ridge curve: 

𝜔(𝑡) = argmin ∑ |𝜔(𝑡𝑚) − 𝜔𝑚(𝑡𝑚)|2
𝑡𝑚

, (12) 

where 𝜔(𝑡) is the fitted ridge. 

Step 5: Determine the TOF. Assuming the excitation 

signal has the center frequency of 𝑓𝑐, the corresponding

TOF in the fitted ridge curve can be calculated easily 

using the time information. For two wave packets, if the 

corresponding times of  𝑓𝑐 in the obtained ridges are 𝑡𝑐1

and 𝑡𝑐2, respectively, then:

TOF = 𝑡𝑐2 − 𝑡𝑐1. (13)

Figure 3 illustrates the procedures of the ridge 

analysis method. 

Determine the excitation parameters 

of Lamb wave

Arrange the transducers and 

acquire the original wave

Pre-amplify and filter the signal

Perform the discrete STFT and 

calculate the spectrogram

Locate the peak ridge point as the top of ridge 

All ridge points in the 

wave packets obtained?

Search the ridge points which decline lowest 

in the spectrogram

Form the ridge curve using the fitting method

Determine the TOF in the ridge curve

Yes

No

Fig. 3. The procedures of the ridge analysis method. 

III. EXPERIMENTS AND RESULTS

A. Lamb inspection experiment system

To validate the effectiveness of the proposed ridge

analysis method, Lamb inspection experiment system 

is established on the steel plate. Figure 4 (a) shows 

the schematic diagram of the experiment system. The 

inspected steel plate is 4 mm thick. The EMAT is used 

as the transmitter and receiver. And the EMAT is 

composed of meander coil and magnet, as Fig. 4 (b) 

shows. The coil is connected to the power amplifier and 

the magnet is used to supply the static offset magnetic 

field.  

In the experiment system, the computer controls the 

power amplifier AG1024 to generate the high power 

excitation signal. The signal is Hanning windowed 

toneburst with the amplitude of 200 V. Its center 

frequency is 250 kHz and number of cycles is 5. The 

toneburst flows through the EAMT coil and generates the 

dynamic magnetic field. Based on the magnetostrictive 

effect and its inverse effect, the EMAT can generate and 

detect the Lamb waves. The received signal is amplified 

and filtered firstly by the signal conditioner. Then the 

signal is sampled by the data acquisition (DAQ) system 

and sent to the computer for further analysis. 
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(a) The Lamb wave inspection system

N S

Static magnetic field

Permanent magnet

EMAT coil

EMAT coil

d

(b) Configuration of the transducer

Fig. 4. The setup of the experiment system. 

𝑆 mode Lamb wave is sensitive to the defects and 

this mode is chosen to detect the plate. According to Fig. 

1, under the parameters of corresponding excitation 

frequency and plate thickness, only the fundamental 𝑆 

mode and 𝐴 mode Lamb wave exist. To generate pure 𝐴 

mode and avoid the modal interference, the transducer 

is configured deliberately. Specifically, the distance 

between the two adjacent coils is half of the wavelength, 

which can be expressed as: 

𝑑 =
1

2
𝜆, (14) 

where 𝜆 is the wavelength of 𝑆0 mode. And 𝜆 satisfies:

𝜆 =
𝑐𝑝

𝑓
. (15) 

From Fig. 1, the phase velocity and group velocity 

of the generated 𝑆0  mode are 5291.57 𝑚/𝑠  and

5143.86 𝑚/𝑠 , respectively. Then 𝜆  can be calculated 

and 𝜆 = 0.021 𝑚. 

B. TOF extracted by the ridge analysis method

In the experiment system described above, the

distance between the transmitter and receiver is set as 

800 mm initially and this distance can be changed by 

removing the receiver. 

The signal waveform sent to the computer is shown 

in Fig. 5. During this time duration, the waves reflected 

from the boundary of plate have not reached the receiver 

and only two wave packets are collected. For clear 

analysis of the waveform, the two wave packets are 

marked as 𝑃0 and 𝑃1, respectively. The first wave packet

𝑃0 is generated nearly simultaneously with the excitation

toneburst signal. 𝑃0 is the space-induced pulse which is

induced by the receiver from the high power excitation 

signal in the transmitter. 𝑃1  is the received signal of

propagating Lamb wave. To recognize the mode of this 

signal, its TOF should be extracted. 

Fig. 5. The signal waveform of Lamb wave. 

The signal is processed by implementing the ridge 

analysis method and the results are shown in Fig. 6. The 

Hamming function is selected as the window function of 

STFT. And the length of time window is 41, which is 

approximately one twentieth of the total sampling points. 

The chosen length gives a compromise of the time 

and frequency resolution. The fitting procedure in the 

proposed method weakens the influence of window 

length furtherly. 

As Fig. 6 shows, the time-frequency distribution of 

the received wave packets 𝑃1  is oblique corresponding

to the axis. This phenomenon is the verification of the 

dispersion characteristic. The energy is concentrated along 

the center frequency 250 kHz, which is the same as the 

excitation frequency. The extracted TOF is 156.13 𝜇𝑠 

and the relative error between it and the theoretical TOF 

of 𝑆0  mode is 3.27%. Therefore, the generated Lamb

wave is the desired 𝑆0 mode.

Fig. 6. The results by implementing the ridge analysis 

method. 

To verify the accuracy of the ridge analysis method, 

the signal is also processed by the traditional HT method. 
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And then the results from the two methods are compared. 

Table 1 gives the calculated TOF and the relative error 

with the theoretical TOF. The relative error can be 

obtained by equation (16). The comparative results 

indicate that the TOF extracted by the ridge analysis 

method is more accurate than that extracted by the HT: 

𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑟𝑟𝑜𝑟 =
|𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑇𝑂𝐹−𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑇𝑂𝐹|

𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑇𝑂𝐹
. (16) 

C. Sensitivity and robustness of ridge analysis method

The dispersion characteristic of Lamb wave brings

the variation of velocities in difference frequency 

components. If Lamb wave propagates a longer distance, 

this dispersive phenomenon would become more 

remarkable, namely, the wave packet would become 

more dilated and the ridge curve would become more 

oblique. 

Table 1: Comparison of TOF by ridge analysis and HT 

Method 
Calculated 

TOF (𝝁𝒔) 

Theoretical 

TOF (𝝁𝒔) 

Relative 

Error 

Ridge 

Analysis 
156.13 151.18 3.27% 

HT 162.72 151.18 7.63% 

In this part, the sensitivity and robustness of ridge 

analysis method are verified by re-implementing the 

algorithm in the Lamb wave after propagating different 

distance. The distances between the transmitter and 

receiver are changed and then the pre-amplified and 

filtered waveforms are acquired. For comparison, the 

ridge analysis method and HT are applied to extract 

the TOF, respectively. The results are shown in Fig. 7. 

Furtherly, the relative error between the theoretical TOF 

and calculated one is analyzed and plotted in Fig. 8. 

Fig. 7. The TOF extracted by HT method and the ridge 

analysis method. 

From Fig. 7, it is clear that although the propagation 

distance increases, the TOF extracted by ridge analysis 

method is close to the theoretical TOF. While using 

the HT method, the difference of obtained TOF and 

theoretical TOF fluctuates over the distance. From Fig. 

8, the presentation of relative error gives more evident 

comparison. The relative error from the proposed method 

becomes smaller when the Lamb wave propagates longer 

distance. This error is around 1.2% when the propagation 

distance is 0.24 m. Nevertheless, the relative error by HT 

method is much higher and this value varies considerably 

with different distance. The possible reason is that the 

HT method is influenced by the dispersive property 

of Lamb wave and the noise from the experiment 

environment. 

Fig. 8. The relative error of HT method and the ridge 

analysis method. 

Due to the dispersive property, the wave packets of 

Lamb wave have larger duration in time than the initial 

excitation signal. However, the proposed method takes 

advantage of this property and extracts the time 

information steadily. What’s more, the proposed method 

is insensitive to the experiment noise. Therefore, the 

ridge analysis method has better performance of accuracy 

and stability in terms of the extraction of TOF. 

IV. CONCLUSION
In this paper, a new TOF extraction method based 

on the ridge analysis is proposed. This method utilizes 

the dispersive characteristic of Lamb wave to form the 

ridge curve in the time-frequency domain. The results 

of the experiments show that the TOF of Lamb wave 

inspection signal can be extracted effectively by 

applying the proposed method. Compared with the 

traditional HT method, the ridge analysis has higher 

accuracy. Specifically, the relative error between the TOF 

extracted by the proposed method and the theoretical 

TOF is around 1.2% when the propagation distance is 

0.24 m, which is far less than the error brought by the 

HT method. Besides, the TOF extraction experiments in 

different propagation distances indicate that the proposed 
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method has good performance of stability and robustness. 

Therefore, the proposed ridge analysis method is suitable 

for application of high accuracy TOF extraction of 

dispersive Lamb wave. 
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Abstract ─ A modified V-shaped silicon groove 

waveguide, embeded with metal nanowire,which is 

coated with a low refractive index layer was proposed. 

Finite element method (FEM) is used to numerically 

simulate the characteristics of the hybrid plasmonic 

mode at the wavelength of 1550nm. The simulation 

results show that the hybrid plasmonic mode can be 

confined to the dielectric layer on the surface of the metal 

nanowire. Meanwhile, factors on the modal properties 

are analyzed. Low loss and strong mode confinement can 

be realized by adjusting the size of the dielectric and 

metal nanowires as well as the angle of the V-shaped 

groove. The overall performance of the proposed model 

is superior to that of traditional hybrid plasmonic 

waveguides. 

Index Terms ─ Finite element method, hybrid plasmonic 

waveguide, Modal analysis, V-shaped silicon groove. 

I. INTRODUCTION
Surface plasmon polaritons (SPPs) have been 

widely used as information carriers for designing and 

preparing nano-waveguide structures. By the advantage 

of excellent conductivity and the breakthrough of 

diffraction barrier, surface plasmon waveguides (SPWs) 

has become one of the ideal design schemes for the new-

generation optoelectronic integrated chips. A key issue 

in designing SPWs is how to get the balance between 

mode confinement and propagation length [1-2]. 

Up to present, researchers have made a variety of 

innovative improvements in the structure of optical 

waveguides, and have proposed a series of surface 

plasmonic waveguide structures, e.g., shapes, film, slit, 

cylinder, strip and V-shaped groove were designed; 

material patterns, dielectric-metal-dielectric (DMD), 

metal-dielectric-metal (MDM) and hybrid pattern were 

proposed [3-9]. 

Among the above plasmonic waveguide structures, 

the V-shaped groove structure has been shown that a 

strong lateral confinement on the SPP at the bottom of 

the groove resulted in low transmission loss in the optical 

communication bands [10-14]. In addition, the silicon 

waveguides are well compatible with complementary 

metal oxide semiconductors (CMOS), and it can be used 

as the basic module for the transmission, confinement 

and process of optical signals in photonic integrated 

circuits. The mode confinement ability of SPP structure 

can be further enhanced by combining metal waveguides 

with silicon devices [15-17]. However, SPPs mode 

transmits on the nanowire surface, the propagation 

constant is denoted as β = 2 π neff / λ [18], and the 

propagation length can be defined as Lp = 1/2Im(β) [18]. 

Therefore, the propagation length of the metal-high 

refractive index dielectric was higher than that of the 

metal-low refractive index dielectric structure. In other 

words, the hybrid SPPs mode is confined to the low 

refractive index layer more efficiently. For the above 

reasons, based on the traditional structure [19-20], a 

modified waveguide model consisting of a metal 

nanowire covered with a dielectric film of low refractive 

index in a V-shaped silicon groove is proposed. FEM is 

used to numerically analysis the symmetrical hybrid SPP 

mode transmission due to its flexibility in geometrical 

modeling [6]. Furthermore, the factors on the modal 

properties are analyzed to facilitate the feasibility design 

of the waveguide structure, such as the size of the 

dielectric and metal nanowires, the angle of the V- 

shaped groove, et al. 

II. GEOMETRY OF THE PROPOSED

HYBRID V-GROOVE WAVEGUIDE AND 

THEORETICAL ANALYSIS 
Based on the analysis above, the hybrid plasmonic 

waveguide model is proposed as shown in Fig. 1. In 

order to increase transmission distance, the V-shaped 

silicon groove waveguide was embedded with the metal 
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nanowire, which is coated with low refractive index 

dielectric layer. 

Fig. 1. Geometry of the proposed hybrid groove 

waveguide. The silicon slice (height h = 600 nm, width 

L = 800 nm, εc = 12.25) is used as the V-groove substrate 

with the angle (θ), and the silver nanowire (the radius is 

denoted by r, εm = -129+3.3i) [9] is coated with low-

index dielectric SiO2 (the radius is denoted by R), thus, 

the thickness of the SiO2 (εr = 2.25) layer is denoted by 

d = R - r. 

The surface plasmon mode transmits on the 

nanowire surface along z-axis. The vector field Φ can be 

expressed as: 

    (, , , , ) , ) ,) ( (j z j z

t zx y z x y e x y x y e    Φ Φ Φ Φ  (1) 

where, Φt(x,y) and Φz(x,y) are respectively represented 

by the horizontal and vertical field components. In 

this case, the wave equation is degenerated into two-

dimensional cross section, which can be shown as: 

 2 2 2 2(2 / ) 0,neffn   Φ Φ (2) 

where n and neff denote the refractive index of material 

and the modal effective refractive index, respectively. 

The mode characteristics are analyzed by wave equation. 

The propagation length can be defined as: 

 1/ 2 .pL Im  (3) 

The modal properties also include the normalized mode 

area Aeff/A0, which can be defined by the ratio of a 

mode’s total energy density per unit length and its peak 

energy density. Here, 
2

2

0

2( ) ( ) ; ( / 2) ,e f A Af W r dA W rA dA A  
  
   (4) 

where W(r) represents the effective energy density [18]. 

III. MODAL CHARACTERISTICS OF THE

PROPOSED HYBRID V-GROOVE

WAVEGUIDE 
FEM method is carried out to simulate the plasmon 

characteristics with a wavelength at 1550 nm. The wave 

equation (2) is solved by combining the boundary 

condition of the above proposed model. Simulation 

results of the electric field energy flux density Sz for the 

fundamental hybrid plasmonic mode are shown in Fig. 

2. Compared with different geometries, energy began to

spread from the bottom of the groove to the surface of 

the metal nanowire, and was ultimately confined to the 

vicinity of the lower refractive index layer. Moreover, 

from Table 1, it is found that the proposed hybrid V-

groove waveguide has the maximum value of the energy, 

which implies that the proposed waveguide structure 

has higher mode field confining ability for the strongest 

coupling between the channel plasmon polaritons (CPPs) 

mode and dielectric mode. 

Fig. 2. Sz distributions of the fundamental mode of hybrid 

groove waveguide with different geometries: (a) 

conventional V-groove waveguide (θ = 300), (b) V-

groove waveguide with metal nanowire (θ = 300, r = 20 

nm), and (c) the proposed hybrid V-groove waveguide 

(θ= 300, [R, r] = [100, 20] nm). 

Table 1: The maximum value of the electric field energy 

flux density Sz 

Modal (a) (b) (c) 

Sz (V/m) 9.9814e7 1.4776e8 2.7261e8 

Fig. 3. Sz distributions of the fundamental mode with 

different r = 20, 40, 60, 90 at θ = 300 and R = 100 nm. 

The influence of different thickness of the dielectric 

layer on the fundamental hybrid plasmonic mode is 

shown in Figs. 3 (a)-(b). For configurations with a 

relatively radius of the dielectric layer and nanowire 

(e.g., R = 100 nm), as the radius r of the nanowire 

increases, one can find that the distribution of energy 

gradually shifted from the entire groove area to the 

dielectric layer. Moreover, from Table 2, the maximum 

value of the electric field energy flux density Sz has 

increased with the decrease in the thickness of dielectric 

layer, which shows that the hybrid plasmonic mode can 

be confined to the thinner dielectric layer. 

Table 2: The maximum value of the electric field energy 

flux density Sz 

Sz 
(V/m) 

r = 20 

(nm) 

r = 40 

(nm) 

r = 60 

(nm) 

r = 80 

(nm) 

R = 100 

(nm) 
2.7261e8 3.2873e8 4.3811e8 7.9982e8 

(a) (b) (c) 
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It is of practical significance to investigate the 

influence of groove angle on the fundamental hybrid 

plasmonic mode. For configurations with [R, r] = [100, 

60] nm, the electric field distribution of the fundamental

plasmonic modes are shown in Fig. 4. While θ = 00 (e.g.,

Fig. 4 (a)), the proposed structure is similar to a DMD

hybrid plasmonic waveguide structure [9]. While θ = 1800

(Fig. 5 (c)), the proposed structure is similar to a hybrid

waveguide structure consisting of a dielectric base and

metal nanowire [18]. Through comparing the maximum

energy electric field components (Ex and Ey) in Table

3, it can be seen that the hybrid mode appears as a

symmetric quasi-TM mode with Ex as the dominant

electric field components for θ < 900. However, a further

increase in the groove angle results in the confinement

of symmetric quasi-TM mode. With more energy

penetrating into the metal area, Ex decreases with the

energy loss. When |Ex|max and |Ey|max are comparable for

θ = 900, both the symmetric quasi-TE and quasi-TM

hybrid modes are supported. The value of |Ex|max

continuously decreased along with the increased the

groove angle from θ > 900 to θ < 1800. It can be obtained

that the hybrid mode appears as a symmetric quasi-TE

mode with Ey as the dominant electric field components,

indicating a transformation of the quasi-TE mode to

quasi-TM mode, and polarization rotation can be realized

by adjusting the groove angle.

 (a) (b) (c) 

Fig. 4. Field distributions of the dominant electric 

component Ex and Ey on various angle. 

Table 3: The maximum value of the electric field energy 

θ = 00 θ = 900 θ = 1800 

|Ex|max (V/m) 4.0724e8 3.2086e8 1.6468e8 

|Ey|max (V/m) 1.4162e8 3.2585e8 5.7815e8 

Next, comparison is carried out between the proposed 

CPPs, V-groove waveguide with metal nanowire (R = r) 

and conventional V-groove waveguide (R = r = 0) [8-11]. 

Simulation results reveal that the proposed CPPs model 

has low effective refractive index (neff), long-distance 

transport (Lp) and strong mode confinement (Aeff /A0) in 

Figs. 5 (a)-(c). One can further prove the strongest 

coupling between the plasmonic and dielectric mode. 

Further, these factors of R, r and θ on the impact 

of the modal properties have been investigated. For 

configurations with θ (e.g., θ = 300), Figs. 5 (a)-(c) 

illustrates that the value of neff increases monotonically; 

the value of Lp and Aeff /A0 decreases when r gets bigger 

with the same R. Correspondingly; the value of neff, Lp 

and Aeff/A0 have the same trend when R gets smaller with 

the same r. Meanwhile, compared with different angles, 

performance gets better in accordance with bigger θ. 

So the hybrid plasmonic waveguide model with low 

loss and strong mode confinement can be realized by 

adjusting the values of the R, r and θ. 

 (a) 

 (b) 

 (c) 

Fig. 5. Dependence of the modal properties of the 

fundamental hybrid mode with the different R and r; (a) 

the effective refractive index (neff), (b) the propagation 

length (Lp), and (c) normalized the effective area (Aeff /A0). 
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IV. CONCLUSION
In this paper, a novel hybrid silicon groove 

waveguide model is proposed. FEM is used to 

numerically simulate the electric field energy for the 

fundamental hybrid plasmonic mode. Compared with 

conventional groove waveguide, more energy are 

confined on the low refractive index dielectric layer 

because of the strong coupling between plasma mode 

and dielectric mode. Meanwhile, these factors of R, r 

and θ on the impact of the modal properties have been 

investigated. The proposed model with low loss and 

strong mode confinement can be realized by adjusting 

the values of the R, r and θ, and polarization rotation of 

the hybrid mode can be achieved by changing the θ. 

Therefore, the proposed hybrid waveguide structure is 

compatible with traditional fabrication technologies, 

and has the potential to be used in highly integrated 

waveguide circuits. 
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Abstract ─ The propagation characteristics of signal of 

the Automatic Identification System (AIS) in the 

evaporation duct environment over the sea surface are 

investigated by using the parabolic equation method. 

The parabolic equation method has excellent stability 

and accuracy in solving the computational problem of 

electromagnetic wave propagation under different 

atmospheric conditions and it is probably the most 

suitable for the purpose of analyzing AIS signals. The 

propagation of AIS signals in air is determined by 

the variation of the refractivity with height. For AIS 

transmission, ducting propagation may be the most 

important propagation mechanism. The propagation loss 

of AIS signals in the evaporation duct is calculated and 

compared with that for the case of the standard 

atmosphere. In order to demonstrate the effect of 

evaporation duct on the propagation of AIS signals 

more intuitively, propagation loss versus range for 

three typical AIS links and the receiver height versus 

propagation loss under different atmospheric conditions 

are analyzed in details. The simulation results show that 

the evaporation duct has little influence on the AIS 

system. 

Index Terms ─ AIS, evaporation duct, parabolic equation 

method, propagation loss. 

I. INTRODUCTION
Automatic Identification System (AIS) is a new 

navigation aid that operates in the Very High Frequency 

(VHF) maritime mobile band, and its primary purpose is 

to facilitate the efficient exchange of navigation and 

voyage data between ships, and between ships and 

shore stations [1]. As a maritime navigation safety 

communication system, it can automatically provide 

 vessel information, including the vessel’s identity, type, 

position, course, speed, navigation status and other 

safety-related information to other ships and to shore 

stations in its surroundings. It also receives such 

information from similarly fitted ships and exchanges 

data with shore-based facilities automatically. When 

AIS signals propagate over the sea surface, it is easily 

affected by various atmospheric conditions. At the 

beginning of this research, only three papers were found 

to study the effects of atmospheric conditions on AIS 

signal propagation over the sea environment. A report 

by the International Telecommunications Union (ITU) 

examined some general propagation mechanisms that 

could enhance the shore-based AIS detection range, but 

ignores atmospheric conditions behind it [2]. Green et al. 

[3] analyzed phenomena that could theoretically affect

the transmission of AIS signals. In their opinion, the

parabolic equation method may be the most suitable for

predicting the propagation characteristics of AIS signals

in atmospheric duct conditions. Bruin [4] studied

the impact of North Sea weather conditions on the

performance of AIS, and the Advanced Refractive Effects

Prediction System (AREPS) was used to calculate the

propagation loss and predict AIS coverage.

Over the sea, evaporation duct is the most common 

type of anomalous propagation [5,6]. The height of 

the evaporation duct is usually between 6 m and 30 m, 

and generally no more than 40 m. When radio waves, 

especially microwaves, travel near the sea surface, they 

are easily affected by the evaporation duct. Part of 

energy is trapped in the duct and propagates beyond the 

line-of-sight, forming a very important evaporation duct 

propagation mechanism. 

Because the evaporation duct has significant 

influence on the stability of the communication link and 
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 the accurate estimation of the target position by radar, 

analysis of the effect of evaporation duct on radio waves 

has been the focus of attention. By studying the effects 

of the evaporation duct on the propagation of AIS 

signals, it is of profound significance to improve maritime 

situational awareness. At the same time, it also has 

important application value for the inversion research of 

atmospheric ducts. 

The parabolic equation method is based on a 

reduction of the Helmholtz equation and it can be 

implemented to propagation over sea and land. It can 

accurately predict the propagation characteristics of 

electromagnetic waves in a complex environment and  

is commonly used in the study of wave propagation 

problems [7-9]. In addition, through the marching 

method, it can use the fast Fourier transforms technique 

to obtain solutions. For maritime propagation applications, 

the parabolic equation method can be solved by running 

on a laptop for a few seconds. To this end, the parabolic 

equation method is utilized to model the propagation of 

AIS signals under ducting conditions. The propagation 

loss of AIS signals in the standard atmosphere and the 

evaporation duct is calculated and compared. 

II. AUTOMATIC IDENTIFICATION

SYSTEM 
In 2000, the AIS system was introduced by the 

International Maritime Organization (IMO) as a part of 

the Safety of Life at Sea (SOLAS) regulations, which 

require AIS to be fitted aboard all ships of 300 gross 

tonnage and upwards engaged on international voyages, 

cargo ships of 500 gross tonnage and upwards not 

engaged on international voyages and all passenger ships 

irrespective of size [10]. International regulations came 

into full force on December 31, 2004, and this system is 

known as Class A AIS system. After this date, all ships 

in service have installed an AIS system must operate it 

continuously except for international agreements, rules, 

or standards allow navigational information to be 

protected. In 2007, Class B AIS system was introduced 

for small vessels, including pleasure boats. Class A 

and Class B AIS systems are fully compatible and they 

can receive and decode each other’s messages. Class A 

system’s messages generally contain more information 

than Class B system’s messages. However, they all 

provide essential safety information. In this paper, we 

only consider the Class A AIS system. 

Two international channels have been allocated for 

AIS use and both frequencies are in the maritime VHF 

mobile band [11]. AIS 1 (161.975 MHz) and AIS 2 

(162.025 MHz) are designated for long-range AIS 

systems. At all time, messages can be received on 

both channels, whilst messages should be transmitted 

alternately from AIS 1 and AIS 2 channels. Class A AIS 

system parameters are given in Table 1. 

Table 1: AIS system parameters 

Parameter Value 

Transmitter Power (W) 12.5 

Frequency (MHz) 161.975/162.025 

Antenna Gain (dBi) 2~5 

Wavelength (m) 1.86 

Receiver Sensitivity 

(dBW) 
–137.0

III. AIS SIGNAL PROPAGATION

MODELLING 

A. Atmospheric refractivity model

Evaporation duct is a kind of duct with the highest

frequency over the surface of the sea. It is formed by the 

evaporation of sea surface water vapour, which causes 

the atmospheric humidity to decrease sharply with height 

in a small height range. At a certain height, the modified 

atmospheric refractivity is minimized, which is defined 

as the evaporation duct height (Fig. 1).  

d

0
M

z

Fig. 1. Modified atmospheric refractivity profile for an 

evaporation duct. 

The evaporation duct is usually described using a 

logarithmic model, which is defined as [12]: 

   
0.00015

0 0.125 0.125 ln ,
0.00015

z
M z M z d

 
    

 

 (1) 

where  0 339M   is the modified atmospheric

refractivity at the sea surface, z is the vertical height, and 

d is the evaporation duct height. 

B. Parabolic equation method

The two-dimensional Helmholtz equation in

Cartesian coordinates is given by [13]: 
2 2

2 2

02 2
0,k m

x z

 


 
  

 
(2) 

where   is the electric or magnetic field in the 

horizontal or vertical polarization, respectively, x is 

the range and z is the height, 0 2k   is the free 
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space wave number,   is the wavelength, and 
61 10m M    is the height and range dependent

modified refractive index.

A wave function is introduced to derive the 

parabolic equation: 

    0x, x, .
ik x

z u z e  (3) 

Substituting (3) into (2), yields: 

 
2 2

2 2

0 02 2
2 1 0.

u u u
ik k m u

x x z

  
    

  
(4) 

Ignoring backward propagation waves, the standard 

narrow angle parabolic equation (SPE) can be written as: 

 
 

2
20

2 2

0

, 1
1 , .

2

u x z ik
m u x z

x k z

  
   

  

 (5) 

The split-step Fourier transform solution of the SPE 

is given by: 

      2 1 2

0 0 0

0

+ , exp 1 F exp F , ,
2 2

x x
u x x z ik m ip u x z

k


    

            

(6) 

where F and 1F represent the forward and inverse

Fourier transforms respectively, 
0 sinp k  with 

being the propagation angle referenced from the paraxial 

direction, x  is the range step, and  0 ,u x z  is the

initial field distribution. 

Split-step Fourier transform method is a stepping 

algorithm that calculates the field distribution of the next 

step based on the field distribution of the previous step. 

Given the initial field distribution  0 ,u x z ,  0 + ,u x x z

can be calculated using the split-step Fourier transform 

method. Thus, all numerical solutions can be determined 

by an iterative process.  

It should be noted that in order to ensure accuracy 

of the SPE solution, propagation angles should be less 

than 15˚. For maritime evaporation duct propagation, the 

propagation elevation angle of electromagnetic waves is 

generally less than 1˚. Thus, the SPE is chosen to model 

the propagation characteristics of AIS signals in the 

atmospheric duct environment. 

C. AIS signal model

Since AIS is a one-way communication system,

according to the radio wave propagation theory, received 

AIS signal level is [4]: 

 

2
2

2
,

4π

t t r
r

PG G
P F

R


 (7) 

where
tP  is the transmitted power, 

tG is the gain of 

the transmitter antenna, 
rG is the gain of the receiver

antenna,   is the wavelength, R is the distance from 

the transmitter to the receiver, and  ,F x u x z  is the 

propagation factor. 

The propagation loss PL of AIS signals is defined as 

[14]: 

 
4

20log 20log .
R

PL F




 
  

 
(8) 

D. Rough sea surface effect

A flat sea surface is usually used in electromagnetic

waves propagation modeling. However, in reality this is 

not the truth [15,16]. Since the wavelength of the AIS 

signal is 1.86 m, which is of the same order as the root 

mean square sea height variations under strong wind, the 

influence of sea surface roughness must be taken into 

account. Therefore, the effective reflection coefficient 

eff is introduced to account for the rough sea surface

effect, which is defined as [17]: 

,eff e   (9) 

where 
e is the reflection coefficient of a flat sea

surface,   is the roughness reduction factor, which is 

defined as: 
2 2

0= exp ,
2 2

I
 


   
   
   

(10) 

where 
0I is the modified Bessel function of the first kind 

of order zero,   is the Rayleigh roughness parameter, 

which is defined as: 

= 4 sin ,    (11) 

where 
20.0051  is the root mean square sea height, 

 is the wind speed,   is the grazing incidence angle,

and   is the wavelength.

IV. NUMERICAL SIMULATION AND

DISCUSSION 

A. Comparison of propagation loss pattern

In this section, we present the simulation results of

the propagation loss of AIS signals under different 

atmospheric conditions. The simulation parameters are: 

the AIS signal frequency is 162 MHz, the transmitter 

antenna is an omnidirectional antenna with a height of 

10 m, the elevation angle is 0˚, and vertical polarization 

is adopted. Figure 2 contains the propagation loss for the 

standard atmosphere generated with the parabolic 

equation method. Figure 3 contains the propagation loss 

results for an ideal 30 m evaporation duct with the same 

simulation parameters.   
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Fig. 2. Propagation loss for the standard atmosphere. 

 

 
 

Fig. 3. Propagation loss for an ideal 30 m evaporation 

duct. 

 

Comparing Fig. 2 with Fig. 3, we can see that the 

propagation loss pattern of the evaporation duct and the 

standard atmosphere are basically the same, indicating 

that the evaporation duct has almost no effect on the 

propagation of AIS signals. 

 
B. Propagation loss versus range for three types of 

AIS links 

In order to better reveal the influence of the 

evaporation duct on the propagation of the AIS signal, 

propagation loss at different duct height is given. Figure 

4 shows propagation loss versus range for the AIS ship-

to-ship link under the standard atmosphere and the 5 m, 

15 m, 25 m, and 35 m height evaporation duct conditions. 

The receiver is located 10 m above mean sea level, which 

is a typical ship antenna height. 

 

 
 

Fig. 4. Propagation loss under different evaporation duct 

height conditions at a receiver height of 10 m. 

 

As can be seen from Fig. 4, as the distance increases, 

the propagation loss gradually increases. However, 

although the propagation loss generally decreases slightly 

as the height of the evaporation duct increases, the 

propagation loss curve is basically coincident with  

the propagation loss curve under standard atmospheric 

conditions, indicating that the evaporation duct has little 

effect on the propagation of the AIS signal. 

For the AIS ship-to-shore link, the shore station 

usually has high antenna, typically 30 m. Figure 5 shows 

propagation loss versus range for the AIS ship-to-shore 

link under the standard atmosphere and different 

evaporation duct conditions. 

 

 
 

Fig. 5. Propagation loss under different evaporation duct 

height conditions at a receiver height of 30 m. 

 

As noticed from Fig. 5, although the propagation 

loss is smaller than that of Fig. 4, the overall variation 

trend is consistent with Fig. 4, which indicates that the 
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evaporation duct has little effect on the AIS ship-to-shore 

link. 

In addition to ship-to-ship link and ship-to-shore 

link, AIS receivers can also be installed on weather 

buoys throughout many coastal areas to form ship-to-

weather buoy link. However, as the size of the weather 

buoy is much smaller, it can significantly limit the 

antenna height, which is typically 3 m. Propagation loss 

versus range for the AIS ship-to-weather buoy link under 

the standard atmosphere and different evaporation duct 

conditions is shown in Fig. 6. 

Fig. 6. Propagation loss under different evaporation duct 

height conditions at a receiver height of 3 m. 

Compared with Fig. 4 and Fig. 5, since the receiving 

height is relatively low, the propagation loss is relatively 

large. Like the ship-to-ship link and the ship-to-shore 

link, the propagation loss curves in different atmospheric 

environments are basically coincident, indicating that the 

ship-to-weather buoy link is also less affected by the 

evaporation duct. 

C. Receiver height versus propagation loss for AIS

Figure 7 shows the receiver height versus propagation

loss at 20 km distance for a standard atmosphere and 

evaporation duct height of 5 m, 15 m, 25 m, and 35 m. 

Fig. 7. Propagation loss under different evaporation duct 

height conditions at 20km distance. 

It can be observed in Fig. 7 that as the height 

increases, the propagation loss first increases and 

then decreases, which is caused by diffraction mode 

propagation effect. In general, propagation loss under 

evaporation duct conditions is slightly reduced compared 

to the standard atmosphere, and the loss is also smaller 

as the duct height increases. However, the propagation 

loss of the standard atmosphere and the evaporation duct 

are almost the same, indicating that the evaporation duct 

has a certain influence on the propagation of the AIS 

signal, but it is very small. 

V. CONCLUSION
In this work, the parabolic equation method is 

utilized to study the propagation characteristics of AIS 

signals in the evaporation duct environment over the 

sea surface. The propagation loss for the standard 

atmosphere and the evaporation duct is calculated 

and compared. The simulation results show that the 

propagation of AIS signals is hardly affected by the 

evaporation duct. It should be noted that this work 

mainly theoretically analyzes the problem of AIS signals 

propagation in the evaporation duct condition, and 

the simulation results need to be further verified by 

experiments, which will be investigated in the near 

future. 
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