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Wu Zhang, Yongji Wu, Jiafei Ding, Yang Zhao, and Mingyuan He
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Abstract – Based on the research of genetic algorithm
(GA) to optimize the BP neural network algorithm, this
paper proposes a method for predicting twisted wire
crosstalk based on the algorithm. Firstly, the equiva-
lent circuit model of a multi-conductor transmission line
is established, combined with the method of similarity
transformation, the second-order differential transmis-
sion line equations are decoupled into n groups of inde-
pendent two-conductor transmission line equations, and
the crosstalk is finally solved. Then the mathematical
model of the twisted wire is established and its struc-
tural characteristics are analyzed, and the GA-BP neu-
ral network algorithm is used to realize the mapping of
the electromagnetic parameter matrix of the twisted wire
and the position of the twisted wire. Finally, the map-
ping relationship is substituted into the transmission line
equation, and the near-end crosstalk (NEXT) and the far-
end crosstalk (FEXT) of an example three-core twisted
wire are predicted based on the idea of cascade com-
bined. By comparing with the transmission line matrix
method (TLM), it can be seen that the method proposed
in this paper is in good agreement with the crosstalk
results obtained by the electromagnetic field numerical
method, which verifies the effectiveness of the algorithm
proposed in this paper.

Index Terms – Back propagation neural network
(BPNN) algorithm, crosstalk, genetic algorithm (GA),
multi-conductor transmission line (MTL).

I. INTRODUCTION

As the main body of the car circuit network, the car
wiring harness connects the various electrical and elec-
tronic components of the car and makes them function,
but it also provides a carrier for the propagation of in-
terference signals. It can increase the noise level of the
adjacent equipment and wires, destroy the data, affect
the conducted and radiated emissions of the system, and
make the overall electromagnetic compatibility perfor-
mance of the vehicle drop drastically [1]. Therefore, in

the early stage of automotive EMC performance design,
crosstalk is the primary prediction target [2, 3]. However,
due to the uncertainty of the parasitic parameters of the
twisted wire, there is a lack of research concerning inter-
nal crosstalk.

The research method of non-uniform transmission
line crosstalk is also applicable to twisted wires; the only
difference is the lack of effective methods for extracting
parasitic parameters of twisted wires [4, 5]. Based on the
cascade concept, the non-uniform transmission line can
be equivalent to the cascade of finite micro-element seg-
ments, and a single micro-element segment can be ap-
proximated as a uniform transmission line, and its trans-
mission line equation can be characterized by its RLCG
parasitic parameter matrix [6, 7]. Most of the existing
literature uses computational electromagnetic numeri-
cal methods to extract the parasitic parameters of non-
uniform transmission lines. Literature [8] introduced the
FDTD algorithm when analyzing the transmission line
system, and then obtained the time domain difference
model of the transmission line, and finally extracted the
parasitic parameter matrix from the field solution. In [9],
the finite element method (FEM) is used to solve the
problem of electromagnetic parameter extraction, and
the extraction is based on the equivalent dielectric con-
stant to deal with the layered problem of the medium.
Literature [10] discusses a simple model for approximat-
ing the per-unit-length parameters of a lossy cable pro-
viding a smooth transition from low to high frequencies.

Numerical methods have both precision defects and
application conditions, but modern artificial intelligence
algorithms can better deal with the coexistence of com-
putational efficiency and computational accuracy. Liter-
ature [11] is based on this idea and introduces BP neural
network to construct the nonlinear mapping relationship
between the twisted wire electromagnetic parameter ma-
trix and the axial extension of the twisted wire, and fi-
nally combines the finite difference time domain algo-
rithm (FDTD) to complete the crosstalk prediction of the
twisted wire. BP neural network has a strong non-linear
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mapping ability and can escape the constraint of math-
ematical formulas [12, 13], to complete the one-to-one
correspondence between any position of the twisted wire
and its RLCG parasitic parameter matrix. As the sam-
ple data stimulate it, the BP neural network adjusts the
weight threshold of the hidden layer and the output layer
to achieve the approximate output of the network’s ex-
pected output of the sample data, and self-learning The
essence is to dynamically adjust the connection weight,
so that the algorithm may fall into a local extreme value.
In addition, the BP neural network relies on the initial
network weight threshold. After initialization with dif-
ferent weight thresholds, the network will often acquire
solutions with different accuracy [14–16]. To prevent the
BP neural network from falling into the local optimum,
this paper proposes the GA-optimized BP neural network
algorithm model. A genetic algorithm can solve the prob-
lem of the BP neural network falling into local optimal-
ity. It optimizes the weights and thresholds of BP neural
networks and solves the sensitivity problem of BP neural
networks to initial weights.

II. MULTI-CONDUCTOR TRANSMISSION
LINE MODELING ANALYSIS

A. Multi-conductor transmission line equation

Based on the idea of a cascade, the analysis of multi-
conductor transmission lines can be micro-processed, the
multi-conductor transmission line is composed of a finite
length of micro-element small segments, in which the
multi-conductor transmission line can be equivalent to
the equivalent circuit form, which is convenient further
analyze its crosstalk effect, as shown in Fig. 1. The cou-
pling effect of the transmission line can be fully charac-
terized by this model, with high accuracy. Among them,
lii, l j j represent the self-inductance per unit length of the
transmission line, li j represents the mutual inductance
per unit length between the transmission lines. rii, r j j re-
spectively represent the resistance per unit length of the
transmission line. ci j represents the mutual coupling ca-
pacitance per unit length between the transmission lines,
cii, c j j represents the coupling capacitance of the trans-
mission lines to the ground. gi j, gii represent the leak-
age conductance per unit length between the transmis-
sion lines.

Based on the above analysis, the multi-conductor
transmission line equation is derived from the perspec-
tive of Kirchhoff’s law. For the loop between the i-th con-
ductor and the reference conductor, the multi-conductor
transmission line equation can be obtained:⎧⎪⎨⎪⎩

∂
∂ z

V(z, t) =−RI(z, t)−L
∂
∂ t

I(z, t)

∂
∂ z

I(z, t) =−GV(z, t)−C
∂
∂ t

V(z, t)
. (1)

Where RLCG is the parasitic parameter matrix of the
transmission line.

Fig. 1. The equivalent circuit of a multi-conductor trans-
mission line per unit length.

B. Similarity transformation decoupled MTL equa-
tions

Equation (1) removes time-domain related t param-
eters to form a frequency-domain multi-conductor trans-
mission line equation:{

dU(z)/dz =−ZI(z)
dI(z)/dz =−YU(z)

. (2)

Where Z is the impedance matrix per unit length, and Y
is the admittance matrix per unit length, which can be
expressed by the RLCG parasitic parameters:{

Z = R+ jωL
Y = G+ jωC . (3)

Differentiating the position z of the transmission line
on both sides of the first-order coupling differential equa-
tion (2) and substituting them for each other can be con-
verted into a decoupled second-order ordinary differen-
tial equation: {

d2U(z)/dz2 = ZYU(z)
d2I(z)/dz2 = YZI(z) . (4)

The idea of similar transformation method is used to
further decoupling [17], removing the coupling between
the cable voltage and the current. Through similar trans-
formation, ZY and YZ are diagonalized at the same time,
so as to realize the decoupling of the above second-order
equation, there are:{

T−1
U ZYTU = γγγ2

TI
−1YZTI = γγγ2 . (5)

Modulus transformation ∑U(z) and ∑ I(z) can ob-
tain the solution of homogeneous differential equations
after decoupling:{

Um(z) = U+
me−γz +U−meγz

Im(z) = I+me−γz− I−meγz . (6)

Where Um = T−1
U UIm = T−1

I I.
The crosstalk after modulus transformation can be

expressed as:
U(z) = Y−1TIγT−1

I I+me−γz + I−meγz. (7)
Combining the port conditions and reducing the

undetermined coefficients, the crosstalk can be finally
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obtained. It can be seen that, for a multi-conductor trans-
mission line, only the impedance matrix Z and the ad-
mittance matrix Y need to be obtained to actually solve
the parallel cable crosstalk.

III. GA-BP NEURAL NETWORK
ALGORITHM TO EXTRACT PARASITIC

PARAMETERS OF TWISTED RLCG
A. Twisted wire structure analysis

From the perspective of the axial direction of the
transmission line, the twisted wire can be seen as a
combination of countless continuously rotating cross
sections. Taking the three-core twisted wire shown in
Fig. 2 as an example, the phase difference of the initial
point of the single wire is 120◦, and the cross-section
of the twisted wire at the corresponding axial point can
be obtained by continuous rotation of the initial cross-
section. When O1 turns to the O2 position, O2 turns to
the O3 position, and O3 turns to the O1 position, it means
that the rotation angle is 120◦. The definition of the pitch
p shows that the axial extension distance of the strands is
a single pitch at this time.

Figure 3 illustrates the continuous rotation of the
cross-section of the three-core twisted wire within a sin-
gle pitch and the axial extension of the wire. It can be
seen from Fig. 3 that the initial cross-section of the three-
core twisted wire is rotated through the angle to obtain
a cross-section consistent with the initial cross-sectional
shape, only the difference in the serial number of the
transmission line is artificially defined. In this paper, the
position of the axial extension of the three-twisted wire
at this time is defined as the transposition of the three-
core twisted wire, which defines the axial coordinate of
the transposition point as mp/3,m = 0,1,2,�. By anal-
ogy, the corresponding axial length of the twisted wire
transposition and its corresponding rotation angle can be

Fig. 2. Three-core twisted wire model.

1

2 3

3

1 2

2

3 1

1

2 3

p
0 2 /3 4 /3 2

Rotate

Fig. 3. Three-core twisted single-pitch conversion
model.

expressed as: {
l = mp/n
θ = 2mπ/n . (8)

Where m is a constant and n is the number of cores.
With the axial extension of the twisted wire, the

cross-sectional shape of the twisted wire is also chang-
ing, which corresponds to the change of the parasitic pa-
rameters of the twisted wire, that is, there is a nonlinear
mapping relationship between the axial coordinate of the
twisted wire and the parasitic parameters of the twisted
wire. The functional relationship can be expressed as:

f (l) = [R,L,C,G]. (9)
Where [R,L,C,G] is the parasitic parameter matrix of
the twisted wire, and l represents the horizontal distance
between any cross-section of the twisted wire and the
initial cross-section.

Through the structural analysis of the twisted wire
and the relationship between the axial length of the trans-
position and its corresponding rotation angle, the coordi-
nates of any point on the twisted wire can be converted
into the rotation angle of the twisted wire at that point,
expressed as:{

θ = l
p 2π,0 � l � p

θ = (l−mp)
p 2π +2mπ,mp � l � (m+1) p � d

.

(10)
Where l is the axial coordinate of the strand, θ is the
rotation angle, p is the pitch, and d is the total length of
the strand.

From formula (10), formula (9) can be transformed
into:

f (θ) = [R,L,C,G]. (11)

B. BP neural network

The BP neural network is introduced in [12] to ap-
proximate the mapping relationship between the inde-
pendent variable and the dependent variable with high
precision, avoiding the difficulty of mathematical formu-
las to deal with nonlinear problems.

The neural network takes the rotation angle as input,
and the output is RLCG parasitic parameters. Selecting
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a single hidden layer can determine the topology of the
BP neural network as shown in Fig. 4. Among them, the
weight from the input layer to the t-th hidden layer is ex-
pressed as w1,t , the weight from the t-th hidden layer to
the m-th output layer is expressed as wt,m. The number
of hidden layer neurons t is an empirical range value, af-
fected by the number of input elements n and the number
of output elements m can be expressed as:

t = (m+n)0.5 +a,(a = 1,2, . . . ,10). (12)
The output of the corresponding BP neural network

is the RLCG parasitic parameter matrix. However, the
matrix cannot exist directly as the output quantity, and
the matrix needs to be transformed. Study the problem of
twisted wires in the initial pitch, analyze the training data
of training the neural network within the line length, and
combine the theory of multi-conductor transmission line
to know that RLCG is a diagonal matrix. Therefore, the
RLCG matrix only needs the upper or lower triangular
elements as the research target. The diagonal and upper
triangular elements in the R′L′C′G′ matrix are extracted.⎧⎪⎪⎪⎨⎪⎪⎪⎩

R′′ = [r11, · · · ,r1n,r22,r23, · · · ,r2n, · · · ,rnn]

L′′ = [l11, · · · , l1n, l22, l23, · · · , l2n, · · · , lnn]

G′′ = [g11, · · · ,g1n,g22,g23, · · · ,g2n, · · · ,gnn]

C′′ = [c11, · · · ,c1n,c22,c23, · · · ,c2n, · · · ,cnn]

(13)

Reorganize R′′L′′C′′G′′ into a vector as:

Y =
[
R′′L′′C′′G′′

]T
= [y1,y2, ,,ym]

T . (14)
Where y represents the value of the sample element of
the RLCG parameter matrix, where the total number of
elements in y is m=2n(1+n) and n is the number of cores.
It can be seen that the output of the BP neural network
is a column vector organized by diagonal and upper tri-
angular elements of the twisted RLCG parameter matrix,
m is the number of outputs, and one element of the cor-
responding column vector corresponds to one element in
the twisted RLCG parameter matrix. The BP neural net-

.

.

.

Input layer Hidden layer Output layer

.

.

.
Angle

h1

h2

ht1,tw
,t mw

1y

2y

my

RLCG

Fig. 4. Topological structure of the multi-core twisted ca-
ble neural network.

work prediction model is the twisted wire parasitic pa-
rameter extraction model. Through the above analysis,
the input of the parasitic parameter extraction network is
the axis coordinate of the twisted wire and the output is
the column vector of the RLCG parameter matrix.

C. Genetic algorithm optimizes BP neural network

First, the application effect of the BP neural network
is greatly affected by its weight and the initial value of
the threshold. Therefore, when the neural network is for-
warded, it is easy to fall into a local minimum and affect
the prediction effect; secondly, the BP neural network
uses the gradient descent method, when optimizing com-
plex objective functions, the required training time is too
long, which leads to too many iterations of the algorithm
and slower convergence. Based on the above two rea-
sons, this study uses the genetic (GA) algorithm [18] to
optimize the weights and thresholds of the BP neural net-
work, forming a new GA-BP neural network algorithm,
and applying it to the analysis and calculation of the par-
asitic parameters of the twisted wire.

The genetic algorithm mainly includes three steps
(selection, crossover, and mutation), and its modeling
process is as follows:

Selection: According to individual fitness, select
good individuals to pass on to the next generation. The
calculation method used in this study is the roulette
method. ⎧⎨⎩

fi = k/Fi

pi = fi/
N
∑

i=1
fi
. (15)

Where fi is the fitness of individual i; Fi is the fitness
function of individual i; k is the selection coefficient; pi
is the selection probability of individual i.

Crossover: The GA algorithm uses entity coding in
the calculation process. This study uses the real number
crossover method.{

axi = axi(1−b)+ayib
ayi = ayi(1−b)+axib

. (16)

Where axi is the i position of the xth chromosome, ayi is
the i position of the yth chromosome, and b is a random
number, 0≤b≤1.

Mutation: After selecting an individual, convert
certain genes into other genes with a certain probability.

ai j =
{

ai j +(ai j−amax)
∗ f (g),r > 0.5

ai j +(amin−ai j)
∗ f (g),r ≤ 0.5 . (17)

f (g) = r2

(
1− g

Gmax

)2

. (18)

Where amax is the upper bound of gene ai j, amin is the
lower bound of gene ai j, r2 is a random number, g is the
number of iterations, Gmax is the maximum number of
iterations, r is a random number, 0≤r≤1.
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The steps for GA to optimize BP are as follows:

(1) The training samples are normalized. Use maxi-
mum and minimum normalization to compress the
training samples to speed up the training speed
while preserving the characteristics of the data.

(2) Initialize the BP neural network algorithm. Deter-
mine the topology of the BP neural network, deter-
mine the number of hidden layer units, learning rate
and activation function and other network parame-
ters based on the training samples, and generate the
corresponding network topology.

(3) Initialize the genetic algorithm. Generate the initial
population, randomly generate the initial values of
the weights and thresholds, and use them as individ-
uals in the population to perform real number cod-
ing. Define the chromosome code length l, then for
the BP neural network of 1-M-N topology:

l = 1∗M+M ∗N +M+N. (19)

(4) Determine the fitness function. The root mean
square error MSE of the test data is used as the
fitness evaluation function to evaluate the chromo-
somes.

fitness = MSE =
1
N

N

∑
i=1

(tsim(i)− yi)
2 . (20)

Where N is the number of samples in the training
set; tsim(i) is the predicted value of the ith sample; yi
is the actual value of the ith sample. Therefore, the
minimum fitness function value when the algorithm
iteration stops is the optimal solution.

(5) Choose the parent. Sort the individuals according
to their fitness, and use the roulette algorithm to
screen out 2 individuals as parents. Calculate the
best-fitness of the individual, and record the chro-
mosome code of the best individual.

(6) Random crossover. The parent uses the weight and
threshold of each layer of the network as genes
and uses a random crossover algorithm to combine
genes with a certain crossover probability p1 to gen-
erate new offspring.

(7) Mutation operation. In the generation of offspring,
there is a certain probability that some individuals in
p2 will mutate, and the weights and thresholds of the
mutated individuals will be re-assigned to generate
new genes.

(8) Iteratively update to solve the optimal individual. If
the fitness of the best individual of the next gener-
ation is better than that of the previous generation,
update the best fitness and the best individual; oth-
erwise, keep the same and eliminate the worst indi-
vidual.

(9) Iteration stop condition. When the stop condition is
not met, select some individuals with high fitness

from the original population and the newly gener-
ated offspring to form a new population, and re-
peat steps (5) to (8) to continue solving the weights
and thresholds of the satisfied conditions. When the
stopping condition is satisfied, that is, the maximum
number of iterations or the accuracy condition is
satisfied, the chromosome encoding information in
bestchrom is the optimal weight and threshold, and
the optimal solution is generated.

IV. VERIFICATION AND ANALYSIS
A. Comparison between BPNN and GA-BPNN

This article takes three-core twisted wire as an ex-
ample to verify and analyze the method proposed. Strand
parameters are shown in Table 1. The specific distribu-
tion graph on the ground is shown in Fig. 5.

Taking the cross-section of the wire harness with a
rotation degree of 0◦ in Fig. 5. as the reference cross-
section, the RLCG parameter matrix within a single pitch
is extracted using Ansys Q3D simulation software. At
high frequencies, the resistance per unit length of the
conductor increases with the square root of the frequency
due to the skin effect [19], and the conductance of the
homogeneous medium surrounding the conductor is also
frequency dependent. The RLCG parameter in the model
in this article uses the value extracted at 500 MHz

In summary, the neural network takes the upper tri-
angular element of the RLCG parameter as the output

Table 1: Three-core twisted cable
Parameters Values
Single wire radius 0.6 mm
Single wire conductivity 58000000

S/m
Single wire insulation thickness 0.6 mm
Insulation layer relative permittivity 2.7
Pitch 1000 mm
Height 3.5 mm

Ground
Fig. 5. Reference cross-section of three-core twisted wire
model.
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and the cross-section rotation angle θ as the output. Ac-
cording to the hidden layer neuron empirical formula
(12), the value range of hidden layer neurons is [5–15].
The MSE value under the number of neurons in each hid-
den layer is compared in turn, and the optimal t value is
selected, that is, the hidden layer. The number of layered
neurons is 12. Therefore, for the three-core twisted wire,
set the BP neural network topology to 1-12-24, and the
chromosome code length is 336. At the same time, the
error accuracy is set to 1e-6, the learning rate is 0.05, the
population size is 50, the number of iterations is 100, the
crossover probability p1 is 0.4, and the mutation proba-
bility p2 is 0.2.

Bring the corresponding angles of the last ten sets
of samples into the parameter prediction model to obtain
the corresponding prediction output value. The relative
error results before and after the algorithm optimization
are shown in Fig. 6. The average relative errors of BPNN
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Fig. 6. Neural network relative error: (a) BP-NN and (b)
GA-BPNN.

and GA-BPNN are 1.66% and 0.03%, respectively, and
the GA algorithm significantly improves the prediction
accuracy of the neural network.

B. Comparison between BPNN and GA-BPNN

The transmission line matrix method (TLM) is the
core algorithm of the electromagnetic simulation soft-
ware CST Cable Studio. A three-core twisted wire cir-
cuit model is established in CST shown in Fig. 7. For the
three-core twisted wire, any wire is used as the excitation
wire, which is defined as line 1. The other two lines are
used as disturbed lines, which are defined as line 2 and
line 3, respectively.

The crosstalk obtained by using two methods in
0.1MHz-1GHz are shown in Fig. 8. Due to the symme-
try of the twisted wire structure, at the initial frequency
of 0.1MHz, the NEXT performance of this simulation
on lines 2 and 3 is −61.17dB, and the GA-BPNN algo-
rithm performance is −61.47dB; GA-BPNN algorithm
and simulation tend to be consistent, and fluctuate around
−18dB at high frequencies after a steady increase. At
the initial frequency of 0.1MHz, the FEXT performance
of the simulation on lines 2 and 3 is −66.32dB, and
the GA-BPNN algorithm performance is −66.73dB; the
GA-BPNN algorithm and simulation tend to be consis-
tent and fluctuate around −14dB at high frequencies af-
ter a steady increase.

The average values of the crosstalk values obtained
by the proposed algorithm and simulation in different
frequency bands are shown in Tables 2 and 3. The re-
sults show that the algorithm proposed in this paper is
consistent with the simulation results.

Through the analysis of the crosstalk results, it can
be seen that the NEXT and FEXT solved by the proposed
algorithm are basically the same as the CST simulation
values. In general, the crosstalk based on the proposed
algorithm shows good consistency with the simulation
experiment results in the crosstalk variation trend, and
also shows good accuracy in the numerical value.

Fig. 7. CST simulation model.

Table 2: The average value of NEXT in different fre-
quency bands of Line 2 (dB)
Frequency/MHz 0.1∼100 100∼500 500∼1000
GA-BP −19.28 −19.66 −19.92
Simulation −19.02 −19.27 −17.53
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Fig. 8. (a) line 2 NEXT, (b) line 3 NEXT, (c) line 2 FEXT,
and (d) line 3 FEXT.

Table 3: The average value of FEXT in different fre-
quency bands of Line 2 (dB)
Frequency/MHz 0.1∼100 100∼500 500∼1000
GA-BP −22.52 −14.13 −13.61
Simulation −22.16 −14.80 −14.76

V. CONCLUSION

This paper proposes a method for extracting the
RLCG parameter matrix of twisted wires based on the
GA-BP algorithm. In fact, any spatial wiring that sat-
isfies a certain mathematical relationship can extract
a high-precision RLCG parameter matrix through this
method. In this paper, a multi-conductor transmission
line crosstalk model is established, and the second-order
differential transmission line equations are decoupled
into n groups of independent two-conductor transmission
line equations by the method of similarity transforma-
tion, and the crosstalk is finally solved. The effective-
ness and applicability of the method in this paper to pre-
dict the twisted wire crosstalk are verified by numerical
experiments. In engineering applications, the results of
NEXT and FEXT predictions can directly provide the-
oretical reference for the layout, type selection, and pa-
rameter adjustment of the line.
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Abstract – Microwave Tomography Imaging System
(MwTIS) is an emerging tool for medical diagnosis in
the non-invasive screening process. This paper addresses
the ill-condition problem by proposing two new schemes
incorporated into the DBIM image reconstructed algo-
rithm for high frequencies in MwTIS. The first scheme
is to propose an optimal step frequency using the degree
of ill-posedness value for reducing the frequency diver-
sity problem. The second scheme is to propose Krylov
Subspace-based regularization method called Flexible
Preconditioned Conjugate Gradient Least Square (FP-
CGLS) method to resolve the ill-condition problem. The
iteratively updated preconditioner matrix in the proposed
FP-CGLS method reduces the number of iterations and
it is stable in high-level Gaussian noise. The efficiency of
the proposed FP-CGLS method is validated by imposing
Gaussian noise up to 30% in scattered breast phantom in
the multifrequency range of 2 GHz -3 GHz It achieves an
enhanced reconstructed image at 12 iterations with a rel-
ative error of 0.1802 for 20% of Gaussian noise and for
the same scheme the existing CGLS method has a 0.4480
relative error at the 77 iterations. Further, the FP-CGLS
along with the DBIM method produces a reconstructed
image with the accuracy of 0.8760 in four DBIM itera-
tions.

Index Terms – CGLS, ill-posedness, Krylov subspace
method, microwave tomography, regularization.

I. INTRODUCTION

Microwave Tomography Imaging System (MwTIS)
is a promising diagnostic tool in breast cancer detection
[1] and monitoring [2, 3] its progress towards widespread
clinical application. It inspires several benefits such as
usage of nonionizing low power electromagnetic signals,
cost-effective antenna-array, low health risk, and porta-
bility. MwTIS aims at estimating the dielectric values of
internal tissues from processing measured electromag-
netic field data is stated to solve the electromagnetic in-
verse scattering problem [4]. Various inverse scattering

problem resolving algorithms such as the Born iterative
method (BIM), Distorted Born iterative method (DBIM),
and Gauss Newton (GN) can employ to compute im-
ages by a set of underdetermined linear equations. Ev-
ery iteration of the DBIM algorithm, the linear system
of equations is solved by using regularization methods
and has found optimal solutions by the inversion process.
Thresholding [5, 6], Compressive sensing with Sparsity
[7], and Krylov subspace-based methods [8] are explored
towards the quality of the resultant image.

Refinement of image resolution and reduction of
computation time is currently needed in medical diag-
nosis applications for microwave imaging. While in-
corporating prior information [9], reducing the size
of resolution grid elements [10], contrast enhancement
[11], and high frequency microwaves [12] certainly in-
creased the quality of microwave tomography images.
High frequencies in MwTIS have inherently obtained
fine internal details of the tissues in a high resolution
grid than low frequency. Although high frequency mi-
crowave has increased the spatial resolution that may
be acquired in high resolution images, unstable conver-
gence is a significant limiting factor in the inversion pro-
cess. The multifrequency [6, 13] approach has stabilized
the inversion process by reducing the imbalance ratio
between the number of measurements and the number
of pixels in high resolution grid. Hence, this paper has
conducted a detailed study and proposed a method to
improve significant resolution enhancement with mul-
tifrequency in breast imaging systems. Excellent imag-
ing results have been obtained using frequency hop-
ping techniques which is an initial guess pursued by
inverting single-frequency data then followed by pro-
cessing of multifrequency data. This can be extremely
time-consuming due to non-linearity raised by the fre-
quency diversity problem (switching from low frequency
to high frequency) and ill-posedness in the linear system
of equations. A credible work in the literature, DBIM
with Thresholding method [6] and wavelet basis with
CGLS method [14] resolved the above problem by hy-
brid frequency hopping technique. It is performed well
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in the resolution of 1 mm to 4 mm but they lacked to
perform below 1 mm resolution breast images. Because,
each frequency range has its unique characteristics like
convergence time, stability in solution estimation, and
also put in high measurement noise in the received scat-
tered fields. Further, it meets more computational bur-
dens like a greater number of iterations to construct suf-
ficiently high-resolution images. Therefore, this paper
gives special attention to the multifrequency techniques
and regularization method to handle nonlinearity and ill-
posedness problems in the reconstruction algorithm.

This paper proposed two schemes to resolve the
above-mentioned problems in DBIM with a multifre-
quency microwave tomography breast imaging system.
The first is reducing the nonlinearity by selecting the op-
timal step frequency in frequency hopping techniques.
The value called degree of ill-posedness helps to select
the suitable step frequency which makes the minimum
effects of ill-posedness in the linear system of equations.
The second scheme is proposing a Preconditioner in-
corporating the Krylov subspace regularization method
to achieve optimal imaging accuracy and reconstruction
stability by solving the ill-posedness problem. Conju-
gate Gradient Least Square (CGLS) is one of the credi-
ble Krylov subspace regularization methods that worked
well with the DBIM reconstruction algorithm for tu-
mor detection [15] and density estimation [16] in breast
imaging applications. This paper proposed a modified
version of the CGLS method called the Flexible Pre-
conditioner CGLS (FP-CGLS) method for inverting un-
derdetermined multifrequency linear equations with high
measurement error. In this proposed scheme, the Flexible
Preconditioner is being updated in every iteration helps
to stable and quicken the convergence time in an unsta-
ble high-frequency imaging system. In addition, the non-
negativity constraint in the estimation of the appropriate
dielectric values of unknown breast tissues is increases
the truthfulness of the solution. These proposed schemes
take less iteration for the DBIM algorithm to find the
high accuracy resultant images.

The paper is organized into the following sections.
Section 2 explains the measurement matrix formation
process. A detailed description of the proposed method is
stated in section 3. Section 4 explained the properties of
breast phantom, implementation specifications, and the
results achieved from the study. The conclusion is ex-
plained in section 5.

II. MEASUREMENT MATRIX
FORMULATION

This section explains the formation of a measure-
ment matrix based on the design characteristics of the
MwTIS. The circular measurement domain (S) with the
transmitter (Nt ) and receiver (Nr) antennas and the object

are present in the D domain. The object is illuminated
by the Nt and the scattered fields are received by the
Nr simultaneously. The integral equation of imaging do-
main (D) linearized by the first-order Born approxima-
tion which governs the entire DBIM algorithm expressed
in eqn (1),

Escat(r) = k2
b

∫
d

G(r, r
′
).Xob ject(r

′
)Einc(r

′
)dr

′
. (1)

G(r, r
′
) is the Green’s function with the wavenum-

ber of the background medium (kb ). Xob ject(r
′
) is rela-

tive permittivity ( εr−εb
εb

) of an object to be imaged. Einci

is the plane wave incident fields. r
′
, r are the spatial po-

sitions in S and D domains. To format the measurement
matrix of the proposed work, integral (1) of the imaging
domain is discretized using Fredholm of the first kind
and pixel-based smooth basis function [17]. It leads to
an increase the imaging accuracy as well as resolution.
Now, the integral equation (1) is converted into a linear
system of equations as,

AMxN .XNx1 = bMx1. (2)
Here A(M X N) is the measurement matrix which is

the outcomes of the interaction between the incident field
and background medium. bMX1 is the received scattered
field. Here M is the number of measurement antenna
pairs and N is the row vector representation of the num-
ber of pixels in the image grid. In the multifrequency for-
ward process, the size becomes (M X F) X N). Here F is
the number of frequencies in the multifrequency range.

III. PROPOSED ENHANCEMENT SCHEME
FOR MICROWAVE BREAST IMAGING

A. Proposed optimized step frequency to resolve fre-
quency diversity problem

This section has detailed the behavior of condition
number in the system measurement matrix (A) due to
variation in the operating frequency value and selection
of optimum multifrequency range with minimum condi-
tion number. The performance of the reconstruction al-
gorithms is based on the condition number of the sys-
tem coefficient matrix (A). Small changes in the condi-
tion number of A will affect more in the solution more. It
takes more iteration to converge the solution and struggle
to produce the appropriate solution. This is called an ill-
posed condition problem. In this paper, a study has been
conducted to analyse the impact of the frequency diver-
sity problem in the existing studies [6, 14]. It depicts, that
the condition value increases in the multifrequency range
due to the high frequency hopping step from 1 GHz to
3 GHz To meet the high spatial resolution requirement
of MwTIS, the paper needs to find the optimum multi-
frequency scenario with a high frequency range. So, the
measurement matrix (A) of the proposed multifrequency
needs to estimate the effect of ill-posedness on the fre-
quency diversity problem. The factor called degree of
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Fig. 1. Analysis of α value for the proposed multifre-
quency scenario in high frequency range.

ill-posedness (α) value [18] was used to find the pro-
posed multifrequency scenario. It is calculated using,

K(A) = exp(−α.i) . (3)
Here, K(A) is the condition number of A and i is

the number of the singular value spectrum. α is the pos-
itive integer value. The α is calculated for two different
step frequencies such as 500 MHz [6] and 200 MHz [14]
in the 1 GHz to 3 GHz frequency range. As well, α is
calculated for the 250 MHz jumping frequency for the
proposed multifrequency range from 2 GHz to 3 GHz
These values are plotted in Fig. 1. It has shown that
the proposed frequency has a minimum α value than
the existing scenario. Based on the above analysis the
suitable frequency range for the desired application can
be fixed. Further, this analytical proof has depicted the
proposed multifrequency scenario will produce a good
quality image in the regularization process. However, the
measurement matrix (A) in eqn (2) is under-determined
and needs to solve by the normal equation in the least
square method such as the CGLS method. A detailed ex-
planation of the solving procedure of A is stated in the
next section.

B. Proposed flexible preconditioned CGLS (FP-
CGLS) regularization method

This section has explained the steps and ad-
vantages of the proposed Flexible Preconditioned
CGLS (FP-CGLS) Krylov subspace regularization
method. Especially in medical imaging, Born (BIM,
DBIM) type reconstruction algorithms give under-
determined ((M X F) < < N) set of linear equations
which means the imbalance between (M X F) and (N).
The cost function is represented as,

minφ(x) = AT Ax = AT b. (4)
The results from the analytical study in section

3.1 depict the A having α as 0.169 and it conveys

the A is stuck with the ill-posedness problem. Due to
the large condition number of A, the right-hand side b
is contaminated by noise (b+

,
η) in real-time. Eqn (4)

solved using CGLS may compute the useless solution
and often converge very slowly and cannot stable in the
number of iterations in frequency diversity problem in
the multifrequency scenario. To resolve the above prob-
lem, one needs additional computational matrix called
preconditioner (P) is added to eqn (4). The linear equa-
tions become,

minφ(x) = P−HAT AP−1x−P−HAT b. (5)
Here, P ∈ RN x N . In this paper, the Krylov sub-

space method called Flexible Preconditioner CGLS
method is taken to solve eqn (5). It is an enhanced ver-
sion of the PCGLS [19] method. It is used to estimate
dielectric values of x by fast convergence in ill-condition
A and appropriate x in noise is corrupted in the received
scattered field. It increases the accuracy and reduces the
number of iterations compared to the standard solvers.
To compute the meaning solution one additional con-
straint called non-negativity is added in this method. The
appropriate solution xm in standard CGLS is determined
as follows,

xm = xm−1 +αm−1.dm. (6)
In FP-CGLS the parameters such as scalar step

length (αm) and the direction vector ( dm) enforce non-
negativity in every iteration

αm−1 =
(resm−1,wm−1)

(wm−1,wm−1)
. (7)

Here m is the iteration index. αm−1 selected by satis-
fying the bounded step length αm−1 condition αm−1>0.
The bounded step length is computed as follows,

αm−1 = min(αm−1,min(
−xm−1(dm−1 < 0)
dm−1(dm−1 < 0)

)). (8)

The scalar αm−1 is satisfies the condition of orthog-
onality which project the ATb in the nonnegative or-
thant, due to xm= 0 until the αm−1>0. It gives added
truthfulness to the solution in which the imaged ob-
ject does not contain negative dielectric properties. The
iteration depends on the residual norm vector res =(

b+
,
η
)
−A.xm and dm. To improve the speed of con-

vergence the left preconditioner (Pm) is multiplied to
resm . It is computed as follows,

Pm = PmAT resm. (9)
The standard PCGLS method calculated the L as a

(N X N) sparse matrix but in the proposed FP-CGLS the
P(m)= diag(xm) and it is updated in every iteration. Ev-
ery iteration step ensures the nonnegativity constraints
and proceeds right direction towards the appropriate sub-
space. So that it is called as Flexible Preconditioner
CGLS method. This is the reason the solution x does
not distort by the measurement noise (

,
η). The cost of
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computing vector and matrix multiplication with a pre-
conditioner is minimum compared to other Krylov meth-
ods like CGLS. The residual norm is set as the stop-
ping criteria. The discrepancy principal inequality con-
dition helps to stop the iteration at right time. The FP-
CGLS does not require an explicit regularization param-
eter instead of that the step length (α) and tuning param-
eter (β ) do the same. In this manner, the proposed FP-
CGLS method controls the measurement error and unsta-
ble convergence due to the frequency diversity problem
by resolving the ill-condition problem with less number
of iterations. It improves the quality of high-resolution
MWTIS for the breast category.

IV. RESULTS AND DISCUSSION

This section has explained the numerical setting of
the simulation study and evaluated the results achieved
by the proposed FP-CGLS method for desired multifre-
quency scenario using scattered breast phantoms. The
main purposes of the study have mentioned below,

• Analysed the reconstruction performance of the
proposed multifrequency range 2 GHz to 3 GHz
with 250 MHz step frequency using the proposed
FP-CGLS. The relative error and optimal iteration
count are used to evaluate the performance.

• The convergence behavior of the proposed FP-
CGLS is examined by adding different measure-
ment error levels (

,
η) in the scattered field (b) that

are
,
η = 10%, 20%, and 30%. The relative resid-

ual norm and iteration count are the parameters used
for the convergence analysis.

• The efficiency of the FP-CGLS in the DBIM recon-
struction algorithm is analyzed by the Mean Square
Error (MSE) and DBIM iteration count.

The simulation study has also been conducted by the
standard CGLS method for comparative analysis.

A. Simulation specification and dataset

The circular imaging system (domain S) is set with
a diameter of 30 cm The Nt= 15 and Nr= 16 are
placed around the boundary of the S domain. In the
real-time scenario, the breast was immersed in a loss-
less coupling medium, for that the background medium
is assigned to εb= 2.6 in the proposed method. The
M = 240 samples of scattered fields are collected by
consecutive incidence and reception of these Nt and Nr.
The five equally spaced (F = 5) multifrequency sce-
narios are in the range of 2 GHz to 3 GHz (pro-
posed in section 3.1). The numerical process and eval-
uation were done in MATLAB-R2021. The Scattered
(ID=070604PA1) breast phantom has been taken from
the numerical repository of the Cross-Disciplinary Elec-
tromagnetics Laboratory [20] (University of Wisconsin

CEM Laboratory) for the proposed work. The 2D slice
No 135 of the phantom is extracted from the 3D breast
model.

The breast phantom is shown in Fig. 2. The pixel
size is equal to 0.5 mm and other prerequisite data are
initialized as mentioned in the instruction manual [20]
of the same. The dielectric values of the breast tissues
[21] in the phantoms are listed in Table 1. The numerical
process and evaluation were done in MATLAB-R2021.

Fig. 2. Reference scattered breast phantom.

Table 1: Debye parameters of the breast tissues: [21]
Material ε∞ �ε σs

Adipose 3.987 3.545 0.080
Fibrogland 13.91 40.49 0.824
Background

medium
2.6 0.092 0.005

Skin 15.93 23.83 0.831

B. Assessment of proposed FP-CGLS in desired mul-
tifrequency range

This section has explained the performance of the
proposed multifrequency range using the FP-CGLS
method in the reconstructed breast phantoms. The
below-mentioned results are taken at A matrix of size
(1280 × 146689). The reconstruction quality of the pro-
posed FP-CGLS method and the parameters like Rela-
tive Error and total iteration (Iter), the count is compared
with CGLS. In this study, the maximum iteration count is
set as 150 and

,
η=0 to compare the performance of these

two methods. The calculation of Relative Error (RE) as
follows,

RE =
||X(r

′
)− xm||2

||X(r′)||2
. (10)
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Table 2: Comparison of relative error and their optimal
stopping iterations for proposed FP-CGLS

Breast phantom Methods Iter RE
Scattered

Breast ID:070604PA1
FP-CGLS 18 0.1770

CGLS 77 0.4480

Fig. 3. Reconstructed images of CGLS and proposed
FP-CGLS method using multifrequency range 2 GHz to
3 GHz.

The best iteration count is selected by the discrep-
ancy principle and listed in Table 2. This result has been
achieved in the single DBIM iteration. The results in
Table 2 clearly explained the benefits of the precondi-
tioner (Pm) in the FP-CGLS methods.

The FP-CGLS method has achieved a minimum rel-
ative error of 0.1773 within 18 iterations. Further CGLS
method has required 77 iterations to reach the mini-
mum relative error value of 0.4480. The reason behind
this is the FP-CGLS regularization method effectively
quickens the slow convergence of the gradient in the
CGLS method. Note that, the proposed FP-CGLS pro-
duces a better result with the minimum number of iter-
ations for the proposed high frequency multifrequency
range microwave tomography imaging system. The re-
constructed image of the final DBIM iterations is shown
in Fig. 3. Assessment of Proposed FP-CGLS Conver-
gence on Gaussian Noise This section has explained the
convergence behavior of the proposed FP-CGLS regular-
ization method by varying the different Gaussian noise
levels.

Computing the differences in Relative Residual
Norm (RR Norm) for newly estimated x in successive
iterations is called convergence analysis. It shows how
the algorithms are moved closer to the desired solution.
In this study, the Gaussian noise model is used to simu-

Fig. 4. Convergence plot for the reconstructions of the
scattered breast using proposed FP-CGLS method.

late the error vector of three distinct noise levels that are
,
η = 10,20, 30%.

It is added to b in eqn (2). This approach is used
to test the stability and robustness of the regularization
method against uncertainties like noise and other arti-
facts in the measurement system. The calculation of rel-
ative residual norm is calculated as,

RR Norm =
||AT dm− xm||
||AT b||2 . (11)

The semi-log plot of Relative Residual Norm
(RR Norm) and iteration count helps to numerically an-
alyze the convergence behavior of the proposed solution
based Preconditioner (Pm). Figures 4 and 5 show the
semilog plot for the CGLS method and proposed FP-
CGLS method. These figures are show the convergence
of these two regularization methods without noise distor-
tion. The noticeable value in this plot is the magnitude of
RR Norm.

The FP-CGLS method reaches the minimum value
(10−15) at the beginning of the iteration, But CGLS
method reached 10−4 only at the end of the iteration.

The product of Pm with resm quickly move to the
negative descent direction. Figure 6 shows the compar-
ison plot between FP-CGLS and CGLS regularization
methods for the different noise levels. The increments in
noise level reduce the iteration count in both FP-CGLS
and CGLS methods, but the FP-CGLS method is stable
in convergence (12 iterations) up to 20% of noise distor-
tion. The CGLS has sudden fall from 77 iterations to 17
iterations in 20% of noise distortion.

The relative error value and the number of itera-
tions are recorded for the FP-CGLS and CGLS methods
for the three noise levels are listed in Table 3. It shows
that FP-CGLS has a substantially higher measurement
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Fig. 5. Convergence plot for the reconstructions of the
scattered breast using CGLS method.

Fig. 6. Comparison of relative residual norm versus iter-
ation count for the

,
η = 10%, 20%, and 30% for FPCGLS

and CGLS methods.

error handling ability than the CGLS method in
,
η up to

20% except for the error level
,
η=30%. There is a minor

increment in the relative error value. Another observation
is, that the CGLS method stuck into stagnation problem
even though in

,
η= 20%. Based on the results, FP-CGLS

has stable convergence behavior in higher measurement
error.

C. Assessment of proposed FP-CGLS on DBIM

This section has explained the overall reconstruc-
tion performance of the DBIM algorithm combined with
the proposed FP-CGLS method for the desired multi-
frequency range in a scattered breast phantom. The re-
sults are taken at A matrix of size (1280 × 146689).
The

,
η is set as 0. The pixel size is assigned as 0.5

mm for high resolution reconstructed image. A cross-

Table 3: Comparison of relative error and their optimal
stopping iterations for different Gaussian noise

Methods

,
η=10%

,
η=20%

,
η=30%

Iter RE Iter RE Iter RE
FP-CGLS 17 0.17

73
12 0.18

02
10 0.2215

CGLS 31 0.47
55

17 0.49
92

13 0.51865

section plot (Fig. 7) of the reconstructed image illus-
trates the goodness of the proposed FP-CGLS method.
It is plotted between the spatial position on X-axis and
its corresponding static relative permittivity values on Y-
axis. These types of visualization help to identify the
estimated dielectric values of the reconstructed image
have met the actual values in the reference breast phan-
tom. Figure 7 shows the reconstructed image in the sec-
ond and fourth iteration of the iteration of the DBIM
algorithm along with the reference profile. It showed
the proposed FP-CGLS produces an appropriate result
in 4 DBIM iterations. It has achieved accuracy val-
ues 0.6030, 0.6936, 0.7665, 0.8760 in DBIM iteration
1, 2, 3 and 4 respectively. According to this analysis,
the proposed FP-CGLS method is performed well in
the high frequencies in multifrequency microwave to-
mography breast imaging even though in higher noise
levels.

Fig. 7. Cross-sectional view of reconstructed permittivity
of scattered breast using proposed FP-CGLS with itera-
tion of DBIM algorithm.

V. CONCLUSION

This paper presents the high frequencies in mul-
tifrequency DBIM with a proposed Krylov subspace
based regularization method called FP-CGLS for high-
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resolution MWTIS breast imaging. The frequency di-
versity problem is a major issue in multifrequency
microwave tomography imaging. It leads to received
scattered fields corrupted by Gaussian noise and unsta-
ble convergence in the reconstruction process. This paper
addresses these issues modelled as the ill-condition prob-
lem. It was resolved by the proposed optimal step fre-
quency (250 MHz) for the high frequency range (2 GHz
to 3 GHz) selected based on the degree of ill-posedness
value. The unstable convergence and accuracy of the so-
lution are resolved by the iteratively updated precondi-
tioner based FP-CGLS method. A scattered breast phan-
tom has been taken for this study. Stand CGLS method
is used to compare the performance of the proposed
multifrequency and FP-CGLS method. The iteratively
updated preconditioner Pm in the proposed FP-CGLS
method supports reaching the appropriate xm at 12 itera-
tions with a relative error of 0.1802 even though in 20%
of Gaussian noise. Compare the results with the Stan-
dard CGLS method; it achieved a 0.4480 relative error
value at the 77 iterations. The FP-CGLS along with the
DBIM method produces a reconstructed image with the
accuracy of 0.8760 in 4 DBIM iterations.
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Abstract – In this paper, the computational analysis for
miniaturization of antipodal Vivaldi antenna (AVA) by
an additional single elliptical loaded strip (SELS) is pre-
sented. The performance of the miniaturized antenna is
evaluated by finite difference time domain (FDTD) tech-
nique, while its performance is also verified by finite el-
ement method (FEM). The computational time and cost
of the two techniques are also compared to highlight
the significance of the most suitable technique for minia-
turization of the wideband antenna. It achieves ultra-
wideband performance with lower cutoff frequency at
0.668 GHz and 19.52 % size reduction with suitable gain
performance. The proposed compact antenna exhibits
good performance in the sub-GHz and ultra-wideband
(UWB) frequency ranges, which makes it a suitable can-
didate for low power energy harvesting systems as well
as for ultra-wideband applications.

Index Terms – Antipodal Vivaldi antenna (AVA), com-
pact, energy harvesting, sub-GHz, tapered slot antenna
(TSA), ultra-wideband (UWB) applications, Vivaldi
antenna.

I. INTRODUCTION

Wireless remote-controlled systems for Internet of
Things (IoT) are always appealing to everyone as they
add ease to daily mankind’s routine and also help in
multi-tasking. IoT typically requires a wider frequency
range, which can be provided by ultra-wideband anten-
nas with extended ranges to sub-GHz frequency ranges.
It has the benefit of extended frequency range and lower
power consumption. Thus it is suitable for networking
where a small amount of data is to be transmitted pe-
riodically such as in IoT networking [1], Chaos-based
communication systems [2], RFID tagging, air quality
network sensor devices [3], wireless drones and micro-
phones. Therefore, an antenna that can cater to the high-
frequency region as well as the sub-GHz band efficiently
seems attractive for energy harvesting systems in low
energy application systems.

Antipodal Vivaldi antenna (AVA) is one such family
of antennas, which has promising potential to meet the
need of the hour due its wide bandwidth, high directiv-
ity, better radiation efficiency and stable radiation pattern
properties. This is the reason why AVA attracts the atten-
tion of researchers nowadays for energy harvesting ap-
plications [4, 5]. Efforts are being made to improve its
performance and reduce the size of conventional Vivaldi
antenna [6] and antipodal Vivaldi antenna [7] particularly
for the sub-GHz frequency band. However, there is still
need to improve its compactness for sub-GHz frequency
ranges to make it more suitable candidate for energy har-
vesting applications.

Different flare shapes and tapering techniques [8, 9]
nowadays are being practiced and proposed for the size
reduction and performance enhancement of AVA. Print-
ing of meta-material unit cells on either side of the sub-
strate is helpful for improving gain and reducing antenna
size and sidelobe levels [10, 11]. The gain performance
of the antenna can also be improved by substrate in-
tegrated waveguide (SIW) structure [12] and the cor-
rugation technique [13, 14], however, it increases the
complexity level of fabrication. The resistance loading
and slotting technique can also be helpful for antenna
miniaturization and gain enhancement [15, 16]. How-
ever, most of these techniques are complex and size
reduction of an AVA for sub-GHz applications is still
challenging. Moreover, the computational time and cost
for analysis of such wideband antennas make the task
more difficult.

This paper presents a modified AVA design that uses
the simple technique of loading elliptical shaped con-
ducting strips for reducing the antenna size with com-
parable radiation and gain performance in the sub-GHz
range without affecting its performance at higher fre-
quencies. As the proposed technique affects only lower
frequencies performance, so parametric analysis compu-
tational cost can be reduced significantly by limiting the
analysis to lower frequencies only. Section II discusses
the antenna configuration and design, section III presents
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all the results and discussion and section IV presents con-
clusions of the study.

II. ANTENNA DESIGN

A conventional AVA (CAVA) proposed in [8], is se-
lected for its size reduction.

Initial aperture size D of a CAVA is an important
parameter to decide its lower cutoff frequency fL through
an empirical relation given as [8]:

D =
c
fL

1
1.5
√

εr +1
. (1)

In eqn (1), c is the velocity of light in free space and
εr is the relative permittivity of the dielectric substrate.
The significance of the aperture size comes from the fact
that, if it is less than the value obtained from eqn (1) then
it affects negatively the broadband characteristics of the
antenna [16]. The general expression for determination
of the shape contour of a Vivaldi antenna is quoted as
eqn (2):

y =±Aepx. (2)
While for better impedance characteristics, the slot

is typically exponentially tapered [16] as per the eqn (3):

x =

{
w1−0.5w1eαy top layer,
−w1 +0.5w1eαy bottom layer.

(3)

In eqn (3), w1 is the width of the feeding microstrip
and α is the exponential rate of transition and is deter-
mined by the eqn (4):

α =
1

le f f
ln

w1 +0.5D
0.5w1

, (4)

where le f f is the effective radiation length.
All the design parameters for CAVA are summarized

in Table 1. All the dimensions are measured in millime-
ters.

The CAVA has a lower cutoff frequency of 0.83
GHz. Its size is 0.446 λL x 0.387 λL, where λL is the
wavelength in free space at the lowest cutoff frequency.

The surface current distribution analysis for CAVA
played important role to modify its structure to shift
lower cutoff frequency towards left without changing its
aperture size. The surface current distributions for CAVA
at 0.69 GHz and 2.5 GHz are illustrated in Fig. 1. It can
be seen that the surface current density is accumulated at
the lower curves of the radiating flares as well as around
the slot between the two flares at 0.69 GHz. However, the
surface current distribution at 2.5 GHz and higher fre-
quencies is focused only around the slot between the two
flares and no significant current can be seen at the lower
curves of both the flares. It shows that lower curves of
both the flares have a significant role to decide the lower
cutoff frequency of CAVA. So, any possible way to in-
crease the electrical path of the current along the lower
curve of the flare may help to shift the lower cutoff fre-

Table 1: Antenna design parameters
Parameter Value Parameter Value

CAVA

Lsub 161.25 x1 2.975
Wsub 140 y1 60
fr1 32.5 x2 10
fr2 42.25 y2 70
tr1 43.2 x3 33.5
tr2 27 y3 72.75
D 132 x4 33.5
Sep 67 y4 115
Lb 8 L2 10
Wb 60 W2 5.95
L1 7.5 L3 42.5
W1 4.65 L4 12.75
SELS-AVA

ar1 15 x5 33.5
ar2 37 y5 45

Fig. 1. The surface current distribution of CAVA at (a)
0.69 GHz and (b) 2.5 GHz.

quency of CAVA towards the left without any increase in
its aperture size.

A. Modified CAVA configuration

An elliptical conducting strip is loaded on lower
curves of both the flares of CAVA to shift its lower cutoff
frequency towards the left. As the strips are loaded to the
lower curves of the flares of CAVA at which it has ap-
preciable current density for low frequencies. Therefore,
it helps to increase the electrical length of the antenna at
low frequencies. The modified CAVA is named SELS-
AVA and is presented in Fig. 2.

While loading the CAVA with additional strips, the
antenna symmetry is kept intact. The center of the loaded
strip is (x5, y5) and its major and minor axes are ar1 and
ar2, respectively. Both the strips are the mirror image of
one another, just like the radiating flares of CAVA.

The added strips are chosen to be elliptical rather
than rectangular or some other staircase shape to achieve
continuous wideband coverage at lower frequencies too.
The curved boundaries of elliptical strips are suitable
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Fig. 2. Schematic of the SELS-AVA design.

Fig. 3. The surface current distribution of SELS-AVA at
(a) 0.69 GHz and (b) 2.5 GHz.

for wideband coverage with consistent impedance band-
width.

FDTD modeling is adapted to the curved boundaries
of the conducting regions by employing perfect bound-
ary approximation (PBA). The PBA works on the fact
that the path for integration needed for the numerical so-
lution of Maxwell’s equations within each mesh cell, can
be chosen to conform to the geometry of the object inside
the cell rather than to its edges or faces.

The surface current distributions for optimized
SELS-AVA at the frequencies of 0.69 GHz and 2.5 GHz
are revealed in Fig. 3. At lower frequency, it can be seen
that the electrical path for the current is significantly in-
creased due to elliptical loaded strips, while the loaded
strips have almost no contribution at the higher frequen-
cies. As the frequency increases, the maximum surface
current density focuses only on the central region of the

antenna. It shows that the additional strips affect only
performance at lower frequencies and causes to shift the
lower frequency toward the left and hence contributing
to miniaturize the aperture size of the antenna. So, for
parametric analysis, the frequency range can be limited
to only the sub-2GHz frequency band to reduce its com-
putational cost.

B. Parametric analysis

The SELS-AVA design is analyzed for different val-
ues of ar1 and ar2 only in the sub-2 GHz frequency
band to reduce the computational cost. The sub-2GHz
response of SELS-AVA is elaborated in Fig. 4, in terms
of its return loss and gain by varying the ar2 parame-
ter while keeping the ar1 constant. It can be seen that the
lower cut-off frequency can be shifted towards the left by

(a)

(b)

Fig. 4. SELS-AVA response for varying ar2 and constant
ar1: (a) return loss and (b) gain.
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(a)

(b)

Fig. 5. SELS-AVA response for varying ar1 and constant
ar2. (a) Return loss and (b) gain.

increasing ar2. However, if the value of ar2 is increased
by more than 40 mm then a narrow-band notch is started
to create at about 800 MHz.

Similarly, the effect of varying ar1 while keeping ar2
constant on the return loss and gain in the sub-2GHz
band is explained in Fig. 5. Varying ar1 has a negligi-
ble effect on the lower cutoff frequency and gain perfor-
mance. After the detailed parametric analysis of SELS-
AVA parameters, the optimum values of ar1 and ar2 are
finalized and listed in Table 1.

III. COMPUTATIONAL PERFORMANCE
AND DISCUSSION

The addition of conducting strips contributes to ex-
tend the lower frequency range. The return loss of SELS-
AVA is compared with that of CAVA and is plotted in
Fig. 6. It can be seen that the lower cut-off frequency for

Fig. 6. Simulated return loss of CAVA and SELS-AVA.

SELS-AVA is 0.668 GHz as compared to 0.83 GHz for
CAVA. So the size is reduced to 0.359 λL x 0.312 λL,
which is a 19.5% size reduction as compared to the size
of CAVA.

In this study, the proposed design is simulated and
evaluated using two different computational techniques,
one is Finite Difference Time-Domain (FDTD) method
and the other is the Finite Element Method (FEM). CST
Microwave Studio is used to implement both the men-
tioned computational techniques. These computational
techniques are also compared to highlight the signifi-
cance of the most suitable technique for miniaturization
of a wideband antenna (0.668 to more than 14 GHz) with
a common PC (2.59 GHz Core i3 processor with 8 GB
memory).

Several simulations are carried out using FDTD with
an increasing number of mesh cells until convergence is
achieved. Table 2, lists the FDTD statistics of the simu-
lations for the proposed SELS-AVA design.

The return loss for various mesh densities is shown
in Fig. 7. It can be seen that the return loss is con-
verged for greater than 2,500,911 hexahedral mesh
cells and the lowest cutoff frequency is obtained at
0.668 GHz.

Similarly, the proposed design is analyzed using the
FEM solver by increasing the number of tetrahedron
mesh cells. The FEM computation statistics for various
mesh densities are summarized in Table 3 and corre-
sponding results for return loss are plotted in Fig. 8. It
can be seen that the FEM takes appreciably long com-
putation duration for wideband simulations as the mesh
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Fig. 7. Return loss of SELS-AVA for varying mesh den-
sity using FDTD.

Table 2: FDTD statistics for SELS-AVA in wideband
Cells per

wave-

length

near the

model

Smallest

cell size

(mm)

Largest

cell size

(mm)

Total

hexa-

hedral

cells

Run time

(M:S)

5 0.524933 3.54365 830,484 3:29
6 0.49375 3.54365 1,183,506 7:53
7 0.3937 2.65773 1,936,494 34:9
8 0.3937 0.265773 2,500,911 40:09
9 0.33333 2.12619 3,582,864 45:06
10 0.31496 2.12619 4,620,000 32:07

density increases and convergence is also really hard to
achieve in this case.

As, FEM is considered a more efficient technique for
narrow band applications, so, the proposed design is an-
alyzed in narrow-band continuous chunks of the whole
wide frequency band as shown in Table 4. This way to
analyze a wideband antenna using FEM in small chunks
of the wide frequency bands helps a lot to achieve con-
verged results with considerably less computational cost
as compared to FEM analysis for the whole frequency
band in a single run; however, its computational cost is
still higher than that of FDTD analysis. Therefore, FDTD
is more computationally efficient than FEM for the anal-
ysis of the proposed SELS-AVA. However, the computa-
tional cost of FEM can also be reduced significantly by
its analysis in small continuous chunks of the whole fre-
quency band instead of analysis for the whole frequency
band in a single run.

The comparison of the converged return loss curves
for FDTD and FEM analysis for the proposed antenna
is shown in Fig. 9. It can be seen that the return loss

Table 3: FEM statistics for SELS-AVA in wideband
Max. no.

of passes

Min edge

length

Max edge

length

Average

quality

Total

tetrahe-

drons

Run time

(H:M:S)

5 0.0608401 9.67442 0.755319 280,804 00:30:51
6 0.029147 9.49687 0.757769 446,414 00:17:41
7 0.0274142 9.51305 0.759502 611,627 00:15:11
15 0.0153071 9.44517 0.7606 799,307 21:44:42

Fig. 8. Return loss for SELS-AVA with varying mesh
density using FEM.

curves for both the computational techniques are in close
agreement.

The simulated gain of the proposed SELS-AVA is
compared with that of CAVA in the Fig. 10. The peak
gain offered by CAVA and SELS-AVA is 9.1 dBi and
9.5 dBi respectively. Although the peak gains offered by
the two designs are similar, however, the performance of
proposed antenna also exhibits suitable gain in sub-GHz
frequency ranges.

The proposed SELS-AVA is compared with some
other recent AVAs presented in the literature. The com-
parison is summarized in Table 5. The comparison is in
terms of the operational frequency range, dielectric used,

Table 4: FEM statistics for SELS-AVA in small chunks
of the frequency band
Frequency

bands

(GHz)

Max no. of

passes

Total tetra-

hedrons

Run time

(M:S)

0.1 – 2 8 26,938 00:03
2 – 5 8 39,993 01:25
5 – 8 8 90,214 16:53
8 – 10 8 123,306 06:35
10 – 12 8 111,993 05:13
12 – 14 8 227,263 06:34
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Table 5: Comparison of proposed SELS-AVA with some
other AVAs in literature
Ref. Frequency

band

(GHz)

Size (λL x

λL)

εr Gain (dBi)

[8] 0.83 – 9.8 0.446 x
0.39

2.33 9.1

[12] 11.02 – 40 0.84 x
0.367

2.2 2.15 – 5.75

[11] 3 – 10.6 0.45 x
0.486

4.4 8.45

[17] 5.2 – 40 0.66 x 0.68 2.2 0.6 – 13.9
[10] 25 – 33.4 0.67 x 0.4 4.4 5 – 9.53
[9] 1.14 – 2.6 0.6 x 0.5 4.15 8.2
SELS-
AVA

0.668 –
20+

0.359 x
0.31

2.65 9.4

Fig. 9. Comparison of return loss curves for FDTD and
FEM.

antenna size, and gain. It can be seen that the proposed
technique achieves size reduction in the sub-GHz fre-
quency band with a very simple technique and its per-
formance is also comparable with existing techniques.

IV. CONCLUSION

In this work, computational analysis for miniatur-
ization of the conventional AVA using FDTD and FEM
is presented. The size of the conventional antenna is re-
duced intuitively by increasing the electrical path of the
current by loading elliptical strips at the point, which has
a maximum current density at lower frequencies, only.
The size of the proposed SELS-AVA design is 0.359 λL
x 0.312 λL, which is 19.5 % smaller as compared to the
size of CAVA. The gain of the proposed SELS-AVA de-
sign is 1.3 – 2.2 dBi in the sub GHz range of 0.668 – 1
GHz and an appreciable gain level over the entire oper-
ating range otherwise. The proposed design is simulated

Fig. 10. Simulated gain of SELS-AVA in comparison
with CAVA.

in FDTD and FEM solver and the results are counter-
verified. The FDTD is a more efficient way to analyze the
proposed antenna with less computational and memory
resources. However, FEM can also be used efficiently
for analysis and verification of the results of such an-
tenna with a common PC if the analysis is carried out
in small continuous chunks of the whole frequency band
instead of the analysis for the whole frequency band in
a single run. The antenna performance, compact size,
and non-complexity make it a good addition to the an-
tenna family for ultra-wideband applications and sub-
GHz applications.
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Abstract – Many scientific and technological applica-
tions make use of strong microwave fields. These are
often realized in conjunction with microwave resonators
that have small geometric features in which such fields
are generated. For example, in magnetic resonance, large
microwave and RF magnetic fields make it possible
to achieve fast control over the measured electron or
nuclear spins in the sample and to detect them with
high sensitivity. The numerical analysis of resonators
with small geometric features can pose a significant
challenge. This paper describes a general method of
analysis and characterization of surface microresonators
in the context of electron spin resonance (ESR) spec-
troscopy and spin-based quantum technology. Our anal-
ysis is based on the Electric Field Integral Equation
(EFIE) and the Poggio-Miller-Chang-Harrington-Wu-
Tsai (PMCHWT) formulation. In particular, we focus
on a class of resonator configurations that possesses
extremely small subwavelength features, which normally
would require an ultra-fine mesh. We present several effi-
cient techniques to numerically model, solve, and ana-
lyze these types of configurations for both normal and
superconducting structures. The validation of these tech-
niques is established both numerically and experimen-
tally by the S11 parameters as well as the provision of
direct mapping of the resonator’s microwave magnetic
field component using a unique electron spin resonance
micro-imaging method.

Index Terms – electric field integral equation, electron
spin resonance, surface resonators.

I. INTRODUCTION

Surface microresonators belong to a subclass of pla-
nar printed resonators [1]. They constitute a key com-
ponent in many scientific and technological applications
ranging from filters [2] and oscillators [3] for analog
and digital communications to building blocks for meta-
materials [4] and including quantum technology [1, 6].
Essentially, this is a result of the richness of resonator

topologies, which can be generated and rendered opti-
mal for various uses. Indeed, recent advances in fabrica-
tion techniques [7] and lower manufacturing costs allow
designing such surface resonator configurations to obtain
the desired microwave (MW) field distribution in a cer-
tain bandwidth (BW).

One of the emerging fields of application of sur-
face resonators is magnetic resonance and specifically
electron spin resonance (ESR) [8]. This method makes
use of such resonators to focus the microwave magnetic
field component on a small region in space [9], thereby
increasing the effectiveness, and especially the sensitiv-
ity, of ESR [10, 11]. The capability to generate specific
MW magnetic field patterns can be useful in a variety
of ESR applications such as the detection and imaging
of defects on the surface and subsurface of semicon-
ductors [12], measurements of paramagnetic monolay-
ers [13], and the inspection of small biological systems
[14]. Many types of ESR surface resonators are often
comprised of a mixed structure of metallic and dielec-
tric parts and characterized by areas with small geomet-
ric features that can range from 0.01 λ to even 10−6 λ ,
where λ is the operating wavelength. In terms of full
Electromagnetic (EM) simulation, this results in an ultra-
fine mesh in and around these areas. Therefore, achiev-
ing an accurate numerical solution presents a difficulty
that in many applications, and especially in ESR, may be
critical. Primarily, this is because the system’s ultimate
performance is determined by the resonator’s properties
such as its filling factor [15]:

η f =

∫
Sample |Ht |2dv∫

Resonator |H|2dv
,

where Ht is the component of the MW magnetic field
that is tangential to B0, the direction of the static field,
and |H| is the modulo of the MW magnetic field. This
means that finding η f requires an accurate solution of
the resonant MW fields all over the resonator, both near
and far from its core.
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Another difficulty originates in the inclusion of a
long (several wavelengths) excitation device (typically
a microstrip line), which further amplifies the need to
address the challenge of having objects with dimen-
sions spanning many orders of magnitude with respect
to λ . Our experience has shown that for these types of
EM problems, leading commercial EM solvers such as
CST or HFSS, which are based on the Finite Difference
Time Domain (FDTD) [16], or Finite Element Method
(FEM) [17], frequently fail to achieve a numerical solu-
tion with the desired degree of accuracy within a reason-
able time frame. Essentially, this is because such a solu-
tion requires a very fine mesh across most of the volume
defined by the boundary box. Numerical solvers based
on Method of Moments (MoM) [18] and Surface Inte-
gral Equation (SIE) [19] methods can solve this obstacle
given that once the surface currents are known, it is pos-
sible to have accurate data throughout the entire space.
Yet, naively employing MoM solvers is not sufficient, in
particular for configurations of surfaceresonators with an
overall size of ∼0.1 λ that have 10−5 λ features whose
numerical solution involves solving a matrix system with
an extremely high condition number (1011–1015).

Here, we present a numerical MoM-SIE solver
based on the Electric Field Integral Equation (EFIE)
[20] and the Poggio-Miller-Chang-Harrington-Wu-Tsai
(PMCHWT) [21, 22] formulation for general compos-
ite structures that have been optimized for EM problems
involving the complex geometries common in the field
of ESR surface resonators. This paper aims to present
our advanced techniques for obtaining an accurate and
efficient numerical solution to these challenging types
of EM problems while providing experimental valida-
tion of the theoretical results. The increased efficiency
with respect to calculation time and memory usage is
revealed when comparing our algorithm to the industry
standard CST frequency domain and integral equation
solvers. This efficiency is attributed to three main fea-
tures of this work: (i) the achievement of reasonable con-
dition numbers by applying proper model discretization,
even for very fine physical features; (ii) the application
of unique procedures for matrix system precondition-
ing; and (iii) the implementation of Impedance Boundary
Conditions (IBC) to represent thin conductors as a sur-
face impedance to exclude ultra-small elements that sig-
nificantly increase the impedance matrix condition num-
ber and to account for lossy realistic structures.

II. 2 EFIE-PMCHWT SURFACE INTEGRAL
EQUATIONS

A. Formulation

The EFIE-PMCHWT formulation applies the EFIE
to open/closed metallic surfaces and the PMCHWT to
dielectric domains [23]. Closed metallic surfaces can

also be treated with the Combined Field Integral Equa-
tion (CFIE) [24] to remove interior resonances. However,
thin conductors are required to be modeled as open sur-
faces, either to make use of Impedance Boundary Con-
ditions (IBC) [25] or because they practically cannot
be modeled as closed surfaces, as explained in Section
3.2. Here, the EFIE-PMCHWT equations are reviewed
with respect to the following EM scattering problem,
illustrated in Fig. 1. Consider a time-harmonic regime
with a time factor e jω t and a primary or incident field
(EInc, HInc) illuminating domains Dc, D1 immersed in an
unbounded background medium D0 whose impedance is
η0. Here, Dc represents a thin conductor modeled as an
open surface Sc with surface impedance Zs. Sc is assumed
to have a radius of curvature that is large compared to the
operating wavelength λ . D1 denotes a dielectric domain
enclosed by a surface S1 with material properties ε1 and
μ1. Let Es and Hs be the secondary microwave fields
generated by J and M representing electric and magnetic
surface currents, respectively. We define integral opera-
tors Ti and Ki associated with region i ∈ [0,1], acting on
vector field F across a surface S, by [20, 24]

Ti(F) = jkln̂×
∫

S

(
I+

∇∇
k2

i

)
Gi
(
r,r′
)

F
(
r′
)

dr′, (1)

ki(F) = n̂×
∫

S
∇Gi
(
r,r′
)×F

(
r′
)

dr′. (2)

Here, n̂is the surface normal of S,G(r,r′) is the
Green’s function of an infinite homogeneous medium
with wavenumber ki given by:

Gi
(
r,r′
)
=

e− jki|r−r′|
4π |r− r′| , (3)

and I represents the identity operator.
For conductors with |Zs| << η0, the boundary con-

dition on Sc can be approximated as [25]:
T0 (η0J)+ZSJ× n̂−K0(M) =−n̂×EInc , (4)

and on the surface S1 the boundary conditions read [21]:
1

∑
i=0

ηi

η0
Ti (ηiJ)−

1

∑
i=0
Ki(M) =−n̂×Elnc, (5)

1

∑
i=0

η0

ηi
Ti(M)+

1

∑
i=0
Ki (η0M) =−η0n̂×HInc, (6)

with ηi being the impedance of region i. Equation
(4) represents the EFIE and (5) and (6) represent the
PMCHWT.

B. Discretization

The numerical solution is obtained by transforming
the EFIE-PMCHWT equations (4), (5), and (6) into a
matrix system. First, J and M are approximated in terms
of vector basis functions:

J =
Ne

∑
n=1

anfn, M =
Nm

∑
n=1

bnfn, (7)
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Fig. 1. Scattering by composite conductor and dielectric
structures. The solid black line corresponds to an open
surface Sc modeling a thin conductor associated with a
domain Dc. The dashed line corresponds to a surface S1
enclosing a dielectric domain D1.

where fn is the Rao-Wilton-Glisson (RWG) basis func-
tion [20] assigned to the edge en defined as (Fig. 2).

fn(r) =

⎧⎪⎨⎪⎩
Ln

2A+
n
(r− v+n ) ,r ∈ T+

n
Ln

2A−n
(v−n − r) ,r ∈ T−n .

0, otherwise.
, (8)

Here, A±n is the area of the triangular patch T±n ,Ln is
the length of the common edge en, and v+n is the ver-
tex of T±n . An RWG function domain is displayed in
Fig. 2. The an and bn parameters are associated with Ne
unknown electric and Nm magnetic current amplitudes,
respectively. The values of Ne and Nm are determined
by the number of edges associated with each surface
so that Ne corresponds to both conductor and dielec-
tric surfaces Sc ∪ S1, whereas Nm applies only to Sd =
S1 \ Sc. The latter condition applies only for conduc-
tors with |Zs|<<η0, where the magnetic edges lying in
Sc are removed (note that for their correct removal, the
meshes applied to opposite sides of the interface must be
identical). To discretize the EFIE-PMCHWT equations,
the Galerkin method is applied so that (4), (5), and (6)
are tested using {fm1, em1 ∈ Sc}, {fm2, em2 ∈ S1}, and
{fm3, em3 ∈ Sd}, respectively. This procedure results in
the following matrix equation:

Ne

∑
n=1

(ik0η0Am1,0 +Cm1n)an +
Nm

∑
n=1
Bm1n,0bn =V E

m2
, (9)

Ne

∑
n=1

1

∑
i=0

jkiηiAm2n,ian +
Nm

∑
n=1

1

∑
i=0
Bm2n,ibn =V E

m2
, (10)

Nm

∑
n=1

1

∑
i=0

ji
Am3n,i

ηi
bn−

Ne

∑
n=1

1

∑
i=0
Bm3n,ian =V H

m3
, (11)

Here we define:

Amn,i =
∫

S
fm(r) ·

∫
S

fn
(
r′
)

Gi
(
r,r′
)

dr′dr− (12)

k−2
i

∫
S

∇s · fm(r)
∫

S
∇′S · fn

(
r′
)

Gi
(
r,r′
)

dr′dr,

Bmn,i =
∫

S
fm(r) ·

∫
S

fn
(
r′
)×∇′Gi

(
r,r′
)

dr′dr,

(13)

Cmn = Zs

∫
S

fm(r) · fn(r)dr, (14)

V E
m =

∫
S

fm(r) ·EInc(r)dr, (15)

V H
m =

∫
S

fm(r) ·Hlnc(r)dr. (16)

Hence, the impedance matrix Z is of the form:

Z =

⎡⎣ ZEJ
c ZEM

c
ZEJ

d ZEM
d

ZHJ
d ZHM

d

⎤⎦ , (17)

where the elements of the block matrices are:{
ZEJ

c
}

m∈m1,n=1...Ne
= jk0η0Am1,0 +Cm1n,0, (18){

ZEM
c
}

m∈m1,n=1...Nm
= Bm1n,0, (19){

ZEJ
d
}

m∈m2,n=1...Ne
=

1

∑
i=0

jkiηiAm2n,i, (20)

{
ZEM

d
}

m∈m2,n=1...Nm
=

1

∑
i=0
Bm2n,i, (21)

{
ZHJ

d
}

m∈m3,n=1,...Ne
=

1

∑
i=0
−Bm3n,i, (22)

{
ZHM

d
}

m∈m3,n=1..Nm
=

1

∑
i=0

jki

ηi
Am3n,i. (23)

The evaluation of the double integrals (12) to (16)
is performed using the singularity subtraction technique
with closed-form integral representations [26].

III. SIMULATION OF ESR RESONATOR
CONFIGURATIONS

A. Model

ESR surface resonators typically operate in the
range of 1–100 GHz where their size is, in most cases,
much smaller than the resonant wavelength. Figure 3
shows a typical layout of the “ParPar” (“butterfly” in
Hebrew) surface resonators we have recently developed
[27]. It consists of a thin (50–500 nm) butterfly-shaped
conductor (either normal or superconductor) printed
on a thick (100–500 μm) dielectric substrate whose
width/length is typically 1.2 – 1.6 mm The bridge (at
the center of Fig. 3 (a)) is chosen so that it maxi-
mizes the magnetic field in a particular region of thin
(≤ 200 μm) samples that cover the resonator plane
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Fig. 2. An RWG function fn composed of a pair of trian-
gular patches T+n and T−n common to the nth edge en.

(i.e., the substrate’s upper plane). The resonators are
inductively coupled by a microstrip line placed 10 – 300
μm below the substrate’s bottom plane, where critical
(optimal) coupling [28] can be achieved by moving the
resonator in the x-y plane (Fig. 3 (b)). The microwave
configuration composed of a surface resonator and a
microstrip transmission line can be represented by the
equivalent circuit shown in Fig. 4.

B. Boundary conditions

Common ESR surface resonators consist of
extremely thin conductors (including those associated
with the microstrip) whose thickness ts can be smaller
than the penetration depth Δ for normal conductors
(e.g., copper, silver, etc.) and the London penetration
depth Δ [29] for superconductors1. As a result, the use
of Impedance Boundary Conditions (IBC) is critical
because modeling the conductors as closed surfaces
might result in ill-conditioned matrix systems, as
explained in detail in the following subsection. The
implementation of IBC is performed using the single
sheet model [30], in which the conductor is modeled as
a single sheet with the appropriate surface impedance
Zs. The value of Zs depends on the type of conductor
(normal or superconductor) used. In the case of normal
conductors, the surface impedance is given by [30]:

Zs =
κ
σ

eκts + ση−κ
ση+κ e−κts

eκts − ση−κ
ση+κ e−κts

, (24)

where η is the medium impedance, σ is the complex
conductivity, and κ = (1+j)

√
(ωμσ /

√
2.

1 The term ”superconductors” refers here to materials that exhibit
zero DC conductivity at low temperatures and have finite RF surface
resistance, such as YBCO or Nb, and not to PEC. Moreover, even if
the metals are considered to be PEC at DC, from the physical point
of view, conductors whose thickness is smaller than the corresponding
penetration depth can no longer be treated as perfect electric/magnetic
conductors.

 
(a) 

 

 
(b) 

Fig. 3. ESR microwave configuration. (a) General lay-
out of the ParPar surface resonator. The dashed rectangu-
lar line indicates the bridge whose length and width are
BL and BW , respectively. The arcs’ radii R and h denote
the complementary physical characteristics of the ParPar
resonator. (b) Excitation of ParPar by a microstrip line.

Fig. 4. Equivalent circuit for ESR microwave configura-
tion. The microstrip line and surface resonator are repre-
sented by the elements R0 and R, L, and C, respectively.
β denotes the inductive coupling coefficient.

For superconductors, the surface impedance is [30]:

Zs = jωμλL

ets/λL +
η− jωμλL

η + jωμλL
e−t,/λL

ets/λL − η− jωμλL

η + jωμλL
e−ts/λL

. (25)
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The single sheet model can also be applied to either
planar or non-planar surfaces whose radii are much
greater than the operating wavelength.

Note that regardless of the type of conductor used,
the underlying assumption of the boundary impedance
model is that the corresponding penetration depth is not
much greater than the conductor’s thickness [30]. In this
paper, we focus on structures fabricated out of planar
normal conductors, while our latest paper [31] deals with
resonators made of a superconducting material.

C. Impedance matrix preconditioning and inversion

As mentioned in the previous subsection, the use
of IBC alleviates the need for solving ultra-small ele-
ments (compared to the operating wavelength) result-
ing from the inclusion of thin finite conductors. Math-
ematically, the presence of small elements gives rise to
an impedance matrix whose condition number grows as
(kδ a) −2 [32]. Here δ a is the weighted average edge
length of the mesh so that smaller edges are given
more weight. The increase in the condition number
results mainly from the EFIE matrix system becom-
ing severely ill-conditioned with increasing mesh den-
sity and decreasing element size. In cases where direct
solvers cannot be applied (e.g., for large matrix systems),
this eventually leads to slowly- or non-converging iter-
ative solvers, namely a dense discretization breakdown
[33]. In fact, the mesh applied to a specific model is of
importance, and this is especially true for MoM-based
integral equations solvers [34–36]. However, numeri-
cally solving a microwave configuration composed of an
electrically large microstrip line and a small surface res-
onator possessing fine and localized geometric features
still requires solving a large impedance matrix whose
condition number is considerably high (e.g., 108–1014

when solving typical ParPar layouts, as described above).
Furthermore, the resulting MW fields are required to be
very accurate within the sample volume and at least 1
μm spatial resolution is necessary for resolving ultra-
small samples (i.e., with volume ≤ 1 nL). Therefore,
the impedance matrix must be preconditioned properly
to improve its condition number and enable an accurate
solution to the problem.

Theoretically, preconditioning can be based either
on simple algebraic techniques, such as incomplete
LU (ILU) factorization [37, 38] or approximate inverse
preconditioners [39] or on a more physical class of
preconditioners, such as the Calderon Multiplicative
Preconditioner (CMP) [40]. On the one hand, under
quasi-uniform discretization, Calderon identity-based
preconditioners might result in a condition number
whose upper bound can be independent of δ a [41], while
algebraic preconditioners still exhibit a growing condi-
tion number as δ a decreases. On the other hand, CMP

might not be applicable to these types of problems for the
following reasons: first, improving the condition num-
ber in the presence of a non-uniform mesh is not guar-
anteed, given that the CMP-EFIE method still suffers
from an inaccuracy problem at low frequencies asso-
ciated with quasi-static regions [42, 43], and imposing
a uniform mesh is not practical, especially in complex
ESR resonators geometries. Second, employing CMP
for open surfaces is less effective because the condi-
tion number might grow similarly to the EFIE matrix
system [44]. Third, for a matrix system that can be
preconditioned algebraically, applying CMP can be a
time-consuming procedure due to an excess in matrix-
matrix and matrix-vector products. Fourth, CMP might
not be trivially extended for EFIE-PMCHWT formula-
tions, whereas an extra challenge is added by the inclu-
sion of IBC. The latter also applies to other formulations,
such as multiple-traces PMCHWT [45], that can lead to
a well-conditioned impedance matrix in configurations
comprising perfectly conducting objects.

As shown in Section IV.C below, a matrix precon-
ditioned via an incomplete LU factorization can signifi-
cantly improve its condition number. In particular, com-
pared to the left ILU preconditioner, which multiplies the
impedance matrix on the left, the right ILU precondi-
tioner is much more efficient and provides exceptional
iterative solver convergence speed: up to 30 GMRES
iterations to achieve relative residuals < min (10−6, con-
dition number−1) with respect to the unpreconditioned
matrix system. Calculating the residual in this manner
excludes either delayed or premature convergence asso-
ciated with left preconditioners [46]. Typically, for con-
dition numbers > 1011, the left ILU becomes less practi-
cal due to slow convergence and an inaccurate numerical
solution compared to the right ILU. Moreover, the stan-
dard diagonal preconditioner (DP) cannot resolve con-
dition numbers ≥ 108 and results in non-convergence.
Mathematically, solving configurations near resonance
requires a substantial decrease in the matrix’s high con-
dition number, which cannot be achieved by decreasing
the dominance of its diagonal alone. However, the DP
can lower the condition number by 2 – 3 orders of mag-
nitude; therefore, it can be applied prior to the left ILU
preconditioner to enhance convergence.

As for the particular iterative solver to be used,
there are several methods to choose from, including the
generalized minimum residual (GMRES) method pro-
posed by Saad and Schultz [47], the biconjugate gradi-
ent (BiCG) developed by Fletcher [48], the conjugate
gradient squared (CGS) method proposed by Sonneveld
[49], the transpose-free quasiminimal residual method
(TFQMR) by Freund and Nachtigal [50], and van der
Vorst’s gradient stabilized (BiCGSTAB) [51] method.
While they are applicable to our problems, GMRES
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(a) 

 

Fig. 5. SEM photos of ParPar2 surface resonators. (a)
Low magnification. (b) High magnification.

with right ILU preconditioning has provided the fastest
convergence. Accordingly, in this work, we employed
GMRES with residue tolerance of min(10−6, condition
number−1) following ILU factorization performed with
pivoting (ILUP [47]) and drop tolerance of 10−6.

IV. NUMERICAL & EXPERIMENTAL
RESULTS

A. ParPar topology

This section presents numerical and experimental
results that demonstrate the time efficiency and the accu-
racy of our method to resolve complex ESR microwave
resonator configurations. In particular, we show accu-
rate near-field solutions that were validated via a sensi-
tive and unique ESR microimaging setup. Three types
of ParPar surface resonators were tested: ParPar50,
ParPar20, and ParPar2, whose bridge sizes (BW , BL – see
Fig. 3 (a)) are (25 μm, 50 μm), (10 μm, 20 μm), and (1
μm, 2 μm), respectively. Each of these resonators con-
sisted of a 0.5 μm-thin copper metallization printed on
LaAlO3 or silicon dielectric substrates (1.6 mm × 1.6
mm × 0.2 mm) with permittivity of ∼24 and ∼11.5,
respectively. The arcs’ radii R (Fig. 3 (a)) were 380
μm for the LaAlO3 substrate, and 560 μm for the sil-

icon substrate. Figures 5 (a) and 5 (b) show the scan-
ning electron microscope (SEM) photos of the ParPar2
resonator for illustration purposes. Coupling to the res-
onators was achieved via a 0.46 mm-wide microstrip
line (RO4003 LoPro Series, Rogers Corp., thickness of
0.22 mm) whose end was placed 10 μm, 12 μm, and
190 μm below the substrate’s bottom plane for ParPar50,
ParPar20, and ParPar2, respectively. Note that an induc-
tive coupling to ParPar2 is much more challenging, con-
sidering the magnetic flux generated by the millimeter-
scale microstrip line. The comparison between measured
and calculated reflection coefficients S11 is presented in
Figs. 6 and 7; in all cases (Figs. 6 (a) to 6 (c) and 7 (a) to
7 (c)), the resulting maximal relative error between the
measured and calculated S11 is < 2% in the resonance
and < 5% in the 3 dB BW. This fine agreement is defi-
nitely not trivial, in particular for the ParPar2 resonator
whose structure was discretized with an average element
λ /50 in size (minimum edge length δ m of 3×10−5 λ ),
resulting in a MoM matrix condition number of ∼1013.
The calculated resonant magnetic field distributions for
ParPar50, ParPar20, and ParPar2 geometries are pre-
sented in Figs. 8 (a) to 8 (c), respectively. Evidently, in
all cases, the magnetic field is mostly localized in and
around the bridge. The pattern of this mode can be ver-
ified via 2D ESR microimaging [52], considered to be a
very sensitive method to reveal the intensity of the actual
microwave magnetic field. Additional details about the
ESR imaging procedure used in this work are provided in
the Appendix. For example, results of the imaging exper-
iments carried out with ParPar50 and ParPar2 (Fig. 9)
showed that the desired mode is indeed excited in both
cases.

B. Impedance matrix preconditioning

In this section, we demonstrate our method’s capa-
bility to solve the high condition number matrices result-
ing from the discretization of ParPar2 and ParPar20
surface resonators (LaAlO3 substrate). On both struc-
tures, the simulations were repeated for 11 non-uniform
discretizations with an average edge length δ a that
varied from 0.02 λ r to 0.05 λ r,, corresponding to
4016 RWG functions for the largest δ a and 16248 for
the smallest. Here, λ r is the resonant wavelength at
36.3 GHz For all discretizations, the minimum edge
lengths were kept the same—3×10−5 λ r and 3×10−4 λ r
for ParPar2 and ParPar20, respectively. Figure 10 (a)
presents the resulting condition numbers of the EFIE-
PMCHWT matrices for simulated ParPar2 and ParPar20.
Regarding Fig. 10 (a), the minimum condition num-
ber (1012) of the ParPar2 impedance matrix is 2 orders
of magnitude larger than the maximum condition num-
ber of the ParPar20 matrix. These results clearly sug-
gest that discretizations having a lower δ m-to-δ a ratio
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(a) 

(b) 

(c) 

Fig. 6. Measured and calculated reflection coefficient S11
for LaAlO3 resonators. (a) ParPar50, (b) ParPar20, and
(c) ParPar2.

(a) 

(b) 

(c) 

Fig. 7. Measured and calculated reflection coefficient S11
for silicon resonators. (a) ParPar50, (b) ParPar20, and (c)
ParPar2.
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(a) 

 
(b) 

(c) 

 
(d) 

Fig. 8. Calculated normalized magnitude of reso-
nant magnetic field distributions 16 μm, 8 μm, and
4 μm above the substrate’s upper plane for (a)
silicon-ParPar50, (b) LaAlO3-ParPar20, and (c) LaAlO3-
ParPar2, respectively. (d) The corresponding CST results
for LaAlO3-ParPar2.

(a) 

(b) 

Fig. 9. Results of ESR microimaging carried out with
(a) ParPar50 using a silicon substrate and (b) ParPar2
using LaAlO3. Both resonators were covered completely
by a sample consisting of paramagnetic microcrystals,
which resulted in a non-uniform (grainy) mode image. A
detailed description of the experiments can be found in
the Appendix.

are significantly more susceptible to higher condition
numbers than more uniform discretizations with smaller
δ a values. In practical terms, this means that extra
mesh refinements of subwavelength regions, which cor-
respond to an excessive presence of smaller elements,
can greatly impair the quality of the numerical solu-
tion. Figure 10 (b) presents the performance of the
diagonal preconditioner (DP) with left and right ILU
ILU applied to resolve the high condition numbers of
the impedance matrix for the aforementioned discretiza-
tions of ParPar2. Applying the right ILU allows for
the convergence of GMRES (relative residual < condi-
tion number−1) on every discretization, while the left
ILU preconditioner becomes less effective for dense
discretizations so that the GMRES residual gradually
increases and surpasses 10−6. Thus, while memory usage
for the left and right ILU were quite similar, the right
ILU typically required < 15 iterations to converge, for all
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examined discretizations, whereas the left ILU resulted
in ≥ 30 iterations and non-convergence (a stagnation of
the GMRES) for condition numbers < 1012, and≥ 1012,
respectively. Note that using DP alone could not resolve
these high condition numbers, even for the coarsest dis-
cretization. Namely, the iterative solver did not converge
when attempting to solve the diagonally preconditioned
impedance matrix. In practice, we found the tolerance of
10−6 to be unachievable by GMRES, which stagnated
after 300 iterations

Lastly, to illustrate the importance of the right
ILU preconditioner, we attempted to solve the ParPar2
structure for extremely fine discretization—32450 RWG
functions at a resonance of 36.3 GHz While the GMRES
stagnated following 800 iterations using the left ILU,
for the right ILU-preconditioned impedance matrix we
achieved GMRES convergence following 101 iterations.
Therefore, we conclude that the left ILU preconditioner
can be ineffective to solve complex structures near reso-
nance, in particular for very fine discretizations and large
matrices.

C. Comparison with CST

In the last section, our MoM-based solver is
compared with the CST Frequency Domain Solver
(Fsolver) via simulation of the configuration composed
of the LaAlO3-ParPar2 resonator and a microstrip line
described in previous sections. Both solvers were com-
pared regarding simulation time per frequency point
(STPFP) and the number of unknowns (NoU) resolved
for near-field and S11 convergence (i.e., < 0.2% norm
variation), where near-field convergence was tested using
108 grid points within a 1.6 mm × 1.6 mm × 100 μm
sample volume situated above the resonator’s surface.
Figure 8 (d) shows the corresponding CST results depict-
ing the resonant magnetic field distribution (respective to
Fig. 8 (c)). All simulations were carried out on a 3.2 GHz
Intel Xeon 1660 processor. The results are summarized
in Table 1.

It is evident from Table 1 that while our MoM
solver required the same NoU for both S11 and near-
field convergence, the CST Fsolver required almost dou-
ble NoU to converge in the near-field region. More-
over, for CST, an additional manual mesh refinement
was required at the center of the resonator, as it was
not refined properly during the adaptive mesh refine-
ment process. 650774757Note that being an FEM-based
method,the CST

Fsolver divided the geometric model into a large
number of tetrahedra within a predefined bounding
box—a property that results in a very large matrix sys-
tem to solve. In terms of simulation time, both solvers
were comparable regarding STPFP (∼210–270 s) to
achieve S11 convergence. However, the STPFP of the

(a) 

(b) 

Fig. 10. Performance of the DP with left and right ILU to
precondition the EFIE-PMCHWT impedance matrix of
ParPar20 and ParPar2. (a) Condition number of ParPar20
and ParPar2 impedance matrices. (b) GMRES residual
following ≤ 30 iterations.

CST Fsolver for nearfield convergence was ∼430 s, due
to the need for a much finer mesh in the sample region.
Furthermore, the total simulation time per frequency
point plus the duration required for the adaptive mesh
refinement process for the Fsolver was typically > 1 hour
due to the time-consuming adaptive mesh refinement
process. Contrastingly, in the case of EFIE-PMCHWT,
the total simulation time and STPFP were equivalent. We
also note that the MoM solver greatly outperformed the
CST Fsolver when applying the right ILU as a precon-
ditioner, whereas a left ILU-preconditioned impedance
matrix resulted in very slow convergence of the iterative
solver—the STPFP was ∼4 times larger than the cor-
responding right ILU preconditioner. The total simula-
tion times calculated for 21 frequency steps in a range of
34–39 GHz were approximately 210 minutes (including
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Table 1: Comparative typical simulation times for the
ParPar2 configuration. The STPFP does not include the
initial calculation required for mesh refinement
EM Solver S11

convergence

Near-field

convergence

NoU STPFP
[s]

NoU STPFP
[s]

CST Fsolver ∼270,000 270 >600,000 431
EFIE-
PMCHWT

4828 210 4828 210

the adaptive mesh process) in CST and 37 minutes in
the EFIE-PMCHWT solver employing the right ILU as
a preconditioner. The relatively short simulation time of
the EFIE-PMCHWT solver is due to the computation of
the singularity extraction, which was executed once for
any given frequency band [26].

Lastly, we also attempted to use CST with the
Integral Equation Solver (Isolver) to solve the ParPar2.
Unfortunately, the results were not correct for the near-
field region. Note that to make a fair comparison, the
Isolver results were obtained with approximately the
same NoU as our MOM solver. However, as explained
in Section 3.3, performing a simulation with a finer
mesh would probably not provide better results because
it would lead to higher condition numbers, which were
already very high owing to the complex geometry and
near-resonance state.

V. CONCLUSION

In this work, we developed an efficient methodol-
ogy using a modified EFIE-PMCHWT formulation with
impedance boundary conditions to solve surface MW
resonators with dimensions and features that span several
orders of magnitude with respect to the operating wave-
length. The new methodology was used to solve three
complex, realistic resonator configurations. The com-
plexity of these configurations arises from a combination
of electrically large structures, such as microstrip lines,
and small surface resonators that have subwavelength
localized geometric features. These types of configu-
rations require dense and non-uniform discretizations,
resulting in an impedance matrix whose condition num-
ber is in the range of 108–1014. On the one hand, we
showed that applying right incomplete LU (ILU) precon-
ditioners can improve dramatically the condition number
and thus allow for a fast iterative solver convergence.
On the other hand, applying left ILU preconditioners
resulted in very slow GMRES convergence, suggesting
that left ILU preconditioning is considerably less effec-
tive than right ILU for this type of problem. We also
showed that the standard diagonal preconditioner (DP)
might be impractical for these types of resonator con-

figurations, leading to a non-converging iterative solver.
We validated our solution via network analyzer measure-
ments and ESR microimaging experiments. Finally, we
showed that for the geometries we tested, the precondi-
tioned EFIE-PMCHWT impedance matrix outperformed
the CST frequency domain solver (Fsolver) in terms of
simulation time because of the ultra-fine mesh required
to achieve near-field convergence in the latter. Moreover,
the CST integral equation solver could not provide accu-
rate results in the near field for the configurations we
tested.
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Abstract – Direction of arrival (DOA) estimation of
coherent sources with a uniform circular array (UCA)
is an intractable problem. The method-of-direction-
estimation (MODE) algorithm has strong superiority in
handling coherent sources compared with the classical
MUSIC, and ESPRIT algorithms. However, MODE is
sensitive to source numbers and does not work well
in the UCA scenario. In order to improve the perfor-
mance of MODE, a robust DOA estimation method
named UCA-PUMA (principal-eigenvector-utilization-
for-modal-analysis) is proposed. The complicated non-
Vandermonde structured steering vector of UCA is trans-
formed into a virtual Vandermonde structured steering
vector in mode space. The proposed method gives a
closed-form solution compared with the original UCA-
MODE algorithm. The performance of the UCA-PUMA
method is evaluated by simulations. Simulation results
demonstrate that the UCA-PUMA is more robust to
source numbers than the UCA-MODE, and coherent
sources can be handled without spatial smoothing. In
addition, the UCA-PUMA fully takes advantage of the
UCA, which is able to discriminate sources coming from
a 360◦ azimuthal field of view.

Index Terms – PUMA, coherent, DOA estimation, UCA,
MODE.

I. INTRODUCTION

Direction-of-Arrival (DOA) estimation is attracting
considerable critical attention from the array signal pro-
cessing community. Several classical algorithms have
been developed such as MUSIC [1], ESPRIT [2, 3],
and Maximum Likelihood (ML) estimation [4, 5] in the
past decades. Meanwhile, various array geometries have
been considered, such as the uniform linear array (ULA),
uniform circular array (UCA), and uniform rectangu-
lar array (URA), etc. Among many array configurations,
the UCA has attracted much attention due to its advan-
tages such as offering a 360◦ azimuthal field of view,

being easy to set up, etc. However, the widespread mul-
tipath effect of electromagnetic waves leads to coherent
sources impinging on the array [6]. Some efforts have
been tried in [7, 8] to deal with the problem of DOA
estimation of coherent sources. Unfortunately, this prob-
lem becomes even trickier in the context of UCA [9],
because of the non-Vandermonde structure of its steering
vector.

Thanks to the mode space transformation method
[10], the UCA can be treated as a virtual ULA and the
azimuthal isotropy of UCA are retained. The mode space
transformation, also known as beam space transforma-
tion, is widely used to solve DOA estimation problems in
UCA. In [11, 12], the mode space transformation method
has been adopted to improve the accuracy of DOA esti-
mation in the UCA. Also in [13], the authors have pro-
posed a low complexity sparse beamspace DOA esti-
mation method for UCA. The above two works focus
on the one-dimensional DOA estimation of uncorre-
lated sources in the UCA, and the mode space trans-
formation technique is used to improve the estimation
performance.

Furthermore, the mode space transformation tech-
nique can also play a great role in the context of DOA
estimation of coherent sources in UCA. Since the covari-
ance matrix is rank deficient in the scenarios of coherent
sources, spatial smoothing techniques have been devel-
oped to address this problem [14]. Notably, the spatial
smoothing technique requires the covariance matrix to
be equipped with a Toeplitz structure, which is achieved
by the ULA [15] or the URA [16]. Obviously, the mode
space transformation technique provides the opportunity
to convert the UCA into a virtual ULA, hence a simi-
lar method is also applied in the UCA scenario [17, 18].
However, in the process of implementing the spatial
smoothing technique, the whole ULA or virtual ULA
is divided into multiple sub-arrays, which reduces the
effective array aperture and leads to severe performance
degradation [19].
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Particularly, the authors in [20] have proposed a
ML-based approach to deal with the DOA estimation of
coherent sources. Furthermore, with sophisticated math-
ematical proofs, this paper has shown that the proposed
method does not require spatial smoothing in dealing
with coherent sources. The MODE [21] is an ML type
algorithm which is only required moderate computation.
The MODE takes advantage of the autoregressive mov-
ing average model (ARMA) of the snapshot vector when
the array steering vector has a Vandermonde structure
realized by the ULA. In [22], the MODE algorithm has
been extended to the UCA scenario by making full use of
the mode space transformation. Nevertheless, the UCA-
MODE algorithm is not robust to source number. The
UCA-MODE performs well in the even source num-
ber scenario, but its performance is severely degraded in
the odd case. Moreover, it performs even worse in the
regime where coherent sources are hybrid with uncorre-
lated ones.

In this letter, we focus on the robust realization
of the MODE algorithm for DOA estimation in UCA
based on the recently proposed principal-eigenvector-
utilization-for-modal-analysis (PUMA) method [23]
combined with the mode space transformation of UCA.
In this scheme, the problem of sensitivity to source num-
ber is overcome, and coherent sources can be directly
handled without spatial averaging. The proposed method
is named UCA-PUMA. It is worth noting that the UCA-
PUMA can also deal with the scenario of complicated
hybrid sources. Computer simulation is performed, and
the results demonstrate that UCA-PUMA has a strong
superiority over UCA-MODE [22], UCA-Smoothing
[18], UCA-ESPRIT [10, 24] and UCA-Root-MUSIC
[25]. The main contributions of this work are summa-
rized as follows:

1. A robust DOA estimation algorithm, named UCA-
PUMA, is proposed for coherent or hybrid sources
impinging the UCA. Meanwhile, the UCA-PUMA
does not require standard spatial smoothing steps
that lead to loss of effective aperture.

2. The proposed UCA-PUMA algorithm takes advan-
tage of the mode space transformation technique of
UCA, and DOAs are obtained by finding the roots
of a polynomial.

3. Computer simulations in various scenarios are car-
ried out to demonstrate the superior performance of
the proposed UCA-PUMA.

The remainder of this paper is organized as fol-
lows. Section II describes the UCA signal model and
mode space transformation. In Section III, the proposed
UCA-PUMA algorithm is introduced. The simulation
results and related discussions are included in Section
IV. Finally, Section V concludes the paper.

Fig. 1. System model of UCA.

Notations: In this letter, superscripts (·)−1, (·)∗, (·)T ,
and (·)H denote the inverse operation, complex conju-
gate, transpose, and conjugate transpose, respectively.
diag{·} and tr{·} are diagonal matrix and trace opera-
tors, respectively. Boldface lowercase letters such as a,
b denote vectors, and boldface uppercase letters such as
A, B denote matrices. IN is the N×N identity matrix. ⊗⊗⊗
is the Kronecker product operator of matrices. ∠z means
taking the argument of the complex number z.

II. SYSTEM MODEL

As shown in Fig. 1 and 2, consider D far-field nar-
rowband sources from directions ϕϕϕ = [ϕ1,ϕ2, · · · ,ϕD]

T

impinging on a UCA, which consists of N identical
antenna elements uniformly distributed over a circle with
radius R. The angle coordinate of the n-th antenna ele-
ment is given by

αn =
2π(n−1)

N
. (1)

The manifold matrix A of the UCA is expressed as
A = [a(ϕ1),a(ϕ2), · · ·,a(ϕD)] ∈ C

N×D, (2)
where

a(ϕd) =

⎡⎢⎢⎢⎢⎢⎢⎣
exp
[

j2πR̃cos(ϕd−α1)
]

exp
[

j2πR̃cos(ϕd−α2)
]

...

exp
[

j2πR̃cos(ϕd−αN)
]

⎤⎥⎥⎥⎥⎥⎥⎦ , (3)

is the d-th steering vector in A, and R̃ = R/λ is the
radius normalized by wavelength. The k-th snapshot of
the received signal is expressed as

x(k) = As(k)+n(k), k = 1,2, · · · ,K, (4)
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Fig. 2. Block diagram of the DOA estimation system.

where s(k) is the source signal vector, and
n(k)∼ C N (0,σ2

n IN), (5)
is the additive white Gaussian noise vector, which is
independent of the source signals.

When electromagnetic waves have multipath in
space, coherent sources will appear at the receiving sys-
tem. Without loss of generality, assume that there are Dp
uncorrelated sources, and there are Dc sources that are
coherent with previous Dp sources. The total number of
sources is D = Dp +Dc. Then the covariance matrix of
the D incoming sources is given by

Rss = E
[
ssH] ∈ C

D×D. (6)
The above assumption implies that Rss is rank deficient,
i.e. its rank is Dp < D. Moreover, the covariance matrix
of the array signal which is given by

Rxx = E
[
xxH]= ARssA

H +σ2
n IN ∈ C

N×N . (7)
By means of Cholesky factorization, the covariance
matrix of the incoming sources is written as

Rss = TTH , (8)
with P ∈ C

Dp×D. Then the following relation can be
immediately obtained from 8, which is

T =

[
IDp

C

]
L = PL, (9)

where LLH = Q ∈ C
Dp×Dp and C ∈ C

Dc×D. Based on
the above notations, Rxx can be rewritten as

Rxx = ATTHAH +σ2
n IN ,

= (AP)Q(PHAH)+σ2
n IN ,

= APQAH
P +σ2

n IN .

(10)

By taking the eigenvalue decomposition of Rxx, we have
Rxx = EDpΛΛΛDpEH

Dp +EnΛΛΛnEH
n , (11)

where EDp = [e1, · · · ,eDp ] denotes the signal subspace
formed by Dp eigenvectors corresponding to the Dp prin-
cipal largest eigenvalues.

The maximum likelihood method [4, 5] maximizes
the following loss function

f (ϕ) = tr{AP[A
H
P AP]

−1AH
P W}, (12)

where
W = EDpΓΓΓDpEH

Dp , (13a)

ΓΓΓDp = diag{γ1, · · · ,γDp} (13b)

γd =
(λd−σ2

n )
2

λd
. (13c)

The above cost function (12) can be casted as
f (ϕ) = tr{AP[PHAHAP]−1PHAHW},

= tr{[PH(AHA)P]−1PH(AHWA)P}, (14)

According to the extended Rayleigh quotient theorem,
we obtain the following inequality

f (ϕ)≤
Dp

∑
p=1

ξp, (15)

and when

PS = K = [k1, · · · ,kDp ], (16)
is satisfied, the equal sign is obtained. Notably, S is
an arbitrary nonsingular matrix, moreover, {ξp}Dp

p=1

and {kp}Dp
p=1 denote the Dp principal eigenvalues
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and their associated eigenvectors of the matrix
(AHA)−1(AHWA).

Since EDp and A span the same subspace, which
implies EDp = AG with the help of some matrix G ∈
C

N×Dp . Note that
EH

DpEDp = (EH
DpA)G = IDp , (17)

implies that
rank[EH

DpA] = Dp. (18)
Notably, observe that

rank[(AHA)−1(AHWA)] = rank(EH
DpA) = Dp. (19)

In other words, the Dp principal eigenvalues {ξp}Dp
p=1 is

also all eigenvalues of (AHA)−1(AHWA). Therefore we
obtain that

Dp

∑
p=1

ξp = tr{(AHA)−1(AHWA)}. (20)

To sum up, maximizing the cost function (12) is equiva-
lent to minimizing the following function:

g(ϕ) = tr{[IN −A(AHA)−1(AH)]W}. (21)

A. UCA mode space transformation

DOA estimation in UCA based on the mode space
transformation method is first proposed in [10]. Let M
denote the highest order mode that can be excited on a
circle of radius R at a reasonable strength which is given
as

M = 2πR̃�, (22)
where ·� is the round-down operator. The m-th, ( |m| ≤
M ) phase mode is excited by the normalized beamform-
ing vector in terms of

bH
m =

1
N
[e jmα1 ,e jmα2 , · · · ,e jmαN ]. (23)

The resulting far field beam pattern of the UCA for mode
m is

fm(ϕ) = bH
ma(ϕ)

=
1
N

N

∑
n=1

e jmαne j2πR̃cos(ϕd−αn)

= jmJm(2πR̃)e jmϕ

+
∞

∑
c=1

[
jpJp(2πR̃)e− jpϕ + jqJq(2πR̃)e− jqϕ

]
,

(24)
where p = cN−m and q = cN +m. In order to make the
item jmJm(2πR̃)e jmϕ of (24) be the dominant one, the
number of antenna N should meet the following condi-
tion

N > 2M . (25)
The property J−m(2πR̃) = (−1)mJm(2πR̃) of Bessel
functions is used, and the residual items are omitted [10],
then the far field beam pattern UCA for mode m can be
expressed as

fm(ϕ)≈ j|m|J|m|(2πR̃)e jmϕ |m| ≤M . (26)

The phase mode excitation matrix is defined as
WH

B = CJBH , (27)
where

CJ = diag{ j−M, · · · , j−1, j0, j−1, · · · , j−M} (28a)

B =
√

N[b−M, · · ·,b0, · · ·,bM]. (28b)
Then the resulting beamspace steering vector synthe-
sized by WB is given as

aB(ϕ) = WH
B a(ϕ) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

JM(2πR̃)e− jMϕ

...
J1(2πR̃)e− jϕ

J0(2πR̃)
J1(2πR̃)e jϕ

...
JM(2πR̃)e jMϕ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (29)

The above relation can be rewritten as
aB(ϕ) = Jav(ϕ), (30)

where
J = diag{JM(2πR̃), · · · ,J1(2πR̃),

J0(2πR̃),J1(2πR̃), · · · ,JM(2πR̃)},
(31)

is the diagonal matrix of Bessel functions, and
av(ϕ) = [e− jMϕ , · · · ,e− jϕ ,1,e jϕ , · · · ,e jMϕ ]T (32)

is the Vandermonde structured steering vector of the vir-
tual linear array.

To sum up, the total transforming matrix is defined
as

TB = J−1WH
B , (33)

and the transformed k-th snapshot vector is
yv(k) = TBx(k)

= Avs(k)+nv(k),
(34)

where Av = [av(ϕ1),av(ϕ2), · · ·,av(ϕD)] is the vir-
tual manifold matrix with Vandermonde structure, and
nv(k) = TBn(k) is the transformed noise vector. The K
transformed snapshots can be packed into a matrix with
the following form

Yv = [yv(1),yv(2), · · ·,yv(K)] ∈ C
Nv×K , (35)

where Nv = 2M+1 is the number of elements in the vir-
tual linear array.

The sample covariance matrix R̂v is calculated as

R̂v =
1
K

YvYH
v . (36)

However, the transformed noise vector nv(k) is no
longer a white noise vector; in this case, the signal and
noise subspace can be solved based on the following
Generalized Eigenvalue Decomposition (GEVD) prob-
lem:

R̂vu = λ (TBTH
B )u. (37)

Afterward, sort the Nv generalized eigenvalues in
descending order; the signal subspace is formed by
the generalized eigenvectors corresponding to the first
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Dp = D−Dc+1 (Dc is the number of coherent sources.)
large eigenvalues. The signal subspace Us, noise sub-
space Un and corresponding generalized eigenvalues ΛΛΛs,
ΛΛΛn have the following forms

Us = [u1, · · ·,uDp ], (38a)

Un = [uDp+1, · · ·,uNv ], (38b)

ΛΛΛs = diag{λ1, · · · ,λDp}, (38c)

ΛΛΛn = diag{λDp+1, · · · ,λNv}. (38d)

B. MODE algorithm

In this subsection, we briefly introduced the core
idea of the MODE algorithm [5, 21, 22]. The MODE
algorithm is an efficient implementation of ML type
algorithm which explores the ARMA structure of the
observed snapshot vector. The ML algorithm estimates
DOA by minimizing the following cost function:

f (Av) = tr{ΠΠΠ⊥Av
R̂v}, (39)

where
ΠΠΠ⊥Av

= INv −ΠΠΠAv

= INv −Av(A
H
v Av)

−1AH
v ,

(40)

is the orthogonal projection of Av. Moreover, the cost
function in (39) can be replaced with a parameter vector

g = [g1,g2, · · · ,gD]
T ∈ C

D, (41)
and the connection between g and DOAs {ϕd}D

d=1 in
terms of the following polynomial

F(z) = g0zD +g1zD−1 + · · ·+gD (42a)

= g0

D

∏
d=1

(z− e jϕd ) = 0. (42b)

Then a matrix G ∈ C
Nv×(Nv−D) is defined as

G =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

g∗D 0 · · · 0
... g∗D

. . .
...

g∗0
...

. . . 0

0 g∗0
... g∗D

...
. . . . . .

...
0 · · · 0 g∗0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (43)

and a link between G and Av is established as follows
ΠΠΠ⊥Av

= ΠΠΠG = G(GHG)−1GH . (44)
By substituting (44) into (39), a reparameterized cost
function is cast as

f (g) = tr{ΠΠΠGUsΓ̂ΓΓUH
s }, (45)

where
Γ̂ΓΓ = diag{γ̂1, · · · , γ̂Dp}, (46a)

γ̂d =
(λd− σ̂2

n )
2

λd
, (46b)

σ̂2
n =

1
Nv−Dp

tr(ΛΛΛn). (46c)

III. PROPOSED ALGORITHM

Comparing the cost function (39) and (45), a com-
plicated searching Av problem is reduced to an efficient
searching g problem based on the MODE method. How-
ever, additional assumptions on g such as conjugate sym-
metry is requested by the original MODE algorithm. This
additional assumption causes the MODE algorithm less
robust to the number of sources. Fortunately, in litera-
tures [26, 27], it has been proved that the solution of cost
function (45) is equivalent to the solution of the follow-
ing weighted least square (WLS) problem:

g = arg min
g

(Fg−h)HŴ(Fg−h), (47)

where F, h and the weighting matrix Ŵ are given as

F =

⎡⎢⎢⎢⎢⎢⎢⎣

F1
...

Fd
...

FDp

⎤⎥⎥⎥⎥⎥⎥⎦ , h =

⎡⎢⎢⎢⎢⎢⎢⎣

h1
...

hd
...

hDp

⎤⎥⎥⎥⎥⎥⎥⎦ , (48)

and Fd ∈ C
(Nv−D)×D is the d-th submatrix in F:

Fd =

⎡⎢⎢⎢⎣
(ud)D (ud)D−1 · · · (ud)1
(ud)D+1 (ud)D · · · (ud)2

...
...

. . .
...

(ud)Nv−1 (ud)Nv−2 · · · (ud)Nv−D

⎤⎥⎥⎥⎦ , (49)

hd =−[(ud)D+1, · · · ,(ud)Nv ]
T ∈ C

Nv−D, (50)

Ŵ = Γ̂ΓΓ⊗⊗⊗ (GHG)−1. (51)

Moreover, the solution to (47) is given by

ĝ = (FHŴF)−1FHŴh. (52)

As we can see, there are no additional requirements in
(52), and it is easy to update Ŵ and ĝ iteratively. The
DOAs can be calculated by

ϕ̂d = ∠ẑd , (53)

where ẑd is the d-th root of the polynomial (42). The
detailed steps of the proposed algorithm are summarized
in Algorithm 1.
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Algorithm 1 UCA-PUMA Based DOA Estimation

Require:

Transformed Snapshots Yv,
Source Number D,
Coherent Source Number Dc,
Maximum Number of Iterations NIter,
Tolerance ε;

Ensure:

Estimated DOAs {ϕ̂1, ϕ̂2, · · · , ϕ̂D}
1: Calculate R̂v and its GEVD via (36) and (37);
2: Calculate F and h via (48)-(50);
3: Initialize ĝ as ĝ0 = (FFH)−1FHh;
4: for i = 1,2, · · · ,NIter do

5: Ŵi+1 = Γ̂ΓΓ⊗⊗⊗ (GH
i Gi)

−1;
6: ĝi+1 = (FHŴi+1F)−1FHŴi+1h;
7: Gi+1 is formed via (43);
8: if ‖ ĝi+1− ĝi ‖2 / ‖ ĝi ‖2 < ε then

9: break

10: end if

11: end for

12: Calulate DOAs with ĝi+1 based on (53).

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the
proposed UCA-PUMA algorithm in different scenarios
by numerical simulations. The root-mean-square error
(RMSE) is adopted to evaluate the estimated DOAs,
which is defined as

RMSE =

√√√√ 1
PD

P

∑
p=1

D

∑
d=1

(ϕ̂d(p)−ϕd(p))2, (54)

where P = 500 is the number of Monte-Carlo trials.

A. Single source

In this simulation, we evaluate the performance
of the UCA-PUMA algorithm with respect to different
SNRs and numbers of snapshots K in the single source
(D = 1) scenario. The DOA of the single source is ran-
domly selected from ϕ ∈ [0◦,360◦) in each Monte-Carlo
trail. The array parameters are N = 7, R/λ = 0.5, and
M = 3. The UCA-MODE, UCA-Root-MUSIC, UCA-
ESPRIT algorithms, and Cramér–Rao Lower Bound
(CRLB) are compared with the UCA-PUMA algorithm.

The RMSE performance versus SNR (Snapshots
K=128) and snapshots (SNR=10 dB) are plotted in Fig.
3 (a) and Fig. 3 (b), respectively. As shown in Fig.3,
the proposed UCA-PUMA algorithm performs better
than the UCA-Root-MUSIC, the UCA-ESPRIT, and the
UCA-MODE. Moreover, the RMSE curve of the pro-
posed UCA-PUMA is closest to CRLB for all SNRs and
snapshots being simulated, which proves the superiority
of our method in the case of a single source.
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(b) RMSE versus Snapshots, SNR=10 dB

Fig. 3. Source number D=1.

B. Coherent sources

In this simulation, we focus on the complicated
scenarios of multiple coherent sources. Moreover, the
aforementioned classical method of processing coher-
ent signals, namely spatial smoothing [18], is also used
as a comparison. In the first example, two coherent
sources whose DOAs (ϕ1, ϕ2) are randomly selected
from [0◦,360◦), and the separation between ϕ1 and ϕ2 is
Δϕ = |ϕ1-ϕ2| ≥ 5◦. As shown in Fig. 4 (a) and Fig. 4 (b),
the RMSE of the UCA-PUMA, the Spatial-Smoothing,
and the UCA-MODE are lower than 10◦, and the RMSE
of the UCA-MODE is slightly lower than the Spatial-
Smoothing when the SNR is lower than 0 dB The pro-
posed UCA-PUMA algorithm has the best performance
among these methods, and converges to a tolerable value
(1.6◦) when SNR is greater than 5 dB Furthermore, we
fix the SNR to a moderate value (10 dB), the UCA-
PUMA still performs the best under various numbers of
snapshots. The UCA-MODE and the Spatial-Smoothing
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(a) RMSE versus SNR, Snapshots K=128
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(b) RMSE versus Snapshots, SNR=10 dB

Fig. 4. Source number D=2 (coherent sources).
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(a) RMSE versus SNR, Snapshots K=128
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(b) RMSE versus Snapshots, SNR=10 dB

Fig. 5. Source number D=3 (coherent sources).

behave similarly to the UCA-PUMA in this scenario,
yet both the Spatial-Smoothing and the UCA-MODE
algorithms show larger RMSEs over the UCA-PUMA.
Meanwhile, the performance of the classical subspace-
type algorithms (UCA-ESPRIT and UCA-Root-MUSIC)
fail significantly.

In the second example, three fully coherent sources
with DOAs being ϕ1,ϕ2 and ϕ3 are simulated; mean-
while the three DOAs are randomly selected from
[0◦,360◦) and the angular separation between two DOAs
is Δϕ = |ϕi-ϕ j| ≥ 5◦ (i, j ∈ {1,2,3}, i �= j). The sim-
ulation results are shown in Fig. 5 (a) and Fig. 5 (b),
respectively. In this scenario with the odd number of
sources, the UCA-MODE gives RMSE more than 10◦
which is severely degraded compared with the even
source number scenario. There is also a decrease in
the performance of the Spatial-Smoothing compared to

the scenario of two sources. However, the UCA-PUMA
algorithm still works well. Moreover, the RMSE of
the Spatial-Smoothing converges to 4◦ while the UCA-
PUMA converges to 2.2◦, and the reason is that the effec-
tive aperture of the UCA is reduced in the process of
spatial smoothing.

Furthermore, the results depicted in Fig. 6 (a) and
Fig. 6 (b) are in the regime where coherent sources
are hybrid with uncorrelated ones (Hybrid Sources Sce-
nario). Concretely, the first two sources are coherent,
and the third one is uncorrelated from the previous. The
DOAs of these three sources are selected in the same way
as above. In this hybrid sources scenario, the RMSE of
the UCA-MODE is roughly equivalent to 20◦, and the
RMSE of the Spatial-Smoothing converges to 5◦ which
is slightly higher than the result in the scenario of three
coherent sources. Furthermore, the UCA-ESPRIT along
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(a) RMSE versus SNR, Snapshots K=128
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(b) RMSE versus Snapshots, SNR=10 dB

Fig. 6. Source number D=3 (hybrid sources).

with the UCA-Root-MUSIC is completely failed (RMSE
≈ 100◦). However, the UCA-PUMA gives considerable
RMSE (1.5◦) and performs best among the above algo-
rithms whether in scenarios of fully coherent sources or
hybrid sources. This also verifies that the UCA-PUMA
algorithm is robust to source numbers and performs bet-
ter than the UCA-MODE or the Spatial-Smoothing.

V. CONCLUSION

In this paper, a robust algorithm named UCA-
PUMA for DOA estimation of coherent sources in
UCA has been proposed. In order to take advantage
of the ARMA model of the snapshot vectors, the non-
Vandermonde structured steering vector of UCA is trans-
formed into a virtual Vandermonde structured steering
vector in mode space. After that, the recently devel-
oped PUMA algorithm performs well in UCA with-
out spatial smoothing. Simulation results demonstrate
that the proposed UCA-PUMA algorithm is robust to
various numbers of sources. Moreover, the proposed
UCA-PUMA exhibits significantly better performance
than the algorithms including the UCA-MODE, the
Spatial-Smoothing, the UCA-ESPRIT, and the UCA-
Root-MUSIC.
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Abstract – A compact, multiband two-port MIMO
antenna is proposed in this paper for various wireless
transmission networks, where the overall size of the an-
tenna is only 30 × 20 × 1.6 mm3. The proposed MIMO
antenna consists of two radiating patches, each of which
comprises a semicircle and a semi-regular hexagon, as
well as the surface-etched C-slot and U-slot to tailor
the antenna’s return loss characteristics. In proposed an-
tenna, a parasitic branch forms when the ground plane’s
meandering branches are symmetrically distributed. On
one hand, it can increase the ground plane’s effective
area and enhance the antenna’s return loss characteris-
tics. A neutralization line, on the other hand, is gen-
erated, thereby limiting the current transmission on the
ground plane. A cross-shaped slit in the ground’s cen-
ter is also employed to further promote isolation between
the radiation elements. According to obtained results, the
antenna can cover the frequency bands 0.67-7.29 GHz,
8.07-12.11 GHz, 14.07-15.41 GHz, and 16.04-22 GHz
(S11<−10 dB). Moreover, an RF isolation larger than
18 dB exists between the two ports. Lastly, in terms of
ECC, DG, TARC, CCL, and MEG, the diversity perfor-
mances are all satisfactory.

Index Terms – Decoupling, diversity performance,
MIMO antenna system, multiband.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) technology
is becoming increasingly popular in wireless transmis-
sion terminals and systems, owing to its high speed and
scalability [1]. The MIMO antenna system is used in the

wireless transmission systems to meet the demands of
increased system capacity, reduced latency, improved re-
silience, and restricted area [2]. Furthermore, miniatur-
ized MIMO antenna systems are now being developed to
reduce the size and cost, and improve portability. In view
of this, the realization of appropriate and well-specified
MIMO antenna designs is a major challenge for current
wireless systems [3]. If the MIMO antenna functions
only in a single restricted frequency band, the MIMO
antenna in that frequency band will not be able to fully
utilize the antenna’s inherent benefits and will squan-
der the frequency band resources. Therefore, designing
an antenna for wireless applications that can encompass
dual-band or multi-band while maintaining a sufficient
amount of performance is one of the key technical issues
encountered by current wireless terminals and systems.

Due to a demand for multiple frequency bands, var-
ious strategies have been utilized in literature to design
dual-band or multi-band antennas. A novel metamaterial
based antenna etched with a spiral-shaped structure to
behave as a complimentary split ring resonator (CSRR)
antenna is presented in [4]. The optimized antenna can
cover three bands: 1.9 GHz (1.78-1.91 GHz), 2.45 GHz
(2.23-2.52 GHz), and 3.2GHz (2.9-3.25 GHz). In [5], a
4-shaped, two-element MIMO antenna system that can
cover the bands 0.803-0.823 GHz and 2.44-2.9 GHz of
LTE wireless standard were designed. Likewise, in [6],
a compact monopole antenna with a pentagon-shaped
patch, symmetrical hook-shaped resonators, and one ver-
tical slot was reported, which was claimed to operate
at three frequencies: 3.5 GHz, 5.4 GHz, and 8 GHz. In
addition, a defected ground plane-based planar antenna
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operating at frequencies of 2.47 GHz, 3.55 GHz, and
5.55 GHz for Wi-Fi/WiMAX/WLAN applications was
presented in [7]. Utilizing a new coplanar waveguide
(CPW) with two slots reported in [8], the lower band
operating at 2.453-2.821 GHz, and the higher band run-
ning at 5.876-6.892 GHz, might be created. To minimize
the size of MIMO antennas while maintaining electri-
cal performance, [9] employed a unique iterative ap-
proach based on Koch curves and Sierpinski square-slot
fractals for rectangular patches. By combining fractal
structure and CPW feed technology, the hybrid MIMO
antenna provides dual-band coverage (1.81-3.17 GHz).
Furthermore, a unique and compact planar MIMO an-
tenna composed of a collapsed monopole and an in-
clined rectangular metal patch was reported in [10]
for several frequencies such as GSM 900 MHz, DCS
1800 MHz, LTE-E 2300 MHz, and LTE-D 2600 MHz.
The WLAN MIMO antenna system, operating in the fre-
quency ranges of 2.4–2.48 GHz and 5.15-5.825 GHz and
consisting of a dual frequency monopole structure and a
curved decoupling resonator coupled to the ground, was
first described in [11]. Similarly, the monopole structure
was also utilized in [12], where each antenna covered
the 2.45 GHz and 5.25-5.775 GHz frequency bands us-
ing double-folded monopoles for wireless communica-
tion. Progressively, for WLAN/WiMAX/Wi-Fi/4G-LTE
and 5G bands, a four-element dual-band MIMO design
containing inverted-L monopole antenna modules loaded
by a split-ring resonator (SRR) was developed in [13]. In
[14], a CPW-fed MIMO antenna was reported with an in-
verted U-shape and meandering line slots that increased
the bandwidth performance. The antenna was observed
to be advantageous for Bluetooth, WLAN, and WiMAX
applications. A microstrip patch antenna in the form of
a hexagon that can operate in three frequency bands was
shown in [15]. By applying two inclined strips and cut-
ting modified slots on the radiating patch, the antenna’s
multiband functionality was improved, allowing it to be
tailored for WLAN, TV satellite broadcasting, WiMAX
(5.25-5.85 GHz), IEEE 802.11a (5.47-5.725 GHz), 5G
Unlicensed band (5.2-5.7 GHz), weather monitoring, and
radar applications, where the antenna operated at three
frequencies of 5.40 GHz, 6.76 GHz, and 8.82 GHz.
In addition, as shown in [16], the characteristic mode
theory (TCM) was used to create multifrequency an-
tennas. When one of three identical square monopoles
was excited using TCM, the other two monopoles were
viewed as parasitic elements, lowering the monopole’s
Q factor and increasing the antenna’s bandwidth. The
high-order loops of the metal were activated and new
resonance spots were created by adding metal patches to
parasitic components, and then metal strips were added
to the metal ring for low-frequency bandwidth. How-
ever, the MIMO antenna systems mentioned above have

drawbacks such as a limited frequency range, large size,
or complicated structure, and there is still potential for
improvement in antenna operating frequency, size, and
structure.

However, on the other hand, mutual coupling be-
tween the antenna elements is severe in compact MIMO
systems, due to a small distance between the radiation
patches, thus affecting the diversity performance. Hence,
the key to maintaining the MIMO system’s performance
is to reduce the mutual coupling between the radiat-
ing elements. The electromagnetic coupling effects have
been addressed using a variety of methods in an in-
tegrated antenna system. Various decoupling measures
have been investigated and applied in the literature in-
cluding defected ground structure (DGS) [17–19], or-
thogonal polarization [20], electromagnetic band gap
(EBG) [21, 22], neutralization line [23, 24], meander
lines [25], and artificial resonators [26–29]. These decou-
pling techniques provide valuable guidance in the design
of MIMO antenna systems.

Above all, the goal of this work is to develop a
unique multiband two-port MIMO antenna with a sim-
ple structure for wireless communication, which can
achieve multi-frequency coverage (0.67-7.29 GHz, 8.07-
12.11 GHz, 14.07-15.41 GHz, and 16.04-22 GHz). The
proposed antenna is 30 × 20 × 1.6 mm3 in size, and
the isolation between its radiating elements is improved
by the proposed ground branch and cross-shaped slot.
The proposed antenna has four operational bands that
may essentially be used to support various communica-
tion networks. In addition, diversity characteristics are
also good. It should be stated here that this work aims
to develop an antenna template for a new generation of
ground early warning radar for a research institute in East
China. Its basic requirements are small size, can cover
5G, X, and Ku bands, and can achieve linear polarization.

II. ANTENNA DESIGN
A. Geometry of the proposed antenna

The structure of the proposed compact and multi-
band two-port MIMO antenna with a defected ground
plane is presented in Fig. 1. The proposed antenna has
an overall size of 30 × 20 × 1.6 mm3 and was designed
on FR4 substrate with 1.6mm thickness (tanδ = 0.02 and
εγ = 4.4). It contains two identical modified radiating
elements and a defected ground plane. A single radiat-
ing element excited by a microstrip line is composed
of a semicircle and a semi-regular hexagon, where C-
shaped and U-shaped slots are etched perpendicularly on
its surface to ameliorate the impedance matching perfor-
mance and the bandwidth. By introducing meandering
ground branch and etching two symmetrical rectangu-
lar slots and a cross-shaped slot, the ground structure of
this article is presented. In this design, the purpose of
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meandering ground branch is two-fold. On one hand, it
acts as a part of the antenna element to change and im-
prove the return loss characteristics. While on the other
hand, it is used as a neutralization line to improve the
isolation between two ports. An additional etched cross-
shaped slot is put in the center of ground plane to min-
imize the mutual coupling based on neutralization line
even further, without affecting the elements’ reflection
coefficient performances. Table 1 lists the optimum pa-
rameter dimensions of the proposed two-port MIMO
antenna.

L

W

L1

W1
M

N

L2

L5S
K

W2

C1

U1

R
W3C2

U2

x

y

z

L4

L3

Fig. 1. Geometrical structure of the proposed two-port
MIMO antenna.

Table 1: Optimized parametric dimensions of proposed
MIMO antenna (unit: mm)
L W L1 L2 L3 L4
30 20 7.56 11 10 2.5
L5 C1 C2 C3 R W2
2 5 3 1.15 4.2 1
U1 U2 M N K S

2 2.5 8 4 1 1.5

B. Design evolution stages of the single antenna

Initially, a planar monopole antenna with a wide fre-
quency range was used in the design of a single radiating
element, to ensure a wideband design. Fundamentally,
the circular or regular hexagonal radiating patch has
greater wideband properties, as highlighted in literature
[30, 31]. Accordingly, this design combines a semicir-
cle and a semi-regular hexagon to construct the fun-
damental radiation element based on the above. The
radius has been calculated by following Equation (1)
and (2) [32].

F =
8.791×109

fr
√εγ

, (1)

R =
F{

1+ 2h
πFεγ

[
In
(πF

2π
)
+1.7726

]} 1
2
. (2)

Since the fundamental radiating element can only
exhibit broadband characteristics within a specific
frequency range and cannot provide multi-frequency
coverage, the shape of antenna patch must be altered.
To target several frequencies and improve the antenna’s
impedance matching qualities, it is beneficial to etch a
C-shaped slot on its surface. The slit acts as a quarter-
wavelength resonator, the length of C-shaped slot and
resonant frequency can be calculated as

Ls1 = C1 +2C2 +2C3, (3)

fs1 =
c

4Ls1
√εγeff

, (4)

where Ls1 is the total length of the C-shaped slot, fs1 is
the first resonant frequency, εγeff is half of the dielectric
constant of the FR4, due to the lack of ground, c is the
speed of light. The length of Ls1 is 13.3 mm and the res-
onant frequency fs1 is at 3.8 GHz by calculating.

Next, the 50 Ω transmission line feed is used in con-
junction with the fractional ground plane to investigate
the effects of alternative single antenna structures. The
steps in the design of a single antenna element of the
proposed MIMO antenna system are depicted in Fig. 2,
whereas the operating principle of the antenna element
is explained using its reflection coefficient characteris-
tics curves in Fig. 3.

Fig. 2. Evolution of the design process of single element:
(a) Step-1, (b) Step-2, (c) Step-3, (d) Step-4 (proposed
single element).

Fig. 3. Comparison of reflection coefficient of 4 designs
of a single element of the proposed antenna.
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It can be observed from Fig. 3 that the antenna de-
signed in Step-1 (including a C-shaped slit and a com-
plete ground) exhibits seven resonating frequency points
i.e., 3.5, 6.9, 8.5, 11.3, 14.5, 16.5 and 19.5 GHz with
impedance available bandwidths of 1.1 GHz, 1.0 GHz,
4.0 GHz, 3.6 GHz and 0.8 GHz, respectively. And after
comparison, when the C-shaped slit is only etched, the
first resonance frequency generated is close to the result
calculated by Equation (4).

Furthermore, as illustrated in Step-2 of Fig. 2, in-
troducing a U-shaped slot under the C-shaped slit in the
single antenna patch allows the antenna to resonate at
eight different frequencies. The length of U-shaped slot
and resonant frequency can also be calculated as

Ls2 = U1 +2U2, (5)

fs2 =
c

4Ls2
√εγeff

. (6)

From the result of Fig. 3, the second resonant fre-
quency is around 6.8 GHz, which is similar to the cal-
culation value of 7.1 GHz, indicating etched U-shaped
slot acting as a quarter-wavelength resonator in step-
2. In particular, 21.8 GHz is added to the resonance
points compared to the design in Step-1, where the com-
mon resonance points are just slightly changed. It is
worth noticing that the antenna’s reflection coefficient
decreases at low frequencies, indicating an improvement
in impedance matching performance. Essentially, the re-
flection coefficient is reduced by 3.85 dB at 3.6 GHz,
and 5.05 dB at 8.2 GHz. However, since the reflection
coefficient data from Step-1 and 2 show that just chang-
ing the antenna shape (etching C and U-shaped slots)
does not provide enough bandwidth at low frequencies
(particularly at 3-5 GHz), the next step in the design pro-
cess is to investigate the modification of ground plane
geometry.

A defective monopole ground plane with a rectangu-
lar slit is proposed in the following design, as highlighted
in Fig. 2. In comparison to the design of Step-2, this ge-
ometry possesses two less frequency bands and resonates
at six different frequencies (4.0, 7.0, 8.6, 14.4, 17.0, and
20.4 GHz). In addition, the antenna element’s impedance
bandwidth in the low-frequency band is increased com-
pared Step-1 to Step 2, reaching 1.80 GHz (3.1-4.9 GHz)
and 3.4 GHz (8.1-11.5 GHz), thereby covering addi-
tional 5G bands and X-band. Certainly, alterations to the
ground plane structure have caused these changes. Based
on the foregoing explanation, it is reasonable to expect
that any further advancements in the ground plane struc-
ture will allow the antenna components to have lower
frequency bands with enhanced bandwidths.

Correspondingly, a new antenna design (Step-4) was
created to improve the performance by applying a mean-
dering ground branch in the fractional ground plane as
shown in Fig. 2 (d). The branch functions as a resonator

to obtain an extra resonance mode. The resonant fre-
quency can be calculated as:

L = L2 +L3 +L4 +L5/2, (7)

f =
c

L√εγ
. (8)

The calculated length of L is 24.5 mm and the res-
onant frequency is at 5.8 GHz. The corresponding re-
flection coefficient curve can be seen in Fig. 3. From
Fig. 3, the antenna developed in Step-4 indeed aids
in the addition of a 5.6 GHz (closed to calculated
value) frequency band (5.15-7.22 GHz) to the existing
six frequency bands. When compared to the design of
Step-3, the lower frequency in this design is moved to
the left, where the equivalent impedance bandwidth is
1.63 GHz (2.87-4.50 GHz). Essentially, the meander-
ing branch increases the ground’s effective area, im-
proves the antenna’s impedance matching performance,
and effectively saves space, thereby allowing the integra-
tion of multiple similar antennas in a small space to cre-
ate an innate condition and allowing the antenna design
to progress towards miniaturization. Owing to improved
parameters in terms of impedance characteristics i.e., in-
creased number of resonating frequencies and enhanced
impedance bandwidths, it is noticeable from the findings
that the antenna structure created in Step 4 can be used
as the final geometry of a single element of the proposed
two-port MIMO antenna.

C. Influences of ground plane on two-port MIMO
antenna

A single antenna element is transformed into
a MIMO system to achieve effective diversity
characteristics and high isolation, thereby allowing
the proposed wireless device to boost data throughput.
The distance, relative location, and other parameters be-
tween multiple elements are addressed during the design
of the overall MIMO system. Finally, the meandering
ground branches are joined to form the original ground
geometry structure using a two-port antenna system. The
goal here is to minimize the antenna size, and the linked
stubs in the MIMO system create a neutralization line
that may be utilized to increase the isolation. Besides,
the geometry of the ground plane has been adjusted
based on the structure of the neutralization line to
improve the antenna’s impedance matching performance
and the isolation between the antenna components.
Fig. 4 demonstrates the evolution phases of the ground
plane for the proposed MIMO antenna system. Likewise,
Fig. 5 and 6 plot the reflection coefficient (S11) and
transmission coefficient (S12) determined from the
simulations.

Evidently, the integrated MIMO system exhibits en-
hanced impedance bandwidth as compared to a sin-
gle antenna. At sub-7 GHz, the single antenna has two
bands (2.86-4.49 GHz and 5.12-6.88 GHz), whereas
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Fig. 4. Evolution stages of the ground plane.

Fig. 5. S11 parameter of MIMO antenna for different
structure of ground plane.

Fig. 6. S12 parameter of MIMO antenna for different
structure of ground plane.

the MIMO antenna combines the two bands into one
wider band (0.68-7.13 GHz). Similarly, in the X-band,
MIMO antenna has a broader bandwidth of 7.98-
12.09 GHz, although there is no significant difference
at higher frequencies. The frequencies covered by the
MIMO antenna with Ground-1 are 0.68-7.13 GHz, 7.98-
12.09 GHz, 14.13-14.97 GHz, 16.14-17.83 GHz, and
18.20-21.79 GHz (for S11<−10 dB). In the frequency
ranges of 0.68-7.13 GHz and 7.98-12.09 GHz, the

mutual coupling (S12) is less than −18 dB. Similarly,
S12 is less than −16 dB, −13dB, and −23dB in the
frequency range of 14.13-14.97 GHz, 16.14-17.83 GHz,
and 18.20-21.79 GHz, respectively. That is to say, MIMO
antenna has remarkable decoupling properties.

Next, a cross-shaped slot is inserted in the mid-
dle of the ground plane structure of Ground-1 to real-
ize the geometry of Ground-2. To further minimize the
mutual coupling between the two antennas, as shown
in Fig. 4. The reflection coefficient at lower frequen-
cies is noticeably lowered after using Ground-2, show-
ing a further improvement in the impedance matching
ability. Particularly, the S11 is −19.1dB at 1.52 GHz
and −22.4dB at 3.80 GHz, which is significantly bet-
ter than the characteristics of Ground-1. Meanwhile, the
higher frequency of 17.22 GHz is moved to the left to
16.38 GHz, without having a significant impact on the
high-frequency coverage. Aside from that, the reflec-
tion coefficient for 8-12 GHz frequency band is scarcely
changed in any situation. To put it another way, the ad-
dition of a cross-shaped slot has little impact on the
original frequency range. The mutual coupling, on the
other hand, has improved substantially. That is to say, the
proposed MIMO antenna has eight resonant frequency
points at 1.52, 3.80, 6.80, 8.40, 11.37, 15.00, 16.38, and
19.40 GHz, with mutual coupling (S12) values of−18.6,
−24.3, −23.9, −24, −23.2, −27.1, and −32.8 dB. The
S12 achieves the lowest value of −60.1dB at 7.60 GHz.
The cross-shaped slot effectively removes the coupling
effect without changing the frequency band, as illustrated
in Fig. 6. It is reasonable to assume that the ground
plane plays a critical role in enhancing the proposed
MIMO antenna’s performance characteristics in terms
of impedance matching and isolation. Ground-2 has a
simpler structure and great practicability as compared to
other reported decoupling structures, making the antenna
structure, making the antenna structure more compact.

D. Current distribution

The surface current distribution in the prominent
resonance modes is shown in Fig. 7, to visually highlight
the decoupling impact of the adopted ground plane ge-
ometry. Port-1 is excited in the MIMO system, whereas
port-2 is terminated with a matching load of 50∧. When
just port-1 is excited, the majority of the current is
dispersed on the radiating element-1, and there is al-
most no current distribution on the surface of radiat-
ing element-2. The current distribution characteristics of
the ground when the two ports are excited simultane-
ously are simulated, and the vector current distribution
of the ground plane in the resonance modes is shown
in Fig. 8, to further demonstrate the working mecha-
nism of the ground decoupling structure. From Fig. 8,
near-identical currents in opposite directions cancel out
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(a) (b) (c)

(d) (e)

Fig. 7. Surface current distribution only when port1 is excited at (a) 3.8 GHz, (b) 6.8 GHz, (c) 8.4 GHz, (d) 15 GHz,
(e) 19.4 GHz.

(a) (b)

    
(c)

   
(d)

(e)

Fig. 8. Vector current distribution of ground plane at (a) 3.8 GHz, (b) 6.8 GHz, (c) 8.4 GHz, (d) 15 GHz, (e) 19.4 GHz.
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at the meandering ground branch in major resonance
modes, reducing part of the current interference provided
by the ground. The meandering ground branch offsets
the current to some degree and acts as a neutralization
line in this operation. Moreover, the etched cross-shaped
slot, on the other hand, efficiently limits or prolongs the
ground’s current transmission, enhancing the decoupling
effect even more. According to the findings, the mean-
dering ground branch-based double decoupling structure
would effectively improve isolation.

III. RESULTS AND DISCUSSIONS

Figure 9 shows the fabricated prototype of the pro-
posed antenna, which is excited by a 50 Ω coaxial ca-
ble. An Agilent N5247A vector network analyzer was
used for testing the S-parameters. During the measure-
ment process, the selected sweep frequency range for
the measurement method is 0.4-22 GHz, the intermediate
frequency bandwidth (IFBW) is 100 kHz, and the num-
ber of frequency points is 201. The results are presented
and explained in the sections that follow.

Fig. 9. Fabricated prototype of proposed two-port MIMO
antenna.

Fig. 10. The results of simulated and measured S-parameters of (a) S11, (b) S12.

A. S-parameter

The results of simulated and measured S-parameters
are compared in Fig. 10. It can be observed from
Fig. 10 (a) that the operative bands of the measured
reflection coefficients (S11<-10 dB) encompass 2.9-
7.3 GHz, 8.48-12.3 GHz, 14.5-22 GHz. It is worth em-
phasizing that the discrepancy between the measured and
the simulated result mainly exists below 5 GHz, which
may be due to fabrication flaws such as changes in phys-
ical dimensions of the fabricated prototype, soldering
process, environmental conditions, and so on, but it has
hardly affected on its operating bandwidth characteris-
tics. In terms of isolation, as evident from Fig. 10 (b),
the measured isolation of the proposed MIMO antenna
has a minimum value of 44 dB. Moreover, the transmis-
sion coefficient is below −12 dB at the operative bands,
indicating a good decoupling effect.

B. Radiation characteristics

The measurements of the radiation patterns were
carried out in an anechoic chamber and the selected IF
bandwidth of the NSI antenna system for measuring ra-
diation patterns was 1 kHz. The simulated and mea-
sured radiation patterns at five resonance frequencies
demonstrating the antenna’s xoz and yoz-plane are de-
lineated in Fig. 11. The radiation patterns of both radi-
ating elements are almost similar since the two anten-
nas are symmetrically placed and virtually indistinguish-
able. Therefore, only the radiation patterns at port-2 are
analyzed. As seen in Fig. 11, the radiation pattern is
skewed at lower frequencies and practically omnidirec-
tional at higher frequencies. The highest radiation at low
frequencies (3.8, 6.8, and 8.4 GHz) is largely spread at
roughly 90◦ in both xoz- and yoz-planes, thereby show-
ing that the antenna is linearly polarized. The direction
of the major lobe of the xoz-plane is 90◦ and 270◦ at
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(a)   (b) (c)

(d) (e)

Fig. 11. The simulated and measured radiation patterns of port-2 at (a) 3.8 GHz, (b) 6.8 GHz, (c) 8.4 GHz, (d) 15 GHz,
(e) 19.4 GHz.

15 GHz, while that of the yoz-plane is 0◦ and 180◦, im-
plying that the electromagnetic wave propagates verti-
cally on these two surfaces. At 19.4 GHz, the radiation
pattern improves and spreads more widely. Essentially, it
can be assumed that the antenna possesses a strong radi-
ation performance, and can transmit and receive signals
well in various wireless networks.

Figures 12 and 13 demonstrate the radiation effi-
ciency and peak gain of the proposed two-port MIMO
antenna. The numbers for just one radiator are pro-

Fig. 12. The radiation efficiency of the proposed two-port
MIMO antenna.

vided here since the proposed MIMO antenna’s radi-
ators are symmetrical in design. Radiation efficiency
ranges between 70 and 93 percent, indicating that the
bulk of the energy is radiated away. At 7.6 GHz, the
single antenna achieves a maximum gain of 6.2 dBi.
The proposed MIMO antenna has a positive gain value
ranging from 3.37 to 6.2 dBi over the whole operat-
ing frequency range. Based on the foregoing findings,
the proposed two-port MIMO antenna system has good
radiation characteristics.

Fig. 13. The peakgain of the proposed two-port MIMO
antenna.
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IV. DIVERSITY PERFORMANCE

The MIMO antenna’s excellent diversity features
provide an improved anti-fading and anti-interference
performance, allowing each antenna to operate indepen-
dently. This section will detail and examine the proposed
MIMO antenna’s diversity performance in terms of enve-
lope correlation coefficient (ECC), diversity gain (DG),
total active reflection coefficient (TARC), channel capac-
ity loss (CCL), and mean effective gain (MEG).

A. Envelope correlation coefficient (ECC)

The ECC value is a key metric for assessing the ra-
diation pattern’s performance, among MIMO radiators.
Fundamentally, the ECC is zero if the polarization ori-
entations of the two antennas are perpendicular to each
other. When acting alone, the smaller the value of ECC,
the less the antennas are impacted by each other. The
specified ECC value of a MIMO system in wireless com-
munication networks is normally less than 0.5, to ensure
the effective operation of each antenna [33]. The formula

(a) (b)

(c) (d)

(e)

Fig. 14. The calculated diversity performance parameters of (a) ECC, (b) DG, (c) TARC, (d) CCL, (e) MEG.

for calculating the ECC is given as [34]:

ECC =
|S∗11S12 +S∗21S22|2

(1−|S11|2−|S21|2)(1−|S22|2−|S12|2) . (9)

Accordingly, the ECC values computed for the pro-
posed MIMO antenna are displayed in Fig. 14 (a). From
Fig. 14 (a), the ECC values are less than 0.008, thereby
indicating a satisfactory degree of diversity performance.

B. Diversity gain (DG)

The Diversity Gain (DG) is a metric that measures
how beneficial diversity is. In the working frequency
range, the optimal value of DG for achieving an ac-
ceptable wireless communication system dependability
is approximately 10 dB [35]. Using the ECC value, DG
can be determined from Equation (10) [36]. Likewise,
Fig. 14 (b) depicts the calculated DGs for the proposed
antenna, where it can be observed that the DGs of the
MIMO antenna are roughly 10 dB within the operation
bands.

DG = 10×
√

1−|ECC|. (10)
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C. Total active reflection coefficient (TARC)

In a MIMO system, the metric TARC is related to
the total reflected power and total incident power. Ideally,
the TARC should be zero, which implies that the antenna
receives all of the incident power [37]. The TARC mea-
surement is critical since it can determine the efficacy of
the MIMO system. For a two-port system, TARC can be
calculated by Equation (11) [38]. The calculated TARC
of the proposed MIMO antenna is presented in Fig. 14 (c)
which shows that the calculated TARC is below −30 dB
at the operative frequency bands.

TARC =−
√

(S11 +S12)2 +(S21 +S22)2

2
. (11)

D. Channel capacity loss (CCL)

CCL denotes the transmission rate’s greatest range
without loss, and for a well-designed MIMO system, 0.4
bits/s/Hz is an acceptable value [39]. The CCL can be
computed using Equation (12), and the CCL of the pro-
posed MIMO system is shown in Fig. 14 (d). It can be
seen that the CCL for the proposed antenna is below 0.4
bits/s/Hz at the operative frequencies.

CCL =− log2 |β R|, (12)

β R=

[
β11 β12
β21 β22

]
, (13)

where,
β22 = 1− (|S22|2 + |S21|2)
β12 =−(S11 ∗S12 +S21 ∗S22)

β22 =−(S22 ∗S21 +S12 ∗S11),

and β R indicates the correlation matrix of receiving
antenna.

E. Mean effective gain (MEG)

MEG is another important parameter to character-
ize the multiparty function, which is the ratio of the
average received power to the average incident power
and the ideal value is around ± 3 dB. If the value of
|MEG1/MEG2|< ± 3 dB, it represents that the MIMO
system will obtain good diversity performance [40]. The
MEG is calculated by the Equation (14) and (15), and the
results are displayed in Fig. 14 (e). It can be clearly seen
that these results are still satisfactory.

MEG1 = 0.5 1−|S11|2−|S12|2� , (14)

MEG2 = 0.5 1−|S12|2−|S22|2� . (15)

V. PERFORMANCE COMPARISON AND
DISCUSSION

Table 2 compares the proposed compact and
multiple-band antenna with various previously reported
antennas, where a comprehensive comparison is pro-
vided in terms of size, isolation, frequency band cover-
age, and diversity performance. The proposed antenna
has more and wider frequency bands compared to other
mentioned literature. The proposed decoupled structure
is more advantageous compared to [5], [14], [28], [38],
[39], [41], [43] and [45]. Of course, the proposed MIMO
system also has good diversity and gain characteristics.
Evidently, the proposed antenna system has higher per-
formance in the considered indices, as shown in the table,
and is a good fit for the mobile terminals used in various
wireless communication networks.

Table 2: Performance comparison of proposed two-port MIMO antenna with other works
Reference Size

(mm2)

Bandwidth

(GHz)

Isolation

(dB)

ECC TARC

(dB)

CCL

(bits/s/Hz)

Peakgain

(dBi)

[5] 100×50 0.803-0.823
2.44-2.9

>17 <0.21

[8] 120×100 2.453-2.821
5.876-6.892

>20 <0.048 - - 4-8.6

[10] 60×80 0.89-0.96
1.71-1.88
2.32-2.37

2.575-2.635

>30 - - - 3-4

[11] 60×60 2.4-2.48
5.15-5.825

>20 <0.08 - - -

[12] 25.5×18 2.4-2.48
5.15-5.825

>20 <0.0043 <−10 -

[13] 40×40 2.2-3.5
5.2-5.8

>15 <0.05 <−10 <0.5 4

[14] 42×62 2.38-2.52
3.19-6.44

>15 <0.02 - - 2.9

[24] 35×33 3.1-5.0 >22 <0.1 - - -
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Table 2: (continued)
Reference Size

(mm2)

Bandwidth

(GHz)

Isolation

(dB)

ECC TARC

(dB)

CCL

(bits/s/Hz)

Peakgain

(dBi)

[28] 40×40 2.2-2.7
4.9-5.9

>15 <0.1 - - 2.9-4.5

[37] 52×30 1-4
5.47-8.41
9.36-9.79
10.8-11.38
11.86-13.56
14.54-16.27

20-40 <0.024 −9.96 <0.23 8.86

[39] 60×60 0.85-0.9
1.725-1.77
2.41-2.466

>17 <0.024 - <0.4 -

[41] 100×65 0.89-0.92
1.78-1.83
2.4-2.68

>16 <0.4 - - -

[42] 150×75 3.3-3.84
4.61-5.91

>15 <0.02 - - >4.2

[43] 38×37 2.1-2.7
3.29-3.67
4.9-5.35

>20 <0.05 -

[44] 45×25 2.37-2.64
3.39-3.58
4.86-6.98

>15 <0.012 - <0.4 -

[45] 70×50 2.4-2.48
2.91-3.49
3.27-3.97

3.4-3.8
5.15-5.85

>30 <0.028 −8 <0.3 3-4

[46] 56×30 2.38–2.52
3.28–3.63
5.05–6.77

>16 >0.005 <−10 <0.4 1.5-4.5

[47] 32×20 3.3–7.8
8.0–12.0

>20 <0.05 <−10 <0.35 4

This work 30×20 0.67-7.29
8.07-12.11
14.07-15.41

16.04-22

>18 <0.008 <−30 <0.38 3.37-6.2

VI. CONCLUSION

This work proposes a compact two-port MIMO an-
tenna for transmission networks, which utilizes a ground
plane meandering branch for decoupling. Two ground
planes with distinct geometries (Ground-1 and Ground-
2) are proposed and discussed in this paper, and it is con-
cluded that the Ground-2, which is based on Ground-1
(with a meandering ground branch, acting as a neutral-
ization line), adds a cross-shaped slot to offer greater
benefits in enhancing the antenna port isolation while
avoiding any impact on the antenna frequency bands.
The proposed MIMO antenna has a relative bandwidth of

166.3%, 40%, 9.1%, and 31.4% and can cover four fre-
quency bands: 0.67-7.29 GHz, 8.07-12.11 GHz, 14.07-
15.41 GHz, and 16.04-22 GHz. Moreover, the proposed
MIMO antenna has been fabricated and tested, and the
obtained results well match the simulations. ECC, DG,
TARC, CCL, and MEG, among the diversity perfor-
mance indicators, are computed and determined to be at
adequate levels. The antenna reported in this article has
several advantages over other antenna designs in terms of
size, frequency band coverage, diversity characteristics,
and so on. The designed antenna has also reached the ex-
pected requirements put forward by the cooperative unit
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in the required size, frequency bands, and polarization
mode, and it will also definitely be useful in wireless
communication networks.
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Abstract – In this work a novel design of a compact-size
patch antenna is introduced for dual-band operation at
28/38 GHz. The antenna is constructed as a perforated
resonant patch on a defected ground structure (DGS).
The development stages of the design are described in
detail. The patch is inset-fed through a microstrip line. A
four-port MIMO antenna system is constructed using the
proposed patch antenna. The antennas are arranged at the
corners of a mobile handset in orthogonal orientations
which results in polarizations and spatial diversities
as well as low mutual coupling. The single antenna
as well as the MIMO antenna system performance is
assessed through numerical simulations and experimen-
tal measurements. The scattering parameters including
the reflection and coupling coefficients are calculated
using the commercially available CST� package and
measured experimentally showing good agreement. The
proposed antenna has a bandwidth of 0.6 GHz at 28 GHz
and 1.17 GHz at 38 GHz. To evaluate the performance of
the proposed MIMO antenna system, key performance
parameters such as the radiation efficiency, envelope cor-
relation coefficient (ECC), and diversity gain (DG) are
investigated. The proposed four-port MIMO antenna sys-
tem configuration is shown to be suitable for polariza-
tion and spatial diversity schemes as illustrated from
the resulting radiation patterns. The proposed antenna
has high radiation efficiency and the MIMO system has
very good values for the ECC and DG over the operat-
ing frequency bands. The MIMO system possesses good
polarization and spatial diversities with good isolation
between the antennas without the use of any isolation
enhancement techniques.

Index Terms – Fifth Generation, Patch Antenna, MIMO.

I. INTRODUCTION

Large bandwidth, high data rate and reliability are
the main objectives for 5G mobile communications.
The multiple channels through multiple-input-multiple-
output (MIMO) technology result in high through-
put in non-line-of-sight (NLOS) communications. The

International Telecommunications Union (ITU) has allo-
cated some bands for the 5G communications including
the 28, 38, 60, and 73 GHz bands [1], [2]. Short range
communications and high speed wireless communica-
tion have been assigned the unlicensed frequency band
59-64 GHz by the FCC [3], [4].

The polarization diversity in MIMO antenna sys-
tems is a diversity scheme that employs several antennas
placed in orthogonal orientations [5]. It can be equally
incorporated with similar/dissimilar or mixed radiating
structures. The orthogonal orientation of the antennas
limits the coupling between the different ports [6–8]. In
[9], a compact 2×2 dual-band MIMO antenna is pro-
posed with polarization diversity technique for wire-
less applications in the frequency bands 38/41. A 2×2
circular disc array antenna with conical beam radiation
pattern for all polarization senses and polarization diver-
sity at 2.4 GHz is introduced in [10]. In [11], an 8-port
planar UWB MIMO antenna is proposed for 5G micro
wireless access point applications formed by integrat-
ing three monopole strips with different structures and
resonant modes. In [12], a dual-band MIMO antenna
consisting of two printed dual-band PIFAs with a slot-
ted strip using polarization diversity is proposed for 4G
mobile handset application. A compact MIMO antenna
for polarization and spatial diversity applications con-
sisting of two planar-monopole antenna elements printed
on one side of FR-4 substrate is proposed in [13]. In
[14], a planar low-profile wideband circularly polarized
MIMO antenna operating in the X-band, with pattern and
polarization diversity is introduced where a grounded
stub between two linearly polarized monopole antennas
is used to realize wideband circular polarization, pattern
diversity, and high isolation between the antennas.

This work uses the CST Studio Suite� for 3D mod-
eling, designing, analyzing and optimizing the proposed
antenna design. The time domain solver is selected for
calculating the numerical results including the reflec-
tion and transmission coefficients, radiation patterns, and
the MIMO performance assessment parameters as the
envelope correlation coefficients and the diversity gain.
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The hexahedral meshing is applied on the metallic and
dielectric parts with. The simulation frequency is set
to 20-45 GHz with discretization cell size of 15 cells
per wavelength. Also, the simulation accuracy is set
to −40 dB. Finally free space boundary conditions are
selected to ensure accurate results.

In this paper a diamond patch antenna operates
in its principal mode at 28 GHz is modified to have
another higher order resonant frequency at 38 GHz. A
new design method is proposed to achieve the dual-
band operation and a suitable radiation pattern at both
operating frequencies and high radiation efficiency with
accepted values for maximum gain. The basic idea of the
design method is to reduce the size of the diamond patch
by eliminating parts of its conducting surface that has
negligible surface current density at higher order reso-
nant mode at 38 GHz. This will prevent the higher order
surface current density pattern to form on the patch sur-
face and thus nulls will be avoided in the resulting radi-
ation pattern with no effect on the antenna performance
at 28 GHz. To get a higher order resonance located at
38 GHz frequency band, a cross-shaped slot is cut in
the ground plane of the reduced size 28-GHz patch. The
cross-shaped slot disturbs the current distribution in the
ground plane resulting in a field configuration between
the patch and the ground that is appropriate for radia-
tion at 38 GHz. The dimensions of the patch and the
ground slots are set such that the first-order resonance of
the structure occurs at 28 GHz and the second resonance
occurs at 38 GHz.

The present work introduces a MIMO antenna
system with four ports and polarization diversity for
operation in the dual-band 28/38 GHz. The reflection
and coupling coefficients, and the radiation patterns at
each port, are calculated using the commercially avail-
able CST� package showing the suitability of the pro-
posed MIMO system with polarization diversity scheme
for 5G mobile communications. The envelope correla-
tion coefficient (ECC) and diversity gain (DG) are also
calculated proving a good performance of the proposed
MIMO system.

In section II, the design steps and the operation
mechanisms of the 28/38 GHz modified diamond patch
antenna on defected ground structure (DGS) are inves-
tigated in detail. In Section III, a four port MIMO sys-
tem configuration that employs polarization diversity in
5G mobile handset is described. The simulation results
and the experimental verifications concerning the perfor-
mance assessment of the proposed diamond patch with
detailed discussions are presented in section IV. Com-
parisons of the antenna size and performance with other
published works are presented in section V. At the end of
the paper in Section VI, the important conclusions of the
present work are discussed.

II. PROPOSED DUAL-BAND PATCH
ANTENNA

In this section, the design of the proposed diamond
patch antenna is explained in detail showing the steps of
the design starting from a regular diamond patch which
resonates at 28 GHz till we reach a compact size dual-
band patch antenna resonates at 28 and 38 GHz.

A. Diamond patch antenna design at 28 GHz

A curved-corners diamond patch antenna with solid
ground plane is designed to operate at 28 GHz with the
dimensions shown in Fig. 1 (a). The patch is inset fed
through a microstrip line. The inset length is 1.35 mm.
The used substrate material is Rogers RO3003TM with
dielectric constant εr = 3 and height h = 0.25 mm.
The surface current distribution, the reflection coefficient
|S11|, and the radiation pattern in the two principal planes
φ = 0

◦
and φ = 90

◦
of the diamond patch antenna are

shown in Figs. 1 (a), (b), and (c), respectively. The max-
imum antenna gain is 5.98 dBi.

At higher frequencies greater than 28 GHz, the
designed patch is considered electrically large. This
allows the formation of higher order resonant modes with
sidelobes and nulls in the radiation pattern and this is not
suitable for a mobile handset antenna. The shape of the
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Fig. 1. Resonant diamond patch antenna operating at
28 GHz. (a) Surface current distribution and patch
dimensions, (b) reflection coefficient |S11|, (c) radiation
patterns in the two principal φ = 0

◦
and φ = 90

◦
planes

at 28 GHz.



EL-HASSAN, HUSSEIN, FARAHAT: COMPACT DUAL-BAND (28/38 GHZ) PATCH FOR MIMO ANTENNA SYSTEM 718

(a) (b)

(c)

20 25 30 35

Frequency (GHz)

-30

-25

-20

-15

-10

-5

0

|S
1

1
| (

dB
)

0
30

60

90

120

150
180

150

120

90

60

30

-20

-10

0 dB

 = 0 o

 = 90 o

Fig. 2. Modified diamond patch antenna with triangu-
lar cut at 28 GHz. (a) Surface current distribution and
dimensions, (b) reflection coefficient |S11|, (c) radiation
patterns at 28 GHz.

.

diamond patch can be modified by removing the con-
ducting surface parts with insignificant current density
without affecting the patch performance at 28 GHz. This
has the effect of reducing the patch size which in turn
allows the formed surface current pattern at higher fre-
quencies to have appropriate distribution for a radiation
pattern with accepted shape without nulls.

B. Diamond patch size reduction

By looking at the surface current distribution in
Fig. 1 (a), it can be seen that the center of the patch has
very low current density. Thus, the metal at the center
of the patch can be removed without significantly affect-
ing the patch performance at 28 GHz. A triangular cut is
made at the center of the patch as shown in Fig. 2 (a).
The patch dimensions are modified to let it resonate at
28 GHz and also the inset length is changed to 1.64 mm.
The new modified patch has a 13% reduction in size from
the original diamond patch in Fig. 1 (a). The surface
current distribution, reflection coefficient, and the radi-
ation pattern of the modified diamond patch are shown
in Figs. 2 (a), 2 (b), and 2 (c), respectively. The maxi-
mum antenna gain is 5.57 dBi.

C. Compact patch design on a defected ground

To further reduce the diamond patch size and in
order to get a higher-order resonance at 38 GHz, a
crossed-slot defect is made in the ground plane as shown

in Fig. 3 (a). The dimensions of the compact patch
together with the dimensions of the crossed-slot defect
of the ground plane are set to get the higher-order res-
onance exactly at 38 GHz. Extensive parametric stud-
ies have been done through electromagnetic simulation
to arrive at the optimal dimensions of the patch and
the ground slots to let the structure resonate at 28 and
38 GHz. By comparing the dimension of the original
diamond patch and the patch designed on a defected
ground, it can be deduced that the patch dimension has
been reduced by about 45%. The surface current distri-
bution of the modified diamond patch antenna with DGS
is shown in Fig. 3 (a). The reflection coefficient |S11| and
the elevation radiation patterns at 28 GHz is presented in
Figs. 3 (b) and 3 (c), respectively. The maximum antenna
gain is 4.39 dBi at 28 GHz. The design of the proposed
patch, with its final dimensional parameters, is shown in
Fig. 4.

III. MIMO ANTENNA SYSTEM WITH
SPATIAL AND POLARIZATION

DIVERSITIES

A MIMO antenna system with four ports is con-
structed from four elements of the proposed dual-band
28/38 GHz diamond patch antenna for the future 5G
mobile handsets. It is proposed that the four anten-
nas of the MIMO system are arranged at the cor-
ners of the mobile handset with progressive rotational
orientations such that the successive elements have
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Fig. 3. Design of diamond patch antenna with curved
corners and triangular cut on DGS. (a) Patch dimensions
and surface current distribution, (b) reflection coefficient
|S11|, (c) elevation radiation patterns at 28 GHz.
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(a)

(b)

Fig. 4. Design and dimensional parameters of the
proposed dual-band diamond patch antenna, (a) patch
dimensions, (b) DGS dimensions.

orthogonal orientations as shown in Fig. 5. Two antennas
are horizontally oriented (x−directed) whereas the other
two antennas are vertically oriented (y−directed). This
arrangement including the orthogonal orientation and the
wide separation among the antennas result in both polar-
ization and spatial diversities which are recommended to
enhance the communication system performance for the
target 5G applications.

Moreover, this MIMO antenna system can produce
circular polarization. If the MIMO antenna elements are
fed with progressive rotational phase such that the phase
shift between the successive elements is 90

◦
degrees, this

will produce circular polarization [15, 16].
The reflection and coupling coefficients at the

proposed MIMO antenna system ports are investigated

Fig. 5. Four-port MIMO antenna system proposed for 5G
mobile phones arranged for polarization diversity.

together with the resulting radiation patterns in the ele-
vation planes through numerical simulation and experi-
mental measurements.

IV. RESULTS AND DISCUSSIONS

The single element diamond patch antenna as well
as the proposed MIMO system performance is studied by
numerical simulations and experimental measurements.

A. Dual-band diamond patch antenna simulations
and experimental measurements

In this section, the dual-band patch antenna is sub-
jected to performance assessment through electromag-
netic simulation as well as experimental measurements
of the impedance matching bandwidth and the radiation
patterns.

A.1. Operating bands and return loss

The substrate material used in constructing the
printed diamond patch antenna is Rogers RO3003CTM

with dielectric constant εr = 3, dielectric loss tangent
tan δ = 0.0021, and height h = 0.25 mm. The conduct-
ing metal of the upper and lower surfaces of the substrate
is made of high conducting copper. The dimensions
of the microstrip line that feeds the modified diamond
patch is Wf ×L f and have a characteristic impedance of
50Ω. The antenna is fed through and inset to match the
source impedance to 50 Ω. The final values of the design
parameters shown in Fig. 4 are given in Table 1. The
fabricated prototype is shown in Fig. 6 (a) compared in
size to a one-inch metal coin. A long feeding microstrip
line is employed for the ease of measurements. It is clear
in the figure that the designed patch is very compact
in size. The fabricated antenna prototype is fed using
an end-launcher connector from Southwest Microwave
Co. as shown in Fig. 6 (b). The fabricated prototype is
connected to the vector network analyzer (VNA) from
Rhode and Schwartz model ZVA67 as shown in Fig. 6 (c)
to measure the dependence of the reflection coefficient,
|S11|, over a wide frequency band 20-45 GHz. As shown
in Fig. 7, the reflection coefficients at 28 and 38 GHz
are −21.5 and −20 dB, respectively. The numerical
simulations are verified by experimental measure-
ments showing good agreement. The slight difference
between the experimental and simulated results is due
to the accuracy of the fabrication process. At 28 GHz,
the bandwidth is about 0.6 GHz (27.6− 28.2 GHz),
whereas at 38 GHz, the bandwidth is about 1.17GHz
(37.5− 38.67 GHz). The radiation efficiencies are 87%
and 89.5% at 28 and 38 GHz, respectively.

A.2. Radiation patterns of the modified diamond
printed antenna

The radiation pattern in the principle elevation
planes φ = 0

◦
and φ = 90

◦
is measured experimentally

using the setup shown in Fig. 8. A reference antenna
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Table 1: Modified diamond patch final dimensions
Dimension L1 L2 L3 RB1 RB2 W i Lc
Value(mm) 1.34 2.26 1.44 1.5 0.3 0.25 10.58
Dimension Ls1 Ls2 Li W f L f Ws
Value(mm) 0.62 3.46 1.27 0.58 11.15 0.2

  
(a) (b) 

 

 
(c) 

Fig. 6. (a) Fabricated prototype compared to a one-inch
metal coin, (b) the top and bottom of the fabricated
antenna connected to the end-launch connector, (c) the
antenna connected to the VNA model ZVA67.

model LB-018400 is connected to one port of the VNA
ZVA67 and the antenna under test (the modified diamond
patch) is connected to the second port. The transmis-
sion coefficient |S21| between the two ports is measured.
The elevation radiation patterns at 28 GHz are shown in
Fig. 9. Also, the E-plane and H-plane radiation patterns
corresponding to φ = 0

◦
and φ = 90

◦
, respectively, at

38 GHz are presented in Fig. 10. The measured radiation
patterns show good agreement with the corresponding
radiation patterns obtained through numerical simula-
tions using the commercially available CSTTM package.

B. MIMO antenna system for polarization and spatial
diversity

The MIMO antenna system with four ports shown
in Fig. 5 is designed to achieve spatial and polariza-
tion diversities. It is subjected to performance assessment
through electromagnetic simulation as well as experi-
mental measurements. The results are concerned with the

mutual coupling among the four ports, ECC, DG, and the
radiation patterns.

The four antennas are mounted on a handset antenna
mockup as shown in Fig. 11 with d = 3 mm,
Lm = 150 mm, and Wm = 75 mm. Each antenna has
the dimensions listed in Table 1. The handset antenna
mockup is shaped like a solid rectangle of overall
dimensions 75 × 150 mm2. In order to measure the
mutual coupling between each two antenna ports in the
MIMO system, a 2.4 mm end launch connector is used.
The VNA ZVA67 is then employed to measure the trans-
mission coefficient |S21| between the two ports. The
antenna ports which are not tested are terminated with
50Ω matched load to prevent any reflections at their
ports.

B.1. MIMO antenna system performance measure-
ments

The dependence of the scattering parameters S21,
S43, S31, S42, S41, and S32 on frequency for the proposed
MIMO antenna system are obtained through numerical
simulations and compared to those obtained experimen-
tally and the results shown in Fig. 12. The experimen-
tal results appear to be in agreement with the simula-
tion showing very weak coupling between the MIMO
ports.

The ECC and the DG are calculated over a wide
frequency range 25-45 GHz for the MIMO antenna
system ports and the results are illustrated in Fig. 13.
The ECC is near zero at the both of the resonant fre-
quency bands 28/38 GHz and the value of the DG is
nearly 10. These values are perfect for a MIMO sys-
tem. The radiation efficiencies of the MIMO antenna
system are about 87 % and 90% at 28 and 38 GHz,
respectively.
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Fig. 7. The reflection coefficient |S11| dependence on fre-
quency of the proposed diamond patch antenna with the
dimensional parameters given in Table 1.
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Fig. 8. Measurement setup for measuring the radiation
patterns experimentally for the proposed modified dia-
mond patch antenna.
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Fig. 9. Modified diamond patch radiation patterns at
28 GHz in the principal planes, (a) φ = 0

◦
and, (b)

φ = 90
◦
.
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Fig. 10. Modified diamond patch radiation patterns at
38 GHz in the principal planes, (a) φ = 0

◦
and, (b)

φ = 90
◦
.

B.2. Radiation patterns of the four-port MIMO
antenna system

It should be noted that the term “horizontal polariza-
tion” is used to indicate that the electric field is parallel

Fig. 11. Mobile phone mockup with the proposed modi-
fied diamond patches MIMO system.
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Fig. 12. Scattering parameters S21, S43, S31, S42, S41,
and S32 of the MIMO antenna system constructed from
four elements of the proposed modified diamond patch
antenna.
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Fig. 13. ECC and DG are calculated over a wide fre-
quecny band for the proposed MIMO system constructed
from four elements of the modified diamond patch
antenna.

to the (horizontal) xy−plane whereas the term “vertical
polarization” indicates that the electric field is parallel to
the (vertical) zx−plane.

The radiation patterns of the vertically and horizon-
tally polarized fields produced at 28 and 38 GHz by the
proposed MIMO antenna system in the planes φ = 0

◦
and

φ = 90
◦
, shown in Fig. 3, are presented in Figs. 14–17

when the MIMO antenna system is excited at the differ-
ent ports. As antenna 1 produces the same polarization
as 3, and antenna 2 produces the same polarization as 4,
the radiation patterns are demonstrated for antenna 1 and
2 only. It should be noted that the x-direction is desig-
nated for the horizontally polarized electric field and the
y-direction for the vertically polarized electric field.

For each antenna, the cross-polarization ratio is
defined as the ratio between the electric field component
in the direction normal to the feeding transmission line
and that in the direction parallel to it. For example, at
antenna 1, the cross polarization ratio is the ratio between
the y-component to the x-component of the electric field.
It is shown in Fig. 14 that the radiated field at 28 GHz
is mainly horizontally polarized (x-directed) where the
cross polarization ratio is about −35 dB in the plane
φ = 0

◦
, and about −15 dB in the plane φ = 90

◦
. It is
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Fig. 14. Radiation patterns for the horizontally (x-
directed) and vertically (y-directed) polarized fields at
28 GHz in the planes (a) φ = 0

◦
, and (b) φ = 90

◦
when

the MIMO antenna system is fed at port 1.
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Fig. 15. Radiation patterns for the horizontally (x-
directed) and vertically (y-directed) polarized fields at
38 GHz in the planes (a) φ = 0

◦
, and (b) φ = 90

◦
when

the MIMO antenna system is fed at port 1.

shown in Fig. 15 that the radiated field is horizontally
polarized with cross polarization ratio at 38 GHz of about
−30 dB in the plane φ = 0

◦
, and −12 dB in the plane

φ = 90
◦
. It is shown in Figs. 16 and 17 that the radi-

ated field is mainly vertically polarized. Thus, the above
results indicate that the proposed MIMO system has sat-
isfactory performance regarding polarization diversity.

V. PERFORMANCE COMPARISON WITH
PUBLISHED WORK

Comparisons among the dual-band patch antenna
proposed in the present work and some other published
designs are presented in Table 2. The comparison criteria
are the size of the antenna, port isolation, efficiency, and
gain.
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Fig. 16. Radiation patterns for the horizontally (x-
directed) and vertically (y-directed) polarized fields at
28 GHz in the planes (a) φ = 0

◦
,and (b) φ = 90

◦
when

the MIMO antenna system is fed at port 2.
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Fig. 17. Radiation patterns for the horizontally (x-
directed) and vertically (y-directed) polarized fields at
38 GHz in the planes (a) φ = 0

◦
,and (b) φ = 90

◦
when

the MIMO antenna system is fed at port 2.

VI. CONCLUSIONS

A novel design of a compact-size modified
diamond-shape patch antenna is introduced for dual-
band operation at 28/38 GHz. The antenna is constructed
as a perforated resonant patch on a defected ground
structure (DGS). The evolution stages of the design
are described in detail. The patch is inset-fed through
a microstrip line. A four-port MIMO antenna system
is constructed using the proposed patch antenna. The
antennas are arranged at the corners of a mobile handset
in orthogonal orientations which results in polarizations
and spatial diversities as well as low mutual coupling.
The single antenna as well as the MIMO antenna system
performance is assessed through numerical simulations

Table 2: The proposed modified diamond patch com-
pared to published mm-wave antennas
Work Center

Fre-
quen-
cies
(GHz)

Gain
(dBi)

Radiation
Effi-
ciency
(%)

Port
Iso-
la-
tion
(dB)

Patch
Dimensions
(mm)

[17] 28/38 7/7.3 96/95 −36 26.4×20.4
[18] 28/38 3.7/ 5.1 83/88 −25 3.7×5.1
[19] 28/38 9.1/9 98.3/96.5 −40 8.25×9.45
[Present] 28/38 4.7/3.75 88/90 −50 2.26×2.71

and experimental measurements. The scattering param-
eters including the reflection and coupling coefficients
are calculated using the commercially available CSTTM

package and measured experimentally showing good
agreement. The proposed antenna has a bandwidth of
0.6 GHz at 28 GHz and 1.17 GHz at 38 GHz. To evalu-
ate the performance of the proposed MIMO antenna sys-
tem, key performance parameters such as the radiation
efficiency, envelope correlation coefficient (ECC), and
diversity gain (DG) are investigated. The proposed four-
port MIMO antenna system configuration is shown to
be suitable for polarization and spatial diversity schemes
as illustrated from the resulting radiation patterns. The
proposed antenna has high radiation efficiency and the
MIMO system has very good values for the ECC and DG
over the operating frequency bands. The MIMO system
possesses good polarization and spatial diversities with
good isolation between the antennas without the use of
any isolation enhancement techniques.
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Abstract – This paper presents a wideband printed
antipodal Vivaldi antenna using straight slots for UHF
DVB-T/T2 applications covering a frequency range of
470–862 MHz. The proposed antenna consists of two
radiation flares with straight slots and a feeding line.
A wideband impedance matching was achieved by
inserting the slots between the flares and the feeding
line. For the experimental verification of the proposed
antenna, it was fabricated on a flat circular printed cir-
cuit board (PCB) substrate with a radius of 0.25 λ 0,
where λ 0 is the wavelength at 0.74 GHz (the center fre-
quency of the operating band). The measured −10 dB
impedance bandwidth and maximum gain were approx-
imately 72.1% (0.47–1.00 GHz) and 2.57 dBi, respec-
tively. Due to the addition of the slots, the impedance
bandwidth of the proposed antenna was improved by
approximately 212% compared with the Vivaldi antenna
without slots.

Index Terms – antipodal Vivaldi antenna, DVB-T/T2,
straight slots, UHF applications, wideband.

I. INTRODUCTION

With the recent advances in internet-of-things tech-
nology, stable wireless communication between vari-
ous devices has become crucial, with high-performance
antennas required. A Vivaldi antenna meets the needs
of many wireless devices since it exhibits a wide band-
width, high gain, stable radiation patterns, and low radi-
ation losses. In addition, it is a so-called tapered slot
antenna fed into a tapered balanced slot line with a
high input impedance (approximately 300 ω). To match
the high input impedance of the slot line with the 50
ω feed line, a balun capable of converting the input
impedance of the antenna is required. To this end, copla-
nar and antipodal feeding methods are mainly adopted
for Vivaldi antennas [1]. Here, the coplanar Vivaldi
antenna (CVA) adopts the balun feed using a microstrip
line and a slot, ensuring that the CVA achieves a high
gain and symmetrical radiation patterns [2]. However,

due to the exponential tapered radiation unit, the cross-
polarization of the CVA is large, the return loss is
reduced, and the beam width is narrow. In addition, the
CVA has weak competitiveness about miniaturization
because the slot line including the balun, is built on one
side of the PCB. To overcome these disadvantages, Gazit
[3] devised an antipodal Vivaldi antenna (AVA) where
the radiation plates, including the tapered balun feed, are
fabricated on both sides of PCB, meaning that the AVA
is smaller than the CVA. Furthermore, an AVA can be
used in systems sensitive to polarization due to the small
cross-polarization, while an AVA has better characteris-
tics than a tapered balun CVA since the tapered ground is
laid along the microstrip feed line in the former, meaning
that the antenna can perform impedance matching with a
broader bandwidth [4].

Parasitic patches [5–7] or metamaterials [8–11] are
often placed between the flares to improve the direc-
tivity of the AVA [12]. Using these characteristics, an
AVA can be used for various applications, including
ultra- wideband (UWB), radar, Ka-band, and 5G device
applications [13], while the antenna has also recently
been developed for applications such as vehicle to every-
thing (V2X) communication and energy harvesting [14–
15]. Meanwhile, the adoption of AVAs for medical
applications has been described in various recent stud-
ies [16–17], with the addition of notches inside and
outside of the antenna radiation arms in [17] result-
ing in miniaturization and constant gain. A previous
study [18] studied frequency reconfigurable antennas
that construct switching circuits with pin diodes at ring-
shaped slots between the Vivaldi antenna arms. Recently,
AVA using meander line-shaped slots and frequency
selective surface (FSS) to enhance the gain and the
impedance bandwidth was researched for IoT/WLAN
applications [19].

Meanwhile, researchers have turned their attention
to investing in a balanced AVA (BAVA), which is essen-
tially an AVA developed to suit the UWB environment.
However, while the BAVA has a wider impedance band-
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width than the AVA, it involves the disadvantages of
having a complex design and being expensive. While
many advances concerning Vivaldi antennas have been
made through AVA research, bulky structures remain
inevitable due to the nature of the Vivaldi antenna
itself. As such, various studies have been conducted
about the miniaturization of AVAs. Here lowering the
operating frequency by increasing the electrical length
of the antenna is a typical method for miniaturizing
the antenna, while the most commonly used approach
involves adopting a corrugate structure for the AVA [24–
25], which can effectively increase the electrical length
of the antenna [20–23], with the tapered structure allow-
ing for reducing the overall size while maintaining or
improving the basic characteristics (e.g., radiation pat-
terns and gains) of the antenna. In a previous study,
miniaturization using imaginary effects has also recently
been researched [26], while the antenna’s characteristics
can be improved through using slots in a planar AVA.
Here, antenna miniaturization can be implemented to
improve the electrical length by applying various-shaped
slots to the feeding and radiating parts of the AVA or the
space between them [27–29].

Meanwhile, various studies on antennas for ultra-
high frequency (UHF) digital television (DTV) bands
have been conducted. In [30], DTV transmitting anten-
nas that achieved a low voltage standing wave ratio
(SWR) in the DTV broadcasting system using stepped
complex impedance transformers and a broadband
matching network were devised, whereas in [31], an
antenna for Korea’s UHD TV frequency range (470–
771 MHz) was investigated. This antenna implements
various dipoles and patches on the transparent sheets
with optical transparency of >70%. However, while the
antenna is compact and inconspicuous, it has a bulky
ground size.

With all this in mind, in this paper, we propose
a miniaturized wideband AVA with a straight slot that
meets the digital video broadcasting-terrestrial/version-
2 (DVB-T/T2) band range (470–862 MHz) [32], a TV
frequency band mainly used in Europe and Asia.

II. PROPOSED ANTIPODAL VIVALDI
ANTENNA CONFIGURATION

In general, the width (W) of the Vivaldi antenna for
effective radiation can be described as follows:

W =
c
fL

1
1.5
√

εr +1
, (1)

where c is the velocity of light in free space, fL is
a lower frequency, and εr is a relative permittivity of
the substrate [33]. According to (1), when the width of
the antenna decreases, the fL increases, and the band-
width decreases. However, by adding straight slots to the
feeding portion of the Vivaldi antenna, miniaturization

Table 1: Geometric design parameters of the proposed
antenna (unit: mm)

Lt Wt R L Wb
168.1 136.5 100 195 85.2
Wf L f Ls Ws H
2.2 45 20 5 67

and bandwidth improvement can be achieved. This is
the most effective and simple-to-manufacture slot tech-
nology for maintaining the fL even if the width of the
antenna is reduced. In addition, the proposed antenna
was designed with a round-shaped plate of the radiation
portion to reduce the side lobe.

The structure of the proposed AVA is shown in
Fig. 1 (a). The substrate presents a circular shape and
has a radius of R=100 mm. The optimal parameters of
the proposed antenna are shown in Table 1. The proposed
antenna is fed by a tapered balun to ensure stable signal
input. Meanwhile, Figs. 2 (a) and 2 (b) show the equiv-
alent circuit of the proposed antenna with and without
straight slots. As shown in Fig. 2 (a), the AVA can be
modeled according to the transmission line with antenna
impedance (ZANT ) whereas as shown in Fig. 2 (b), the
straight slots can be equivalent to a series of short stubs
for broad impedance matching.

Meanwhile, using a commercial full-wave electro-
magnetic tool (CST Microwave Studio 2021), the opti-
mal parameter value was found by observing the change
in input impedance according to the length, width, and
position of the slot. Figure 3 shows the simulated input
impedance variations of the proposed antenna on a Smith
chart with respect to different widths (Ws), lengths (Ls)
and positions (H). The impedance chart in Fig. 3 (a)
shows when there are no slots (P1), the input impedance
has capacitive reactance, whereas after adding the slots
(P2), the inductive reactance increases, resulting in the

Fig. 1. Proposed antipodal Vivaldi antenna with
straight slots: (a) all geometry dimensions with design
parameters and (b) a fabricated antenna prototype.



KWON, AHN, LEE: WIDEBAND PRINTED ANTIPODAL VIVALDI ANTENNA 728

Fig. 2. Equivalent circuit of the proposed antenna (a)
without and (b) with straight slots.

total input impedance being a real value. Numerically,
the input impedance of the antenna without the slots
was 64.62–j39.79 ω (P1) at 0.67 GHz, whereas after
the addition of the slots, this became 61.75–j0.09 ω
(P2). As a result, the impedance trajectory was con-
tained within the SWR 2:1 circle, which improved the
impedance bandwidth. As Figs. 3 (b) and 3 (c) show, the
input reactance increased significantly compared with
the input resistance as the Ls and Ws increased, whereas
as Fig. 3 (d) shows, the resistance increased when the
slot position was closer to the feeding line.

Meanwhile, as shown in Figs. 4 (a) and 4 (b), input

Fig. 3. Simulated input impedance variations on Smith
chart: (a) with and without the slots, (b) with respect to
various lengths of the slots, (c) with respect to various
widths of the slots, and (d) with respect to various posi-
tions of the slots.

Fig. 4. Real and imaginary parts of the simulated input
impedance via the straight slots on the proposed antenna:
(a) according to different lengths (Ls) and (b) different
widths (Ws).

Fig. 5. Simulated surface current and E-field distribu-
tions ((a)–(d) and (e)–(f)) of the proposed antenna with
respect to the different phases at 670 MHz: (a) and (e) 0◦,
(b) and (f) 90◦, (c) and (g) 180◦, and (d) and (h) 270◦.

impedance variations depending on the size of the slots
were clearly observed. As Fig. 4 (a) shows, the resistance
remained almost constant as the Ls increased,but the
reactance increased significantly. Similarly, as shown in
Fig. 4 (b), an increase in Ws resulted in a relatively con-
stant resistance but an increase in reactance. The large
slot size increased the inductive reactance of the short
serial stub, which verified the equivalent circuit shown in
Fig. 2 (b). Meanwhile, the parameter studies allowed us
to achieve the impedance bandwidth optimization of the
antenna by adjusting the length, width, and position of
the slots such that the proposed antenna achieved a wide
impedance bandwidth. Here, the frequency band with a
reactance close to zero was the widest when the slot size
(Ls=20 mm and Ws=5 mm). As a result, The proposed
antenna was optimized when the slot size and positions
were as follows: Ls=20 mm, Ws=5 mm, and H=67 mm.

Figure 5 shows the simulated surface current and E-
field distributions of the proposed antenna for the differ-
ent phases (0◦, 90◦, 180◦, and 270◦) at 670 MHz.

III. RESULTS AND DISCUSSIONS

An image of the prototype of the proposed antenna
is shown in Fig. 1 (b), with the proposed antenna fab-
ricated on a 1.2 mm thick FR-4 substrate with a rel-
ative permittivity (εr) of 4.3 and a loss tangent (tan
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δ ) of 0.025. The reference antenna and the proposed
antenna were measured in the environment depicted
in Fig. 6. The measuring setup for radiation perfor-
mances utilizing a horn antenna in the anechoic cham-
ber room is shown in Fig. 6 (a). A vector network ana-
lyzer was used to measure the reflection coefficient,
as shown in Fig. 6 (b). Figure 7 present the simulated
and measured results for the reference antenna without
slots and the proposed antenna with straight slots. Here,
Fig. 7 (a) shows the reflection coefficients to the fre-
quency. The addition of the proposed slots made it possi-
ble to match the impedance of the antenna. The measured
−10 dB impedance bandwidth of the proposed antenna
was 530 MHz, approximately three times higher than the
reference antenna (175 MHz). As a result, the proposed
antenna achieved an impedance bandwidth of approxi-
mately 72.1%. As shown in Fig. 7 (b), the proposed slots
improved the gain at the operating frequency. The max-
imum measured gain of the reference and the proposed
antenna was approximately 2.14 and 2.57 dBi, respec-
tively. Furthermore, as shown in Fig. 7 (b), the proposed
antenna with added slots has significantly higher mea-
sured total efficiency above 0.7 GHz than the reference
antenna.

Figure 8 shows the simulated and measured radi-
ation patterns of the proposed antenna at the x-y and
x-z planes in the operating frequencies of 470, 670,

Fig. 6. Measurement setup of the proposed antenna: (a)
radiation pattern measurement and (b) reflection coeffi-
cient measurement.

Fig. 7. Simulated and measured results of the proposed
antenna in relation to the frequencies: (a) reflection coef-
ficients, (b) peak gains and total efficiency.

Table 2: Comparison between previous works and the
proposed antenna

Ref. fc
(GHz)

BW
(%)

Gain
(dBi)

Size (λ 0
3)

[5] 17 176.5 12 6.26 × 2.95 × 0.07
[8] 1.4 100 10.5 1.11 × 1.05 × 0.06
[14] 4.14 172.9 9.2 2.07 × 2.04 × 2.04
[15] 6.41 174.7 6.3 2.16 × 3.20 × 0.03
[26] 1.7 117.7 8.3 1.16 × 1.14 × 0.002
[29] 0.66 62.4 11.6 2.66 × 1.00 × 0.34
[30] 0.62 54.5 2.4 0.60 × 0.22 × 0.13
[34] 2.4 75 6.66 0.95 × 0.95 × 0.01

Prop. 0.74 77.9 2.57 0.48 × 0.49 × 0.002

Fig. 8. Simulated and measured radiation patterns of the
proposed antenna at the x-y and x-z planes in the operat-
ing frequencies of 470, 670, and 860 MHz.

and 860 MHz. Here, the proposed antenna presented
an omnidirectional radiation pattern in the azimuth
plane, whereas in the elevation plane, as the frequency
increased, the antenna presented a directional beam in
the y-axis direction.

Table 2 presents a comparison of the proposed
antenna with those reported in previous works. Com-
pared with the Vivaldi antennas described in previous
studies, the proposed antenna demonstrated an improved
impedance bandwidth due to the addition of the straight
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slots to the antenna radiator. It was comparatively small
in size (0.48 λ 0×0.49 λ 0×0.002 λ 0) based on the center
frequency wavelength (fc).

IV. CONCLUSION

In this paper, a method for miniaturizing a wide-
band Vivaldi antenna using straight slots was presented.
The method can be easily implemented by adding slots
to the antenna radiator. Using this method, we devised a
wideband printed AVA for UHF DVB-T/T2 applications.
Both the proposed antenna and the miniaturization meth-
ods will prove useful in designing various directional
antennas.
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Abstract – A ±45◦ linear-polarized cross-dipole with
enhanced gain and isolation has been designed as an
example for 5G applications in this paper. By adding
stepped reflector and combined director, the isolation and
radiation performance of the antenna can be improved
significantly. According to the experimental results, the
bandwidths with reflection coefficient lower than 10 dB
in the low frequency band and high frequency band
are 9.5% (3.2–3.52 GHz) and 17.5% (3.86–4.6 GHz),
respectively. The dual band can cover 3.3-3.6 GHz and
4.4-4.5 GHz for 5G bands proposed by China’s IMT
propulsion group. Therefore, the proposed antenna can
be widely used in wireless detection, transmission and
communication. The isolation of low frequency band and
high frequency band can reach above 26 dB and above
22 dB. The average gain is approximately 10.2 dBi in
the low frequency band, but the other band is around
6.37 dBi. Compared with commonly used base station
antennas, the proposed antenna has been dramatically
improved in terms of size, bandwidth, and other electro-
magnetic properties.

Index Terms – cross-dipole, 5G, dual-band, high gain.

I. INTRODUCTION

With the development of mobile communication
systems, higher requirements are put forward for com-
munication capacity and communication rate [1]. The
performance of base station antenna directly affects the
whole wireless communication system [2–6]. It is nec-
essary to design an antenna that works in multi fre-
quency band and has excellent performance. However,
due to the complex communication environment, the
signal received by the client is often affected by the
multipath effect, resulting in signal amplitude decline,
delay extension and other problems [7]. In order to
solve the problem caused by multipath effect, the most
effective method is diversity technology. ±45-degree

dual-polarization antennas [8–9] have been widely used
to deal with multipath effect, which can not only reduce
the installation cost and installation space, but also
enhance signal reception quality [10].

Generally, the base station antenna should have the
characteristics of stable radiation pattern, high isolation
and gain. However, how to improve the multi-port isola-
tion of the antenna is still a great challenge. Gain and
bandwidth are also important parts of antenna perfor-
mance. Many related literatures have been reported on
the high isolation of dual polarized antennas. At present,
the commonly used methods are mainly based on the
application of metamaterials, such as artificial mag-
netic conductors (AMC) [11], defected ground struc-
ture (DGS) [12], electromagnetic band gap (EBG) [13–
15] and reflector. High isolation and stable unidirec-
tional radiation patterns have been achieved by using
metamaterials in references [16] and [17]. However, the
design structure and process implementation are very
complex. A reflector with simple structure design can
achieve the same effect, and it is easier to realize, as
described in References [18] and [19]. However, when
the antenna works in multiple frequency bands (at the
same height from the reflector) [20–22]. it is not con-
ducive to improve the isolation degree of the antenna.
Obviously, designing reflectors corresponding to differ-
ent frequency bands to improve antenna performance is
the most effective and easy to manufacture in technology.

On the other hand, high gain has always been an
important feature of dual-polarized antenna designs. The
common method is to add metal strip director and para-
sitic elements [23–24]. A director can be placed above
or around the dipole (same level), which can improve
the gain but has the disadvantage of larger antenna sizes.
Compared with the former, the parasitic element can
make the structure of the antenna more compact, but the
gain improvement is limited. Therefore, a stacked direc-
tor structure placed vertically over the antenna has been
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proposed. As the number of directors increases, the gain
increases, according to literature [25–26]. Based on the
principle of Yagi antenna [27], the designed director can
not only enhance the gain, but also will not increase the
overall antenna size.

In this work, a combination of stepped reflector and
director has been proposed to improve the low isola-
tion and gain problem in different frequency bands. A
reflector with appropriate distance is designed accord-
ing to different frequency bands to improve the isolation
of the low frequency bands and high frequency bands,
and reduce the sidelobe. The reflector distances were
designed appropriately according to different frequency
bands, in order to improve the isolation of both low and
high frequency bands and reduce the side lobes at the
same time. The director was vertically placed over the
main radiator to improve the gain and directivity of the
antenna in the working frequency band. The detailed
design is described below.

II. ANTENNA GEOMETRY AND ANALYSIS

The configuration of the proposed dipole antenna
with reflectors and directors loaded is showed in Fig. 1.
The proposed antenna comprises a microstrip feed, an
integrated balun, a pair of dipole element, an etched
ground plane, reflectors and directors. The above-
mentioned elements are printed on the upper layer of an
FR-4 substrate with a dielectric constant of 4.4, a loss
tangent of 0.02, and a thickness of 1 mm. Except for FR-
4 substrate with etched ground, which have a thickness
of 1.4 mm. All the structure are installed symmetrically
with respect to the centre of the reflector.

The main radiator consists of two crossed 45-degree
dipoles for dual polarization. To well understand the
antenna design, the evolution process of dipoles and
related simulation results are given in Fig. 4. Ant.1
denotes the original dipoles. Based on Ant.1, the Ant.2
can be obtained by subtracting the orthogonal rectangu-
lar patch of 90-degree. On the basis of the above, the
Ant.3, which is the dipole designed in this paper, can
be obtained by subtracting the chamfer of the semicir-
cle every 90 degrees from the dipole. Each arm of the
dipole can be regarded as a square with chamfers and
slots. Compared with the former two, the designed radia-
tion structure can increase the surface current path, excite
another frequency point to broaden the bandwidth. The
slots between patches can be equivalent to capacitance,
and the matching of antenna can be affected by adjust-
ing the slots [28]. When one of the dipoles is excited,
the other will operate as a parasitic element, resulting in
strong mutual coupling between the two crossed dipoles
and thus expand the impedance bandwidth of the dipole.

For dual-band range of operation, an integrated
balun is used to feed the proposed antenna. Geometry

y
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z

Radiator

Director

Reflector

Bedframe

Via

Balun1Balun2

L9
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             (d) 

Fig. 1. (a) Three-dimensional view of proposed antenna,
(b) patch, (c) director, and (d) top view and side view.

and size parameters of the balun are shown in Fig. 2.
One side of the balun is inverted L-shaped feeding, the
other side is partially ground. The two sides of the partial
ground structure are symmetrical. The structure consists
of two rectangles with dimensions of 20× 4.85 mm2 and
16 × 1.45 mm2. The partial ground structure can play
a role in improving the isolation of the whole design,
as shown in Fig. 5. The main reason is that the cou-
pling between the feeding lines can be reduced due to
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Fig. 2. Feeding structure for port1 and port2.

Fig. 3. Equivalent ac circuit diagram of feeding structure.

the partial ground structure. The driven element is fed
by a SMA (Sub Miniature A) connector from the bot-
tom of the substrate. The balun structure not only sup-
ports the dipoles, but also enables a balanced feeding
process. Orthogonal balun’s structure is fixed on bed-
frame to support radiators. Note that in order to avoid
overlap, the +45◦ and −45◦ polarized microstrip cou-
pling feeding lines are placed orthogonal to each other,
slots are notched on the microstrip balun dielectric plate,
as shown in Fig. 2.

Beneath the substrate, the reflector is composed of
two squares with sizes of 24 × 24 mm2 and 94 ×
104 mm2 stacked up and down to improve the isola-
tion and realize a unidirectional radiation. And they are
fixed at a distance of 16 mm and 21 mm (about one-
quarter-wavelength at the centre frequency of 4.5 GHz
and 3.45 GHz) below the antenna, respectively. A cylin-
drical through-hole with a diameter of 2 mm on the
ground and reflector is convenient for connection.

To better understand the working principle of the
feeding lines, the equivalent ac circuit diagram of the
feeding structure is given in Fig. 3. In the feeding
structure, the open branches, branch1 and branch2,
can be equivalent to an Inductance-capacitance (LC)
resonance circuit.

In addition, the slot coupling can be seen as induc-
tance. Each open branch can be equivalent to LC reso-
nant circuit, in which the resonance points of branch1
and branch2 correspond to low frequency band and high
frequency band, respectively. In the low-frequency band,
the capacitance is generally regarded as a parallel-plate
structure, which is influenced by plate area A, the dis-
tance between plates d, and the dielectric constant filled
by the plates [29]. Inductance is generally related to the
structure of the coil, as shown in formulas (1) and (2):

C = ε0εr
A
d
, (1)

L =
Nπr2μ0

l
. (2)

The value of quality factor Q and resonance fre-
quency f can be obtained according to the series
equivalent circuit in Fig. 3, as shown in formulas (3)
and (4):

Q =
ω0L

R
, (3)

f =
1

2π
√

LC
. (4)

According to the principle of Yagi antenna, the
designed director is composed of a circular patch and
four L-shaped metallic strips in Fig. 8. And the director
is fixed above the radiator and the location of the convex
reflector equal height 16mm. The connection is made by
PA66 nylon cylinder, and its relative dielectric constant
is about 40. The size of the designed dipole and direc-
tor are both 60mm. From the literature [25–27], we can
get the gain improvement calculation formula of circular
director as follows.

G≈8 · n1 ·B
λ0

(
ε2

n1 · ε1 ·μ2

)
· f (b1Δ) , (5)

b1 =2 ·π · n1 ·B
λ0

· ε2

ε1
· n1

μ2
, (6)

f (x) =
1

1+x2

1+
( 2

π
) · tan−1 (x)

, (7)

Δ =
f
f0
−1, (8)

where B, ε1, μ1 are the thickness, relative permittiv-
ity, and permeability of the lower layer, respectively.
n1=

√μ1ε1; Δ is the frequency deviation parameter, and
f is near by the centre frequency f 0.

In this paper, the upper layer of the director can be
regarded as air, so the ε2 and μ2 can be equivalent to 1. It
can be seen from Fig. 11 (b) that the designed is almost
the same as the gain of the circular director. Refer to (5-
8), it can be calculated that one layer of director yields an
approximate enhancement of 0.78 dB. The experimental
result is verified.

The simulations are carried out by full-wave simu-
lation software HFSS 15.0. And the direct solver is used
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Table 1: Geometric parameters of the proposed antenna (unit: mm)
Parameter Value Parameter Value Parameter Value Parameter Value Parameter Value

l9 80 h4 16 l7 1.3 Ra 7 m1 2.5
h1 1 l6 0.5 l8 12 h3 21.35 l4 8.4
l5 3.03 s4 1.5 h2 3.4 l2 1 w6 2
x3 6 gl 104 wl 20 w4 6.5 r 18
gw 94 l1 20 w3 12.875 r2 1.6 l 60
w7 1 m2 18 l8 2.7 l3 5.8 w5 4

for simulation design. The optimized geometric parame-
ters of the proposed antenna are shown in Table 1.

III. RESULTS AND DISCUSSION

Figure 4 shows the evolution process of the dipole
and the corresponding S-parameter simulated results.
Ant.1 excites a frequency point in the high frequency
band above 5G, and Ant. 2 and Ant. 3 are obtained by
improving the shape of the radiation patch, which can
change the surface current path of the patch. The sur-
face current path becomes longer and the low-frequency
points are excited. As can be seen from the Fig. 4, the
reflection coefficient of Ant.2 and Ant.3 are obviously
better than that of Ant.1, and dual-band has appeared.
The improvement of bandwidth and the isolation of high
frequency band significantly increases by chamfering
and slotting. Considering that Ant.3 can better cover 5G
range (3.3-3.6 GHz). So, Ant.3 is the designed dipole in
this paper.

Figures 6 and 7 show reflection coefficient and sur-
face current distribution of different x3 values, respec-
tively. As can be seen from the figure, when the value of
x3 decreases, dual frequency bands shift toward the low
frequency. In addition, when the value of x3 decreases,
the current intensity at the slot and chamfer is stronger
and the current path is longer, so the frequency point
moves to the low frequency. Because the size parame-
ter of the radiation structure has a great influence on the
operating frequency of the antenna, the different value
of the radiation parameters l is studied with HFSS 15.0.
As shown in Fig. 8, with increasing l, the two reso-
nant frequency bands move to the low frequency band,
and the frequency variation range is large. As shown on
Fig. 9, we can achieve better impedance matching of the
antenna by adjusting the value of Ra.

Figure 10 conveys the isolation curves for different
reflector shapes. As can be seen from the plot, the isola-
tion of the stepped reflector in the high frequency band
and low frequency band is higher than the planar reflec-
tor of about 15 dB and 5 dB, respectively.

Because the convex part mainly plays a very great
role in the high frequency band. Although the isolation
of the stepped reflector is only higher than that without
reflector of 5 dB. As can be seen from the Fig. 11 (a),

       

(a) 

 
(b) 

Fig. 4. Dipole structures in evolution processes and sim-
ulated results.

the gain of the stepped reflector is increased by nearly
8 dB compared with that without reflector, and the side-
lobe is well suppressed. The simulated gain with stepped
reflector, planar reflector and without reflector are 10.03,
6.58 and 2.13 dBi, respectively. And the corresponding
sidelobe values are −6.8, −2.69 and 1.12 dBi. Accord-
ing to the experiment, the side lobe of the proposed
antenna is not only suppressed to a great extent, but also
the simulated gain of the antenna in the 0 ◦ direction is
greatly enhanced.

In order to analyze the function and mechanism of
the directors, the effect of the different shaped directors
is studied and fixed at a height of 16 mm (about one quar-
ter wavelength at the centre frequency). To facilitate the
comparison, the overall dimensions of the three direc-
tors are exactly same. At 3.44 GHz, the radiation-pattern
performance is compared with three different structures
and without a director, including L-shaped metallic strips
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Fig. 5. Effects on the whole antenna isolation with dif-
ferent ground structure.

g y j g

Fig. 6. Effects of dipoles on S11 value with different
value of x3.

x3=3mm x3=6mm x3=9mm

Fig. 7. Patch surface current distribution diagram with
different value of x3.

(L-shaped), circularly shaped (C-shaped), and a com-
bination of both directors (L+C-shaped), as shown in
Fig. 11 (a).

It can be seen from the Fig. 11 (a) that the gain
value with the director structure is 0.78 dBi higher than

 
Fig. 8. Effects on reflection coefficient value with differ-
ent value of l.

 
Fig. 9. Effects on reflection coefficient value with differ-
ent value of Ra.

that without. It is close to the gain increase calculated
by the formula (5) above. Each director has the high-
est gain which reached 10.4 dBi, while the lowest gain
is 8.91 dBi. Compared with the circularly shaped direc-
tor, a 90◦ bending strip microstrip line is placed at the
diagonal of the patch to increase the gain and reduce the
sidelobe value.

Figure 12 depicts the impedance matching of
different director structures. The different structure
of the director has a great influence on the frequency
offset of the low frequency band, while for the high
frequency band, the influence of frequency offset is not
very large. Especially in the circularly shaped director,
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Fig. 10. Comparison of isolation curves: without reflec-
tor, planar reflector, and stepped reflector.

                    (a)                                           (b) 

Fig. 11. Radiation pattern: (a) reflector structure, (b)
director structure.

the addition of four L-shaped metallic strips makes the
value of high frequency reflection coefficient greater.
From the Fig. 13, we studied the antenna performance
of the director by varying its parameter ‘r’, where ‘r’
refers to the maximum distance from the centre to the
boundary in the circle. It can be clearly from Fig. 13
that the overall gain in the low frequency band of
3.2-3.52 GHz is higher than that in the high frequency
band of 3.86-4.6 GHz. Considering the performance of
bandwidth and gain, the most appropriate ‘r’ value is
18 mm. It can be found that the directors composed of
a circle patch and a bending microstrip can achieve the
effect of broadening the beamwidth and improving the
gain.

Figure 14 illustrates the simulated and measured S
parameters characteristics of the two ports. As can be
seen from the S-parameter diagram, the simulated band-
width of low frequency band and high frequency band
is 9.5% (3.20–3.52 GHz) and 17.5% (3.86–4.6 GHz),

Fig. 12. Comparison of reflection coefficient and radi-
ation pattern between different director structure and
without director.

Fig. 13. Gain comparison of the director with different
radius.

respectively. The measured bandwidth is 4.47% (3.28–
3.43 GHz) and 18.1% (3.97–4.76 GHz), respectively.
Compared with the simulated low frequency, the mea-
sured low-frequency offset is approximately 0.2 GHz.
The low frequency band of the paper can cover the
applicable band of 3.3-3.6 GHz of 5G band proposed
by China’s IMT propulsion group that is studying the
frequency bands including 3.3-3.6 GHz, 4.4-4.5 GHz,
4.8-5 GHz. But the bandwidth of 300 MHz is far from
enough, we hope to make more use of the selected fre-
quency band. Therefore, the dual band function real-
ized in this paper can solve the problem of low band
utilization, and provide a great reference for the future
application of 5G base station antenna.
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Fig. 14. Simulated and measured S parameters of the
antenna.

Fig. 15. Simulated and measured gain and efficiency of
the antenna.

As described in Fig. 15, the average gain is approx-
imately 10.2 dBi in the low frequency band, and the
high frequency band is around 6.37 dBi. Lower antenna
gain is mostly due to the fact that the sectional area of
the stepped reflector acting on the high-frequency band
is much smaller than that of the radiator, which cannot
enhance the gain of the whole frequency band of the high
frequency band. And the results of simulated and mea-
sured gains are in good agreement. Moreover, the effi-
ciency of the antenna reaches an average of 86% in the
entire frequency band.

Since the radiation patterns between the xoz-plane
and the yoz-plane are similar, the radiation pattern of the
two ports of the proposed antenna on the yoz-plane at
3.2 GHz, 3.44 GHz and 4.4 GHz are given in Fig. 16.
And when one port is excited to measure the radiation
pattern, while other port is terminated to 50 Ω. when
the antenna operates at 3.29 GHz and 3.44 GHz, the

3.29 GHz 

 
3.44 GHz 

 
4.4 GHz 

                       (a)                                            (b) 

Fig. 16. Radiation patterns at 3.29 and 3.44 GHz in the
yoz plane (a) +45◦ polarization, (b) −45◦ polarization.

   

Fig. 17. Antenna undergoing testing and fabricated pro-
totype of antenna.

two ports of the antenna exhibit good directional radi-
ation characteristics in the yoz-plane. And the directiv-
ity of the antenna is largely strong, maximum direction
of radiation points to θ = 0◦, peak gain is 10.52 dBi
at 3.29 GHz, that of the corresponding back lobe level
is -7.05 dBi. Although the directionality of 4.4 GHz
is not as strong as the former, the half power beam
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Table 2: Summary of the radiation characteristic of the proposed antenna
Frequency

(GHz)

Half-Power Beam-width Cross-

polarization

Level(dB)

Back-Lobe

Radiation

Level(dB)

Peak Gain (dBi)

Port 1(45◦) Port 2(-45◦)
3.29 GHz 52◦ 57◦ −8.1 −7.05 11.22
3.44 GHz 53◦ 55◦ −10 −3.85 9.43
4.4 GHz 149◦ 158◦ −13 −13.9 6.15

Table 3: Comparison of several antennas
References Bandwidth

(GHz)

Radiator

Size (mm2)

Gain (dBi) Isolation (dB) Type of Director

[9] 1.71-2.69 140 8.5 25 Four rectangles
[20] 1.7-2.69 55 8 22 Square director
[21] 1.61-3.45 78.99 5.87 / Square director
Proposed 3.2-3.52/3.86-4.6 60 10.52/6.37 26/22 L+C-shaped

width (HPBW) is three times that of the former, and the
network coverage is wider, which can be well used in
real life. Meanwhile, the zero points of the yoz-plane
obtained by simulation and measurement are very con-
sistent at three frequency points. The maximum gain
of the antenna at 3.29, 3.44 and 4.4 GHz is 10.52,
11.04 and 6.37 dBi, respectively. The measured HPBW
at the frequency points is several degrees smaller than
that of the simulation. As can be seen from Fig. 16,
the direction coefficient of the measured radiation pat-
tern is much smaller than that of the simulated one, and
the gain is reduced by approximately 2.24 dBi. But the
radiation patterns are relatively stable at 3.29, 3.44, and
4.4 GHz. Figure 17 shows the fabricated prototype of the
antenna and antenna undergoing testing. Overall, the per-
formance consistency between the port 1 and port 2 is a
good agreement. Detailed radiation characteristics of the
proposed antenna are summarized in Table 2.

Discrepancy between simulation and measurement
results is observed at some angles. It is obvious that the
simulated and measured results exist in relatively minor
differences. The reasons for the difference possibly are
caused by the following: First, welding and FR-4 pro-
cessing and other process errors; second, consistency
error of the antenna’s dielectric material and transmis-
sion line; and, third, reduction degree of the simulation
software, and systematic error of the testing instrument.
Hence, there is a certain inconsistency between the sim-
ulated and the measured results.

Table 3 compares the prototype with the base sta-
tion antenna published papers in recent years. In [9],
four rectangle parasitic elements are placed beside the
main radiation to enhance the gain of the dual-polarized
antenna; however, this method increases the overall size

of the antenna. But in the design of references [20], [21]
and this paper, loading the director above the radiation
element can not only enhance the gain, but also reduce
the size of the antenna. Compared to these antennas, the
proposed antenna has more compact size, higher isola-
tion and gain.

IV. CONCLUSION

A wideband dual-polarized dipole with a direc-
tor and a stepped reflector structure has been proposed
herein. The experimental results demonstrate that the
proposed designs have two frequency bands with excel-
lent matching, gain and isolation characteristics. The
dual band coverage can be applied to the application
of 5G frequency band in the future. The good perfor-
mance of the proposed antenna allows it to be used
for a wide range of wireless detection, transmission and
communication.
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Abstract – A new concept of “meta-lo” architecture
is contributed to build compact and broadband stacked
metamaterial patch antennas (SMPAs). The new an-
tennas are featured with planar mushroom metamate-
rials that are all made of low permittivity dielectrics.
These metamaterials work as good alternatives to con-
ventional high permittivity dielectrics, enabling the new
antenna to resonate at a much lower frequency. To ex-
amine the antenna performances, one SMPA is exper-
imentally demonstrated. The new antenna is observed
to have a broad bandwidth of 27% in a volume of
0.26λ×0.26λ×0.107λ . The average antenna gain is
7.1 dBi in the operating bandwidth. The compact and
broadband SMPA inspired by the meta-lo architecture is
promising to be used in the high-speed mobile commu-
nications.

Index Terms – Broadband, compact, metamaterials,
stacked patch antenna.

I. INTRODUCTION

For a long time (over 10 years), it has been deemed
necessary to use material combinations of high and
low (hi-lo) index dielectrics [1–3] to design a high-
performance compact stacked patch antenna, which can
be used in the handset high-speed communications.
These stacked antennas based on the hi-lo architec-
ture [1–3] were demonstrated with smaller parasitic and
driven patches than the original stacked antennas made
of a low index dielectric and air/foam [4–8]. A main lim-
itation for these hi-lo stacked antennas is that high per-
mittivity dielectrics are indispensable [1].

In this effort, a new “meta-lo” architecture is con-
tributed to address the problem without utilization of
any high permittivity dielectrics. In the meta-lo architec-
ture, the lower substrate is now filled with metamaterials
[9–12] as good alternatives to the high permittivity di-
electrics, while the upper substrate is still a low index
dielectric. It is hence named “meta-lo” after such ma-

terial combinations of metamaterials and low index di-
electrics. Metamaterials are composed of subwavelength
functional structures that are designed included in a host
natural material [9–12]. This host natural material itself
might be with a low permittivity. However due to the
functional inclusions, the metamaterials may exhibit an
increasingly higher effective permittivity and/or perme-
ability than the host. This idea provides a new method
to make patch antennas smaller [13–20], in which only
low permittivity dielectrics are utilized. Inspired by the
metamaterial technology, mushroom metamaterials [20]
are chosen in this contribution as the lower substrate. A
particular advantage for these mushroom metamaterial
structures is their planar prototype that can be well inte-
grated into a low profile patch antenna and easily man-
ufactured with the current printed circuit board (PCB)
process.

The stacked metamaterial patch antennas (SMPAs)
based on the meta-lo architecture are numerically stud-
ied in the Ansys HFSS solver. One particular SMPA is
further experimentally demonstrated. It is observed to
have a broad impedance bandwidth (BW) from 3.371 to
4.427 GHz (27.1%). The SMPA occupies a much smaller
size than its counterpart built from a low index dielectric
and air [4–8]. If we use the free space wavelength λ at
the center frequency fc (3.899 GHz) in the broad BW to
measure the SMPA, we have λ = 76.9 mm. The parasitic
patch size is 20 mm×20 mm (0.26λ×0.26λ ). The driven
square patch is even smaller with side length of 0.21λ .
The total thickness for the SMPA is 8.2 mm (0.107λ ) in
low profile. It is a particularly amazing result that such
a compact SMPA is made of dielectrics all with low di-
electric constant of 3. In addition, the meta-lo architec-
ture does not sacrifice the antenna gain. The measured
average antenna gain of the SMPA is 7.1 dBi in the en-
tire BW. The radiation patterns are all observed with sup-
pressed back lobes and cross polarizations, which bene-
fits the directive radiation to the upper half space. We re-
mark that a preliminarily numerical design for the SMPA

Submitted On: November 20, 2021
Accepted On: July 27, 2022

https://doi.org/10.13052/2022.ACES.J.370610
1054-4887 © ACES



ZHANG, XU, DENG, WANG, WEI: STACKED METAMATERIAL PATCH ANTENNA 744

was shortly reported in a conference [21]. However, new
great advances are made in this work, including the in-
troduction and discussion of new meta-lo architecture,
numerical optimizations, and particularly, experimental
demonstration.

II. CONCEPT OF THE META-LO
ARCHITECTURE

To design a compact stacked patch antenna, the
traditional method is to use a hi-lo architecture [1–3],
which is shown in Fig. 1 (a). It includes a parasitic patch
mounted on an upper low index dielectric with dielectric
constant εru, and a driven patch on a lower high index di-
electric with εrl . These two patches are loosely coupled
to form an equivalent multi-resonant circuit and make
a broad BW. Note that in the hi-lo architecture, a high
permittivity dielectric is indispensable. To address the
problem, an alternative meta-lo architecture is proposed
in Fig. 1 (b), in which a metamaterial substrate is used
to replace the high index substrate in the previous hi-lo
architecture. The metamaterial substrate is made of low
permittivity dielectrics, but exhibit an increased effective
permittivity εre f f .

Following the meta-lo architecture, a practical
SMPA is designed with planar mushroom metamaterials
[20] as the effective lower substrate, while the upper
substrate is still made of a natural dielectric. The
metamaterial substrate is physically built from two PCB
layers. As a multilayered antenna, the conceptual SMPA
now includes three (top, middle, and bottom) laminate
layers shown in Fig. 2 (a). The top layer works as the
upper layer in the conventional hi-lo architecture. One
rectangular parasitic patch with length Lu and width Wu
is mounted on the top of a low index dielectric substrate
with thickness hu, dielectric constant εru, and loss tan-
gent tanδ u. The middle and bottom layers work together
as the lower metamaterial substrate. For the middle layer,
a driven patch is adhering to another dielectric with h1,
εr1, and tanδ 1. It has a different patch size of L×W. The

Fig. 1. Comparison of (a) hi-lo architecture, and (b)
meta-lo architecture to build a compact stacked patch an-
tenna.

Fig. 2. The configuration of the conceptual SMPA in the
(a) overview, and (b) top view.

bottom layer is however more complex. As shown in Fig.
2 (b), it is embedded with numerous composite mush-
room structures. These composite structures are periodi-
cally distributed beneath the drive patch. The period is px
along the x axis, and py along the y axis. The total num-
ber of these structures is m×n (L=m×px and W =n×py).
Each mushroom element consists of a rectangular metal-
lic “cap” mounted on the bottom dielectric, and a cylin-
drical conducting via perforated in the bottom substrate.
The cap is connected to the ground plane by via. The
mushroom cap is supposed with size of ax×ay. And the
perforated via is with an outer radius of rout . The ground
plane is a square with side length of G. The bottom di-
electric is with h2, εr2, and tanδ 2. All of the metal layers
are very thin with a small thickness of t. And all of the
substrate layers are made of low permittivity dielectrics.

The SMPA in Fig. 2 can be viewed from two per-
spectives. The first perspective is that the SMPA is phys-
ically made of three layers of low permittivity dielectrics
with εru, εr1, and εr2, respectively. And the second view
is from the equivalent metamaterial perspective. The
SMPA is built up from one low permittivity dielectric
(equivalent to the top layer) with εru, and another meta-
material substrate (equivalent to the middle and bottom
layers) with εre f f , following the meta-lo architecture.

We now discuss the εre f f of the metamaterial sub-
strate. As seen in Fig. 2, the metamaterial substrate is
loaded with periodic mushroom structures in the middle
and bottom layers. These composite structures can be
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well treated as homogenous metamaterials on condition
that px and py are much smaller than wavelength (gen-
erally less than 0.1λ ). A simple formula can be used to
describe the εre f f as [20]:

εre f f ≈ εr1
h1 +h2

h1
, (1)

when ax ≈ px, and ay ≈ py.
Eqn (1) shows how to realize high effective permit-

tivity metamaterials from natural low index dielectrics.
The underlying mechanism is attributed to the enhanced
capacitive effects in the metamaterial substrate than
the original host dielectric [20]. The enhancing ratio is
nearly (h1+h2)/h1. This functionality of mushroom struc-
tures is quite different from the previous high impedance
surface (HIS) in [22], despite of their similar configura-
tions. Note that the HIS requires the px and py to be close
to half wavelength (usually 0.3 to 0.5λ ). The SMPA can
be fed using various methods [4], e.g., a coaxial probe,
or coupling from an aperture on the ground plane etc. To
validate the concept, a practical probe-fed SMPA is de-
signed in the following section. Its compact and broad-
band characteristics are demonstrated in both full wave
simulations and experiments.

III. DESIGN AND RESULTS

One SMPA based on the meta-lo architecture is con-
sidered operating in the Sub-6GHz band for the broad-
band 5G communications. The parameters are initialized
by designing a narrowband metamaterial antenna [20],
which is relatively simple. The middle and bottom lay-
ers are made of SCGA-500 GF300 by Shengyi Tech-
nology Co., Ltd. (SYTECH) with εr1= εr2 = 3, and
tanδ 1= tanδ 2= 0.0023. Their thickness values are h1=
h2 = 1.52 mm. The driven patch is a square with L=
W = 16 mm. The ground length is G = 50 mm. The
mushroom structures are with px = py= 4 mm, ax = ay
= 3.4 mm, and rout = 0.4 mm. Using the L and εre f f in
eqn (1), this narrowband antenna is predicted to resonate
at nearly 3.83 GHz.

Next, we attempt to broaden the BW by adding a
parasitic patch fabricated on an additional top substrate.
The top substrate is chosen to be F4BM220 provided by
Taizhou Wangling insulating materials factory, with εru=
2.2 and tanδ u= 0.001. Its thickness is hu= 5 mm, inspired
by the recommended ratio of hu over (h1+h2) in [23]. Af-
ter that, we will design the parasitic patch. The parasitic
patch is still a square but with length slightly larger than
the driven patch. Four typical parasitic patch sizes are
chosen as Lu = Wu = 18, 19, 20 and 21 mm. In addition,
all of the metal layers are made of copper with thickness
t = 0.035 mm. The antenna is fed by a 50Ω coaxial
probe between the drive patch and ground plane [4, 23].
The SMPAs are numerically studied in the HFSS solver
based on the finite-element method. The full-wave sim-

Table 1: Simulated BW for some stacked antennas
Lu= Wu

(mm)
x1

(mm)
−10 dB BW Protuberance

point
19 7 3.52–4.46 GHz

23.6%
−10.9 dB

20 6 3.36–4.4 GHz
26.8%

−12.4 dB

20 7 3.394–4.4 GHz
25.8%

−13.9 dB

21 6 3.28–4.28 GHz
26.5%

−11.9 dB

21 7 3.32–4.28 GHz
25.3%

−12.9 dB

ulated reflection coefficients (S11s) for the cases of Lu =
Wu = 18, 19, 20, and 21 mm are shown in Figs. 3 (a)–(d),
respectively, which are optimized by tuning the feeding
position x1. The x1 is measured from the center of
driven patch to the probe position, in the range from
0 to L/2.

It is observed in Fig. 3 that the all of these SMPAs
have dual resonant frequencies, originated from the cou-
plings between the parasitic and driven patches [1–8]. It
makes it possible to broaden the BW. However the “pro-
tuberance point” (the locally highest point between the
dual resonant frequencies in the S11 curve) levels for
some antennas are higher than −10 dB. Therefore, they
cannot be regarded as broadband antennas, but work as
“dual-band” antennas. By removing these dual-band an-
tennas away, we finally have five potential broadband
SMPAs in Table 1. Their −10 dB BWs are all very close
at the order of 25%. In theory, all of these five antennas

Fig. 3. The full-wave calculated S11s for the SMPAs
with Lu= Wu = (a) 18 mm, (b) 19 mm, (c) 20 mm, and
(d) 21 mm, optimized by tuning the feeding position x1.
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can work. However, the “protuberance point” levels are
different. Considering the practical S11 may get worse
than prediction, we conservatively choose the case of Lu
= Wu = 20 mm and x1= 7 mm, since it is with the lowest
“protuberance point” of nearly −13.9 dB.

A particular SMPA is further fabricated following
the optimal parameters. The SMPA in the experimental
demonstration is assembled from three laminate layers.
They are independently fabricated and then manually as-
sembled together. The three different layers are shown
in Fig. 4 (a). We remark that in addition to the fabrica-
tion precision (e.g., the patch size, radius of vias, dielec-
tric constant of materials, etc.), the accuracy in the as-
sembling work will influence the antenna performances
as well. Hence one needs to be very careful when as-
sembling the antenna. To install the coaxial probe, the
middle and bottom layers should be tightly compressed
with nylon screws, in order to remove the potential air
layer between the dielectrics. To allow the inner pin of
the feeding probe to pass through the substrates with-
out contacting mushroom caps, some mushroom struc-
tures are deliberately designed defected around the feed-
ing point, as shown in Fig. 4 (a). After fixing the probe,
the nylon screws which were used before to attach the
middle and bottom layers, are temporarily detached. The
top thick substrate layer is now added and made together
with the lower two layers, still with the help of nylon
screws. Fig. 4 (b) shows the finally assembled SMPA.

Fig. 4. Photograph of (a) the three different layers, and
(b) the assembled SMPA.

The SMPA in the demonstration is made by manu-
ally compacting laminate layers. It requires the laminates
to be with flat surfaces, even after the PCB fabrication.
Therefore, it is not recommended to use those “soft” ma-
terials (such as pure Teflon etc.) as the candidate lami-
nates since they are very likely to be wrapped, which is
harmful to the antenna assembling. A better fabrication
method is to use a multilayer PCB process, without the
need of trivially packaging the laminate layers by hand.

The simulated and measured S11s of the SMPA are
shown in Fig. 5. Results are in good agreement. It seems

to resonate at dual frequencies of about 3.6 GHz and
4.25 GHz. The simulated BW is 1.006 GHz (25.8%)
from 3.394 to 4.4 GHz, while the measured result is
slightly wider as 1.056 GHz (27.1%), from 3.371 to
4.427 GHz. The “protuberance point” is −13.9 dB in
simulation and deteriorates to−13.5 dB in measurement,
both at near 3.9 GHz. Note that the measured “protuber-
ance point” is 3.5 dB lower than the −10 dB line, it is a
relatively conservative level. In order to further broaden
the BW, the “protuberance point” can be designed
higher near the −10 dB line, as shown in some cases
in Table 1.

Fig. 5. The simulated and measured S11s of the SMPA.

In Fig. 5, the measured fc in the BW is 3.899 GHz
that corresponds to λ = 76.9 mm. By normalizing the an-
tenna size to λ , the driven patch is featured with an elec-
trically small area of 0.21λ×0.21λ . The parasitic patch
is larger that is 0.26λ×0.26λ . The total thickness of the
SMPA is 8.2 mm or electrically 0.107λ , including all
dielectric and metal layers. After these estimations, we
conclude that the SMPA in the demonstration occupies a
volume of 0.26λ×0.26λ×0.107λ , which is much more
compact than the air-filled stacked patch antennas [7, 8]
with a patch length of nearly 0.5λ or longer.

The broadband characteristics of the conceptual
SMPA are also studied by measuring the antenna gain
using a gain-comparison method [24]. Results are given
in Fig. 6. The antenna gain curve, either from simulation
or measurement, is seen very flat around 7 dBi in the
operating BW. However, it descends dramatically when
frequencies are out of band, resulted from the reflection
loss. The simulated peak gain predicted from HFSS is
about 7.6 dBi occurring at near 4.25 GHz and above
6.4 dBi in the entire BW. The measured gain curve seems
less smooth. The peak antenna gain is about 8.1 dBi,
still at near 4.25 GHz. In the BW, the measured antenna
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Fig. 6. The antenna gain.

Fig. 7. The radiation patterns at (a) 3.44 GHz, (b)
3.72 GHz, (c) 4.04 GHz, and (d) 4.32 GHz.

gain is all over 6.35 dBi. To better evaluate the broad-
band characteristics, a more significant statistical phrase
“average gain” is used which is defined by algebraically

Table 2: Comparison of different stacked antennas
Design Small Broad-

band

High per-

mittivity

dielectrics

Ref.

lo-lo No Yes Not need [6–8]
hi-lo Yes Yes Need [1–3]

meta-lo Yes Yes Not need This

averaging all gain values in the BW. The simulated av-
erage gain for the SMPA is about 7.2 dBi, in agreement
with the measured 7.1 dBi.

The radiation patterns of the SMPA are numeri-
cally calculated and measured at four typical frequencies
(3.44, 3.72, 4.04, and 4.32 GHz) so as to cover the BW
as possible. Results are given in Figs. 7 (a)–(d) respec-
tively. For each frequency, the left patterns are obtained
on the xoy plane (E plane) and the right ones are on the
yoz plane (H plane). The simulated co-polarized radia-
tion patterns are quite similar with the measured ones.
The back lobes are much lower than the main lobes at
the broadside. An interesting trend is seen that the back
lobe is becoming more suppressed when the frequency is
higher. It is−19 dB at 3.44 GHz, and reduced to−27 dB
at 4.32 GHz in the simulation.

The cross-polarizations are also revealed in Fig. 7.
We first discuss the cases on the E plane. From the left
column in Fig. 7, it is observed that the calculated cross-
polarized fields on the E plane are at the order of or lower
than −50 dB. They are too low to be seen. However, the
measured cross-polarizations are about−23 dB. The dif-
ference might be due to the imperfection of the antenna
sample. Another reason might be attributed to the mea-
suring environment that the −50 dB level in simulation
is actually too low to be detected in measurement. Now
we look at the H plane patterns along the right column
of Fig. 7. The simulated cross-polarizations on the H
plane are seen much higher than the E plane. They are
about −30 dB at 3.44 GHz, and increase to −18.3 dB
at 4.32 GHz. The measured cross-polarizations are all
at the order of −20 dB in the broadband. They are be-
low −19.7 dB at 3.44 GHz and −17.7 dB at 4.32 GHz.
The measured cross-polarization levels on the H plane
are in consistence with the simulated levels, especially
for high frequency cases. In brief, the cross-polarizations
for the SMPA can be all controlled less than −17 dB in
the broad band.

The performances for three different stacked patch
antenna architectures are summarized in Table 2. In the
first design, both of the upper and lower dielectrics are
made of low permittivity dielectrics [6–8] that this design
is named as the lo-lo architecture as proposed in [1]. The
upper dielectric is usually the air or foam that εru ≈ 1.
The lo-lo architecture exhibits broadband characteristics
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but associated with large antenna patches. For the second
hi-lo architecture, the antenna sizes can be made smaller.
The limitation is that high permittivity dielectrics are
necessary. In the third meta-lo architecture, the stacked
antennas can be designed compact and simultaneously,
broadband, which take advantage of all low permittivity
dielectrics. The high permittivity dielectrics are not nec-
essary in the new design.

IV. CONCLUSION

A new meta-lo architecture is proposed to design a
compact and broad SMPA. The conceptual SMPA is all
made of low dielectric constant materials. One particu-
lar probe-fed SMPA is experimentally demonstrated. It
is shown with a broad impedance BW of 27%. The lat-
eral patch dimension is 0.26λ×0.26λ . And the vertical
profile is 0.107λ . The measured average antenna gain
is about 7.1 dBi in the broad BW. These characteristics
make the SMPA a promising component in applications
of portable broadband communications.
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