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#### Abstract

In this paper, a simple numerical method based on the Newton iteration for improving the accuracy of the Conventional beam forming algorithm, the Capon beam forming algorithm, and the MUSIC algorithm for AOA (Angle-of-Arrival) estimation is presented. Based on observation, the estimates of the AOA's for a specific AOA algorithm can be obtained from the extrema of a cost function associated with the specific AOA algorithm employed. We derive explicit expressions of the iterations used for the recursive update of the estimates of the AOA's for the conventional beam forming algorithm, the Capon beam forming algorithm, and the MUSIC algorithm. The formulation is only for the update of the azimuth angle, while the extension to the update of the elevation angle and the azimuth angle can be implemented by taking into account the dependence of the array manifold on the elevation angle as well as the azimuth angle. Note that, for estimation of the azimuth, both the UCA (uniform circular array) and the ULA (uniform linear array) can be employed, and that, for simultaneous estimation of the elevation and the azimuth angle, the UCA, not the ULA, should be adopted since ULA-based algorithm cannot uniquely estimate both the azimuth and the elevation due to the ambiguity pertinent to the ULA structure. We consider the array structure of the ULA and the UCA, but it is quite straightforward to extend the proposed scheme to an arbitrary array structure by simply modifying the array vector consistently with the specific array structure.


Index Terms - AOA, accuracy improvement, conventional beam forming algorithm, Capon beam forming algorithm, MUSIC algorithm, Newton method, UCA, and ULA.

## I. INTRODUCTION

Determination of the AOA (angle-of-arrival) [1-8] of signal has been of interest to the signal processing community. The plication of the study ranges from military [9-13] to civilian [14-21] applications. The conventional beam forming algorithm [1], the Capon beam forming algorithm $[22,23]$, the MUSIC (multiple signal classification) algorithm [24], the ESPRIT (estimation of signal parameters via rotational invariance techniques) algorithm [25], and the ML (maximum likelihood) algorithm [26] have been the main algorithms for AOA estimation.

In [23], the authors showed how to apply the Newton iteration to TOA (time of arrival) estimation for performance improvement. In this paper, we propose how to improve the performance of the conventional beam forming algorithm, the Capon beam forming algorithm and the MUSIC algorithm by applying Newton iteration to the initial AOA estimates with the ULA structure and the UCA structure. Although, for ease of numerical manipulation, we adopt the ULA and the UCA structure, it is quite straight forward to apply the proposed scheme to an arbitrary array structure by simply modifying the array vector in accordance with the specific array structure employed.

The formulation for the Newton iteration is based on the cost function derived from the conventional beam forming algorithm, the Capon beam forming algorithm, and the MUSIC
algorithm, respectively. In numerical results, we demonstrate the validity of the proposed scheme in terms of the estimation accuracy and the computational complexity.

The accuracy of the AOA estimation is usually quantified via the RMS error of the estimates. Our interest in this paper is to reduce the RMS error of the estimates using numerical methods. The proposed numerical procedure does not require too much computation time, which will be quite clear in the numerical results. More specifically, we give an explicit numerical formulation for the improvement of the AOA estimation for the ULA structure and the UCA structure for three different AOA estimation algorithms. The numerical formulation is essentially Newton iteration for the recursive update of AOA angles corresponding to the local extrema of the cost function of each AOA algorithm.

In practical implementation of nonparametric spectral based AOA estimation, the output can only be evaluated at discrete angles. The estimate is determined from the angle at which the output achieves the maximum value. This estimate is called the initial estimate.

## II. DATA MODEL

The signal received at each antenna element can be formulated as,

$$
\begin{align*}
{\left[\begin{array}{c}
x_{1}(k) \\
\vdots \\
x_{M}(k)
\end{array}\right] } & =\left[\begin{array}{ll}
\mathbf{a}\left(\theta_{1}\right) & \cdots \mathbf{a}\left(\theta_{N}\right)
\end{array}\right]\left[\begin{array}{c}
s_{1}(k) \\
\vdots \\
s_{N}(k)
\end{array}\right]+\left[\begin{array}{c}
n_{1}(k) \\
\vdots \\
n_{M}(k)
\end{array}\right] \\
& =\mathbf{A} \cdot \mathbf{s}(k)+\mathbf{n}(k) \tag{1}
\end{align*}
$$

where $s(k), \mathbf{n}(k), \mathbf{a}\left(\theta_{i}\right)$, and $\mathbf{A}$ are defined as, $s(k)$ : vector of incident complex monochromatic signal at time $k$;
$\mathbf{n}(k)$ : noise vector at each array element $m$, zero mean, variance $\sigma_{n}^{2}$;
$\mathbf{a}\left(\theta_{i}\right): M$ element array steering vector for the $\theta_{i}$ direction of arrival;
$\mathbf{A}=\left[\begin{array}{llll}\mathbf{a}\left(\theta_{1}\right) & \mathbf{a}\left(\theta_{2}\right) & \ldots & \mathbf{a}\left(\theta_{N}\right)\end{array}\right] M \times N$ matrix of steering vector $\mathbf{a}\left(\theta_{1}\right)$..

In a communication channel, noise is an undesired random signal, often modelled as additive white gaussian noise (AWGN), that may be caused by thermal noise or electromagnetic interference (EMI) from unknown sources. Noise should not be confused with crosstalk and other
interference from other communication system transmitters. Another possible source of the communication channel noise is the reflection from the ground when the antenna elements are close to the ground surface. Similarly, the reflection from antenna tower supporting the array antenna can be another source of noise. The effect of the reflection from antenna tower may be more serious if the antenna tower is electrically conducting.

## III. NEWTON METHOD

Newton method make a sequence $\theta^{(i)}$ from an initial guess $\theta^{(0)}$ that converges towards $\theta^{\text {(true) }}$ such that $P^{t}\left(\theta^{\text {rue }}\right)=0$ [27]. This $\theta^{\text {true })}$ corresponds to one of the estimates of true AOA's. The second order Taylor expansion $P_{\mathrm{T}}(\theta)$ of function $P(\theta)$ around $\theta^{i}$ is

$$
\begin{align*}
P_{\mathrm{T}}\left(\theta^{(i)}+\Delta \theta\right) & \simeq P\left(\theta^{(i)}\right)+P^{\prime}\left(\theta^{(i)}\right) \Delta \theta \\
& +\frac{1}{2} P^{\prime \prime}\left(\theta^{(i)}\right)(\Delta \theta)^{2}, \tag{2}
\end{align*}
$$

which attains its extrema when its derivative with respect to $\Delta \theta$ is equal to zero,

$$
\begin{equation*}
P^{\prime}\left(\theta^{(i)}\right)+P^{\prime \prime}\left(\theta^{(i)}\right)(\Delta \theta)=0 . \tag{3}
\end{equation*}
$$

Thus, provided that $P(\theta)$ is a twice-differentiable function well approximated by its second order Taylor expansion and the initial guess $\theta^{(0)}$ is chosen close enough to $\theta^{(\text {true })}$, the sequence $\theta^{i)}$ defined by the following sequence will converge to $\theta^{\text {true) }}$,

$$
\begin{equation*}
\theta^{(i+1)}=\theta^{(i)}-\frac{P^{\prime}\left(\theta^{(i)}\right)}{P^{\prime \prime}\left(\theta^{(i)}\right)} \quad i=0,1, \cdots . \tag{4}
\end{equation*}
$$

## IV. CONVENTIONAL BEAM FORMING ALGORITHM

In the conventional beam forming algorithm for AOA estimation, the array output power is computed as the arrival angle varies, and the arrival angles corresponding to the local maxima value in the output power distribution are considered to be the estimates of the true directions of arrival. AOA's are selected from the angle at which the following output achieves the local maxima,

$$
\begin{equation*}
P_{\mathrm{CBF}}(\theta)=\mathbf{a}^{\mathrm{H}}(\theta) \hat{\mathbf{R}} \mathbf{a}(\theta) \tag{5}
\end{equation*}
$$

where $\theta$ is the arrival angle of an interest, and $\hat{\mathbf{R}}$
is the ML (maximum likelihood) estimate of the array output covariance matrix $\mathbf{R}$. That is, we evaluate equation (5) as a function of $\theta$ at discrete values, and find $\theta$ s at which $P_{\mathrm{CBF}}(\theta)$ achieve the local maxima.

We consider the case that there are $N$ incident signals. We compute the beam forming spectrum at,

$$
\left\{\begin{array}{l}
\theta_{\text {start }}, \theta_{\text {start }}+\Delta \theta, \theta_{\text {start }}+2 \Delta \theta, \cdots \theta_{\text {start }}  \tag{6}\\
+\left\lfloor\frac{\theta_{\text {stop }}-\theta_{\text {start }}}{\Delta \theta}\right\rfloor \Delta \theta
\end{array}\right\} .
$$

The initial angle estimates, $\theta_{1}{ }^{(0)}, \theta_{2}{ }^{(0)}, \ldots, \theta_{N}{ }^{(0)}$, are found from the $N$ local maxima of $\mathbf{a}^{\mathrm{H}}(\theta) \hat{\mathbf{R}} \mathbf{a}(\theta)$ out of all the $P_{\text {CBF }}(\theta)$ in equation (5) at the following discrete angles,

$$
\begin{align*}
\theta & =\theta_{\text {start }}, \theta_{\text {start }}+\Delta \theta, \theta_{\text {start }}+2 \Delta \theta, \cdots \theta_{\text {start }} \\
& +\left\lfloor\frac{\theta_{\text {stop }}-\theta_{\text {start }}}{\Delta \theta}\right\rfloor \Delta \theta \tag{7}
\end{align*}
$$

where $L\rfloor$ rounds the argument toward zero. $\theta_{\text {start }}$ and $\theta_{\text {stop }}$ specify a search range of the angle, and $\Delta \theta$ is a search step.

Consider the case of the ULA and the UCA with $M$ antenna elements. The array manifold is expressed as follows [1],

$$
\begin{equation*}
\mathbf{a}(\theta)=\left[\exp \left(j \psi_{1}\right) \exp \left(j \psi_{2}\right) \cdots \exp \left(j \psi_{M}\right)\right]^{\mathrm{T}} \tag{8}
\end{equation*}
$$

A. ULA

The symbol $\psi_{m}$ for the ULA is given by,

$$
\begin{equation*}
\psi_{m}=(m-1) \frac{2 \pi}{\lambda} d \sin \theta \quad m=1, \cdots, M . \tag{9}
\end{equation*}
$$

If the distance between the antenna elements in the ULA is $\lambda / 2$, equation (9) can be written as,

$$
\begin{equation*}
\psi_{m}=(m-1) \pi \sin \theta \quad m=1, \cdots, M . \tag{10}
\end{equation*}
$$

Using equations (8) and (10) in equation (5), after some manipulation, for the ULA, we have,

$$
\begin{aligned}
P_{\mathrm{CBF}}(\theta)= & =\mathbf{a}^{\mathrm{H}}(\theta) \hat{\mathbf{R}} \mathbf{a}(\theta) \\
& =\left[\begin{array}{lll}
e^{-j \psi_{1}} & \cdots & e^{-j \mu_{M}}
\end{array}\right]\left[\begin{array}{ccc}
\hat{R}_{11} & \cdots & \hat{R}_{1 M} \\
\vdots & \ddots & \vdots \\
\hat{R}_{M 1} & \cdots & \hat{R}_{M M}
\end{array}\right] \\
& =\left[\begin{array}{llll}
\sum_{m=1}^{M} e^{-j \psi_{m}} \hat{R}_{m 1} & \cdots & \sum_{m=1}^{M} e^{-j \psi_{m}} \hat{R}_{m m}
\end{array}\right]\left[\begin{array}{c}
e^{j \psi_{1}} \\
\vdots \\
e^{j \psi_{M}}
\end{array}\right]
\end{aligned}
$$

$$
\begin{align*}
& P_{\mathrm{CBF}}(\theta)=\mathbf{a}^{\mathrm{H}}(\theta) \hat{\mathbf{R}} \mathbf{a}(\theta) \\
&=\left(\sum_{m=1}^{M} e^{-j \psi_{m}} \hat{R}_{m 1}\right) e^{j \psi_{1}}+\cdots+\left(\sum_{m=1}^{M} e^{-j \psi_{m}} \hat{R}_{m n}\right) e^{j \mu_{M}} \\
&=\sum_{n=1}^{M} \sum_{m=1}^{M} e^{-j \psi_{m}} \hat{R}_{m n} e^{j \psi_{n}}=\sum_{n=1}^{M} \sum_{m=1}^{M} e^{j\left(\psi_{n}-\psi_{m}\right)} \hat{R}_{m n} \\
& P_{\mathrm{CBF}, \mathrm{ULA}}(\theta)=\sum_{m=1}^{M} \sum_{n=1}^{M} \exp [j(n-m) \pi \sin \theta] \hat{R}_{m n} \tag{11}
\end{align*}
$$

where $\hat{R}_{m n}$ denotes the $m$-th row and $n$-th column of the matrix $\hat{\mathbf{R}}$. Using equations (A3) and (A5) in appendix A , the following iteration is repeated until the update of the estimate is less than the specified tolerance [9]. That is, when the updates of all the estimates, $\left|\hat{\theta}_{n}^{(i+1)}-\hat{\theta}_{n}^{(i)}\right|, n=1, \cdots, N$, are less than the specified tolerance, the estimates are considered to be convergent,

$$
\begin{align*}
& \hat{\theta}_{n}^{(i+1)}= \hat{\theta}_{n}^{(i)}-\left.\frac{\frac{d P_{\mathrm{CBF}, \mathrm{ULA}}(\theta)}{d \theta}}{\frac{d}{d \theta}\left(\frac{d P_{\mathrm{CBF}, \mathrm{ULA}}(\theta)}{d \theta}\right)}\right|_{\theta=\hat{\theta}_{n}^{(i)}} \\
&= \sum_{m=1}^{M} \sum_{n=1}^{M}\left[j(n-m) \pi \cos \hat{\theta}_{n}^{(i)}\right. \\
& \sum_{m=1}^{M} \sum_{n=1}^{M}\left[j(n-m) \pi \exp \left(j(n-m) \pi \sin \hat{\theta}_{n}^{(i)}\right)\right. \\
&\left.\left(j(n-m) \pi \cos ^{2} \hat{\theta}_{n}^{(i)}-\sin \hat{\theta}_{n}^{(i)}\right)\right] \hat{R}_{m n} \\
& i=0,1, \cdots \quad n=1, \cdots, N . \tag{12}
\end{align*}
$$

## B. UCA

The symbol $\psi_{m}$ for the UCA is written as,

$$
\begin{gather*}
\psi_{m}=2 \pi \frac{r}{\lambda}\left[\cos \left(\theta-\frac{2 \pi(m-1)}{M}\right)\right]  \tag{13}\\
m=1, \cdots, M .
\end{gather*}
$$

Similarly, for the UCA, from equations (8), (13) and (5), we have,

$$
\begin{align*}
& P_{\mathrm{CBF}, \mathrm{UCA}}(\theta)=\sum_{m=1}^{M} \sum_{n=1}^{M} \exp \left[-j 4 \pi \frac{r}{\lambda}\right.  \tag{14}\\
& \left.\quad \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right) \sin \left(\frac{\pi(m-n)}{M}\right)\right] \hat{X}_{m n} .
\end{align*}
$$

For the UCA, using equations (A4) and (A6) in appendix A, we have,

$$
\begin{aligned}
& \hat{\theta}_{n}^{(i+1]}=\hat{\theta}_{n}^{i}-\left.\frac{\frac{d P_{\mathrm{CBF}, \mathrm{UCA}}(\theta)}{d \theta}}{\frac{d}{d \theta}\left(\frac{d P_{\mathrm{CBF}, \mathrm{UCA}}(\theta)}{d \theta}\right.}\right|_{\theta=\hat{\theta}_{n}^{(i)}} \\
& -j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times
\end{aligned}
$$

$$
\begin{align*}
& \hat{\theta}_{n}=\hat{\theta}_{n}-1\left[\begin{array}{l}
\sum_{n=1}^{M}\left[\begin{array}{l}
{\left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \\
\left.\sin \left(\hat{\theta}_{n}^{i}\right)-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right] \times} \\
\\
j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times \\
j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times \\
\left.\cos \left(\hat{\theta}_{n}^{i}\right)-\frac{\pi(n+m-2)}{M}\right) \\
\left.\sin \left(\hat{\theta}_{n}^{i}\right)-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]+\hat{R}_{m n}
\end{array}\right]  \tag{15}\\
& i=0,1, \cdots n=1, \cdots, N
\end{align*}
$$

where $\hat{\theta}_{n}^{(i)}$ represents the AOA estimate for the $i$-th iteration of the $n$-th incident signal. The estimates obtained from the last iteration are designated as the final estimates, $\hat{\theta}_{1}^{\text {final) }}, \cdots, \hat{\theta}_{N}^{\text {(final) }}$. The termination criterion can be explicitly expressed as,

$$
\begin{equation*}
\left|\hat{\theta}_{n}^{(i+1)}-\hat{\theta}_{n}^{(i)}\right|<\text { tolerance } \quad n=1, \cdots, N . \tag{16}
\end{equation*}
$$

The above iteration should be applied to each incident signals, respectively.

## V. CAPON BEAM FORMING ALGORITHM

In the Capon beam forming algorithm for AOA estimation, AOA's are selected from the angles at which the following spectrum achieves the local maxima,

$$
\begin{equation*}
P_{\text {Capon }}(\theta)=\frac{1}{\mathbf{a}^{\mathrm{H}}(\theta) \hat{\mathbf{R}}^{-1} \mathbf{a}(\theta)} \equiv \frac{1}{D_{\text {Capon }}(\theta)} \tag{17}
\end{equation*}
$$

Where $D_{\text {Capon }}(\theta)$ is defined as follows,

$$
\begin{equation*}
D_{\text {Capon }}(\theta)=\mathbf{a}^{\mathrm{H}}(\theta) \hat{\mathbf{R}}^{-1} \mathbf{a}(\theta) \tag{18}
\end{equation*}
$$

The initial angle estimates, $\theta_{1}{ }^{(0)}, \theta_{2}{ }^{(0)}, \ldots, \theta_{N}{ }^{(0)}$, are found from the $N$ local minima of $D_{\text {Capon }}(\theta)=$ $\mathbf{a}^{\mathrm{H}}(\theta) \hat{\mathbf{R}}^{-1} \mathbf{a}(\theta)$ at the discrete angles specified in equation (7). Note that, unlike the conventional beam forming algorithm, we have to find the angles, which are the local minima of $D_{\text {Capon }}(\theta)=$ $\mathbf{a}^{\mathrm{H}}(\theta) \hat{\mathbf{R}}^{-1} \mathbf{a}(\theta)$ because we have to maximize $P_{\text {Capon }}(\theta)=1 / D_{\text {Capon }}(\theta)$, which is equivalent to minimizing $D_{\text {Capon }}(\theta)$.

## A. ULA

Using equations (10) and (8) in equation (18) results in,

$$
\begin{equation*}
D_{\text {Capon, ULA }}(\theta)=\sum_{m=1}^{M} \sum_{n=1}^{M} \exp [j(n-m) \pi \sin \theta] \hat{R}_{m n}^{-1} . \tag{19}
\end{equation*}
$$

The iteration for the Capon beam forming can be explicitly written as,

$$
\begin{align*}
& \hat{\theta}_{n}^{(i+1)}= \hat{\theta}_{n}^{(i)}-\left.\frac{\frac{d D_{\text {Capon, ULA }}(\theta)}{d \theta}}{\frac{d}{d \theta}\left(\frac{d D_{\text {Capon, ULA }}(\theta)}{d \theta}\right)}\right|_{\theta=\hat{\theta}_{n}^{(i)}} \\
& \sum_{m=1}^{M} \sum_{n=1}^{M}\left[j(n-m) \pi \cos \hat{\theta}_{n}^{(i)}\right. \\
&= \hat{\theta}_{n}^{(i)}-\frac{\left.\exp \left(j(n-m) \pi \sin \hat{\theta}_{n}^{(i)}\right)\right] \hat{R}_{m n}^{-1}}{\sum_{m=1}^{M} \sum_{n=1}^{M}\left[j(n-m) \pi \exp \left(j(n-m) \pi \sin \hat{\theta}_{n}^{(i)}\right)\right.} \\
&\left.\left(j(n-m) \pi \cos ^{2} \hat{\theta}_{n}^{(i)}-\sin \hat{\theta}^{(i)}\right)\right] \hat{R}_{m n}^{-1} \\
& i=0,1, \cdots \quad n=1, \cdots, N . \tag{20}
\end{align*}
$$

## B. UCA

By substituting equations (8) and (13) in equation (18), we get, for the UCA,

$$
\begin{align*}
& D_{\text {Capon, UCA }}(\theta)= \\
& \sum_{m=1}^{M} \sum_{n=1}^{M} \exp \left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \times \\
\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right) \times \\
\sin \left(\frac{\pi(m-n)}{M}\right)
\end{array}\right] \hat{R}_{m n}^{-1} \tag{21}
\end{align*}
$$

$$
\left.\begin{array}{c}
\exp \left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times \\
\left.\sin \left(\hat{\theta}^{i}\right)-\frac{\pi(n+m-2)}{M}\right)
\end{array} \sum_{n=1}^{M}\left[\begin{array}{l}
j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times \\
\left.\cos ^{2}\left(\hat{\theta}_{n}^{i}\right)-\frac{\pi(n+m-2)}{M}\right) \\
\sin \left(\hat{\theta}_{n}^{(i)}-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]+\hat{R}_{m n}^{-1}\right.
\end{array}\right]
$$

$$
\begin{equation*}
i=0,1, \cdots n=1, \cdots, N \tag{22}
\end{equation*}
$$

where the termination criterion for the Capon algorithms is the same as that for the conventional beam forming algorithm.

$$
\begin{aligned}
& \hat{\theta}_{n}^{(i+1)}=\hat{\theta}_{n}^{(i)}-\left.\frac{\frac{d D_{\text {Capon, UCA }}(\theta)}{d \theta}}{\frac{d}{d \theta}\left(\frac{d D_{\text {Capon, UCA }}(\theta)}{d \theta}\right)}\right|_{\theta=\hat{\theta}_{n}^{(i)}} \\
& \begin{array}{r}
{\left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times \\
\left.\cos \left(\hat{\theta}^{i}\right)-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]} \\
\sum_{m=1 n=1}^{M}\left[\begin{array}{l}
\sum_{n}^{(i+1)}=\hat{\theta}_{n}^{i}-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times \\
\exp \left[\begin{array}{l}
\left.\sin \left(\hat{\theta}_{n}^{i}\right)-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right] \hat{R}_{m n}^{-1} \\
j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times
\end{array}\right]
\end{array}
\end{aligned}
$$

## VI. MUSIC ALGORITHM

The beam forming algorithm is the basic AOA algorithm, whose merit is the low computational cost [1, 22, 23]. In the beam forming algorithm, signals from certain directions are added constructively by forming a weighted sum of the array outputs. The antenna is steered to different directions by varying the array weights. On the other hand, in the MUSIC algorithm, we make use of the orthogonality between the noise eigenvectors and the array vectors corresponding to the true directions of incident signals in the MUSIC algorithm. In the MUSIC algorithm, the AOA's are obtained from the local maxima of the following spectrum,

$$
\begin{equation*}
P_{\mathrm{MUSIC}}(\theta)=\frac{1}{\mathbf{a}^{H}(\theta) \mathbf{U}_{N} \mathbf{U}_{N}^{H} \mathbf{a}(\theta)} \equiv \frac{1}{D_{\mathrm{MUSIC}}(\theta)} \tag{23}
\end{equation*}
$$

where the columns of the matrix $\mathbf{U}_{N}$ are the noise eigenvectors of the covariance matrix $\hat{\mathbf{R}}$, and $D_{\text {MUSIC }}(\theta)$ is defined as,

$$
\begin{equation*}
D_{\text {MUSIC }}(\theta)=\mathbf{a}^{H}(\theta) \mathbf{U}_{N} \mathbf{U}_{N}^{H} \mathbf{a}(\theta) \tag{24}
\end{equation*}
$$

The array vector is defined in equations (8) and (10) for the ULA and equations (8) and (13) for the UCA. The initial estimates, $\theta_{1}{ }^{(0)}, \theta_{2}{ }^{(0)}, \ldots, \theta_{N}{ }^{(0)}$, are obtained from the $N$ local minima of $D_{\text {MUSIC }}(\theta)$ at the discrete angles specified in equation (7).

## A. ULA

Substituting equations (10) and (8) in equation (24) yields,

$$
\begin{align*}
& D_{\text {MUSIC, ULA }}(\theta) \\
& =\sum_{m=1}^{M} \sum_{n=1}^{M} \exp [j(n-m) \pi \sin \theta]\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n} \tag{25}
\end{align*}
$$

where $\left(\mathbf{U}_{N} \mathbf{U}_{N}{ }^{H}\right)$ denotes the $m$-th row and the $n$-th column of the matrix $\left(\mathbf{U}_{N} \mathbf{U}_{N}{ }^{H}\right)$. Using equations (C3) and (C5) in appendix C for the ULA, the following iterations are repeated until the convergence is achieved,

$$
\hat{\theta}_{n}^{(i+1)}=\hat{\theta}_{n}^{(i)}-\left.\frac{\frac{d D_{\mathrm{MUSIC,ULA}}(\theta)}{d \theta}}{\frac{d}{d \theta}\left(\frac{d D_{\mathrm{MUSIC}, \mathrm{ULA}}(\theta)}{d \theta}\right)}\right|_{\theta=\hat{\theta}_{n}^{(i)}}
$$

$$
\begin{align*}
& \hat{\theta}_{n}^{(i+1)}= \\
& \hat{\theta}_{n}^{(i)}-\frac{\sum_{m=1}^{M} \sum_{n=1}^{M}\left[\begin{array}{l}
j(n-m) \pi \cos \hat{\theta}_{n}^{(i)} \times \\
\exp \left(j(n-m) \pi \sin \hat{\theta}_{n}^{(i)}\right) \times\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n}
\end{array}\right]}{j(n-m) \pi \exp \left(j(n-m) \pi \sin \hat{\theta}_{n}^{(i)}\right) \times} \\
& \sum_{m=1}^{M} \sum_{n=1}^{M}\left(j(n-m) \pi \cos ^{2} \hat{\theta}_{n}^{(i)}-\sin \hat{\theta}_{n}^{(i)}\right) \times \\
& \left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n} \\
& i=0,1, \cdots \quad n=1, \cdots, N \text {. } \tag{26}
\end{align*}
$$

## B. UCA

Similarly, from equations (13), (8) and (24), we have,

$$
\begin{align*}
& D_{\text {MUSIC, UCA }}(\theta)= \\
& \sum_{m=1}^{M} \sum_{n=1}^{M} \exp \left[\begin{array}{c}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times \\
\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n} . \tag{27}
\end{align*}
$$

Using equations (B3) and (B5) from appendix B for the UCA, the following iterations are repeated until the convergence is achieved,

$$
\begin{align*}
& -j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times \cos \left(\hat{\theta}_{n}^{i}-\frac{\pi(n+m-2)}{M}\right) \times \\
& \hat{\theta}^{(i+1)}=\hat{\theta}_{n}^{i}-\frac{\sum_{m=1}^{M} \sum_{n=1}^{M} \exp \left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \\
\left.\sin \left(\hat{\theta}_{n}^{i}\right)-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right] \times\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n}}{j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times \exp \left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \times \\
\left.\left.\sin \left(\hat{\theta}_{n}^{i}\right)-\frac{\pi(n+m-2)}{M}\right)\right] \times
\end{array}\right]} \\
& \sum_{m=1}^{M} \sum_{n=1}^{M}\left[\begin{array}{l}
\left.j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \cos ^{2}\left(\hat{\theta}_{n}^{i}\right)-\frac{\pi(n+m-2)}{M}\right)+ \\
\left.\sin \left(\hat{\theta}_{n}^{i}\right)-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right] \times \\
& \left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n} \\
& i=0,1, \cdots n=1, \cdots, N \text {. } \tag{28}
\end{align*}
$$

We adopt the stopping criterion in equation (16) for the MUSIC algorithm.

## VII. COMMENTS ON HOW TO GET THE INITIAL ESTIMATES

Similarly, in section IV, we use the conventional beam forming algorithm for getting the initial estimates, which will be refined by applying the Newton method to the conventional beam forming algorithm. The same is true for the Capon beam forming algorithm in section V. In section VI, we arbitrarily assume that the initial estimates, which will be refined by using the cost function of the MUSIC algorithm, are obtained from the MUSIC algorithm. That is, the same AOA algorithm is used for the initialization and the refinement of the estimates, which does not have to be necessarily true.

It is not necessarily true that the initial estimates, which will be subsequently refined via the Newton method applied to the cost function of the MUSIC algorithm, should be estimated by using the MUSIC algorithm. That is, we can use any AOA estimation algorithm for getting the initial estimates to be further refined by applying the Newton method to the cost function of the MUSIC algorithm. In addition, the alternating projection algorithm [26] is very popular algorithm for getting the initial estimates due to the fact that it is computationally efficient at the cost of an accuracy degradation of the initial estimates. Similarly, we can use any AOA estimation algorithm including the AP algorithm for getting the initial estimates, which will be refined by applying the Newton method to the cost function of the conventional beam forming algorithm, and the Capon beam forming algorithm.

## VIII. NUMERICAL RESULTS

At first, we designate the computer specification and the Matlab environment. The computer specification is as follows: Intel ${ }^{\circledR}$ Pentium CPU G620@ 2.60GHz (2 CPU) 3018MB RAM. The Matlab environment is as follows: Matlab version 7.11.0.584 (R2010b). The operating system: Microsoft windows XP version 5.1 (build 2600: service pack 3). Java VM version: Java 1.6.0_17-b04 with Sun microsystems Inc. Java HotSpot (TM) Client VM mixed mode. The version of the signal processing toolbox is version 6.14.

In this section, the validity of the proposed scheme is illustrated via numerical results. The ULA and the UCA are used and the number of antenna elements, $M$, is chosen to be five. $\theta^{\text {start) }}$ and $\theta^{\text {stop) }}$ are selected to be $\theta^{\text {start }}=-80^{\circ}$ and $\theta^{\text {stop) }}=80^{\circ}$. The distance between the antenna elements in the ULA is $\lambda / 2$, and the radius of the UCA is $0.679 \lambda$. The number of snapshots used for the calculation of $\hat{\mathbf{R}}$ is chosen to be 64. The tolerance, which is the termination criterion for the iteration in equation (16) is $10^{-3}$. The maximum number of iteration in the Newton method is 100 . The RMSE (root mean square error) and operation time in Figs. 1-12 are obtained from the 1000 repetitions. The search steps, $\Delta \theta$, in equation (7) are chosen to be $1.2^{\circ}, 4.7^{0}$, and $8.8^{\circ}$. The main beam width of the half-wavelength-spaced ULA consisting of $M$ elements is $2 \sin ^{-1}(2 / M)$. For $M=5$, the beam width is $\mathrm{BW}=$ $2 \sin ^{-1}(2 / 5)=0.823(\mathrm{rad})=47$ (degrees). The two incident signals are chosen so that their separation is larger than the BW. The following is how we get the search steps used in the simulation, $(B W / 4) \times\left[\begin{array}{lll}0.1 & 0.4 & 0.75\end{array}\right]=\left[\begin{array}{lll}1.2^{0} & 4.7^{0} & 8.8^{0}\end{array}\right]$. Note that BW/4 is a search step to get four samples in the main beam width. To make sure that we have more than four samples in the main beam width, the search step should be smaller than the BW/4. Therefore, we arbitrarily let the search steps be equal to 0.1 times BW/4, 0.4 times BW/4 and 0.75 times BW/4.

For $\Delta \theta=1.2$, there are 40 sampled points within the main beam width. Similarly, the sampled points within the main beam width are 10 and 5 for $\Delta \theta=4.7^{0}$ and $\Delta \theta=8.8^{\circ}$, respectively. We investigate the RMSE (root mean square error) and the execution time for various true incident angles, the search steps and SNR's. We consider the case that there are two incident signals, which implies that $N$ is equal to two. The results with legend 'CBF', 'CAPON', and 'MUSIC' refer to the initial estimates for the conventional beam forming, the Capon beam forming, and the MUSIC algorithm, respectively. The results with legend ' $\mathrm{CBF}+\mathrm{NT}$ ' refer to the estimates obtained by applying the Newton iteration to the initial estimates from the conventional beam forming algorithm. The results for the ULA are from equation (12), and those for the UCA are from equation (15).

Similarly, the results with the legend 'CAPON+NT' refer to the final estimate obtained
by applying the Newton iteration to the initial estimates of the Capon beam forming algorithm. The results for the ULA are obtained from equation (20) and those for the UCA are obtained from equation (22). The Newton-iteration based final estimates for the MUSIC algorithm are shown with legend 'MUSIC+NT'. The results are from equations (26) and (28) for the ULA and the UCA, respectively. The results for the conventional beam forming are shown in Figs. 1, 4, 7, and 10, and those for the Capon beam forming are shown in Figs. 2, 5, 8, and 11. Figures 3, 6, 9, and 12 show the performance for the MUSIC algorithm. Figures 1-6 are for the ULA and Figs. 7-12 are for the UCA. Figures 1-3 show the performance improvement by the Newton iteration for a specific search step used for the calculation of the initial estimate for the conventional beam forming, the Capon beam forming, and the MUSIC algorithm, respectively. Figures 4-6 illustrate the fact that by employing the Newton iteration, we can improve the performance of the initial estimate obtained from the sparser search step. The results for the ULA with $\left[\theta_{1}{ }_{1}^{\text {(true) }} \theta_{2} \theta^{\text {(true) }}\right]=\left[-60^{0}-6.9^{\circ}\right]$ and $\left[\theta_{1}^{\text {(true) }}\right.$ $\left.\theta_{2}^{(\text {true })}\right]=\left[-60^{0} 10.7^{0}\right]$ and with the search steps, $\Delta \theta$ $=1.2^{0}, \Delta \theta=4.7^{\circ}$, and $\Delta \theta=8.8^{0}$ for various SNR's are shown in Figs. 1-3. The RMSE of the initial estimates and those of the final estimates are shown. The execution time is also illustrated to quantitatively describe the computational complexity of each scheme. The execution time of the algorithm is measured using Matlab function 'etime'.

The final estimates are superior to the initial estimates in terms of the RMSE, but getting the final estimates take more time than getting the initial estimates, which can be seen in the second figure of each case because the final estimates are obtained by applying the Newton iteration to the initial estimates. The initial estimates in Figs. 1-3 for search step of $8.8^{0}$ are inferior to those for search step of $4.7^{0}$ because, in the case of $\Delta \theta=8.8^{0}$, we use sparser grid points than in the case of $\Delta \theta=$ $4.7^{0}$ in estimating the initial estimates. Consequently, the execution time of the initial estimates for $\Delta \theta=8.8^{\circ}$ is shorter than those for $\Delta \theta$ $=4.7^{0}$. From Figs. $1-3$, we can see that the Newton iteration can improve the accuracy of the estimates at the expense of longer execution time. In Figs. $4-6$, we show the results of the initial estimates
with the search step of $\Delta \theta=1.2^{\circ}$ in equation (7) and those of the final estimates with $\Delta \theta=4.7^{0}$. The performances of the initial estimates with $\Delta \theta=1.2^{0}$ and those of the final estimates with $\Delta \theta=4.7^{0}$ are approximately equal. But, it is clear from the figures that by applying the Newton iteration to the initial estimates obtained with $\Delta \theta=4.7^{\circ}$, we can reduce the computational cost in comparison with the case that the initial estimates are obtained with $\Delta \theta=1.2^{0}$ without applying the Newton iteration to the initial estimates.

The difference between the results in Figs. 7-9 and those in Figs. 1-3 is the array structure employed for the implementation of the AOA estimation algorithm. The results in Figs. 7-9 are for the UCA, while those in Figs. 1-3 are for the ULA. For the same search step, getting the final estimates takes longer time than getting the initial estimates since the final estimates are obtained by applying the Newton iteration to the initial estimates. Figures $10-12$ are for the UCA. The simulation conditions for the Figs. 10-12 are the same as those for the Figs. 4-6 except that Figs. $10-12$ are for the UCA and that Figs. 4-6 are for the ULA.




$\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true })}\right]=\left[\begin{array}{ll}-60^{0} & -6.9^{0}\end{array}\right], \Delta \theta=4.7^{0}$


$\left[\begin{array}{ll}\theta_{1}(\text { true }) & \theta_{2}^{(t r u e)}\end{array}\right]=\left[\begin{array}{ll}-60^{0} & 10.7^{0}\end{array}\right], \Delta \theta=4.7^{0}$


$\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true) }}\right]=\left[\begin{array}{ll}-60^{0} & -6.9^{0}\end{array}\right], \Delta \theta=8.8^{0}$



$$
\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true })}\right]=\left[\begin{array}{ll}
-60^{0} & 10.7^{0}
\end{array}\right], \Delta \theta=8.8^{0}
$$

Fig. 1. Initial estimates without the Newton iteration and the final estimates with the Newton iteration of the conventional beam forming algorithm for the ULA.
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Fig. 2. Initial estimates without the Newton iteration and the final estimates with the Newton iteration of the Capon beam forming algorithm for the ULA.
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$\left[\theta_{1}{ }^{\text {(true) }} \theta_{2}^{(\text {true })}\right]=\left[\begin{array}{ll}-60^{0} & 10.7^{0}\end{array}\right], \Delta \theta=4.7^{0}$


$\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true) }}\right]=\left[\begin{array}{ll}-60^{0} & -6.9^{0}\end{array}\right], \Delta \theta=8.8^{0}$



$$
\left[\begin{array}{lll}
\theta_{1}^{\text {(true) }} & \theta_{2}^{(\text {true) })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 10.7^{0}
\end{array}\right], \Delta \theta=8.8^{0}
$$

Fig. 3. Initial estimates without the Newton iteration and the final estimates with the Newton iteration of the MUSIC algorithm for the ULA.
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$$
\left[\begin{array}{ll}
\theta_{1}{ }_{1}^{\text {(true) }} & \theta_{2}^{(\text {true })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 46.1^{0}
\end{array}\right]
$$

Fig. 4. Initial estimates for $\Delta \theta=1.2^{0}$ without the Newton iteration and the final estimates for $\Delta \theta=$ $4.7^{0}$ with the Newton iteration of the conventional beam forming algorithm for the ULA.
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\left[\begin{array}{lll}
\theta_{1}{ }^{\text {(true) }} & \theta_{2}^{(\text {true })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 28.4^{0}
\end{array}\right]
$$




$$
\left[\begin{array}{lll}
\theta_{1} \\
\text { true) }) & \theta_{2}^{(\text {true })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{\circ} & 46.1^{\circ}
\end{array}\right]
$$

Fig. 5. Initial estimates for $\Delta \theta=1.2^{0}$ without the Newton iteration and the final estimates for $\Delta \theta=$ $4.7^{0}$ with the Newton iteration of the Capon beam forming algorithm for the ULA.
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$$
\left[\begin{array}{lll}
\theta_{1}{ }^{\text {true) }} & \theta_{2}^{(\text {true) })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 28.4^{0}
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\left[\theta_{1}^{(\text {true })} \theta_{2}^{\text {(true) }}\right]=\left[-60^{0} \quad 46.1^{0}\right]
$$

Fig. 6. Initial estimates for $\Delta \theta=1.2^{0}$ without the Newton iteration and the final estimates for $\Delta \theta=$ $4.7^{0}$ with the Newton iteration of the MUSIC algorithm for the ULA.

Table 1: Quantitative improvement of the RMSE and the execution time in Figs. 1-3.

| Conventional Beam forming |  | $\begin{aligned} & {\left[\begin{array}{ll} \theta_{1}^{(\text {muxe })} & \theta_{2}^{(\text {mace })} \end{array}\right]} \\ & =\left[\begin{array}{ll} -60^{\circ} & -6.9^{\circ} \end{array}\right] \end{aligned}$ |  | $\begin{aligned} & {\left[\begin{array}{ll} \theta_{1}^{(\text {mexe })} & \theta_{2}^{(\text {muxe })} \end{array}\right]} \\ & =\left[\begin{array}{ll} -60^{\circ} & 10.7^{\circ} \end{array}\right] \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| $\begin{aligned} & \hline \text { Search } \\ & \text { step } \end{aligned}$ | $\begin{gathered} \hline \begin{array}{c} \text { True } \\ \text { angle } \end{array} \\ \hline \end{gathered}$ | $\begin{gathered} \text { RMSE } \\ \text { improvement } \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { Time } \\ \text { increment } \end{gathered}$ | $\begin{gathered} \text { RMSE } \\ \text { improvement } \\ \hline \end{gathered}$ | $\begin{gathered} \text { Time } \\ \text { increment } \end{gathered}$ |
| $1.2^{\circ}$ | $\theta_{1}$ | $3.4 \%$ | 10.8\% | 11.2 \% | 10.2\% |
|  | $\theta_{2}$ | $12.0 \%$ |  | 9.9\% |  |
| $4.7^{\circ}$ | $\theta_{1}$ | 41.3\% | 37.5 \% | 44.6\% | 35.3 \% |
|  | $\theta_{2}$ | 69.6\% |  | 62.7 \% |  |
| $8.8{ }^{\circ}$ | $\theta_{1}$ | 48.6\% | 123.4\% | 67.3\% | 56.9 \% |
|  | $\theta_{2}$ | 69.0\% |  | 83.0 \% |  |


| Capon <br> Beam forming |  | $\begin{aligned} & {\left[\begin{array}{ll} \theta_{1}^{(\mathrm{mruc})} & \theta_{2}^{(\mathrm{mruc})} \end{array}\right]} \\ & =\left[\begin{array}{ll} -60^{\circ} & -6.9^{\circ} \end{array}\right] \end{aligned}$ |  | $\begin{aligned} & {\left[\theta_{1}^{(\mathrm{truc})}\right.} \\ & =\left[-60^{\circ}\right. \end{aligned}$ | $\begin{aligned} & \left({ }^{(\text {true })}\right] \\ & \left.10.7^{\circ}\right] \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Search step | True angle | RMSE improvement | Time increment | RMSE improvement | Time increment |
| $1.2^{\circ}$ | $\theta_{1}$ | -5.3\% | 9.0 \% | -1.1\% | 9.1 \% |
|  | $\theta_{2}$ | -32.9\% |  | 2.5 \% |  |
| $4.7^{\circ}$ | $\theta_{1}$ | 61.3 \% | 32.5 \% | 64.2 \% | 32.8 \% |
|  | $\theta_{2}$ | 89.7 \% |  | 79.2 \% |  |
| $8.8{ }^{\circ}$ | $\theta_{1}$ | 79.6 \% | 41.3 \% | 81.0 \% | 39.5 \% |
|  | $\theta_{2}$ | 89.9 \% |  | 90.3 \% |  |


| music |  | $\begin{aligned} & {\left[\theta_{1}^{(\mathrm{mm})}\right.} \\ & =\left[-60^{\circ}\right. \end{aligned}$ | $\begin{aligned} & \left.\overline{\theta_{2}^{(\text {mes })}}\right] \\ & \left.-6.9^{\circ}\right] \end{aligned}$ | $\begin{aligned} & {\left[\theta_{1}^{(\mathrm{mme})}\right.} \\ & =\left[-60^{\circ}\right. \end{aligned}$ | $\begin{aligned} & \left.\hline \theta_{2}^{(\text {mex })}\right] \\ & 10.7^{\circ} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Search } \\ & \text { step } \\ & \hline \text { ste } \end{aligned}$ | $\begin{gathered} \text { True } \\ \text { angle } \end{gathered}$ | $\begin{array}{\|c\|} \hline \text { RMSE } \\ \text { improvement } \\ \hline \end{array}$ | $\begin{gathered} \text { Time } \\ \text { increment } \\ \hline \end{gathered}$ | $\begin{array}{c\|} \hline \text { RMSE } \\ \text { improvement } \end{array}$ | $\begin{gathered} \text { Time } \\ \text { increment } \end{gathered}$ |
| $1.2^{\circ}$ | $\theta_{1}$ | -8.4\% | 8.5\% | -1.3\% | 8.7\% |
|  | $\theta_{2}$ | -33.3\% |  | 2.5\% |  |
| $4.7{ }^{\circ}$ | $\theta_{1}$ | 61.6\% | 26.7\% | 6.9\% | 28.6\% |
|  | $\theta_{2}$ | 89.8\% |  | 79.4\% |  |
| $8.8{ }^{\circ}$ | $\theta_{1}$ | 80.7\% | 35.8\% | 81.1\% | 33.8\% |
|  | $\theta_{2}$ | 90.0\% |  | 90.4\% |  |

Table 2: Quantitative improvement of the RMSE and the execution time in Figs. 4-6.

| Conventional Beam forming |  |  |  |
| :---: | :---: | :---: | :---: |
| True angle | Search step | $1.2^{\circ}, 4.7^{\circ}+\mathrm{NT}$ |  |
|  |  | $\theta_{1}$ | $\theta_{2}$ |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]$ | RMSE <br> improvement | 3.4 \% | 12.5 \% |
| $=\left[\begin{array}{cc} {\left[60^{\circ}\right.} & -6.9^{\circ} \end{array}\right]$ | Time decrement | 52.1 \% |  |
| $\left[\theta_{1}^{(\text {true })} \quad \theta_{2}^{(\text {truc })}\right]$ | RMSE improvement | 7.0 \% | 10.1 \% |
| $=\left[\begin{array}{ll} {\left[-60^{\circ}\right.} & 10.7^{\circ} \end{array}\right]$ | Time decrement | 52.7 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {truc })} \end{array}\right]$ | RMSE <br> improvement | 5.8 \% | 15.1 \% |
| $=\left[\begin{array}{ll} -60^{\circ} & 28.4^{\circ} \end{array}\right]$ | Time decrement | 54.1 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {truc })} \end{array}\right]$ | RMSE <br> improvement | 2.0 \% | 5.6 \% |
| $=\left[\begin{array}{cc} -60^{\circ} & 46.1^{\circ} \end{array}\right]$ | Time decrement | 35.5 \% |  |


| Capon Beam forming |  |  |  |
| :---: | :---: | :---: | :---: |
| True angle Search step |  | $1.2^{\circ}, 4.7^{\circ}+\mathrm{NT}$ |  |
|  |  | $\theta_{1}$ | $\theta_{2}$ |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]$ | RMSE improvement | -8.3 \% | -34.1 \% |
| $\left.=\begin{array}{cc} {\left[-60^{\circ}\right.} & -6.9^{\circ} \end{array}\right]$ | Time decrement | 46.5 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]$ | $\begin{gathered} \text { RMSE } \\ \text { improvement } \end{gathered}$ | -3.0 \% | 4.1 \% |
| $=\left[\begin{array}{ll} {\left[-60^{\circ}\right.} & 10.7^{\circ} \end{array}\right]$ | Time decrement | 52.6 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {truc })} \end{array}\right]$ | RMSE improvement | -8.3 \% | -21.7 \% |
| $=\left[\begin{array}{ll} {\left[-60^{\circ}\right.} & 28.4^{\circ} \end{array}\right]$ | Time decrement | 53.8 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {truc })} & \theta_{2}^{(\text {truc })} \end{array}\right]$ | RMSE improvement | -2.7\% | -5.4\% |
| $=\left[\begin{array}{cc} -60^{\circ} & 46.1^{\circ} \end{array}\right]$ | Time decrement | 50.2 \% |  |


| MUSIC |  |  |  |
| :---: | :---: | :---: | :---: |
| True angle | Search step | $1.2^{\circ}, 4.7^{\circ}+\mathrm{NT}$ |  |
|  |  | $\theta_{1}$ | $\theta_{2}$ |
| $\left[\begin{array}{ll}\theta_{1}^{(\text {mac })} & \theta_{2}^{(\text {mac })}\end{array}\right]$ | $\begin{gathered} \text { RMSE } \\ \text { improvement } \\ \hline \end{gathered}$ | -9.1\% | -34.7\% |
| $=\left[\begin{array}{ll}-60^{\circ} & -6.9\end{array}\right]$ | $\begin{gathered} \text { Time } \\ \text { decrement } \end{gathered}$ | 37.9 \% |  |
| $\left[\begin{array}{ll}\theta_{1}^{(\text {mac })} & \theta_{2}^{(\text {mace })}\end{array}\right]$ | $\begin{gathered} \hline \text { RMSE } \\ \text { improvement } \\ \hline \end{gathered}$ | -3.0\% | 4.2 \% |
| $=\left[\begin{array}{ll} -60^{\circ} & 10.7^{\circ} \end{array}\right]$ | $\begin{gathered} \text { Time } \\ \text { decrement } \end{gathered}$ | 49.3 \% |  |
| $\left[\begin{array}{ll}\theta_{1}^{(\text {muc })} & \theta_{2}^{(\text {muc })}\end{array}\right]$ | RMSE improvement | -10.2 \% | -16.1 \% |
| $=\left[\begin{array}{ll} -60^{\circ} & 28.4^{\circ} \end{array}\right]$ | $\begin{gathered} \text { Time } \\ \text { decrement } \end{gathered}$ | 46.4 \% |  |
| $\left[\begin{array}{ll}\theta_{1}^{(\text {mac })} & \theta_{2}^{(\mathrm{mac})}\end{array}\right]$ | $\begin{gathered} \hline \text { RMSE } \\ \text { improvement } \\ \hline \end{gathered}$ | -4.1\% | -1.0\% |
| $=\left[\begin{array}{ll}-60^{\circ} & 46.1^{\circ}\end{array}\right]$ | $\begin{gathered} \text { Time } \\ \text { decrement } \end{gathered}$ | 49.8 \% |  |
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$$
\left[\begin{array}{lll}
\theta_{1}(\text { true }) & \theta_{2}^{(\text {true })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 10.7^{0}
\end{array}\right], \Delta \theta=8.8^{0}
$$

Fig. 7. Initial estimates without the Newton iteration and the final estimates with the Newton iteration of the conventional beam forming algorithm for the UCA.

$\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true })}\right]=\left[\begin{array}{ll}-60^{0} & -6.9^{0}\end{array}\right], \Delta \theta=1.2^{0}$



$$
\left[\begin{array}{ll}
\theta_{1} & (\text { true }) \\
\theta_{2} & (\text { true) }
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 10.7^{0}
\end{array}\right], \Delta \theta=1.2^{0}
$$



$\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true) })}\right]=\left[\begin{array}{ll}-60^{0} & -6.9^{0}\end{array}\right], \Delta \theta=4.7^{0}$



$$
\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true) })}\right]=\left[\begin{array}{lll}
-60^{0} & 10.7^{0}
\end{array}\right], \Delta \theta=4.7^{0}
$$



$\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true })}\right]=\left[\begin{array}{ll}-60^{0} & -6.9^{0}\end{array}\right], \Delta \theta=8.8^{0}$



$$
\left[\begin{array}{lll}
\theta_{1}^{\text {(true) }} & \theta_{2}^{(\text {true) })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{\circ} & 10.7^{0}
\end{array}\right], \Delta \theta=8.8^{0}
$$

Fig. 8. Initial estimates without the Newton iteration and the final estimates with the Newton iteration of the Capon beam forming algorithm for the UCA.


$\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true) })}\right]=\left[\begin{array}{ll}-60^{0} & -6.9^{0}\end{array}\right], \Delta \theta=1.2^{0}$



$$
\left[\begin{array}{ll}
\theta_{1} & (\text { true) }) \\
\theta_{2} & (\text { true) }
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 10.7^{0}
\end{array}\right], \Delta \theta=1.2^{0}
$$



$\left[\theta_{1}^{(\text {true })} \theta_{2}^{(t r u e)}\right]=\left[\begin{array}{ll}-60^{0} & -6.9^{0}\end{array}\right], \Delta \theta=4.7^{0}$



$$
\left[\begin{array}{ll}
\theta_{1}(\text { true }) & \theta_{2}^{(\text {true })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 10.7^{0}
\end{array}\right], \Delta \theta=4.7^{0}
$$



$\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true })}\right]=\left[\begin{array}{ll}-60^{0} & -6.9^{0}\end{array}\right], \Delta \theta=8.8^{0}$



$$
\left[\begin{array}{ll}
\theta_{1}(\text { true }) & \theta_{2}^{(\text {true })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 10.7^{0}
\end{array}\right], \Delta \theta=8.8^{0}
$$

Fig. 9. Initial estimates without the Newton iteration and the final estimates with the Newton iteration of the MUSIC algorithm for the UCA.




$$
\left[\begin{array}{ll}
\theta_{1}{ }^{\text {(true) }} & \theta_{2}^{(\text {true })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 10.7^{0}
\end{array}\right]
$$




$$
\left[\begin{array}{lll}
\theta_{1}{ }^{\text {(true) }} & \theta_{2}^{(\text {true) }}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 28.4^{0}
\end{array}\right]
$$




$$
\left[\begin{array}{lll}
\theta_{1} & (\text { true }) & \theta_{2}^{(\text {true) })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 46.1^{0}
\end{array}\right]
$$

Fig. 10. Initial estimates for $\Delta \theta=1.2^{0}$ without the Newton iteration and the final estimates for $\Delta \theta=$ $4.7^{0}$ with the Newton iteration of the conventional beam forming algorithm for the UCA.


$\left[\theta_{1}{ }^{\text {(true) }} \theta_{2}^{(\text {true })}\right]=\left[\begin{array}{ll}-60^{0} & -6.9^{0}\end{array}\right]$



$$
\left[\begin{array}{ll}
\theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true) }}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 10.7^{0}
\end{array}\right]
$$




$$
\left[\begin{array}{ll}
\theta_{1}{ }^{\text {(true) }} & \theta_{2}^{(\text {true })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 28.4^{0}
\end{array}\right]
$$




$$
\left[\begin{array}{ll}
\theta_{1} \text { (true) } & \theta_{2}^{(\text {true) }}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 46.1^{0}
\end{array}\right]
$$

Fig. 11. Initial estimates for $\Delta \theta=1.2^{0}$ without the Newton iteration and the final estimates for $\Delta \theta=$ $4.7^{0}$ with the Newton iteration of the Capon beam forming algorithm for the UCA.



$$
\left[\begin{array}{lll}
\theta_{1} & { }^{\text {(true) }} & \theta_{2}^{(\text {true })}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & -6.9^{0}
\end{array}\right]
$$




$$
\left[\begin{array}{ll}
\theta_{1}{ }^{\text {(true) }} & \theta_{2}^{(\text {true) }}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 10.7^{0}
\end{array}\right]
$$




$$
\left[\begin{array}{ll}
\theta_{1}{ }^{\text {(true) }} & \theta_{2}^{(\text {true) }}
\end{array}\right]=\left[\begin{array}{ll}
-60^{0} & 28.4^{0}
\end{array}\right]
$$




$$
\left[\theta_{1}^{(\text {true })} \theta_{2}^{(\text {true) }}\right]=\left[\begin{array}{ll}
-60^{0} & 46.1^{0}
\end{array}\right]
$$

Fig. 12. Initial estimates for $\Delta \theta=1.2^{0}$ without the Newton iteration and the final estimates for $\Delta \theta=$ $4.7^{0}$ with the Newton iteration of the MUSIC algorithm for the UCA.

Table 3: Quantitative improvement of the RMSE and the execution time in Figs. 7-9.

| Conventional Beam forming |  | $\begin{aligned} & {\left[\begin{array}{ll} \theta_{1}^{(\text {truc })} & \theta_{2}^{(\text {true })} \end{array}\right]} \\ & =\left[\begin{array}{ll} -60^{\circ} & -6.9^{\circ} \end{array}\right] \end{aligned}$ |  | $\begin{aligned} & {\left[\theta_{1}^{(\mathrm{truc})}\right.} \\ & =\left[-60^{\circ}\right. \end{aligned}$ | $\begin{aligned} & (\text { (true) }] \\ & \left.10.7^{\circ}\right] \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Search step | True angle | RMSE improvement | Time increment | RMSE improvement | Time increment |
| $1.2^{\circ}$ | $\theta_{1}$ | -20.6 \% | 10.3 \% | 2.5 \% | 74.7 \% |
|  | $\theta_{2}$ | 11.0 \% |  | 1.9 \% |  |
| $4.7{ }^{\circ}$ | $\theta_{1}$ | 71.0 \% | 38.5 \% | 48.9 \% | 74.9 \% |
|  | $\theta_{2}$ | 76.4 \% |  | 22.6 \% |  |
| $8.8{ }^{\circ}$ | $\theta_{1}$ | 85.5 \% | 60.4 \% | 51.0 \% | 78.7 \% |
|  | $\theta_{2}$ | 77.5 \% |  | 36.9 \% |  |


| Capon <br> Beam forming |  | $\begin{aligned} & {\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {truc })} \end{array}\right]} \\ & =\left[\begin{array}{ll} -60^{\circ} & -6.9^{\circ} \end{array}\right] \end{aligned}$ |  | $\begin{aligned} & {\left[\theta_{1}^{(\mathrm{truc})}\right.} \\ & =\left[-60^{\circ}\right. \end{aligned}$ | $\begin{aligned} & \left.{ }^{(\text {trues })}\right] \\ & \left.10.7^{\circ}\right] \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Search } \\ & \text { step } \\ & \hline \end{aligned}$ | True angle | RMSE improvement | Time increment | RMSE improvement | $\begin{gathered} \text { Time } \\ \text { increment } \\ \hline \end{gathered}$ |
| $1.2^{\circ}$ | $\theta_{1}$ | -8.2 \% | 9.5 \% | -10.9 \% | 9.7 \% |
|  | $\theta_{2}$ | -10.5 \% |  | -0.8\% |  |
| $4.7{ }^{\circ}$ | $\theta_{1}$ | 72.1 \% | 36.6 \% | 70.1 \% | 33.1 \% |
|  | $\theta_{2}$ | 85.5 \% |  | 61.0 \% |  |
| $8.8{ }^{\circ}$ | $\theta_{1}$ | 88.3 \% | 34.6 \% | 84.9 \% | 40.6 \% |
|  | $\theta_{2}$ | 87.8 \% |  | 78.4 \% |  |


| MUSIC |  | $\begin{aligned} & {\left[\begin{array}{ll} \theta_{1}^{(\text {ruce })} & \theta_{2}^{(\text {mux })} \end{array}\right]} \\ & =\left[\begin{array}{ll} -60^{\circ} & -6.9^{\circ} \end{array}\right] \end{aligned}$ |  | $\begin{aligned} & {\left[\theta_{1}^{(\mathrm{true})}\right.} \\ & =\left[-60^{\circ}\right. \end{aligned}$ | $\begin{aligned} & \left(\begin{array}{l} (\text { truc }) \\ 2^{2} \end{array}\right] \\ & \left.10.7^{\circ}\right] \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \hline \begin{array}{l} \text { Search } \\ \text { step } \end{array} \\ & \hline \end{aligned}$ | True angle | RMSE improvement | Time increment | RMSE improvement | $\begin{gathered} \text { Time } \\ \text { increment } \end{gathered}$ |
| $1.2^{\circ}$ | $\theta_{1}$ | -6.0 \% | 9.2 \% | -5.3\% | 9.3 \% |
|  | $\theta_{2}$ | -11.2\% |  | 2.7 \% |  |
| $4.7{ }^{\circ}$ | $\theta_{1}$ | 72.3 \% | 32.6 \% | 69.8 \% | 31.1 \% |
|  | $\theta_{2}$ | 85.3 \% |  | 63.4 \% |  |
| $8.8{ }^{\circ}$ | $\theta_{1}$ | 85.7 \% | 37.7 \% | 85.0 \% | 40.1 \% |
|  | $\theta_{2}$ | 86.3 \% |  | 81.1 \% |  |

Table 4: Quantitative improvement of the RMSE and the execution time in Figs. 10-12.

| Conventional Beam forming |  |  |  |
| :---: | :---: | :---: | :---: |
| True angle | Search step | $1.2^{\circ}, 4.7^{\circ}+\mathrm{NT}$ |  |
|  |  | $\theta_{1}$ | $\theta_{2}$ |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]$ | RMSE improvement | -25.4 \% | 14.1 \% |
| $\left.=\begin{array}{cc} {\left[-60^{\circ}\right.} & -6.9^{\circ} \end{array}\right]$ | Time decrement | 55.1 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]$ | RMSE <br> improvement | 1.2 \% | 4.6 \% |
| $=\left[\begin{array}{cc} -60^{\circ} & 10.7^{\circ} \end{array}\right]$ | Time decrement | 43.5 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {truc })} \end{array}\right]$ | RMSE improvement | 1.5 \% | 15.3 \% |
| $=\left[\begin{array}{cc} {\left[-60^{\circ}\right.} & 28.4^{\circ} \end{array}\right]$ | Time decrement | 49.4 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]$ | RMSE <br> improvement | 6.0 \% | -2.2 \% |
| $=\left[\begin{array}{ll} -60^{\circ} & 46.1^{\circ} \end{array}\right]$ | Time decrement | 16.3 \% |  |


| Capon Beam forming |  |  |  |
| :---: | :---: | :---: | :---: |
| True angle Search step |  | $1.2^{\circ}, 4.7^{\circ}+\mathrm{NT}$ |  |
|  |  | $\theta_{1}$ | $\theta_{2}$ |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right.$ | RMSE improvement | -14.1 \% | -10.5 \% |
| $=\left[\begin{array}{cc} {\left[-60^{\circ}\right.} & -6.9^{\circ} \end{array}\right]$ | Time decrement | 54.7 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]$ | RMSE improvement | -12.8 \% | 0.8 \% |
| $=\left[\begin{array}{ll} -60^{\circ} & 10.7^{\circ} \end{array}\right]$ | Time decrement | 56.0 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]$ | RMSE improvement | 0.1 \% | -5.4 \% |
| $=\left[\begin{array}{cc} {\left[-60^{\circ}\right.} & 28.4^{\circ} \end{array}\right]$ | Time decrement | 56.7 \% |  |
| $\begin{aligned} & {\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]} \\ & =\left[\begin{array}{ll} -60^{\circ} & 46.1^{\circ} \end{array}\right] \end{aligned}$ | RMSE <br> improvement | 1.8 \% | 2.4 \% |
|  | Time decrement | 55.9 \% |  |


| MUSIC |  |  |  |
| :---: | :---: | :---: | :---: |
| True angle | Search step | $1.2^{\circ}, 4.7^{\circ}+\mathrm{NT}$ |  |
|  |  | $\theta_{1}$ | $\theta_{2}$ |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]$ | RMSE improvement | -11.6 \% | -11.7\% |
| $=\left[\begin{array}{cc} {\left[-60^{\circ}\right.} & -6.9^{\circ} \end{array}\right]$ | Time decrement | 52.5 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {ruve })} \end{array}\right]$ | RMSE <br> improvement | -7.9 \% | 4.7 \% |
| $=\left[\begin{array}{ll} -60^{\circ} & 10.7^{\circ} \end{array}\right]$ | Time decrement | 55.4 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {true })} \end{array}\right]$ | RMSE improvement | -12.7\% | 1.5 \% |
| $\left.=\begin{array}{cc} {\left[-60^{\circ}\right.} & 28.4^{\circ} \end{array}\right]$ | Time decrement | 48.9 \% |  |
| $\left[\begin{array}{ll} \theta_{1}^{(\text {true })} & \theta_{2}^{(\text {truc })} \end{array}\right]$ | RMSE improvement | 5.9 \% | -0.4 \% |
| $=\left[\begin{array}{cc} {\left[-60^{\circ}\right.} & 46.1^{\circ} \end{array}\right]$ | Time decrement | 55.4 \% |  |

It is clearly shown that the performance of the final estimates for $\Delta \theta=4.7^{0}$ with the Newton iteration is nearly as good as the that of the initial estimates for $\Delta \theta=1.2^{0}$ without the Newton iteration for all the three algorithms and that the computational complexity of getting the final estimates for $\Delta \theta=4.7^{0}$ is less than that of getting the initial estimates for $\Delta \theta=1.2^{0}$. In Tables 1-4, we clearly indicate quantitative improvement of the proposed method over the conventional method, which does not employ the Newton iteration in Figs. 1-12. The improvement of the RMSE and the execution time is indicated.

## IX. CONCLUSION

In this paper, we propose essentially different approach of applying the Newton iteration to the AOA estimate to improve the accuracy of the AOA estimate. We apply the Newton iteration to the initial estimate obtained from the beam forming algorithm and the MUSIC algorithm to obtain the final estimates, which are more accurate than the initial estimates. We have demonstrated the performance improvement using the numerical results.

It is quite straightforward to apply the proposed scheme to other AOA estimation algorithm. In this paper, we showed the results for the case that there are two incident signals. It is also possible to apply the proposed scheme when there are more than two incident signals because the Newton iteration is applied to each incident signal, respectively. The scheme can also be applied to any arbitrary array structure by modifying the array vector consistently. The improvement of the proposed method over the
conventional method in terms of the RMSE and the execution time is shown in Tables 1-4, qualitatively.

## APPENDIX A

To find the angles, which are the local maxima of equation (11), we find the angle at which the derivative of equation (11) is zero. If we differentiate equation (11) with respect to $\theta$, we have,

$$
\begin{equation*}
\frac{d P_{\text {CBF ULA }}(\theta)}{d \theta}=\sum_{m=1}^{M} \sum_{n=1}^{M} j(n-m) \pi \cos \theta \exp (j(n-m) \pi \sin \theta) \hat{R}_{m n} . \tag{A1}
\end{equation*}
$$

For the UCA, differentiating equation (14) with respect to $\theta$ yields,

$$
\begin{align*}
& \frac{d P_{\text {CRE UCA }}(\theta)}{d \theta} \\
& =\sum_{m=1}^{M} \sum_{n=1}^{M}\left[-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \cos \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right] \\
& \quad \quad \exp \left[-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right] \hat{R}_{m n} . \tag{A2}
\end{align*}
$$

Since equation (A1) is the derivative of equation (11), to find the angles which are local maxima of equation (11), we have to find the solution of,

$$
\begin{align*}
& \frac{d P_{\mathrm{CBF} \mathrm{ULL}}(\theta)}{d \theta}  \tag{A3}\\
& =\sum_{m=1}^{M} \sum_{n=1}^{M} j(n-m) \pi \cos \theta \exp (j(n-m) \pi \sin \theta) \hat{R}_{m n}=0 .
\end{align*}
$$

Similarly, to find the local maxima of equation (14), we have to find the solution of the following,

$$
\begin{align*}
& \frac{d P_{\mathrm{CBF}, \mathrm{UCA}}(\theta)}{d \theta}=\sum_{m=1}^{M} \sum_{n=1}^{M}\left\{-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \cos \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right. \\
& \quad \exp \left[-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right] \hat{R}_{m n}=0 . \tag{A4}
\end{align*}
$$

Since the local maxima of equation (11) are obtained from the solutions of equation (A3), the initial guess of the solution of equation (A3) are the initial AOA estimates of equation (11). As previously stated, the initial guesses of the solution of equation (A3) are also calculated from the $N$ local maxima of $\mathbf{a}^{\mathrm{H}}(\theta) \hat{\mathbf{R}} \mathbf{a}(\theta)$ at the discrete angles given by equation (7). $\mathbf{a}(\theta)$ are defined in equations (8) and (10). Similarly, the initial estimates of equation (A4), which is for the UCA, are calculated from the $N$ local maxima of $\mathbf{a}^{\mathrm{H}}(\theta) \hat{\mathbf{R}} \mathbf{a}(\theta)$ at the discrete angles given by equation (7) and $\mathbf{a}(\theta)$ is defined in equations (8) and (13).

Our concern is, given the initial estimates, $\theta_{1}^{(0)}$, $\theta_{2}{ }^{(0)}, \ldots, \theta_{N}{ }^{(0)}$, how to find the solutions of equations (A3) and (A4) numerically. The final estimates, $\theta_{1}{ }^{\text {(final) }}, \theta_{2}{ }^{\text {(final) }}, \ldots, \theta_{N}{ }^{\text {(final) }}$, can be found using the iterative update. To find the solutions of equation (A3) using the Newton iteration, we have to find the derivative of $\left[d P_{\text {CbF,ULA }}(\theta) / \mathrm{d} \theta\right]$ and $\left[d P_{\text {CBf,UCA }}(\theta) / \mathrm{d} \theta\right]$ with respect to $\theta$. The derivative of equation (A3) is easily obtained to be,

$$
\left.\begin{array}{rl}
\frac{d}{d \theta}\left(\frac{d P_{\text {CBF , ULA }}(\theta)}{d \theta}\right) & =\sum_{m=1}^{M} \sum_{n=1}^{M}\left[\begin{array}{l}
-j(n-m) \pi \sin \theta \\
\exp (j(n-m) \pi \sin \theta) .
\end{array}\right.  \tag{A5}\\
+(j(n-m) \pi)^{2} \cos ^{2} \theta \\
\quad \exp (j(n-m) \pi \sin \theta)
\end{array}\right] \hat{R}_{m n} .
$$

Similarly, the derivative of (A4) is,

$$
\begin{align*}
& \frac{d}{d \theta}\left(\frac{d P_{\mathrm{CBF}, \mathrm{UCA}}(\theta)}{d \theta}\right) \\
& =\sum_{m=n=1}^{M} \sum_{\{ }^{M} j 4 \pi \frac{r}{\bar{\lambda}} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right) \\
& \exp \left[-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right] \\
& +\left(-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right)\right)^{2} \cos ^{2}\left(\theta-\frac{\pi(n+m-2)}{M}\right) \\
& \exp \left[-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right] \hat{R}_{R_{m}}  \tag{A6}\\
& =\sum_{m=n=1}^{M} \sum^{M}\left\{-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \exp \left[\begin{array}{c}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \\
\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]\right. \\
& \left.\left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \cos ^{2}\left(\theta-\frac{\pi(n+m-2)}{M}\right) \\
-\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right] \quad \hat{R}_{m}\right\} .
\end{align*}
$$

## APPENDIX B

Differentiation of equations (19) and (21) with respect to $\theta$ gives,

$$
\begin{aligned}
& \frac{d D_{\text {Capon ULA }}(\theta)}{d \theta} \\
& =\sum_{m=1}^{M} \sum_{n=1}^{M} j(n-m) \pi \cos \theta \exp (j(n-m) \pi \sin \theta) \hat{R}_{m n}^{-1}
\end{aligned}
$$

$$
\begin{align*}
& \frac{d D_{\text {Capon, UCA }}(\theta)}{d \theta} \\
& =\left\{\sum_{m=1}^{M} \sum_{n=1}^{M}-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \cos \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right. \\
& \left.\exp \left[-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right]\right\} \hat{R}_{m n}^{-1} . \tag{B2}
\end{align*}
$$

We have to find the solutions of,

$$
\begin{gather*}
\frac{d D_{\text {Capon, ULA }}(\theta)}{d \theta} \\
=\sum_{m=1}^{M} \sum_{n=1}^{M} j(n-m) \pi \cos \theta \exp (j(n-m) \pi \sin \theta) \hat{R}_{m n}^{-1}=0 \\
\frac{d D_{\text {Capon, UCA }}(\theta)}{d \theta}=\left\{\begin{array}{l}
\sum_{m=1}^{M} \sum_{n=1}^{M} \cos \left(\theta-\frac{\pi(n+m-2)}{M}\right) \\
\quad(\mathrm{B} \\
\left.\exp \left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \\
\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]\right\} \hat{R}_{m n}^{-1}=0 .
\end{array}\right. \tag{B3}
\end{gather*}
$$

The derivatives of equations (B3) and (B4) are easily obtained to be,

$$
\begin{align*}
& \frac{d}{d \theta}\left(\frac{d D_{\text {Capon, ULA }}(\theta)}{d \theta}\right)=\sum_{m=1}^{M} \sum_{n=1}^{M}\left[\begin{array}{l}
-j(n-m) \pi \sin \theta \\
\exp (j(n-m) \pi \sin \theta)
\end{array}\right.  \tag{B5}\\
& \begin{array}{l}
+(j(n-m) \pi)^{2} \cos ^{2} \theta \\
\exp (j(n-m) \pi \sin \theta)
\end{array} \hat{R}_{m n}^{-1} \\
& =\sum_{m=1}^{M} \sum_{n=1}^{M}\left(j(n-m) \pi \exp \left(j(n-m) \pi \cos ^{2} \theta-\sin \theta\right) \quad \hat{R}_{m n}^{-1}\right. \\
& \frac{d}{d \theta}\left(\frac{d D_{\text {Capon, UCA }}(\theta)}{d \theta}\right)=\sum_{m=1}^{M} \sum_{n=1}^{M}\left\{j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right. \\
& \exp \left[-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right] \\
& +\left(-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right)\right)^{2} \cos ^{2}\left(\theta-\frac{\pi(n+m-2)}{M}\right) \\
& \left.\exp \left[-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right]\right\} \hat{R}_{m n}^{-1} \\
& =\sum_{m=1}^{M} \sum_{n=1}^{M}\left\{-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \exp \left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \\
\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]\right. \\
& {\left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \cos ^{2}\left(\theta-\frac{\pi(n+m-2)}{M}\right) \\
-\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]\left\{\begin{array}{l}
\hat{R}_{n n}^{-1} .
\end{array}\right.} \tag{B6}
\end{align*}
$$

## APPENDIX C

The differentiation of equations (25) and (27) with respect to $\theta$ results in,

$$
\begin{align*}
& \frac{d D_{\text {MUSIC, ULA }}(\theta)}{d \theta} \\
& =\sum_{m=1}^{M} \sum_{n=1}^{M} j(n-m) \pi \cos \theta \exp (j(n-m) \pi \sin \theta)\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n} \\
& \frac{d D_{\text {MUSIC, UCA }}(\theta)}{d \theta}  \tag{C1}\\
& =\sum_{m=1}^{M} \sum_{n=1}^{M}\left\{\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \\
\cos \left(\theta-\frac{\pi(n+m-2)}{M}\right) \\
\left.\quad \exp \left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \\
\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]\right\}\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n} .
\end{array} .\right.
\end{align*}
$$

Accordingly, our objective is to find the solution of the followings,

$$
\begin{aligned}
& \frac{d D_{\mathrm{MUSIC}, \mathrm{ULA}}(\theta)}{d \theta} \\
& =\sum_{m=1}^{M} \sum_{n=1}^{M} j(n-m) \pi \cos \theta \exp (j(n-m) \pi \sin \theta)\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n} \\
& =0
\end{aligned}
$$

$$
\begin{align*}
& \frac{d D_{\text {MUSIC, UCA }}(\theta)}{d \theta}=\sum_{m=1 n=1}^{M} \sum^{M}-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right)  \tag{C3}\\
& \quad \exp \left[\begin{array}{l}
\left.-j 4 \pi \frac{r(n+m-2)}{M}\right) \\
{\left[\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right.}
\end{array}\right]\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n}=0 . \tag{C4}
\end{align*}
$$

Differentiation of equation (C3) and (C4) results in,

$$
\begin{gather*}
\frac{d}{d \theta}\left(\frac{d D_{\text {MUSIC, ULA }}(\theta)}{d \theta}\right)=\sum_{m=1}^{M} \sum_{n=[ }^{M}[-j(n-m) \pi \sin \theta \\
+(j(n-m) \pi)^{2} \cos ^{2} \theta \\
\exp (j(n-m) \pi \sin \theta)]\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n}  \tag{C5}\\
\left.=\sum_{m=1}^{M} \sum_{n=1}^{M}(j(n-m) \pi) \pi \cos ^{2} \theta-\sin \theta\right) \pi(j(n-m) \pi \sin \theta)\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n}
\end{gather*}
$$

$$
\begin{align*}
& \frac{d}{d \theta}\left(\frac{d \mathrm{D}_{\text {Music uca }}(\theta)}{d \theta}\right) \\
& =\sum_{m=1}^{M} \sum_{n=1}^{M}\left\{4 \pi \pi_{\lambda}^{r} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right. \\
& \exp \left[-j 4 \pi \frac{r}{\lambda} \frac{\pi}{\sin }\left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right] \\
& +\left(-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right)\right)^{2} \cos ^{2}\left(\theta-\frac{\pi(n+m-2)}{M}\right) \\
& \left.\exp \left[-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)\right]\right\}\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n} \\
& =\sum_{m=n=1}^{M} \sum_{1}\left\{-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \exp \left[\begin{array}{c}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \\
\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]\right. \\
& {\left[\begin{array}{l}
-j 4 \pi \frac{r}{\lambda} \sin \left(\frac{\pi(m-n)}{M}\right) \cos ^{2}\left(\theta-\frac{\pi(n+m-2)}{M}\right) \\
-\sin \left(\theta-\frac{\pi(n+m-2)}{M}\right)
\end{array}\right]\left(\mathbf{U}_{N} \mathbf{U}_{N}^{H}\right)_{m n}} \tag{C6}
\end{align*}
$$
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