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Abstract ─ In this paper, we present a parallel integral 

equation solver based on domain decomposition method 

for the analysis of airborne array interference problems 

affected by jet engine modulation. The solver makes use 

of higher-order basis functions for the discretization of 

the problem. The paper proposes two main novelties: 

firstly, the radiation characteristics of the airborne array 

(interfered by multiple rotating blades) are analyzed 

using an integrated simulation technology; secondly, the 

computation during the analysis of JEM problem is 

significantly reduced, for only re-computing the changed 

parts of the model. Numerical examples using complex 

electrically large structures are presented in order to 

demonstrate the flexibility, accuracy, and efficiency of 

the proposed integral equation solver. 

Index Terms ─ Airborne antenna array, domain 

decomposition method, higher-order MoM, Jet engine 

modulation, parallel. 

I. INTRODUCTION
Radar is regarded as a powerful tool for detecting 

and tracking airborne targets. For a radar system, the 

antenna pattern provides input information. However, 

due to the nearfield scattering from the platform, the 

antenna radiation pattern can be distorted. This distorted 

pattern may seriously affect the detection performance 

of the radar [1]. For a common carrier platform, an 

airplane, there are some rotating parts of it like blades 

of turbofan engine and propeller-fan engine [1-3]. These 

rotating objects can cause a periodic modulation of 

electromagnetic (EM) wave radiated by antenna array, 

which is known as jet engine modulation (JEM). Thus, 

this effect can result in a miscomputation of radar 

prediction. 

For a long time, researches about JEM issues are 

mainly limited in scattering characteristics [1-4]. For 

more complex EM problem, the radiation patterns of 

the antenna affected by JEM effect, it was not until last 

decade to be carried out [5]. Usually, the antennas 

involved are simpler structures such as a dipole antenna 

at lower working frequency, and only one single rotor 

can be calculated. Due to the large electrical size of 

the whole targets and the complex EM environment, 

such electromagnetic compatibility (EMC) problem is 

extremely challenging. Scholars generally use high 

frequency algorithm like uniform geometrical theory 

of diffraction (UTD) [6] and physical optics (PO) to 

analyze JEM. However, such method fails to ensure 

sufficient accuracy. Using method of moment (MoM) to 

study JEM can get accurate results, but MoM usually 

requires very large computational resources [7]. 

It could be an effective way to solve the EM 

problems from electrically large structures combining 

the method of integral equations (IE) with the domain 

decomposition method (DDM). There are also some 

studies on IE-DDM [8-11]. However, they are mostly 

aimed at solving the scattering problem. Even if the 

radiating problem can be analyzed, it is difficult to 

analyze large complex issues such as the airborne antenna 

array. Let alone the JEM issues of the large airborne 

antenna arrays. Among these studies on IE-DDM, it is 

worthwhile to mention the work presented by Peng and 

Lee [9], which is able to address multi-scale issue with 

non-conformal meshes. It is possible to only re-mesh the 

changed portion of a target, but the whole problem still 

need to be re-computed.  

A new solution scheme of integral equations based 

on domain decomposition method discretized by higher-

order basis functions, called as HO-IE-DDM, is proposed 

in this paper. The advantages of the higher-order basis 

functions, which are used to approximate the current 

distribution [7,12,13], are that produce fewer unknowns 

than lower-order basis functions and increase the scale 
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of the problem to be solved. By bringing parallel 

computing technique in the HO-IE-DDM, the simulating 

capability of the method is further improved. The 

proposed parallelization scheme allows all the computer 

resources to be used to a single subdomain at a time, the 

advantage of which is that the imbalanced workload 

caused by the unevenly decomposed subdomains is 

reduced, and at the same time the scale of the problem to 

be solved is greatly enlarged. Moreover, the proposed 

solver provides unprecedented flexibility and convenience 

for analysis of JEM issues, since it is possible to only re-

compute the changed part of the aircraft. 

The remaining of this paper is organized as follows. 

In Section II, the algorithm of the HO-IE-DDM is 

presented. Section III provides two cases of JEM radiation 

problem are analyzed using parallel HO-IE-DDM, and 

the numerical examples to demonstrate the correctness, 

flexibility and high efficiency of the proposed method. 

Finally, some conclusions are given in Section IV. 

II. THEORY OF HO-IE-DDM

A. Integral equations

Let us consider a finite large complex EM target

containing multiple perfect electric conductors (PECs) 

and dielectric structures in free space. In the ith region 

(i=1,2…n), the permittivity and the permeability are 
i  

and i , and the incident electric and magnetic fields are
inc

iE and inc

iH , respectively, as shown in Fig. 1 (a). Region 

0 is for perfect electric conductors (PECs), in which the 

electromagnetic field is zero. 
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Fig. 1. Surface equivalence theorem: (a) the original 

problem, and (b) the equivalent problem of region 𝑖. 

In general, we consider the ith region, as shown in 

Fig. 1 (b). According to the equivalence principle, the 

regions except the ith region are filled with the same 

medium as the ith region. At this time, the electric and 

magnetic fields in these regions (except the ith region) 

are 0E  and 0H . The equivalent current density at 

the boundary surface between region i and j can be 

expressed as: 

, ,ˆ ˆ
ij i ik iij ij   J = H M En n (1) 

where ˆ
ijn  is the unit normal vector. If we consider the

jth region, the equivalent current density at the boundary 

surface between region j and i can be expressed as: 

, .ˆ ˆ
ji j jk jji ji   J = H M En n (2) 

The electromagnetic field satisfies the following 

boundary conditions: 

   0, 0.ˆ ˆ
i j i jij ij   H H = E E =n n (3) 

Here iE and iH , the total field in the ith region, are 

expressed as: 
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i is the intrinsic impedance of the ith region:
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where  , ' / 4ijk R

iG e R
r r , ikR  r r , i i ik    . 

By substituting equations (4) and (5) into equation 

(3), the surface IE, called the PMCHWT formulation 

[12], at the boundary surface between region i and j can 

be obtained by: 
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At boundary surfaces between region i and region 0 

(PECs), the magnetic currents vanish, so equation (9) is 

no longer established, and equation (8) degenerates into 

the electric field integral equation (EFIE) [14]. 

B. Domain decomposition method

As shown in Fig. 2, the simulation model is

decomposed into several subdomains i (i=1,2…n). 

Generally, for the n subdomains case, the Galerkin 

test is performed to the weighted linear combination of 

equations (8-9) and the following matrix equation is 

obtained: 

11 12 1 1 1

21 22 2 2 2

1 2

,

n

n

n nn n nn

     
     

     
         
     

     

Z Z Z I V

Z Z Z I V

I VZ Z Z

(10) 
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where Zij (i=j) is the self impedance matrix in i, Zij (i≠j) 

is the mutual impedance matrix betweenj and i, Ii is 

the current coefficient vector in i and Vi is the excitation 

vector in i. 

Parallel out of core higher-order MoM (HOMoM) 

with the lower/upper decomposition (LU) solver is 

employed for each part. If the model is decomposed 

completely evenly, that each subdomain i contains 

M=N/n unknowns, the memory requirement and the 

computing complexity of the LU solver is O(M2) and 

O(M3). If the division is uneven, the memory requirement 

and the computing complexity depend on the number of 

unknowns in the largest subdomain. 
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Fig. 2. Notations for domain decomposition. 

 

Noting that the mutual impedance matrices in (10) 

are unnecessary to be stored, the coupling voltage vector 

(
i ij j V Z I ) can be obtained using the near scattered 

field produced by the current ( ( , )i ij ijV E H ), and hence 

the memory requirement is reduced. The Gauss–Seidel 

method is adopted to calculate the interactions among 

domains allowing the use of all the computer resources 

in every subdomain problem at a time [15]. The vector 

of excitation Vi of i is updated by other domains at each 

step: 
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Given the tolerance δ, at the initial step k=0, 
 0

0 1,2i i n   I  and at the k+1th step, the unknown 

surface current can be expressed as: 
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The iterative steps continue and the residual error 
( ) ( ) ( )ε k k k

i i i i

  I I I  is calculated after each step. 

When  1 2max , , , n     at the kth step, the iterative 

process stops and outputs Ik; otherwise, the process 

continues. If each subdomain i contains M=N/n 

unknowns, the memory requirement and the computing 

complexity of the iterative process is O(M) and O(M2). 

The flowchart of HO-IE-DDM is shown in Fig. 3. 

Noting that the inverse matrices of self impedance 

in (12) is unnecessary to be re-computed, because they 

have been stored after the initial step. This provides a 

huge advantage for the analysis of JEM problems. When 

introducing quasi-stationary method to study how the 

rotating parts affect the airborne antenna performance, 

we need to compute the airplane with hundreds of 

different rotating blades stations. Considering the 

computing complexity of each subdomain is O(M3),  

if we decompose the rotating parts from the main part  

of the aircraft, the unchanged part can be computed  

only once. Thus the computing time can be reduced 

effectively. 
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Fig. 3. Flowchart of HO-IE-DDM. 

 

C. High-order basis functions 

Different with the traditional RWGs which are 

defined on triangle patches, the higher-order basis 

functions (HOBs) employed by the proposed solver are 

defined on bilinear quadrilateral patches, as shown in 

Fig. 4. We refer the interested readers to [7,12] for 

details. The polynomial orders of the HOBs can be 

adjusted according to the electrical size of the geometric 

element. The main advantage of HOBs is that the size of 

the bilinear patch can be much bigger than that of the 

RWGs [14]. It means that the application of the HOBs 

can reduce the number of unknowns dramatically. 
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Fig. 4. Bilinear quadrilateral patch. 
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D. Parallelization

Based on DDM, the computing capability of

HOMoM is improved. With the aid of parallel strategy, 

the computing speed of HO-IE-DDM can be further 

accelerated. For each subdomain, the large dense MoM 

matrix is divided into a number of smaller block matrices 

that are nearly equal in size and distributed among all 

participating processes. The distribution manner of the 

blocks is chosen appropriately according to the parallel 

LU direct solver to minimize the communication between 

processes. 

The LU solver is a numerical accurate method in 

solving matrix equations, which can solve arbitrary 

geometric model problems, even if the matrix condition 

number is bad. For the parallel LU solver, the data should 

be distributed to multiple processes in a certain way 

and a load balanced approach called two-dimensional 

block-cyclic matrix distribution, which is similar to the 

ScaLAPACK, is adopted. It is important that the matrix 

filling schemes should be designed to avoid redundant 

calculation for better parallel efficiency. 

Different from other parallel DDM strategy [16], 

which parallel computation occurs among subdomains, 

the parallel computation occurs both in and among every 

subdomains. The parallel strategy will not only simplify 

the modeling and meshing of subdomains to ensure their 

unknowns are even, but also save the waiting time to 

ensure each subdomain has been computed over. 

III. COMPUTATIONAL ANALYSIS OF JEM

ON AIRBORNE ANTENNA ARRAY
Two EM examples are presented to demonstrate

the efficiency and accuracy of the proposed method. The 

residual error for outer iterative convergence is set 

to 3.0e–3 without any specification. Two computational 

platforms are used in this paper: 

Platform I: A workstation with two six-core 64 bit 

Intel Xeon E5-2620 2.0 GHz CPUs, 64GB RAM and 

6TB disk. 

Platform II: High-Performance Computing (HPC) 

cluster with 140 computing nodes. Each computing node 

has two 12-core bit Intel Xeon E5-2692 2.2 GHz CPUs, 

64 GB RAM and 1.8TB disk. 

A. Static airborne Yagi-Uda antenna array

characteristic

First of all, to validate the accuracy and efficiency 

of the proposed HO-IE-DDM, the radiation characteristic 

of an airborne Yagi-Uda antenna array is calculated. 

The aircraft is 22.03m×17.16m×6.16m [17]. A Yagi-Uda 

antenna array [18] operated in 500MHz is mounted 2.5m 

above the middle part of the fuselage. The array consists 

of 36 units, and each unit has 8 directors. The aircraft 

model is shown in Fig. 5, which illustrates the relative 

location of the antenna array. Both sides of the wings 

are respectively equipped with a rotor. Each blade is 

1.77m×0.15m×0.03m. The corresponding electrical size 

of that is about 2.77λ long, 0.23λ wide, 0.05λ thick. The 

patterns of antenna array before and after it is mounted 

on the airplane are shown in Fig. 6. 

The model of the aircraft is decomposed into two 

subdomains as it is shown in Fig. 7. The 2D radiation 

patterns obtained by the proposed HO-IE-DDM are 

shown in Fig. 8. The patterns of overall solution using 

HOMoM and FEKO (a commercial software based on 

MoM) are also given for comparison. 

Yagi-Uda Antenna Array

Fig. 5. Model of the double rotor aircraft mounting Yagi-

Uda antenna array. 

(b)(a)

Fig. 6. Yagi-Uda array patterns: (a) array and (b) airborne 

array. 

Domain 2

Domain 1

Fig. 7. Domain decomposition model (each color 

represents a subdomain). 

The simulation is performed on Platform I, and 

the results obtained from HO-IE-DDM and HOMoM 

agree very well. The results obtained from HO-IE-DDM, 

HOMoM and FEKO (MoM) also agree well. Some 

difference between HOMoM and FEKO should result 

from the different meshes of the triangular meshes 

for RWGs and the quadrilateral meshes for HOBs. 

Computing information of radiation characteristics of 

the model analyzed by parallelized HO-IE-DDM and 

HOMoM is shown in Table 1. It can be seen that the 

computing time of HO-IE-DDM is not reduced compared 

with HOMoM (in core), but reduced compared with 
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HOMoM (out of core) and FEKO (MoM). For HOMoM 

(out of core), the computing time is saved owing to the 

reduction in I/O of hard disk, while for FEKO (MoM), 

the computing time is saved owing to the reduction in 

unknowns. We refer the interested readers to [7,8] for 

details between out of core HOMoM and in core 

HOMoM. 
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Fig. 8. 2D radiation patterns of the airborne Yagi-Uda 

array: (a) x-y and (b) x-z. 

 

Table 1: Computational statistics of airborne Yagi-Uda 

array 

Method Unknowns Storage (GB) Time (s) 

HO-IE-DDM 

30324 

(domain1) 

13.70 

(domain1) 
1392.6 

1712 

(domain2) 

0.04 

(domain2) 

HOMoM 
(out of core) 

31716 14.99 1424.9 

HOMoM 
(in core) 

31716 14.99 1283.6 

FEKO 
(MoM) 

126902 120.23 60439.9 

 
B. Dynamic airborne Yagi-Uda antenna array JEM 

characteristics 

Based on quasi-stationary method, 1024 rotor 

orientations are included in the predictions of 0 to  

360 to simulate rotor motion. For each of the fixed  

rotor orientations, the principal plane radiation pattern  

is predicted. The level of rotor modulation is calculated 

for each observation angle. For these comparisons, the 

level of rotor modulation is defined as the difference 

between the maximum and minimum magnitudes of  

the electric field that occur at a given observation  

angle among the rotor orientations (modulation level =

max min20lg 20lgE E ). The accuracy of the proposed 

method has been proved in Fig. 8. 

In order to compare with modulation level, we spread 

3D radiation pattern contour plot along  axis and  axis 

in Fig. 9. Figure 10 shows the changeable intensity of the 

airborne array radiation pattern at every observation 

angles. JEM affects less when the receiving antenna  

is circularly polarized. Compared with Fig. 9, there is  

a complementary relationship before and after the 

modulation. It shows that side-lobes and null depth 

levels of the airborne array are intensely changed. 

 

 
 

Fig. 9. Spreaded airborne Yagi-Uda array pattern. 

 

 
 (a) component 

 
  (b)  component 

 
  (c) Total 

 

Fig. 10. Spreaded modulation level contour plots. 

 

To save computing time, the modulation level is 

only computed by HO-IE-DDM. When the turbofans 

rotate, it needs to perform multiple simulations according 

to the changed position. For HOMoM (out of core), it 

needs at least 1024×1424.91s to simulate the 1024 rotor 

orientations. As shown in Table 2, when solving the JEM 
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issues with repetitive similar simulations with changeable 

parts, HO-IE-DDM exhibits good performance for saving 

92% of computation time compared to HOMoM. Because 

the computation of the main part of an aircraft is only 

need to do once, and the result of it is stored to be reused 

in the next 1024 iterations, the computing efficiency is 

significantly improved. 

Table 2: Computational statistics of interfered Yagi-Uda 

array 

Method Unknowns Storage (GB) Time (s) 

HO-IE-DDM 

30324 

(domain1) 

13.70 

(domain1) 

897.5×1 

(domain1) 

9.8×1024 

(domain2) 

113542.7 

(total) 

1712×1024 

(domain2) 

0.04×1024 

(domain2) 

HOMoM 
(out of core) 

31716×1024 14.99×1024 - 

C. Static airborne microstrip antenna array

characteristics

Consider a rectangle patch microstrip array with 

37×9 elements as shown in Fig. 11. The dimension of 

the dielectric substrate of a unit is 321.4mm×321.4mm, 

and the dimension of the rectangle patch of a unit is 

205.6mm×154.8mm. The units are connected with each 

other. The thickness of the dielectric substrate is 18mm 

and εr=4.5, the operating frequency is 700MHz. And 

the aircraft is 38.6m×36.5m×6.14m [8]. The array [14] 

is mounted 6.0m above the middle of the fuselage. The 

aircraft model is shown in Fig. 12, which illustrates the 

relative location of the antenna array. Both sides of the 

wings are respectively equipped with two rotors. Each 

blade is 1.5m×0.3m×0.05m. The corresponding electrical 

size of that is about 2.25λ long, 0.51λ wide, 0.08λ thick. 

The patterns of antenna array before and after it is 

mounted on the airplane are shown in Fig. 13. 

patch

substrate

10.0 m

2
.5

 m

Fig. 11. Model of the microstrip antenna array. 

The model is decomposed into four subdomains 

in this example, and the array is in an independent 

subdomain. The domain decomposition model of the 

aircraft for HO-IE-DDM is shown in Fig. 14. The 

simulation is performed on Platform II and 96 CPU cores 

are used in this example. The radiation patterns of the 

airborne antenna array obtained by HO-IE-DDM and the 

overall solution by HOMoM (out of core) are shown in 

Fig. 15. They are in good agreement with each other. The 

overall solution can neither be obtained by HOMoM 

(in core) due to the limited computer memory, nor be 

obtained by FEKO (MoM) due to the limited computing 

power of commercial software. 

Fig. 12. Model of the four rotor aircraft mounting 

microstrip antenna array. 

(a) (b)

Fig. 13. Microstrip antenna array patterns: (a) array and 

(b) airborne array.

Domain 1

Domain 3

Domain 2

Domain 4

Fig. 14. Domain decomposition model (each color 

represents a subdomain). 
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Fig. 15. 2D radiation patterns of the airborne microstrip 

array: (a) x-y and (b) x-z. 

The computational statistics for solving each 

subdomain and entire problem are recorded in Table 3. It 

can be observed that the HO-IE-DDM leads to over 80% 

memory reduction compared with the overall solution 

for this example. Moreover, the speedup and parallel 

efficiency of the proposed parallel solver is evaluated 
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and shown in Fig. 16. The parallelized HO-IE-DDM 

performs well. 
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Fig. 16. Parallel performance of parallelized HO-IE-

DDM for the airborne microstrip array: (a) speedup ratio 

and (b) parallel efficiency. 

 

Table 3: Computational statistics of airborne microstrip 

array 

Method Unknowns Storage (GB) Time (min) 

HO-IE-DDM 

7568 

(domain1) 

0.85 

(domain1) 

259.14 

94692 

(domain2) 

133.61 

(domain2) 

110228 

(domain3) 

181.05 

(domain3) 

3648 

(domain4) 

0.20 

(domain4) 

HOMoM 
(out of core) 

250216 932.93 288.55 

 

D. Airborne microstrip antenna array JEM 

characteristics 

When airborne array is in an independent subdomain, 

the accuracy of the proposed method has been proved 

above. Based on quasi-stationary method, we calculate 

360 rotor orientations of the four rotor wings in this 

example. In order to compare with modulation level, we 

spread the 3D radiation pattern of the rectangle patch 

microstrip array installed above a four-rotor aircraft 

along  axis and  axis in Fig. 17. 

 

Table 4: Average modulation level (dB) 

Receive 

 

Transmit 

Phi 

Polarized 

Theta 

Polarized 

Circularly 

Polarized 

Yagi-Uda 

array 
52.01 50.73 33.63 

Microstrip 

array 
21.98 23.09 11.58 

 

Similar to the last two-rotor aircraft case, JEM 

affects less in this four-rotor aircraft when the receiving 

antenna is circularly polarized. In Table 4, we can 

confirm this rule more intuitively from the data in the 

two cases. Figure 18 shows the changeable intensity of 

the airborne array radiation pattern at every observation 

angles. Compared with Fig. 17 there also is a 

complementary relationship before and after the 

modulation. It shows that side-lobes and null depth 

levels of the airborne array are intensely changed.  

 

 
 

Fig. 17. Spreaded airborne microstrip array pattern. 

 

 
 (a)  component 

 
 (b)  component 

 
  (c) Total 

 

Fig. 18. Spreaded modulation level contour plots. 

 

In Table 5, a comparison of the computational 

statistics between the HO-IE-DDM and HOMoM is 

shown. In the solution time, the computing time and the 
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iteration time for domain 4 is only 3.0 min totally. For 

the four rotor aircraft airborne antenna, the platform 

subdomains (domain 2-3) and the array part (domain 1) 

are unchanged and can be reused during the solution. 

Thus, the memory requirement and CPU time are greatly 

reduced. The proposed method is of great significance 

especially for the problems with changeable parts. 
 

Table 5: Computational statistics of interfered microstrip 

array 

Method Unknowns Storage (GB) Time (min) 

HO-IE-DDM 

7568 

(domain1) 

0.85 

(domain1) 
254.5×1 

(domain1-3) 

3.0×360 

(domain4) 

1340.03 (total) 

94692 

(domain2) 

133.61 

(domain2) 

110228 

(domain3) 

181.05 

(domain3) 

3648×360 

(domain4) 

0.20×360 

(domain4) 

HOMoM 250216×360 932.93×360 - 
 

IV. CONCLUSION 
An efficient HO-IE-DDM algorithm is developed to 

solve large complex EMC problem, such as airborne 

array JEM interference problem. The proposed method 

provides unprecedented flexibility and convenience for 

the object with changeable parts, since it just needs to  

re-compute the changed parts of the model during the 

design process. The modulation level of a double rotor 

aircraft and a four rotor aircraft loading large antenna 

array respectively has been successfully obtained. 

Numerical results verify the feasibility and versatility of 

this method, and also reveal the radiation characteristics 

of airborne antennas affected by JEM effects. 
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