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Women’s History Month Special Article: Interview with
“Professor Ozlem Kilic”

Sima Noghanian

CommScope Ruckus Wireless
Sunnyvale, CA, USA

Sima noghanian@ieee.org

Abstract – The month of March is Women’s History
Month. We all have heard and know that only a small
percentage of electrical engineers are female. This per-
centage is even smaller for those that are experts in the
field of applied computational electromagnetics. In this
article, we are focusing on Dr. Ozlem Kilic, one of
the well-known and established intellectuals in the field
of computational electromagnetics. Dr. Kilic not only
has been a role model for young students as an excel-
lent researcher, a technical leader, and a prolific writer
in this field, but also she has extensive experience in
teaching and has taken many academic administration
roles.

Keywords – Women in STEM, women in applied com-
putational electromagnetics.

I. INTRODUCTION

By the year 2021, the Applied Computational Elec-
tromagnetics Society (ACES) has elected 42 fellows
from its members, and only one of them is female. Pro-
fessor Ozlem Kilic was promoted to a fellow member in
2016. Additionally, she took leading roles at ACES. She
was a member of the ACES Board of Directors between
2009 and 2012 and the Founding Editor-in-Chief for
ACES Express Journal. She received the ACES Recog-
nition Award in 2018 for her contributions. She is a
remarkable researcher and educator. I got a chance to
communicate with her and ask her a few questions. This
article summarizes our conversation. I am sure it will be
inspiring for our society members.

II. BIOGRAPHY

Professor Ozlem Kilic is currently the Associate
Dean for Academic and Student Affairs with the
Tickle College of Engineering, University of Tennessee
Knoxville (UTK), Knoxville, TN, USA (Figure 1). In
this role, she oversees a variety of the college’s programs,
including undergraduate and graduate curricula, diver-
sity, study abroad, advising, student recruitment, scholar-
ship and fellowships, and the Heath Integrated Business
and Engineering program.

Before joining UTK, Professor Kilic served as the
Associate Dean of the College of Engineering at the
Catholic University of America in Washington, DC, USA.
Before that, she was the Chair of the Electrical Engi-
neering and Computer Science Department at the same
university for two consecutive terms. Professor Kilic is
a fellow of the Applied Computational Electromagnetic
Society and an elected council member for the Mary-
land Clean Energy Center. She has served as Chair and
Vice-Chair of the International Union of Radio Scientists
(URSI) Commission A, and as an advisory committee
member of IEEE Antennas and Propagation Society. She
has authored more than 135 peer-reviewed articles.

Dr. Kilic earned the bachelor’s degree from Istanbul’s
Bogazici University in 1989, and the master’s and doctor-
ate degrees from George Washington University in 1991,
and 1996, respectively, all in electrical engineering.

Fig. 1. Professor Kilic in Tickle College of Engineering,
the University of Tennessee Knoxville.

III. Questions and Answers (Q & A)

Q: Tell me about your career path. Why did you get
interested in electromagnetics?

A: I love math (having a mathematician dad may have
something to do with it). I love the ability that math pro-

Submitted On: April 6, 2022
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vides to model, understand, and explain complex con-
cepts in physics in short and elegant ways. Something
that may take more than two pages of writing using
words can be explained with just one short equation.
So, when I saw the four elegant equations of Maxwell,
you can imagine, it was in love at first sight! Volumes
of books are continuously being written to capture what
they mean.

Q: How did you become involved in the ACES?

A: I remember my first ACES meeting in Niagara
Falls. I had started my academic career a few years
prior. My research was heavily focused on hardware-
accelerated electromagnetics modeling of electrically
large problems. The ACES conference’s relatively
small size was very attractive as it enabled close
interactions.

Q: Why do you think Applied Computational Electro-
magnetics is an important area of research and devel-
opment?

A: The ability to model a scenario requires an in-depth
understanding of the concept. Once that is achieved, one
can apply the concept to many different scenarios with-
out having to be in the scene, opening up tremendous
opportunities for investigation and learning at the tips
of a “return” button. Electromagnetic modeling is fas-
cinating as our devices and scenarios get more intricate,
our dimensions shrink, and the complexity of our prob-
lems increases. We can compute things faster and faster,
enabling “real-time” investigation and understanding of
such complex scenarios.

Q: How do you see yourself as a role model for the
young girls who are interested in STEM, engineering,
and electromagnetics?

A: It is always helpful to see people you can relate to in
positions you aspire to. It is even more helpful to have
people you relate to in positions you would not even con-
sider. If a young girl can see in me a potential for her
future and a glimmer of motivation to pursue STEM,
I consider myself lucky. Engineering remains a career
that is not accessible by the female population. But we
need to be aware that it is not just women who can be
role models to aspiring young women to pursue STEM
careers. After all, it was men who were doing inspiring
work that motivated me, starting with my father. Later
in my career, it was my male colleagues and role mod-
els that supported me to get where I am today. I see
myself as a role model to our male students in the field so
that, in the future, they support women as colleagues and
leaders.

Q: Tell me about the type of challenges you had to face
and how you overcame them.

A: I guess my challenges relate to being a minority in
most of the settings my career took me. It was from
my first day in college onward that I was almost always
either the only or one of the few women in the room. It
inadvertently brings pressure that mistakes can easily be
attributed to the gender that is likely seen as one the most
defining features of oneself in such settings. There could
also be a tendency that by being different, one may not
always receive the benefit of social interactions that can
enhance collegial relationships at work. These drive one
to be a perfectionist and strive for the best to ensure suc-
cess. I see this trait in all my female colleagues. How-
ever, challenges do not necessarily determine a negative
outcome, and everybody deals with them. We all just
need to focus on what matters most and not lose sight of
our ultimate goals. The path does not always have to be,
and never is, the same for everyone. Also, at each turn-
ing point, I like to look back and make sure I am helping
others to avoid or overcome the challenges I have had to
face.

Q: What are the topics you are working on now and
why do you see them challenging and worth attention.

A: I am in an administrative role now, and one of my
highest priorities is making engineering education acces-
sible and attainable. Being at a land-grant institution
has been wonderful as it has allowed me to look back
and help others to avoid or overcome the challenges I
faced. I oversee UTK Tickle College of Engineering’s
student success programs as part of my role as the Asso-
ciate Dean. My office serves as a hub to connect our
faculty and their research to support healthy pathways to
an engineering degree at UTK (Figure 2).

Fig. 2. Professor Kilic giving a talk to young students.
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Q: Any word of advice to the young researchers that are
in the early stages of their careers?

A: Have fun and make time to build relationships on
your campus and in your professional societies as you
work very hard on your research. Step out of your com-
fort zones at every chance. Do not forget to engage
“unlikely” research partners from other disciplines either
as the bigger problems we need to solve involve us all.

IV. CONCLUSION

It is always inspiring for me to hear from leaders
in the field, especially from a fellow female engineer and
professor. Finally, I invite you to watch the video by Pro-
fessor Kilic that was created for NIMBioS and is avail-
able on YouTube [1].

REFERENCES

[1] O. Kilic, One girl’s journey in engineer-
ing – Pave your own path!, available online:
https://www.youtube.com/watch?v=2FzYlLJT pk&
ab channel=NIMBioS.
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Generalized Finite Difference Method for Solving Waveguide
Eigenvalue Problems

Hui Xu1 and Yang Bao1,2

1Department of Electronic and Optics Engineering,
Nanjing University of Posts and Telecommunications, Nanjing 210000, China

1090760655@qq.com

2State Key Laboratory of Millimeter Waves,
Southeast University, Nanjing 210096, China

brianbao@njupt.edu.cn

Abstract – The generalized finite difference method
(GFDM) is a meshless method that has become popu-
lar in recent years. The basic theory underlying GFDM
is to expand the point cluster function value at the center
node by Taylor’s formula and then obtain the best lin-
ear combinations of these function values to represent
the derivative at the central node by the least square fit-
ting technique. Subsequently, the minimized weighted
error between the approximated value and the accurate
value is obtained. This paper establishes the general
steps for solving waveguide eigenvalue problems with
GFDM. Excellent performance is shown by comparing
the proposed method and other common solutions. The
robustness of the proposed method is verified by calcu-
lating the cutoff wavenumbers of typical waveguides and
the eccentric circular waveguide in different modes.

Index Terms – Cutoff wavenumber, generalized finite
difference method, meshless method, waveguide eigen-
value problem.

I. INTRODUCTION

The waveguide eigenvalue problem can be described
as the electromagnetic wave propagation problem in
closed or open structures under different boundary
shapes and conditions. For regular-shaped waveguides,
analytical expressions can be obtained by the variable
separation method, and the cutoff wavelength of the main
mode of the ridge waveguide can be obtained by the
transverse resonance method [1]. However, most waveg-
uides with complex cross-sectional geometries must be
solved numerically. The finite difference method (FDM)
is one of the common methods to solve waveguide prob-
lems. Thereby, the basic idea is to approximate the
derivative of the target node with the difference quotient
of function values. The compact two-dimensional (2D)
frequency-domain finite difference method (FDFD) is

derived from Maxwell’s curl equations and uses compact
2D Yee cells to mesh the waveguide cross section [2].
This method only involves four transverse field compo-
nents, which can greatly reduce the CPU time compared
to the 3D finite-difference time-domain method (FDTD)
[3]. The finite element method (FEM) transforms the
eigen-problem into an equivalent variational equation,
constructs the divisional basis functions on the grid ele-
ments of the waveguide cross section, and uses the Ritz
method or Galerkin method to construct the algebraic
finite element equation [4]. When dealing with complex
structures or discontinuous boundaries, these grid-based
methods suffer from the problem of complex meshing
and low accuracy. The radial basis function (RBF) inter-
polation method is a meshless method, and its main idea
is to use basis functions to approximate the function to
be sought over the entire simulation domain [5]. By
requiring that the approximate value and actual value
are strictly equal, a matrix equation with weight coeffi-
cients as variables is constructed, and the derivative at the
center node is transformed into a linear combination of
the function values of the surrounding nodes. Recently,
RBF and the variational principle have been combined
to analyze the propagation characteristics of inhomoge-
neous waveguides, which further expands the application
of this method [6]. Although meshless methods have
been successfully applied to many scientific and engi-
neering fields, their employment in the field of computa-
tional electromagnetics is still relatively slow [7].

The generalized finite difference method (GFDM)
is a relatively new domain-style meshless method that
uses the weighted sum of surrounding function values to
represent the derivative at center node. Benito gave the
basic concepts of the GFDM, including node distribu-
tion, local approximation, and the construction of point
clusters [8–10]. The influence of factors such as the size
of the point cluster, the shape of the point cluster, and
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the selection of the weight function on the accuracy of
the GFDM is also analyzed [11]. Kamyabi proposed
an improved version of the GFDM, which makes it no
longer dependent on the least square method and can
handle the Neumann boundary conditions in a sophis-
ticated way [12]. At present, the GFDM has been effec-
tively applied in many fields. For example, Li and Fan
applied this method to solve the shallow water wave
equation [13], Gu solved the inverse heat source prob-
lem [14], and Zhang analyzed the sloshing phenomenon
[15]. In the field of electromagnetism, Chen verified the
effectiveness of the GFDM in calculating static electro-
magnetic field problems and analyzing 3D transient elec-
tromagnetic problems [16]. The results show that the
GFDM is more accurate and faster than the FEM.

In our previous work [17], GFDM was effectively
used to analyze the propagation characteristics of the
waveguide. However, when solving the TE mode prob-
lem, it relied on the second set of node distribution
schemes, that is, an additional layer of discrete points
needs to be arranged outside the boundary. In this paper,
the general steps to solve eigenvalue problem of waveg-
uides are given based on the meshless features of GFDM,
and the calculation result of an eccentric circular waveg-
uide is added. This paper also proposes a new ver-
sion of GFDM, which can directly use Neumann bound-
ary conditions for the calculation of derivatives. The
improved GFDM compares the Taylor expansion of adja-
cent nodes with the expression of the governing equa-
tion to construct the matrix equation. Consequently, the
solution process is more convenient and faster than the
traditional GFDM. In addition, we compare the GFDM
against other common methods to demonstrate the
unique merits of this method in solving the waveguide
problem.

II. FORMULATION OF GFDM
A. Basic theory of GFDM

Without loss of generality, consider solving the
second-order partial differential equation

λ10
∂ϕ
∂x

+λ01
∂ϕ
∂y

+λ20
∂ 2ϕ
∂x2 +λ02

∂ 2ϕ
∂y2 +λ11

∂ 2ϕ
∂x∂y

= f (x,y). (1)
In order to obtain the generalized finite difference

equivalence of eqn (1), the computational node X = [x,y]
of the function ϕ(X) is arranged inside and on the bound-
ary of the simulation domain. The distribution of the dis-
crete nodes may or may not be uniform.

The GFDM puts forward the concept of point clus-
ters, which amounts to finding m nearest adjacent nodes
around the center node X0 according to the shortest dis-
tance criterion. The set of m+1 nodes including the cen-
ter node is referred to as the point cluster of X0 (as shown

Fig. 1. Schematic diagram of GFDM. Irrespectively of
the position of the central node, being an interior or a
boundary node, 12 suitably- chosen adjacent nodes con-
stitute a point cluster.

in Figure 1) and its shape is determined by the distribu-
tion of adjacent nodes. Assume that ϕ0 and ϕi repre-
sent the function values at the center node and adjacent
nodes, respectively. In order to establish the relationship
between the differential at X0 and its point cluster, ϕi is
expanded at ϕ0 by Taylor’s series expansion formula and
truncated at the second derivate,

ϕi = ϕ0 +hi
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(2)
where hi=xi−x0 and ki=yi−y0, respectively, represent
the vertical and horizontal distances between Xi and X0.

The error between the expanded and actual values,
the residual function, can be expressed as

B(ϕ) =
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[(
ϕ0−ϕi +hi

(
∂ϕ
∂x

)
0

+ ki

(
∂ϕ
∂y

)
0

+
h2

i
2

(
∂ 2ϕ
∂x2

)
0
+

k2
i

2

(
∂ 2ϕ
∂y2

)
0

+hiki

(
∂ 2ϕ
∂x∂y

)
0

)
ω(Xi)

]2

, (3)

where ω(Xi) is the error weighting function. The expres-
sion of weighting function is not unique, but they all have
a common feature, that is, the closer they are to center
node, the greater the weight given, and the greater the
contribution to the final calculation result. In this paper,
the expression of ω(Xi) is defined as

ω(Xi) = 1−6
(

di
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,

(4)
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where di represents the distance from Xi to X0, and dmax
is the maximum value among all di. The coefficient in
ω(Xi) adds up to 0, which changes the function range
from 0 to 1. In addition, the function ω(Xi) is monoton-
ically decreasing and has a pole when di/dmax equals 0
or 1, which makes the function smooth. This construc-
tion also implies that ω(Xi) decreases rapidly when di
increases, which explicitly gives the weight distribution
of each point in the cluster.

For brevity, define

Dϕ=

[
∂ϕ
∂x

,
∂ϕ
∂y

,
∂ 2ϕ
∂x2 ,

∂ 2ϕ
∂y2 ,

∂ 2ϕ
∂x∂y

]T

, (5)

pi =

{
hi,ki,

h2
i

2
,

k2
i

2
,hiki

}
, (6)

P=

⎡
⎢⎢⎢⎣

p1
p2
...

pm

⎤
⎥⎥⎥⎦=
⎡
⎢⎢⎢⎣

h1 k1
h2 k2

· · · h1k1
· · · h2k2

...
...

hm km

. . .
...

· · · hmkm

⎤
⎥⎥⎥⎦ . (7)

Then the residual function B(ϕ) in eqn (3) can be
expressed in the form of the matrix as

B(ϕ) =
(
PDϕ +ΦΦΦ0−ΦΦΦ

)T
W
(
PDϕ +ΦΦΦ0−ΦΦΦ

)
, (8)

where ΦΦΦ = [ϕ1, . . . ,ϕm]
T and ΦΦΦ0=[ϕ0, . . . ,ϕ0]

T are the
vectors of function values sampled at Xi and X0, respec-
tively. Furthermore, W= diag(ω2

1 , . . . ,ω
2
m) is a diagonal

matrix.
The residual function can be regarded as a cost func-

tion in an optimization algorithm with the elements in
Dϕ as independent variables. The optimal solution is
obtained by minimizing the norm B(ϕ)

∂B
∂
{

Dϕ
} = 0, (9)

resulting in the linear equation
ADϕ = b, (10)

with A=PT WP and b=PT W(ΦΦΦ−ΦΦΦ0). The matrix A

is symmetric, and, thus, the Cholesky decomposition
method can be used to solve eqn (10). The expression
of A indicates that at least five adjacent nodes should be
found to construct the difference scheme; otherwise, the
matrix A is not invertible because its rank must satisfy
the condition: rank(A) = min{rank(P) , rank(W)}.

By solving eqn (10), Dϕ can be expressed as

Dϕ = A−1

(
−

m

∑
i=1

ω2
i pT

i ,ω
2
1 pT

1 , . . . ,ω
2
m pT

m

)⎛⎜⎜⎜⎝
φ0
φ1
...

φm

⎞
⎟⎟⎟⎠ .

(11)
Eqn (11) shows that all second-order derivatives at cen-
ter node X0 can be represented by a linear combination
of function values at the nodes in point cluster. Each
row element of the coefficient matrix in front of the vec-

Fig. 2. Schematic diagram of improved version of
GFDM. Only five adjacent nodes around the central node
need to be found to construct a point cluster.

tor [ϕ0,ϕ1, . . . ,ϕ0]
Tcorresponds to the difference result of

each element in Dϕ .

B. Improved version of GFDM

From the above difference scheme, it can be seen
that at least five adjacent nodes need to be found to repre-
sent the derivative at center node, which provides an idea
for the improved version of GFDM. The second deriva-
tive of ϕ(X) with respect to each variable of x and y at
the node X0 is approximated as linear combinations of
the neighbor nodes

Lϕ (X0) =
5

∑
i=0

ciϕi, (12)

where L represents the derivative operator of the gov-
erning equation that ϕ satisfies, and ci, i= 0, . . . ,5 are
weight coefficients to be determined. First, expand
these five nodes according to eqn (2) and then group
similar terms. According to the coefficient in front of
the similar term and the corresponding coefficient in L
are strictly equal, the following matrix equation can be
obtained:⎡
⎢⎢⎢⎢⎢⎢⎣

1 1 1 1 1 1
0 h1 h2 h3 h4 h5
0 k1 k2 k3 k4 k5
0 h2

1/2 h2
2/2 h2

3/2 h2
4/2 h2

5/2
0 k2

1/2 k2
2/2 k2

3/2 k2
4/2 k2

5/2
0 h1k1 h2k2 h3k3 h4k4 h5k5

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

c0
c1
c2
c3
c4
c5

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

b0
b1
b2
b3
b4
b5

⎤
⎥⎥⎥⎥⎥⎥⎦
,

(13)
where b0 is the coefficient in front of ϕ0, bi, i= 1, . . . ,5
are the coefficients in front of each element in Dϕ .
The value of bi is determined by the governing equa-
tion. For example, when solving eqn (1), bi is the
corresponding value in the set {0,λ10,λ01,λ20,λ02,λ11}.
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The weight coefficient ci can be obtained by solving the
matrix equation Ac = b given by eqn (13).

When constructing a cluster of nodes around the
boundary, several nodes on the boundary are also
included. Assume that X5 is the boundary node
and ϕ (X5) satisfies the Neumann boundary condition.
Express the derivative at X0 as

Lϕ (X0) =
4

∑
i=0

ciϕi + c5r
(

∂ϕ
∂n

)
5
. (14)

Here, r is the average distance between adjacent nodes
and the center nodes. The purpose of adding this item
is to ensure that all coefficients are in the same order of
magnitude. Expand the last term in eqn (14) according
to Taylor’s series formula(

∂ϕ
∂n

)
0
=

(
∂ϕ
∂x

)
0
nx +

(
∂ϕ
∂y

)
0
ny

+

((
∂ 2ϕ
∂x2

)
0
nx +

(
∂ 2ϕ
∂x∂y

)
0
ny

)
h5

+

((
∂ 2ϕ
∂x∂y

)
0
nx +

(
∂ 2ϕ
∂y2

)
0
ny

)
k5, (15)

where nx and ny correspond to the axial component of
the unit normal vector at node X5, respectively.

For each adjacent node, if it is located on the bound-
ary, expand according to eqn (15); otherwise, it is
expanded by eqn (2). Grouping terms of similar kind,
the following matrix equation can be obtained:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1 1 0
0 h1 h2 h3 h4 r̄nx

0 k1 k2 k3 k4 r̄ny

0 h2
1/2 h2

2/2 h2
3/2 h2

4/2 r̄nxh5

0 k2
1/2 k2

2/2 k2
3/2 k2

4/2 r̄nyk5

0 h1k1 h2k2 h3k3 h4k4 r̄(nyh5 +nxk5)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

c0

c1

c2

c3

c4

c5

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

b0

b1

b2

b3

b4

b5

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(16)
The matrix A in eqn (13) or eqn (16) must be auto-

matically scaled by “1”, “r”, and “r2” because of the
appearance of the first and second derivatives. Vector
b has to make the same change to ensure the equation is
correct. In addition, taking r as a normalized factor can
effectively avoid the singularity of matrix due to uneven
distribution of adjacent points.

C. General steps for analyzing waveguides

When electromagnetic waves propagate in a uni-
form metal waveguide with the axis along the z-direction,
the governing equations and boundary conditions that the
electromagnetic field satisfies are

Lϕ + k2
cϕ = 0 (17)

LBϕ = 0, (18)
where ϕ is the electromagnetic field component, kc is
the cutoff wavenumber, L=∇2

t is the transverse Lapla-
cian operator, and LB is the boundary operator. When
propagating TM wave, ϕ=Ez, LB refers to the Dirichlet

boundary Ez= 0. When propagating TE wave, ϕ=Hz, LB
refers to the Neumann boundary ∂Hz/∂n= 0.

As the generalized finite difference scheme given by
eqn (11), GFDM simultaneously gives the numerical dis-
crete results of all derivatives of ϕ (X) at a certain node;
so the coefficient matrix obtained by GFDM should be
combined according to the governing equation. The dif-
ference result of the internal node is multiplied by the
vector [0,0,1,1,0] because it satisfies the Laplace equa-
tion. For nodes on the boundary, when solving the TM
wave problem, the differential processing is not required
because the boundary value ϕ= 0 is known, and when
solving the TE wave problem, the result should be multi-
plied by the vector [nx, ny,0,0,0] because the Neumann
boundary condition is satisfied.

First, we arrange NI discrete points inside the cross
section and NB discrete points on the boundary, with N =
NI +NB. According to the difference scheme for solving
the waveguide problem given above, the internal node
repeats this process NI times to obtain the matrix A, and
eqn (17) can be written as[

AI AB
][ ϕϕϕI

ϕϕϕB

]
=−k2

cϕϕϕI, (19)

where ϕϕϕ I=[ϕ1, . . . ,ϕNI ]
T and ϕϕϕB=[ϕNI+1, . . . ,ϕN ]

T. For
nodes on the boundary, when Neumann BCs have to be
satisfied, matrix B can be obtained similarly[

BI BB
][ ϕϕϕI

ϕϕϕB

]
= 0. (20)

Combining eqn (19) and (20), the eigenvalue equation
describing the waveguide problem can be discretized and
written in the matrix form[

AI −AB
(
B−1

B BI
) ]

ϕϕϕ I =−k2
cϕϕϕ I . (21)

The Dirichlet boundary condition can be directly sub-
stituted into the matrix because ϕϕϕB=0 means that the
weight coefficients of the boundary nodes in the general-
ized finite difference schema can be ignored, that is, the
matrix AB can be omitted.

When using the improved version of GFDM to
solve the waveguide problem, the value of vector b is
[0,0,0,1,1,0]. Compared with traditional GFDM, the
coefficient matrix can be constructed more conveniently
by eqn (13) and (16). Especially when solving the TE
wave problem, the boundary node avoids additional dif-
ferencing because the Neumann boundary can be directly
used as shown in eqn (14).

III. NUMERICAL RESULTS

To validate the GFDM in analyzing the waveguide
eigenvalue problems, we analyzed the dispersion charac-
teristics of TE modes and TM modes in different waveg-
uides. The size of the point cluster in GFDM is set to
be 10. The GFDM solution is compared with the FDM,
FDFD, and RBF solutions, and the reasons for the differ-
ences in the result are also given.
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Fig. 3. Error comparison of GFDM solution, FDM solu-
tion, and improved GFDM solution for cutoff wavenum-
bers of the TM wave and TE wave in the rectangular
waveguide. The “improved GFDM (TM)” line and the
“FDM (TM)” line coincide.

First, we consider a rectangular waveguide with
a size of 20 mm×10 mm and divide the calculation
domain uniformly at intervals of 1 mm. Figure 3 shows
the error comparison of GFDM solution, FDM solution,
and improved GFDM solution for cutoff wavenumbers
of the TM wave and TE wave in the rectangular waveg-
uide. When solving TM wave problems, the improved
GFDM solution is equal to the FDM solution because the
equally spaced and uniform distribution of the sampling
points leads to the same weight coefficient obtained by
eqn (13) as the FDM. When solving TE wave problems,
the improved GFDM and GFDM have obvious advan-
tages over FDM by virtue of the handing of Neumann
boundary conditions. This is because FDM needs an
extra layer of grid outside the boundary in order to deal
with the Neumann BCs, and the value of these grids is
equal to the function value of the nodes symmetrical to it
in the boundary. This means that the nodes on the bound-
ary must also be differentiated according to the govern-
ing equation, and this process produces additional errors.
In addition, FDM needs to modify the difference formula
to satisfy the boundary conditions, while the solution
process of GFDM is more versatile.

Figure 4 shows the dispersion characteristics of
TE10, TE01, and TM11 modes in rectangular waveguide
by using GFDM and FDFD, respectively. The improved
GFDM is not included in Figure 4 because it is almost
equal to the GFDM solution, which can be seen from
Figure 1. The eigenvalue equation of FDFD is derived
from Maxwell’s curl equations, where the eigenvalue and
eigenvector expressions are β/k0 and [Ex,Ey,Hx,Hy]

T,
respectively. This method cannot directly yield kc for
each mode, nor can it determine the wave transmission
mode; so the results are given as scatter points. Since

Fig. 4. Dispersion characteristics of T E10, T E01, and
T M11 modes in rectangular waveguide. Results are cal-
culated using GFDM and FDFD.

the eigenvector involves four field components, the cor-
rection of the FDFD difference formula at the boundary
is more complicated than that of FDM, and it is neces-
sary to consider both the Dirichlet BCs and the Neumann
BCs. In addition, each discrete point of FDFD will pro-
duce two variables. Consequently, the size of the coef-
ficient matrix obtained by FDFD is about 2NI×2NI , and
the size of GFDM is about NI×NI . This means that using
the same subdivision, GFDM saves memory space when
compared against FDFD.

RBF is similar to GFDM, and both express the
derivative at the center node by the weighted sum of the
function values of each node in the point cluster. The size
of the point cluster Ns in RBF needs to satisfy Ns � 2Np,
where Np is the number of polynomials included in the
interpolation function, and the value of Np is related to
the highest degree d of the polynomial. For example,
when d= 2, all polynomials are

{
1,x,y,x2,y2,xy

}
, the

number of polynomials is Np = 6, and RBF requires that
the cluster size must satisfy Ns � 12.

Take a circular waveguide with a radius of 1 mm
as an example to compare the stability and accuracy
of GFDM and RBF. The numbers of computational
points inside the cross section and on the boundary are
NI= 305 and NB= 50, and the cluster size is set to be 12.
Figure 5 shows the relative error of the GFDM solution
and RBF solution of the TE main mode and TM main
mode in circular waveguide at different cluster sizes. If
the relative error in the figure is on the dotted line, it
means that the result is wrong. The improved GFDM
result was not used for comparison because its cluster
size was fixed to be 6. As the point cluster size changes,
GFDM is significantly more stable and accurate than
RBF. It is worth mentioning that although increasing the
number of polynomials in RBF is beneficial to improv-
ing the performance of the method, it means that more



271 ACES JOURNAL, Vol. 37, No. 3, March 2022

Fig. 5. Error comparison between the GFDM solution
and the RBF solution of the cutoff wavenumbers of the
TE main mode and TM main mode in the circular waveg-
uide.

Table 1: Comparison of computer execution time in
GFDM and RBF

Point cluster size GFDM RBF

12 0.3886 s 0.7555 s
20 0.4080 s 1.5053 s
30 0.4333 s 2.8191 s

adjacent nodes need to be found to represent the deriva-
tive, which will lead to a sharp increase in the amount of
calculation. Table 1 gives the comparison of computer
execution time between GFDM and RBF under the same
sampling point and cluster size. As the number of adja-
cent points increases, that is, the size of the point clus-
ter increases, the advantages of GFDM are more obvi-
ous. The main reason is that RBF needs to calculate
the distance between each node in the point cluster and
all remaining nodes, when calculating the weight coef-
ficient, while GFDM only requires the distance between
the central node and the adjacent nodes.

Finally, GFDM and an improved version of GFDM
are used to solve the cutoff wavenumbers of an eccentric
circular waveguide. Since the cross section of the waveg-

Table 2: Normalized cutoff wavenumber for the first six
even TM modes
Traditional GFDM Improved GFDM Method in [5]

4.8001 4.8016 4.8106
6.1505 6.1530 6.1724
7.3591 7.3646 7.3945
8.4473 8.4591 8.4974
9.2701 9.2776 9.3409
9.4048 9.4198 9.4739

Fig. 6. The distribution of computational nodes on the
cross-section of the eccentric circular waveguide when
solving even TM modes. The outer and inner radii of
the waveguide are a and 0.5a, respectively. The distance
between the two circle centers is 0.2a.

uide is symmetrical about the x-axis, the odd and even
modes can be solved separately. Figure 6 shows the dis-
tribution of computational nodes on the cross section of
the eccentric circular waveguide when solving even TM
modes. As shown in Table 2, the results of traditional
GFDM and improved GFDM agree with the results given
in [5].

IV. CONCLUSION

In this paper, the effectiveness of GFDM to solve the
eigenvalue problem for the waveguide is verified. Com-
pared with FDM and FDFD, GFDM avoids the com-
plicated meshing process, and the difference formula is
more versatile. What is more, GFDM owns the mesh-
less feature to better handle Neumann boundary condi-
tions. Compared with RBF, which is one of the mesh-
less methods, GFDM has higher efficiency and better
stability. GFDM provides a new idea and contributes sig-
nificantly to solving the eigenvalue problems associated
with waveguides.
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Abstract – A novel approach is applied to obtain a
desired pattern for a perfect electric plate with two ports.
The location of ports is decided with the help of charac-
teristic mode analysis. Two capacitive coupling elements
are chosen to be used as excitation. The magnitude and
phase of each excitation are obtained by the Bayesian
inference method. In order to avoid complexity of com-
putational design, a surrogate model, which is based
on polynomial chaos expansion, is built. The surrogate
model is ensured to mimic the computational model over
90%. Then, the desired pattern is compared with the syn-
thesized one, and it is seen that the two patterns fit very
well to each other and the correlation between the two
patterns is above 0.9.

Index Terms – Bayesian inference, characteristic mode
analysis, pattern synthesis, polynomial chaos expansion.

I. INTRODUCTION

Pattern synthesis has been applied extensively in
antenna designs lately since it enhances the performance
of the overall antenna system. Traditionally, phased
array antennas have been used for this purpose by vary-
ing the phase and magnitude of each antenna element
[1–3]. However, if one wants to obtain a pattern synthe-
sis within a single antenna, it is challenging since there
is only one radiator. However, some literature succeeded
to obtain pattern synthesis with an electrically large sin-
gle antenna, such as reflector antennas [4], leaky wave
antennas [5], and horn antennas [6]. On the other hand,
there are few studies that synthesize a pattern within a
single antenna, namely a conducting plate.

Characteristic mode analysis (CMA) is one of the
useful methods to synthesize a desired pattern for a sin-
gle antenna. In CMA, unique features of scattering and
radiation properties can be revealed for any conductive
body of arbitrary shape without any excitation [7–10].

Characteristic modes (CMs) are the real current modes
that can be numerically computed. Since CMs form a
set of orthogonal functions, the total current on the sur-
face of the body is a linear superposition of the CMs.
In CMA, the far-field of each mode is also orthogo-
nal to each other. Hence, the desired pattern is the
selective excitation of each CM [12]. In order to prop-
erly excite the desired CM, capacitive coupling elements
(CCEs) and inductive coupling elements (ICEs) can take
place in antenna design without any alteration of CMs
[13, 14]. Moreover, the desired pattern construction
does not only depend on the selection of the coupling
element’s type and location, but it also depends on the
excitation scheme, i.e., magnitude and phase of each
coupling element. Thus, there are some literature papers
that investigate to obtain the proper excitation scheme to
excite the desired modes and, hence, to obtain the desired
pattern. In [15], a multiobjective optimization method
is applied to electrically small unmanned aerial vehicle
(UAV) and high frequency band antennas for shipboard
structures to obtain the desired pattern. In [16], a desired
up-tilted beam is achieved by using random search opti-
mization of phases. In [17], the asymmetric CM excita-
tion is observed to obtain a null of an antenna pattern for
two ports, and in [18], a linear equation solution is given
considering the phase and magnitude of excitation. In
[19], a compress sensing algorithm is provided for the
desired pattern.

This paper proposes a novel approach to obtain the
proper excitation scheme for a desired pattern within
a single antenna. The approach is based on the
Bayesian inversion that provides the statistical infer-
ence of unknown input parameters. The Bayesian infer-
ence has already been applied to linear antenna array
[20, 21]. However, this paper considers a single antenna,
where the main aim is to prove the applicability of
the proposed method. The Bayesian framework offers
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an input parameter quantification based on the mea-
sured/computed data in the manner of an inverse prob-
lem solving [22]. Indeed, the Bayesian inference method
gives a posterior probability distribution over the input
with repeated solutions of the forward model. For this
purpose, the sampling approach, such as Markov chain
Monte Carlo (MCMC) [23], of the input parameters
have to be applied at every repeated step during the
inverse solution. However, this cannot be affordable
when the forward model is computationally expensive.
In order to apply Bayesian inference to such a com-
putational design, a surrogate model can be built as a
forward model. A surrogate model [24], which is also
called metamodel, is a replacement of the high-fidelity
computational model with a more efficient surrogate one
to avoid the computational burden while studying pre-
diction, optimization, sensitivity analysis, and uncer-
tainty analysis. There are different types of technique
that builds surrogate model, such as polynomial chaos
expansion (PCE) [25–28], artificial neural networks [29],
Gaussian process (Kriging modeling) [30], support vec-
tor machines [31], etc. Among them, PCE is chosen
in this work due to its advantages such as interpreta-
tion and versatility [32]. It has been applied in compu-
tational electromagnetic in various areas [33–37]. The
PCE depends on three main processes: a random sam-
pling of each input parameter, propagation of such ran-
dom inputs through the computational model, and then
obtention of the random outputs. With input and output
data at hand, a model based on the polynomial series can
be built. Within a surrogate model, the Bayesian infer-
ence can be applicable to complex computational mod-
els; hence, one can obtain the values of the excitation
scheme for the desired pattern in a single antenna. The
organization of this paper is as follows: a brief overview
of CMA is given in Section II, and Bayesian inference
and PCE are introduced in Section III. The application
of the proposed method and the results are given in Sec-
tion IV. Final conclusions are given in Section V.

II. CHARACTERISTIC MODE ANALYSIS

CMA provides the inherent current modes without
any excitation and the total current distribution (Jtot) is
calculated by the sum of orthogonal current modes (Jn)

Jtot = ∑
n

αn Jn , (1)

where αn are called modal weighting coefficients
(MWC), and they are related to the current modes Jn.
Jn are natural current distributions that do not depend
on the excitation. On the contrary, MWCs are strongly
dependent on the excitation; thus, the desired current dis-
tribution on the structure under consideration is depen-
dent on the selective excitation of the modes. In order
to excite the desired modes properly, the locations of
the external excitation source (port) should be carefully

Fig. 1. Current distribution on the conducting plate
related to the number of modes (a) 1, (b) 2, (c) 3, (d) 4,
(e) 5, (f) 6, (g) 7, and (h) 8 (arrows indicate the direction
of current).

investigated.
In this paper, a conducting plate with dimensions of

150 × 75 mm2 is considered to obtain a desired pat-
tern. One of the possible patterns that can be obtained
by a PEC plate is a null pattern on the upper half of
the plate, which has been successfully achieved in [17],
where asymmetric excitation of the phase of the ports
are considered and null patterns are obtained between
−30◦ and 30◦. In order to determine the location of
the ports for a desired null pattern, the current distribu-
tion of the first eight modes is investigated with CMA
and the results are illustrated in Figure 1. The loca-
tion of ports can be determined with the current or elec-
tric field maxima of each mode. A desired mode can
be excited by placing a CCE at a current minimum or
placing an ICE at a current maximum [14]. One can see
from Figure 1 that mode 1, mode 4, and mode 8 can be
properly excited by locating the CCE in the middle of
the short edges, where the current is minimum, i.e., the
maximum of E-field. Similarly, CCE can be placed in the
middle of the long edges to excite mode 2, mode 4, and
mode 7. Since the current distributions of mode 4 and
mode 8 are mostly along the y-direction, it is possible
to obtain a null pattern on the upper half of plate. For
that reason, these two modes are desired to be excited by
placing CCE at the minimum current distribution, i.e., at
the middle of the short edges. The overall structure with
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Fig. 2. Overall structure with two CCE ports (L =
25.5 mm, W = 9.5 mm, and h = 4 mm).

two CCE ports is illustrated in Figure 2. Once the loca-
tions of the excitation (two CCE ports) are determined
with the help of CMA, the phase and magnitude of ports
should be specified for a desired pattern. In this work,
this is achieved with a surrogate model and Bayesian
inversion.

III. POLYNOMIAL CHAOS EXPANSION
AND BAYESIAN INFERENCE

A. Polynomial chaos expansion

PCE can be used to build a surrogate model which
substitutes the computationally expensive models with
an easy to work surrogate model. In PCE, the response
of the system (Y) is computed by the independent input
parameters of (X) and the polynomial expansion for
building the surrogate model is given by

Y = ∑
α∈Nm

yα ψα(X), (2)

where the ψα(X) are the multivariate polynomials, α are
the multi-indices that identify the components of ψα(X),
and yα are the expansion coefficients to be determined.
There are two main approaches to compute the expan-
sion coefficients: intrusive and non-intrusive methods.
The former indicates the modification of the underlying
code of the computational model, while the latter one
considers the computational model as a black box; thus,
one does not need to modify the code to build the model.
The least-squares minimization is one of the strategies
that compute the expansion coefficients non-intrusively.
In practice, the infinite sum in eqn (2) needs to be trun-
cated to a finite sum for the computational purpose. In
PCE, the number of polynomial basis P is calculated as

P =

(
M+ p

p

)
, (3)

where M is the number of input variables and p is the
degree of the polynomial. One can understand from eqn
(3) that if the input parameters are high and/or the degree
of the polynomial are set to a high degree to ensure the
accuracy of the surrogate model, then a large number
of polynomials have to be taken into account. To avoid
working with the high-dimensional polynomial basis, the
least angle regression selection (LARS) algorithm can be

applied to reduce the number of polynomial bases. There
are two main ways to estimate the error between the com-
putational model and the surrogate model. The normal-
ized empirical error is a generalization error based on
the accuracy with which the surrogate model reproduces
the computational model evaluations. However, it is also
well-known that if the polynomial model is too com-
plex, an overfitting problem may occur. In order to over-
come this problem, the leave-one-out cross-validation
(errorLOO) technique is usually performed as an alterna-
tive way.

B. Bayesian inference

Bayesian inference is one of the statistical infer-
ence methods that are based on the Bayes’ rule. In this
method, the unknown parameters of the prior probabil-
ity density function (PDF) are inferenced by integrating
prior information and the observations through the infer-
ence of the posterior as

p(x | y) = p(y | x) p(x)
p(y)

, (4)

where x is the parameter vector to be inferenced, y is
the observation, p(x) is the prior probability, p(y) is
the marginal distribution and usually a normalized con-
stant, and p(y | x) is the likelihood function, which mea-
sure the fitness between predictions and observations.
Once the posterior distribution is obtained, then one
can select a point from this distribution to identify the
unknown parameter. One of the choices is the posterior
mean which is the mean value of the posterior distribu-
tion. Another choice is the posterior mode which is also
known as the maximum a posteriori (MAP) and given as
MAP(x) = argmaxx p(x | y). In this inverse procedure,
however, there is no closed-form solution to obtain pos-
terior distribution. One of the well-known methods to
compute the inverse solution is based on MCMC sam-
pling technique. The basic idea of MCMC technique is
to construct Markov chains that are guaranteed to pro-
duce samples distributed according to the posterior dis-
tribution. The theoretical background of the PCE and
Bayesian inference are far beyond the scope of this paper.
For more information on these topics, one can see the
reports [38, 39] and the references therein.

IV. APPLICATION AND RESULTS
A. Pattern synthesis with two CCE ports

In order to obtain a proper excitation scheme for
the desired pattern, a general framework in this study is
given in Figure 3 and summarized as following steps:

1) CMA is applied to the structure under considera-
tion. The current distribution of each mode is inves-
tigated. The locations of ports are identified. Then,
the computational model, including ports, is con-
structed.
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Fig. 3. Proposed procedure for obtaining desired pattern.

2) Random sampling of input parameters (phase and
magnitude of each port) is performed. Then, the
random samples are propagated through the com-
putational model. The output values of the overall
structure, such as gain, total electric field, etc., are
obtained for each random input.

3) The inputs/outputs set given by the computational
model is presented to the PCE to build a surro-
gate model. The accuracy of the surrogate model
is investigated to ensure that the surrogate model
mimics the computational model successfully.

4) The surrogate model is given to the Bayesian
scheme a forward model. Prior distribution is cho-
sen to be consistent with the random sampling
range. Posterior distribution is obtained for the
desired pattern.

5) Post-processing on the results of Bayesian inference
is performed. The MAP is applied to choose the
best candidate for input parameters.

As discussed in Section II, the main aim in this work
is to obtain a null pattern at the upper hemisphere of the
plate, and to achieve that purpose, the first step stated
in Figure 3 is accomplished in Section II. In the next
step, the phase and magnitude of each CCE ports are
randomly and independently sampled between allowable
regions, i.e., [−180◦, 180◦] and [0, 1 V], respectively,
to build a surrogate model. The sampled input is given
to the computational model and the output, namely total
normalized electric field, of each sample is obtained by
method of moments. The number of samples is increased
step by step to ensure that the sample number is ade-
quate for an accurate model. As mentioned in Section
III, the errorLOO is the quantification of how well the
surrogate model mimics the computational model. So,
at each increased step, a surrogate model is built and
the errorLOO is examined. In Figure 4, five elevation
angles are chosen to explore the effect of increased sam-

Fig. 4. Error variation while increasing sample number.

ple number on errorLOO. One can say that the 150 sam-
ples are sufficient to build relatively accurate model since
the errorLOO does not decrease further. This finding is
also observed for all elevation angles. Moreover, the total
errorLOO for all elevation angles is illustrated in Figure 5
for chosen 150 sample numbers. One can keep in mind
that increasing the number of samples will bring a com-
putational burden; hence, the number of samples is kept
as 150 in this work.

Once the surrogate model is built and the accu-
racy of the model is ensured, it is conveyed to the
Bayesian framework as a forward model. Since the
input parameters do not follow any specific distribution,
the prior distributions in Bayesian inference are given
as a uniform distribution between the [−180◦, 180◦]
for phases and [0, 1 V] for magnitudes. The poste-
rior distribution in Bayesian inference is obtained for the

Fig. 5. Error for all elevation angles with 150 sample
numbers.
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Table 1: The excitation scheme for two cases
Phase (degree) Magnitude (volts)

Case 1 Case 2 Case 1 Case 2

D
es

. Port 1 45 −90 0.5 0.75
Port 2 45 90 0.5 0.75

S
y

n
. Port 1 −93 −98 0.51 0.69

Port 2 −78 93 0.53 0.69

desired pattern. In this work, the null patterns at various
elevation angles between [−30◦, 30◦] are considered as
the desired pattern. For illustration purpose, two cases
are taken into consideration: case 1 is a desired pattern
with a null at 0◦ and case 2 is a desired pattern with two
nulls at around −30◦, 30◦. Then, the Bayesian frame-
work is conducted, and the results are examined. The
mode of each output distribution is chosen as the best
candidate for phases and magnitudes. As a final step, the
results obtained from Bayesian inference are given to the
computational model to compare the desired pattern with
the synthesized one given by the forward computational
model. The excitation scheme of ports for two cases is
given in Table 1. One can keep in mind that the struc-
ture under consideration exhibits repetitive pattern that
depends on the phase differences between two ports. For
that reason, the desired phase difference is achieved with
different phase values in case 1. In Figure 6, one can
say that the Bayesian framework works well to identify
the magnitude and phase of ports in a single antenna for
obtaining a desired pattern. Moreover, the correlations
between desired and synthesized patterns are 0.9389 for
case 1 and 0.9717 case 2, which indicates that the two
patterns fit very well [12, 14].

B. CCE port design

The dimensions of CCE ports are selected to have an
input impedance to have only real part of impedance at
the operating frequency. For this purpose, the procedure
for obtaining a desired pattern given in Figure 3 is also
applied to choose the dimension of the CCE ports. In this
case, the input parameters for Bayesian framework are
the dimensions of the CCE ports. The varied dimensions
of CCE ports are length, width, and the height of the
CCE from the PEC plate (see Figure 2).

Each input parameter is randomly sampled between
the ranges given in Table 2. The limits of ranges
are deliberately chosen to be comparable with practi-
cal application purposes. A surrogate model is built
with 100 random samples of each input parameter, and
it is conveyed to Bayesian framework as a forward
model. A desired distribution, which mimics a real input
impedance value, is given in Bayesian inference. The
MAP is applied on the results of the Bayesian inference,
and it is obtained that the length L = 25.5 mm, the width
W = 9.5 mm, and the height h = 4 mm are the best candi-

Fig. 6. Desired and synthesized patterns. (a) Case 1. (b)
Case 2.

Fig. 7. Real and imaginary impedances.

dates for a nearly zero imaginary part of the impedance.
The CCE ports are designed with obtained values, and
both real and imaginary parts of port impedances are
illustrated in Figure 7. One can say that the imaginary
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Table 2: CCE port dimensions (in mm)
Length Width Height

[5–65] [2–15] [4–10]

part of the impedance is nearly zero at operating fre-
quency while real part is at around 2.5 Ω. For practical
application purposes, this real impedance can be easily
matched to 50Ω by an impedance matching circuit.

V. CONCLUSION

A procedure for pattern synthesis for an antenna is
proposed. The procedure is based on two main the-
ories: CMA and Bayesian inference. The CMA has
been applied to identify the locations of ports. Two
CCE ports are properly placed on conducting plate. To
avoid the computational complexity, a surrogate model
is built with PCE. The surrogate model is used as a for-
ward model in Bayesian inference to efficiently obtain
the unknown input parameters for a desired pattern. Two
desired patterns that exhibit nulls at upper hemisphere of
the plate are achieved by the proposed procedure with
good agreement. The proposed procedure can be applied
to more complex computational models, which remain
as future works.
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Abstract – In this paper, a gain-enhanced wideband
circularly polarized (CP) antenna with a non-uniform
metamaterial (NUM) reflector is presented, which is
composed of a modified wide S-shaped slot antenna and
a NUM reflector. To achieve a wideband CP operation, a
modified S-shaped slot is fed by an L-shaped microstrip
feedline that ends with a triangular patch to improve
axial ratio (AR) bandwidth and impedance bandwidth. A
NUM reflector composed of rectangular metal units with
different sizes is employed and its units are unevenly dis-
tributed. The proposed CP antenna is designed, fabri-
cated, and measured. The measured results show that the
impedance bandwidth covers 3.0-6.0 GHz (66.7%) and
a 3-dB AR bandwidth covers 3.1-5.6 GHz (57.4%). A
peak gain of 6.0 dBi is obtained at 3.8 GHz by using the
reflector. The advantages of the proposed antenna are the
simple structure, high gain, and broad CP bandwidth.

Index Terms – Circular polarization, gain enhancement,
broadband antenna, non-uniform metamaterial reflector

I. INTRODUCTION

With the rapid development of wireless communi-
cation, circularly polarized (CP) antennas play important
roles in creating high-performance communication sys-
tems due to the superiorities of overcoming polarization
mismatch, immunity to the Faraday rotation, and sup-
pressing multipath [1–11]. To enhance the capacity of
wireless communication systems, wideband CP antennas
are good candidate for transmitting and receiving signal,
which becomes an attractive option. However, wide axial
ratio (AR) bandwidth and high gain are quite challenging
directions for CP antenna designs.

To realize wideband CP operation, a variety of struc-
tures and methods have been proposed in the past few
years. In [12-14], wide slots fed by L-shaped microstrip
and co-planar waveguide (CPW) are utilized to real-
ize wide AR bandwidth. The complementary split ring

resonator (CSRR) structure is loaded on the L-shaped
feeding structure to further expand the AR bandwidth
[15]. Furthermore, modified trapezoid and inverted L-
shaped strip structures are introduced to the antenna
[16, 17] to achieve 92% and 56.4% AR bandwidths,
respectively. L-shaped structure expands AR bandwidth
at the expense of the radiation pattern stability, which
leads to the radiation pattern tilted with frequency incre-
ment. Antennas [18, 19] expend the AR bandwidth by
using defective square rings, which provide an additional
CP operation band. However, the antennas mentioned
above suffer from low gain caused by bidirectional radi-
ation patterns, limiting their application such as long-
distance communication. Additionally, feeding network
with power divider and phase shifter to provide constant
phase difference is also employed in antennas [20–23]
to achieve wideband CP operation. The feeding net-
work significantly increases the size of the antenna com-
pared to a single-fed antenna. Moreover, cross-dipole
antennas fed by a quarter of microstrip ring are proposed
in [24] and [25], and parasitic elements are introduced
to expand AR bandwidth. Recently, metamaterial tech-
nique is also a good choice to improve CP bandwidth.
For antennas [26–29], electromagnetic bandgap (EBG),
high-impedance surface (HIS) [27], and artificial mag-
netic conductor (AMC) [28, 29] are utilized to enhance
gain over the operating band. Besides, the metal cavity
is placed under the aperture antenna [30, 31] to alleviate
the undesirable back radiation, which also improves the
gain of the antenna. However, all of these antennas have
the disadvantage of being difficult to install and complex
in geometry.

In this paper, a wideband CP antenna with a non-
uniform metamaterial (NUM) reflector is proposed. To
achieve wide AR bandwidth, a modified S-shaped slot
is etched on the ground and an L-shaped microstrip
line is used to feed the developed CP antenna. Diago-
nally distributed cutting corners are also employed in the
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Fig. 1. Configuration of the proposed antenna.

developed antenna. A NUM reflector is placed under the
slot antenna to enhance the gain in the boresight direc-
tion while maintaining wide AR bandwidth. The pro-
posed broadband CP antenna is simulated, optimized,
fabricated, and measured, and the results show that the
NUM reflector-backed S-shaped slot antenna achieves an
impedance bandwidth of 66.7% (3.0-6.0 GHz), a wide
CP bandwidth of 57.4% (3.1-5.6 GHz), and more than
3 dBi gain enhancement is obtained over the operating
band.

II. ANTENNA DESIGN
A. Wideband CP S-shaped slot antenna design

As shown in Figure 1, the proposed CP antenna
is designed on FR-4 substrate (εr = 4.4; tanδ = 0.02)
with substrate thicknesses of H1. The modified S-shaped
slot and inverse L-shaped feeding stub are utilized in
the upper of the antenna to generate CP characteristics.
Stepped structures on the edge of the wide slot extend
the path of the current, improving impedance matching
and achieving CP operation at lower frequencies. By
cutting two corners symmetrically on the diagonal, the
antenna radiates CP waves at a higher frequency. The
S-shaped slot structure is symmetrical about the center

Table 1: Parameters of the proposed antenna (unit: mm)
Param. Size Param. Size Param. Size

W 130 L 120 H 23.8
H1 1.6 P1 6 P2 15.5
P3 14.5 P4 9.5 P5 6.5
P6 7 P7 6 P8 10.5
F1 2.1 F2 0.5 F3 4
W1 45 W2 23 W3 1.5
W4 13.7 W5 3.5 W6 2.5
L1 40 L2 32.9 L3 14.9
L4 21.5 L5 4 L6 1.5
L7 6 L8 2.5 C1 8

of the antenna, effectively overcoming the drawbacks of
the beam tilted with frequency increments. Moreover, an
inverted L-shaped strip is employed to connect with the
end of the 50-Ω feedline and the modified triangle patch
to obtain broadband property. The triangular patch is
designed to excite two mutually orthogonal modes with
equal magnitude.

B. Non-uniform metamaterial reflector

Although the S-shaped slot antenna has obtained
good CP performance, the gain of right-hand circular
polarization (RHCP) in broadside direction is low due to
bidirectional radiation pattern, which limits its applica-
tion. To increase the gain of the antenna, a NUM reflec-
tor is placed underneath the slot antenna with a distance
of H. The upper and lower substrates are supported by
nylon cylinder. The reflector is also designed on FR-
4 with substrate thicknesses of H2. The reflector con-
sists of 9 × 5 metal cells of different sizes, and the spac-
ing of the metal cells and their dimensions are shown in
Figure 1 and Table 1. With unevenly distributed metal
cells, the NUM reflector acts as a perfect magnetic con-
ductor and reflects the backward wave effectively. The
reflected and forward waves interfere with each other,
achieving high gain in the operating band.

C. Comparison of different reflector surface

To further demonstrate the function of the NUM
reflector in improving antenna performance, three dif-
ferent antennas are simulated and compared, including
the S-shaped slot antenna without reflector, with perfect
electric conductor (PEC) surface, and with NUM reflec-
tor. As shown in Figure 2 (a), there is a slight deteriora-
tion of S11 from 3 to 4.25 GHz due to the introduction of
the reflector. Simulated AR bandwidths of three anten-
nas are illustrated in Figure 2 (b), and the S-shaped slot
antenna obtains the widest 3-dB AR bandwidth of 60.1%
(3.2-5.95 GHz). AR bandwidth of the slot antenna with
NUM reflector is slightly reduced, which is 54.9% (3.3-
5.8 GHz). Due to the mirror image current generated
on the PEC radiated waves of opposite polarization,
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(a)

(b)

(c)

Fig. 2. Comparisons of different antennas’ perfor-
mances. (a) S11 of the antenna. (b) AR of the antenna.
(c) Gain of the antenna.

the PEC reflector severely deteriorates the AR perfor-
mance of the antenna. For Figure 2 (c), it can be
concluded that the gain of the S-slot antenna can be
improved by the reflector, where the NUM reflector pro-

(a)

(b)

(c)

Fig. 3. Simulated and measured results of the proposed
antenna.

vides a lower gain improvement than the PEC reflec-
tor since the incident wave is only partially reflected.
From the comparison of the three antennas, the antenna
with NUM reflector achieves a gain improvement of
more than 3 dBi over the CP operating band, whereas
the S-shaped slot antenna maintains its wideband CP
properties.
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III. EXPERIMENTAL VERIFICATION

As shown in Figure 3 (c), an assembled prototype
for the designed CP antenna is fabricated and measured
to verify simulated results. According to the simu-
lated and measured reflection coefficients illustrated in
Figure 3 (a), the impedance matching is enhanced at
lower frequencies with a −10 dB bandwidth of 66.7%
(3.0-6.0 GHz) and completely covers the AR bandwidth
of 57.4% (3.1-5.6 GHz). Figure 3 (b) shows that the 6.0
dBi measured gain of RHCP is obtained at 3.8 GHz in
boresight. The major performance metrics of the pro-
posed antennas are compared with other reported CP
antenna of similar structures, as shown in Table 2. In
comparison, the proposed antenna has demonstrated the
advantages of wider AR bandwidth. Furthermore, sta-
ble radiation patterns are achieved over the CP oper-
ation band, as illustrated in Figure 4. The difference
between measurement and simulation is caused by align-
ment problems and the experimental environment in
the Lab.

Fig. 4. Measured radiation patterns in XOZ and YOZ
planes. (a) 3.5 GHz. (b) 4.0 GHz. (c) 4.5 GHz.

Table 2: Performance comparison between the proposed
antenna and previous CP antenna with similar structure
Ref. Antenna

struc-

ture

Dimension

(λo/GHz)

Peak

gain

(dBic)

IMBW

(%)

ARBW

(%)

Prop
osed

Single-
layer
NUM

1.88 × 1.74
× 0.35/4.35

6.0 66.7 57.4

[21] Single-
layer
AMC

1.14 × 1.14
× 0.22/4.50

4.9 86.2 44.1

[22] Single-
layer
AMC

0.83 × 0.69
× 0.35/8.27

5.6 137.1 56.6

[23] Single-
layer
FSS

1.35 × 1.40
× 0.33/6.25

10 84.8 56.0

[24] Single-
layer
AMC

0.81 × 0.53
× 0.20/6.25

7.5 38.3 31.6

[25] Three-
layer
AMC

0.72 × 0.60
× 0.19/6.0

7.0 33.2 36.2

IV. CONCLUSION

A wideband circular polarized antenna with a NUM
reflector for achieving wide CP operation bandwidth and
high gain is presented. The optimized antenna is fabri-
cated and measured. The antenna achieves 57.4% (3.1-
5.6 GHz) AR bandwidth in practice and 54.9% (3.3-5.8
GHz) in simulation. Moreover, 66.7% (3.0-6.0 GHz)
of the relative impedance bandwidth is obtained in both
simulation and measurement. With the NUM reflector,
the gain of the S-shaped slot antenna is enhanced by up
to 3 dBi during the CP operating bandwidth, and steady
radiation patterns are achieved. The proposed wide CP
antenna with high gain property is suitable for high-
capacity long-distance communications in 5G applica-
tions.
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Abstract – In this work, a cavity-backed slot antenna has
been designed to cover vehicle-to-everything (V2X) fre-
quencies (5.85− 5.925 GHz). The antenna is made to
be easily integrated in a vehicle windshield or rear mir-
ror. The cavity-backed slot antenna does not require a
ground plane to sit on which makes it an ideal model
for below horizon performance. Antenna simulation
has been done using high-frequency structure simulator
(HFSS) and then on-foam and on vehicle’s windshield
measurements have been carried out inside an anechoic
chamber. The proposed antenna achieved a linear aver-
age gain (LAG) above 2.5 dBi in the targeted V2X ele-
vation and azimuth angles with better than 15 dB return
loss. The antenna performance has been reported in
terms of reflection coefficient, surface current density,
radiation pattern, LAG, and efficiency.

Index Terms – Automotive antennas, V2X, 5G, V2I,
V2P, V2N, V2V, cavity-backed slot antenna.

I. INTRODUCTION

In the recent years, the automobiles industry has
been drastically affected by the new technology advance-
ments. The vehicle is no longer made of primitive
mechanical components; only, however, it is loaded with
many sensors for various applications. Long road trip
hours increased the possibility of car accidents and other
serious socioeconomic problems. Vehicle-to-everything
(V2X) communication technology includes vehicle-to-
vehicle (V2V), vehicle-to-infrastructure (V2I), vehicle-
to-network (V2N), and vehicle-to-pedestrian (V2P), and
it allows the vehicle’s system to exchange informa-
tion with infrastructure, pedestrians, and vehicles to
smoothen traffic flow and improve humans’ safety. There
are two implementable schemes for V2X: dedicated
short-range communication (DSRC) and 5G network.
Both schemes can operate with each other to result in
a complete solution for V2X communication. The 5G
cellular communication can be considered as a backup
to the DSRC while supporting high data rates that can
lengthen the communication path beyond the short range
of the DSRC technology [1].

Vehicular V2X antennas are required to communi-
cate with vehicles, infrastructure, network, and pedes-
trians that are located at various elevations with respect
to the vehicle’s antenna. Thus, good coverage in Theta
angles range 75◦ < θ < 95◦ is important to make sure
that good reception performance is achieved for electro-
magnetic waves originating from antennas mounted in
high locations like base station towers as well as to cover
waves incident from below-horizon angles [2].

In [3], two V2X antennas are designed to fit in
an automotive shark-fin; however, low average gain of
−2.3 dBi was reported at 5.9 GHz. A tri-polarized
antenna was designed to cover 5G and V2X frequencies
in [4] with an H-plane gain of 2.05−2.88 dBi in the V2X
band; however, it comes with an increased antenna vol-
ume with dimensions of 76×76×17mm3. Similar draw-
backs of large volumes can also be seen in [5–9] with less
than zero gain in [7] and [8], whereas a gain of 0.97 dBi
was reported in [9]. A mean realized gain of 0.043 dBi
was achieved in [10] with a multiband antenna that cov-
ers long-term evolution (LTE) and V2X with a big vol-
ume of 120×70×0.1mm3. In addition to those similar
large volumes, multiband designs that cover both LTE
and V2X with maximum realized gain values of −0.5
and 2 dBi are reported in [11] and [12], respectively.
In [13], a quarter-wave balun fed Vivaldi antenna with
dimensions of 190× 187.5× 187.3mm3 was designed
and an average gain of −5 dBi was reported around
5.9 GHz. The work in [2] shows a peak gain of 8 dBi
at 5.9 GHz; however, it does not show average gain
values and it does not tell at which elevation angles
this peak gain is achieved. Unlike the above designs,
the proposed cavity-backed slot antenna is made to be
attached to the vehicle windshield instead of the roof
which allows improved radiation pattern for elevation
angles > 90◦ and consequently improve the V2X com-
munication scheme.

The work in this paper is organized in two sections:
Section II details the antenna element layout and the
design goals; Section III presents the cavity-backed slot
antenna simulation and measurements results and com-
pares it to the available work in literature.
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II. ANTENNA ELEMENT LAYOUT

The cavity-backed slot antenna is constructed of
metal sheet with volume of 40.5 mm height × 38.7 mm
length × 16.8 mm width. A coaxial cable is used to feed
the antenna where its center pin is used as a monopole
to excite the cavity-backed slot antenna. Figures 1 and 2
show the proposed antenna with geometrical dimensions
highlighted. The feeding monopole is made of two parts,
the lower part which is coaxial cable center pin with
a length (LFL) of 1.74 mm and diameter of 0.2 mm,
whereas the top part has a length (FL) of 10.97 mm and
a wider diameter (FD) of 1.7 mm to help in having wider
overall bandwidth for the monopole.

Fig. 1. Cavity-backed slot antenna dimensions.

Fig. 2. Cavity-backed slot antenna dimensions with the
top side removed.

Table 1: Values of the cavity-backed slot antenna geo-
metrical parameters
Parameter Value (mm) Parameter Value (mm)

H 16.8 FL 11
L 40.5 LFL 1.74
W 38.7 FD 1.7

SW 22.5 FX1 13.3
SL 1.6 FY 19.35

Table 2: Design guidelines
Parameter Value

Polarization Vertical linear
polarization (VLP)

Reflection coefficient −10 dB (2:1
VSWR)

Avg. total efficiency 45%
LAG for solid angle:
−60◦ < Φ < 60◦

88◦ < θ < 91◦

Minimum of 2 dB

The total length of the monopole is set to be 12.71
mm which is a quarter-wavelength at 5.9 GHz and can
be calculated as follows:

Monopole length =
c

4∗ f
,

where c is the speed of light (c = λ f = 3× 108 m/s)
and f = 5.9 GHz. The feeding monopole is located at
approximately FX =

λcenter−freq
4 from the back side (oppo-

site to the slot side) of the cavity to allow for an in-phase
reflection of energy from the back of the cavity to the
slot side. It is assumed that the cavity is filled with air
and experimental trials are used to determine the geomet-
rical dimensions of the cavity with the assumption that
TE101 mode will be excited in the antenna. Table 1 shows
the values of various antenna parameters with their final
values.

Table 2 lists the targeted design goals for the pro-
posed V2X antenna in terms of polarization, reflection
coefficient, efficiency, and linear average gain (LAG).
The design goals are generated based on the anticipated
coverage and performance of V2X antenna based on the
requirements of some of the original equipment’s manu-
facturer (OEMs) in the automotive industry.

The antenna simulation is done using high-
frequency structure simulator (HFSS), measured on-
foam inside an anechoic chamber as in Figure 3, and,
finally, vehicle level measurement has been performed
with the antenna mounted on the vehicle’s windshield as
can be seen in Figure 4.
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Fig. 3. On-foam measurement setup.

Fig. 4. Antenna placement on vehicle windshield.

III. PROPOSED ANTENNA SIMULATION
AND MEASUREMENT RESULTS

The proposed antenna’s reflection coefficient is
depicted in Figure 5. Similar matching characteris-
tics between the simulation and measurements can be
observed with mid-band return losses of 20 and 22 dB
in simulation and measurements, respectively. In order
to further study the antenna, the surface current density
is reported in Figure 6. The high values of surface cur-
rent density at 5.9 GHz near the cavity slot indicates that

Fig. 5. Comparison of reflection coefficient (dB)
between simulation and measurement.

Fig. 6. Simulated surface current density (A/m) at 5.9
GHz.

most of the energy radiated by the feeding monopole is
exiting the cavity through the slot either directly or after
it bounces from the back of the cavity.

Next, a parametric study has been conducted to
study the effect of various cavity parameters on the
V2X antenna performance and to check the possibil-
ity of miniaturizing the antenna without impacting the
performance. The study started by changing the front
side slot width (SW) and length (SL) by 1 mm around
the optimized value listed in Table 1. Increasing slot
length or width by 1 mm moves the resonance fre-
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Fig. 7. Effect of changing SL on reflection coefficient.

quency toward lower frequencies while reducing them
shifts the resonance frequency higher as Figures 7 and
8 suggest. In fact, increasing SL or SW increases resis-
tance and inductance the input impedance antenna input
impedance, while the opposite happens when SL and SW
lengths are reduced. The impact of changing slot dimen-
sions can easily be understood by invoking the Babi-
net’s principle where the horizontal slot can be replaced
by the corresponding vertical half-wave dipole. Since
increasing the slot dimensions is equivalent to increas-
ing dipole dimension, previous argument is proved to
be valid. Furthermore, the cavity with the slot (or
equivalent dipole) acts like a parasitic director to help
make the antenna more directive to the front. Since
the director length is typically slightly less than half of
the wavelength at 5.9 GHz, SW optimized value was
found to be 22.5 mm which corresponds to 0.45λ at
5.9 GHz.

Fine-tuning of the resonance frequency can be
achieved by adjusting the y-axis sides of the cavity,
where increasing distance between monopole and cav-
ity sides along the y-axis (FY) allows better radiation
characteristics for bigger wavelength while the oppo-
site happens when monopole to side distance is reduced
as depicted in Figure 9. In order to find the mini-
mum dimensions that result in a satisfactory performance
of the V2X antenna, the relative distances between the
monopole and x-axis sides of the cavity have been stud-
ied. Figure 10 shows the effect of changing monopole

Fig. 8. Effect of changing SW on reflection coefficient.

Fig. 9. Effect of changing FY on reflection coefficient.

to cavity backside distance (FX1). It can be noticed that
reducing FX1 length by only 1 mm entirely sabotages
the antenna reflection coefficient and, consequently, the
overall antenna performance, whereas the change in
reflection coefficient due to 1 or 2 mm FX1 increase is
almost insignificant. As a result, the optimized value
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Fig. 10. Effect of changing FX1 on reflection coefficient.

of FX1 = 13.5 mm represents the smallest monopole
to cavity back-side distance that allows for satisfactory
V2X antenna performance according to the requirements
listed in Table 2. Similar analysis can be shown for
monopole to cavity front-side distance (FX2 = L-FX1
= 27.2 mm) as illustrated in Figure 11. For this parame-
ter, the variation step has been set to 2 mm to allow for
noticeable change in the reflection coefficient response.
As it can be seen in Figure 11, as FX2 value decreases
from 31.2 mm, antenna resonance frequency is shifted
toward higher frequencies and a perfect matching is
obtained around FX2 = 27.2 mm. Reducing FX2 value
beyond 27.2 mm results in a complete mismatch of the
antenna at 5.9 GHz, indicating that the antenna size can-
not get any smaller in that direction. To shed some light
on the nature of change the cavity-backed slot antenna
exhibits when the front side of cavity is pushed toward
the monopole, the antenna input impedance is analyzed
at different FX2 distances. As shown in Figure 12, the
antenna input impedance at FX2 = 27.2 mm is 41.5 +
j2.6 Ω at 5.9 GHz. increasing FX2 by 2 and 4 mm results
in increased input reactance (inductive effect) of j20
and j39, respectively, while having insignificant effect
on the input resistance (around 5 Ω) across the whole
V2X band. However, when FX2 is reduced to 25.2 mm,
the antenna sees a huge input impedance of 191+j51 Ω
at 5.9 GHz with a significant increase in antenna input
resistance. FX1 and FX2 distances of the cavity-backed
slot antenna were found to have a great impact on the
antenna performance, and they were optimally set to be

Fig. 11. Effect of changing FX2 on reflection coefficient.

slightly greater than quarter and half of the wavelength
at 5.9 GHz, respectively. In summary, by optimizing the
values of FX1, FX2, FY, SW, and SL, the smallest cavity-
backed slot antenna that satisfies V2X design require-
ments listed in Table 2 can be found.

To meet the V2X wide azimuth front beam (−60 <
Φ < 60) and various elevation angle requirements, the
cavity SW and length must be carefully optimized. In
Figures [13–15], the antenna radiation patterns have
been reported at different elevation angles and at sample
frequencies across the V2X band. The elevation angles
are selected in a way that will reflect various V2X com-
munication scenarios. For example, vertical gain radia-
tion pattern at Theta = 80◦ will mimic electromagnetic
waves incident from base station towers or traffic light
signals, whereas Theta = 90◦ and Theta = 93◦ will rep-
resent waves originating from other cars at or below
the horizon, respectively. The on-vehicle’s windshield
average vertical gain in between azimuth angles range
−60◦ < Φ < 60◦ at 5.9 GHz was found to be 2, 2.8, and
2.2 dB at Theta angles 80◦, 90◦, and 93◦, respectively.

Since the proposed antenna does not sit on a ground
plane by design, the antenna demonstrates a good per-
formance below horizon and that can be seen by looking
at average vertical realized gain at Theta = 93◦ which
was found to be 2.4, 2, and 2.3 dB at 5.85, 5.9, and
5.925 GHz, respectively.

A practical way to measure automotive V2X
antenna performance is by calculating the LAG across
theta angles from 88◦ to 91◦ as in Table 2. The theta
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Table 3: Literature review summary

Ref. Type Antenna dimension (L
×W × H) (mm3)

Avg./Peak gain

(dBi)

Below horizon

performance

Proposed Cavity-backed slot 40.5 × 38.7 × 16.8 2.75/6.5 Yes
[2] Disc shape π × 802 × 20 NA/8 NA
[3] Printed monopoles 14 × 0.8 × 28

14 × 1.6 × 50
−2.3/NA
−2.9/NA

NA

[4] Tri-polarized 76 × 76 × 17 2.4/2.88 NA
[7] V-shaped slot π × 322×3 NA NA
[8] Stacked microstrip monopolar patch π×852×4 <0/7.5 NA
[9] Patch antenna π×422×1.6 NA/0.97 NA

[10] Printed flexible 120 × 70 × 0.1 0.043/4.6 NA
[11] Three-port multiband antenna 60 × 87 × 1.6 NA/−0.5 NA
[12] Combined LTE and V2X antenna 290 × 40 × 7.6 NA/2 NA
[13] Vivaldi antenna 190 × 187.5 × 187.3 -4/NA NA

Fig. 12. Effect of changing FX2 on antenna input
impedance.

angles simulate the electromagnetic waves exchanged
between vehicles. LAG measured in dB for a frequency
(f ) and polarization (γ) is given by

LAGdB ( f ,γ)

= 10log10

⎡
⎣∑M

i=1 ∑N
j=1 sin(θi)Glinear

(
f ,θi,ϕ j,γ

)
MN

⎤
⎦ ,

where θi is the spherical coordinate theta angle in
degrees referenced by the index i; M is the total num-
ber of theta angles (four angles for theta from 88 to 91◦);
ϕ j is the spherical coordinate phi angle in degrees refer-
enced by the index j; N is the total number of phi angles
(360 angles for phi from 0 to 359◦); and Glinear

(
θi,ϕ j

)
in the gain in linear units for a discrete point on
the spherical surface for a given frequency (f ) and
polarization (γ).

Figure 16 depicts the LAG against frequency for
simulated, measured on-foam, and measured on a vehi-
cle’s windshield. In all three cases, the LAG has stayed
above 2.5 dBi across V2X frequencies, satisfying the
design goals listed in Table 2. Finally, the total effi-
ciency of the antenna measured on-foam and on vehi-
cle’s windshield is reported across V2X frequencies in
Figure 17. The on-foam measurements show a 56% aver-
age total efficiency, whereas the on-vehicle measure-
ments exhibit reduced average efficiency of 45.5% indi-
cating that antenna performance is compromised at other
elevation and azimuth angles apart from the targeted
ones due to reflections within the vehicle.

Table 3 compares the cavity-backed slot antenna
to other V2X antennas in the literature. The pro-
posed antenna demonstrates a good performance in
terms of LAG and peak gain as well as below-horizon
performance as it can be seen in the Figures 13–15.
The proposed antenna with the demonstrated perfor-
mance in terms of radiation pattern, reflection coeffi-
cient, LAG, and efficiency represent an ideal model for
V2X antenna element that could be used to construct
a complete V2X antenna solution for modern vehicle
communication.
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Fig. 13. Realized vertical gain at 5.85 GHz for simu-
lated, measured, and on vehicle windshield at Theta =
80◦, Theta = 90◦, and Theta = 93◦.

Fig. 14. Realized vertical gain at 5.9 GHz for simu-
lated, measured, and on vehicle windshield at Theta =
80◦, Theta = 90◦, and Theta = 93◦.
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Fig. 15. Realized vertical gain at 5.925 GHz for simu-
lated, measured, and on vehicle windshield at Theta =
80◦, Theta = 90◦, and Theta = 93◦.

Fig. 16. LAG against frequency compassion between
simulation, measured on-foam, and measured on vehi-
cle’s windshield.

Fig. 17. Efficiency against frequency compassion
between measured on-foam and measured on vehicle’s
windshield.

IV. CONCLUSION

In this work, a cavity-backed slot antenna has been
developed to work at V2X frequencies and to allow for
below horizon communication by eliminating the need
for ground plane commonly used by other automotive
antennas for performance enhancement. The proposed
antenna is small in size, i.e., 40.5× 38.7× 16.8mm3,
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and can easily be integrated in a vehicle’s windshield
or rear mirror without the need for protruding parts at
the vehicles’ exterior. Good matching characteristics of
better than 15-dB return loss at V2X frequencies were
observed. The realized vertical gain stayed almost above
0 dBi for the azimuth beam −60◦ < Φ < 60◦ for all ele-
vations between 75◦ < θ < 95◦. The antenna demon-
strated good performance for the solid angle −60◦ <
Φ < 60◦ and 88◦ < θ < 91◦ with more than 2.5-dBi
LAG across the V2X band with comparable results for
simulation, on-foam, and on-vehicle’s windshield mea-
surements. Finally, average total efficiencies of 56% for
on-foam measurements and of 45.5% for vehicle’s wind-
shield measurements were reported for the proposed
antenna. In general, the proposed antenna has a sat-
isfactory performance and can easily be used for V2X
automotive applications upon the desired requirement,
styling, and dimension.
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Abstract – A wrench-shaped ultrawideband (UWB)
antenna with dual notched bands is proposed and inves-
tigated. The antenna has a wrench-shaped patch and
two T-shaped slots on the ground, realizing the required
UWB band. To achieve the dual notched band char-
acteristics in upper and lower wireless local area net-
work (WLAN) bands, an Omega-shaped slot is etched
on the feedline and a novel composite right/left-handed
electromagnetic bandgap (CRLH-EBG) structure is built
on the ground. Measured results present an operat-
ing frequency band from 3.04 to 11.4 GHz, with two
notched bands of 5.1–5.4 GHz (uplink of WLAN band)
and 5.7−5.98 GHz (downlink of WLAN band), respec-
tively. Both measured and simulated results of the pro-
posed antenna are exhibited, promising that the antenna
applies to UWB applications and can precisely overcome
WLAN interference.

Index Terms – UWB antenna, dual notch band, WLAN.

I. INTRODUCTION

The growing demand for wideband devices with
anti-interference performance toward the fifth generation
(5G) framework and radio frequency (RF) region has
prompted a wide and continuous interest in notch band
ultrawideband (UWB) antennas [1, 2]. On one hand,
numerous antennas have been designed to pursue a wider
operating bandwidth, satisfying the needs for higher data
rates in 5G deployment [3]. On the other hand, they are
also required to possess band-notch function, which is
necessarily indispensable for anti-interference in various
5G communication scenarios [4].

Since microstrip patch antennas provide several
advantages such as low profile and low expenses, they
have rapidly become a good choice for UWB appli-
cations [5, 6]. Originally, microstrip UWB anten-
nas mostly adopted straightforward geometric shapes
using half-cutting and folding technologies, etc. [7, 8].
More recently, novel structures as well as patch shapes
have been derived such as axe-shaped, tree-shaped,
and polygon-shaped patches [9–11]; novel designs such

as exponential-curve-edged log-periodic slot antenna
have also been reported in UWB applications [12], all
of which testified the feasibility of planar microstrip
designs in pursuit of superior UWB characteristics.

As for band notching techniques, etching different
curved slots, such as U-shaped and double C-shaped
slots on the radiating patch or feedline [11, 12], placing
stubs in a suitable position on the patch to impose certain
limitation to electromagnetic signal, etc., have been well
reported [12, 13]. For instance, in [12], a double band-
notched effect has been produced by using two L-shaped
stubs of different lengths. More recently, band notch-
ing techniques of using parasite elements or implanting
the electromagnetic bandgap (EBG) and split ring res-
onator (SRR) structures have also been reported [13–26],
such as [19]; it uses mushroom-shaped EBGs with open
meander slits to realize notched frequency bands around
3.5 and 5.5 GHz. To highlight, the natural isolation per-
formance of notch structures has been widely used for
multi-input multi-output (MIMO) systems [20, 21, 23].

Nevertheless, it is still a non-trivial task to realize
two or more narrowed rejected bands that are quite adja-
cent to each other, meanwhile maintaining the UWB
characteristics over the entire frequency band. As we
know, structures operating at adjacent frequencies in lim-
ited space are subject to serious interference, thus bring-
ing about degradation or even malfunction of the antenna
and hindering its use in wireless scenarios with such
needs. It is, therefore, of paramount significance to
develop band-notch designs that not only achieve excel-
lent notching effects but also create a compatible com-
panion network.

This paper proposed a microstrip UWB antenna
with a wrench-shaped radiating patch and T-shape-
grooved ground, which realized good impedance match
and, therefore, UWB property from 3.04 to 11.4 GHz. It
then combined the strength of etching and loading tech-
niques and realized one narrow rejected band at 5.725–
5.875 GHz by etching a bent slot design on the feedline
and another at 5.15–5.35 GHz by constructing an EBG
strip design on the ground plane. It is worth noting that
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these two bands are exactly the uplink and downlink of
wireless local area network (WLAN) band, endowing the
antenna with qualities in overcoming interference from
WLAN bands precisely. More importantly, it imple-
mented the design as well as the fabrication within a
limited space (a total size of 40× 32× 1.2mm3) where
two distinct notching structures operating at adjacent fre-
quency bands sustained peacefully. To highlight, the
two notched bands are limited to only 1-GHz bandwidth
and are capable of suppressing coupling interference effi-
ciently. Each notched band achieved reasonable notch
properties and occupied no more than 300-MHz band-
width, which is precisely targeted and saves the fre-
quency band resources effectively. The remainder of this
paper is organized as follows. Section II gives a brief
description of the antenna configuration as well as the
design process. The two approaches of band-notching as
well as effect analysis are also detailed in this section.
Simulated and measured results are demonstrated in
Section III and conclusions are drawn in Section IV.

II. METHODOLOGY

In this section, we first make an explanation for evo-
lution principles of the plier-shaped radiated patch and
then discuss design of slots and EBG loading for band-
notch effects. Figure 1 illustrates the geometry of the
overall UWB antenna. The front of the antenna consists
of a wrench-shaped patch and feedline, on which a bent
slot is etched to realize one rejected band, as can be seen
in Figure 1(a). The ground is grooved and loaded with an
EBG structure, as can be seen in Figure 1(c). The EBG
strip is connected to the patch through a via with diame-
ter Dv = 0.3 mm. We use FR-4 (er= 4.4) as substrate with
a length Lg = 40 mm, width Wg= 32 mm, and a thick-
ness of t = 1.2 mm. All design parameters are depicted
in Figures 1(b) and (d) and are as listed in Table 1 for
reference.

A. Design of the patch

Figure 2 describes the optimization process of the
patch and ground. The patch was initially square and the
ground was also simply square grooved. A small size
T-shaped slot was etched on the ground afterwards to
slightly tune the resonant frequency, as shown in Ant.
2 of Figure 2. In order to realize a wider bandwidth, the
patch shape was further optimized and the structure of
Ant. 3 was proposed. The wrench-shaped patch suc-
ceeded in broadening the frequency band from 2.4 to
12 GHz along with the two T-shaped groove backside.
It is obvious from Figure 2 that the S11 curve of Ant. 3 is
the best among the three conditions because this config-
uration excited surface current more efficiently over the
entire frequency band. The gains of antennas with the
three different shapes are also shown in Figure 2.

Table 1: Dimensions of the proposed antenna
Par. Value

(mm)
Par. Value

(mm)
Par. Value

(mm)
Lg 40 W4 30 E1 5.8
Wg 32 W5 6 E2 1.4
W1 2.6 W6 3.5 E3 2.2
L1 16.9 W7 1.8 E4 2.6
W2 10 L5 15 E5 1
L2 10 L6 4 S1 0.8
W3 4 L7 5 S2 7.4
L3 6.5 L8 5 S3 0.3
L4 2 L9 16 We 0.4
Dv 0.3 t 1.2 Ws 0.3

Fig. 1. Geometry of the proposed antenna. (a) Top view
of the antenna 3D model. (b) Description of the patch
and feedline. (c) Bottom view of the antenna 3D model.
(d) Description of the ground and EBG structure.

B. Band-Notch techniques for upper WLAN band

Embedding varieties of slots on the feedline or patch
of antenna to obtain notched band has been widely stud-
ied and applied. The slots can produce an effect equiv-
alent to resonant circuit and conducive to the integration
of the microstrip planar antenna. However, the length
and width of slot as well as its position may generate
distinct results.

In this work, thickness and permittivity of the sub-
strate are taken into account during the UWB antenna
design process. We calculated resonant frequency for
5.8 GHz through the following formula:

fr =
c

2L

√
2

εr +1
, (1)
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Fig. 2. S11 and gain of antenna vs. evolution of patch.

Fig. 3. VSWR of antenna for different values of Ws.

where fr is resonant frequency for notched band, c is the
speed of light in vacuum, L is the sum of the physics
length, and εr is the dielectric constant of antenna sub-
strate. This equation does not mention the width of the
slots; however, width of the slots may produce certain
influence on resonant frequencies. Based on eqn (1),
preliminary parameter values can be calculated, which,
however, are far from satisfying. Regarding the shape
and location of the slot, as well as the manufacturing pro-
cess, the parameters must be further optimized.

Based on the above analysis, a slot similar to Ω
shape was proposed. Figure 3 shows the VSWR sim-
ulation results for parameter Ws varying from 0.1 to
0.3 mm when the parameter S2 is fixed to 7.4 mm. In
contrast, Figure 4 shows how the variation of parame-
ter S2 tuned the notched band when Ws is fixed at 0.3
mm. It is not difficult to find out that width of slot and

Fig. 4. VSWR of antenna for different values of S2.

length of the slot determined the center frequency of the
notched band jointly. It is determined that the center of
notched band at 5.8 GHz is achieved when Ws is equal to
0.3 mm and S2 is equal to 7.4 mm, verifying that the stop
band range of upper WLAN band (5.725–5.875 GHz)
is achieved.

C. Study of Band-Notch techniques for lower WLAN
band

Given the design of Part B, to realize another notch
effect at the lower WLAN band (5.15–5.35 GHz), it is
quite necessary to reduce the effect of coupling, espe-
cially for compact antennas. In the schematic structure
diagram of the traditional mushroom-shaped EBG, as
shown in Figure 5(a). The metallic EBG structure is
etched on the top side of antenna and connected to the
ground by via, which produced LC shunt circuit. In this
article, we proposed an EBG structure as shown in Fig-
ure 5(b), the EBG strips and patch are separate and con-
nected by via, which also forms an LC shunt circuit. The
proposed EBG structure possessed EBG characteristic in
terms of principle. In this sense, a novel EBG structure
is proposed and built on the ground plane to realize the
desired band-notch feature, meanwhile suppressing the
coupling as was a filter.

Fig. 5. Schematic view of conventional EBG structure
and this work. (a) Mushroom EBG. (b) This work.
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Fig. 6. Principle of EBG structure. (a) Side view. (b)
Top view of the EBG strip. (c) Equivalent circuit model.

As we all know, composite right/left-handed
(CRLH) transmission line has been widely used to
realize novel EBG design, and we used the interdigital
method to realize a CRLH-EBG structure. Figure 6(a)
illustrates the side view of the EBG structure and
Figure 6(b) shows the plan view of it. The relationship
between the size of the structure and resonant frequency
can be expressed by the following formulas:

ln = n
c

4 f
, (2)

θn = βnln = n
π
2
, (3)

where n is odd, ln is the length of the open-loop, and f
is the resonant frequency, namely, the length of the loop
is a quarter of the resonant wavelength, or the electrical
length is an odd multiple of p/2. The length of the pro-
posed antenna is l/4 makes it a potential candidate for
compact microstrip antenna application.

To further understand the behavior of the
CRLH-EBG structure in Figures 6(a) and (b), an
equivalent circuit model is constructed in Figure 6(c).
The via connecting the patch and the EBG structure
in Figure 6(a) brings about parasite inductance LP and
capacitance Cp and, therefore, was modeled as Lp and
Cp in Figure 6(c). It can be defined as right-hand
capacitance and inductance. The generated capacitances
Cl1 and Cl2 are used to characterize the left-handed
capacitance and the shorted microstrip branch is used
to characterize the left-handed inductances Lr1 and
Lr2, as shown in Figure 6(b). It is then obvious
that the above resonant circuit represented a filter
model, the resonant frequency of which is calculated
to be 5.25 GHz, meaning impedance mismatch at
this point.

According to the above analysis and calculation, we
have decided the value of E1 to be the most significant
factor and its values should be limited between 5.4

Fig. 7. VSWR of antenna for different values of E1.

and 6. Figure 7 exhibits the optimization process
of parameter E1. The simulated results of VSWR
versus E1 demonstrate that the resonant frequency
decreases as E1 increases, and the optimal value of E1
should be 5.8 mm.

Since the proposed notching structures are aimed
at two adjacent frequencies, Figures 8(a) and (b) show
the surface current distribution of the antenna at reso-
nant frequencies of 5.25 and 5.8 GHz, respectively. In
Figure 8(a), the CRLH-EBG structure proposed in this
paper concentrates a strong current, whereas the Omega-
shaped slot etched on the feeding line produces only
a weak current, which can be drawn that the CRLH-
EBG structure has an effect alone at 5.25 GHz. On
the contrary, the obvious strong current distribution is
generated at the edge of the Omega-shaped slot in
Figure 8(b), while the EBG structure on the upper side

Fig. 8. Surface current distribution of the proposed
antenna at (a) 5.25 and (b) 5.8 GHz.
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Fig. 9. Photograph of the fabricated antenna.

Fig. 10. Simulated and measured VSWR of the proposed
antenna.

Fig. 11. Simulated and measured gains of the proposed
antenna.

(a) 3.5 GHz

(b) 7.5 GHz

(a) 9.5 GHz

Fig. 12. Simulated and measured radiation patterns in E-
and H-plane at 3.5, 7.5, and 9 GHz, respectively.



DING, WANG, GUO, ZHANG, XIAO: A WRENCH-SHAPED UWB ANTENNA YIELDING DUAL NOTCHED BANDS FOR WLAN APPLICATION 302

has only gathered a small current concentration. It can
be concluded that the slot achieves resonance at the
5.8-GHz frequency point and produces a notch effect.
Furthermore, Omega-shaped slot formed a closed-loop
resonant tank, while the proposed EBG structure formed
an open-loop resonant tank. And they produced two
different resonances. In summary, these two structures
work independently and there exists almost no interac-
tion between them.

III. MEASUREMENT AND DISCUSSION

The antenna prototype was fabricated and shown in
Figure 9. It was measured with Agilent E8362B vec-
tor network analyzer. Figure 10 presents the sim-
ulated and the measured VSWR for the proposed
antenna. Measured results show that the antenna pro-
vides an impedance bandwidth (VSWR < 2) from 3.04
to 11.4 GHz except the notch band of 5.1–5.4 and
5.72–5.98 GHz.

The bandwidth requirement for UWB applications
is satisfied, and the dual notched bands presented good
notch characteristics for the lower (5.15–5.35 GHz) and
upper (5.725–5.875 GHz) WLAN bands. Figure 11
shows the measured and simulated peak gain results.
Both results are well-matched. It can be observed that
the gain curve rises as the frequency increases, and the
gain drops sharply at the notched frequency bands. Sim-
ulation and measurement are in good agreement.

The radiation pattern in E-plane (xz-plane) and
H-plane (yz-plane) at 3.5, 7.5, and 9.5 GHz of measured
and simulated results are shown in Figure 12. The pro-
posed antenna presents an omni-directional characteris-
tic in H-plane and bi-directional patterns in E-plane for
all simulated and measured results.

IV. CONCLUSION

The proposed wrench-shaped UWB antenna has
realized an impedance bandwidth of 3.04–11.4 GHz.
The approaches of etching an Omega-shaped slot on
the feedline and building a novel CRLH-EBG structure
have achieved notched features at uplink (5.725–5.875
GHz) and downlink (5.15–5.35 GHz) of WLAN fre-
quency bands, respectively. There is almost no inter-
ference between these two structures. Measured and
simulated results of the proposed antenna are in good
agreement substantially. The peak gain value of the
proposed antenna is 6.53 dBi, while it sharply decreases
to –4.5 dBi at notched bands.
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Abstract – In this paper, substrate integrated waveguide
based filtenna operating at X band is proposed. The
model is designed on a low-loss dielectric substrate hav-
ing a thickness of 1.6 mm and comprises shorting vias
along two edges of the substrate walls. To realize a band-
pass filter, secondary shorting vias are placed close to
primary shorting vias. The dimension and position of
the vias are carefully analyzed for X band frequencies.
The model is fabricated on Roger RT/duroid 5880 and
the performance characteristics are measured. The pro-
posed model achieves significant impedance characteris-
tics with wider bandwidth in the X band. The model also
achieves a maximum gain of 7.46 dBi in the operating
band, thus making it suitable for X band applications.

Keywords – Antenna radiation patterns, filtenna,
microstrip patch, rectangular wave guide (RWG), sub-
strate integrate waveguide (SIW).

I. INTRODUCTION

Due to the increase in demand for multifunctional
antennas in wireless communications, the size of the
antenna profile is greatly reduced and also provides bet-
ter feasibility in integration with high-frequency cir-
cuits. Recently, filtenna becomes popular since the RF
space is occupied with much of the available spectrum,
and, hence, the role of the filter along with the antenna
becomes crucial. The substrate integrated waveguide
(SIW) has proven to be a good choice because of its
modular integration and low cost [1]. Most of the litera-
ture discusses the design of filter and antenna separately
and are coupled with a 50 Ω impedance matching circuit

which consumes much space in the antenna profile [2].
This can be replaced by placing a single filtenna design
which reduces the overall antenna profile and also elimi-
nates the need for an additional 50 Ω impedance match-
ing circuit [3]. Utilization of both SIW technology along
with filtenna further improves the antenna profile size
and also improves the ease of fabrication and integration
[4–6]. A compact SIW-based filtenna comprising the
parasitic patch is proposed [7]. The model utilized a half-
mode substrate integrated rectangular cavity to reduce its
overall antenna size. In [8], an analysis of SIW structure
for rat race couple is proposed. An SIW-based filtenna
with reconfigurable nulls by means of electric and mag-
netic coupling structure is demonstrated [9]. Filtenna can
also be designed by utilizing the synthesis of filter struc-
tures by placing vertical cavities as in [10]. Similarly,
the filtenna can also be realized by placing three verti-
cal cavities integrated with each other to achieve a wider
FBW ratio. However, an increasing number of filter cav-
ities to improve FBW results in wider profile thickness.
A low-profile SIW-based filtenna is reported [11] with
improved bandwidth characteristics that utilize a com-
plementary split-ring resonator (CSRR) over the SIW
structures. Most of the literature discusses filtenna oper-
ating at narrowband and also these filtenna are designed
at lower operating frequencies with lossy transmission
lines or with other complex geometries. Hence, there
is need for designing filtenna with wide operating range
and also with better miniaturization. In this paper, an
SIW-based filtenna with improved bandwidth and radia-
tion characteristics is proposed. The antenna is modeled
on a low-loss roger substrate with a profile thickness of
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1.6 mm which makes it feasible for the integration of
other high-frequency circuits. The antenna is analyzed
and fabricated to measure its performance characteristics
and compared with other conventional models. More-
over, the filtenna exhibits sharp cutoff bands around the
operating bands which makes it ideal for X band appli-
cations.

II. SUBSTRATE INTEGRATED WAVEGUIDE
GEOMETRY

The dielectric-filled metallic waveguide can be real-
ized by means of substrate integrated waveguide [12]
which exhibits similar propagation characteristics. The
design of the proposed antenna is as shown in Figure 1.
The width “W” of SIW is calculated from center-to-
center distance between the rows of vias. Each via has
spacing “p” and has radius “r.” The length of dielectric
layer is “L.” Let a and b denote the width and height of
the rectangular waveguide, respectively. Assuming a >
b, the propagating mode with the lowest cutoff frequency
is TE10 (dominant mode). We calculate the radius of via
using

a =
C

2 fcio
√

εr
. (1)

The cutoff frequency of each propagating mode

fcmm =
C

2
√

εr

√(m
a

)2
+
(n

a

)2
(2)

where C is the speed of light in vacuum, m and n are
mode numbers, and a and b are dimensions of the waveg-
uide. For TE10 mode, the cutoff frequency is given
as fc =

c
2a . For SIW, the dimension ds is the distance

between the SIW walls and is given by ds = ad +
d2

0.95p ,
where ad = a√

εr
where d is the diameter of via and

 
Fig. 1. SIW geometry. geometry.

Fig. 2. Two-slot SIW.

Table 1 Geometry of SIW
Parameter Specification

λg 9.25 mm
L × B 25 mm × 30 mm

P 2 mm
d 1 mm
ds 15.77 mm

p (p must satisfy p < 2d) is the distance between the
vias. The guided wavelength is calculated from λg =

2π√
εr(2π f )2

c2 −( π
a )

2
and d must satisfy d <

λg
5 .

Based on the design equations, the geometry of the
SIW along with two-slot geometry is shown in Figures 1
and 2 and its corresponding dimensions are given in
Table 1 .

The surface current distribution at different
instances of time “t” over the geometry is shown in
Figure 3. The surface current distribution exhibits
sinusoidal variation in the variations of the field on
the surface of the structure and is confined within the
SIW walls above its operating frequency. The antenna
is modeled on roger duroid 5880tm having a relative
permittivity of 2.2 and thickness of 1.6 mm. The−10 dB
reflection coefficient curve corresponding to both SIW
with and without slot geometry is given in Figure 4. The
structure achieves −10 dB impedance characteristics
over its entire operating X band which comprises 8–12
GHz with a cutoff frequency of 6.5 GHz.

SIWs have similar radiation characteristics when
compared to dielectric filled metallic waveguide as
shown in Figure 4 (S11 plot). Hence, longitudinal slots
having a length of λg/2 are incorporated in the SIW



307 ACES JOURNAL, Vol. 37, No. 3, March 2022

 
t = 0 & T 

 
t = T/4 

 
t = T/2 

 
t = 3T/4 

(a) SIW structure 

 
t = 0 & T 

 
t = T/4 

 
t = T/2 

 
t = 3T/4 

(b) Two-slot SIW structure 

Fig. 3. Two-slot SIW.

structure which behaves like a resonant mode in the oper-
ating band. The phase constant β corresponding to
the fundamental TE10 mode for given slotted SIW is
given by

β=
√

k2
0±
(π

a

)2
<k0 (3)

where k0 is the wave number. Figure 5 shows the nor-
malized phase constant ( β

k0
) corresponding to SIW com-

pared with slotted SIW structure. It is observed that the
structure attains real phase value whose mode propagates
above the cutoff frequency of 6.5 GHz.
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The attenuation constant α is given by

α=− 1
2L

ln
(
|S11|2+|S21|2

)
(4)

where L is the aperture length. Figure 6 shows the nor-
malized attenuation characteristics of the SIW compared
with slotted SIW structure. It is inferred that the struc-
ture attains minimum attenuation at its operating band.
The dispersion characteristics of the antenna are deter-
mined from phase constant and attenuation constant of
the proposed SIW structure.

III. HIGHER ORDER INDUCTIVE BASED
FILTER DESIGN

A higher order inductive filter is proposed as shown
in Figure 5. The filter comprises metallic vias placed to



ANNIE GRACE VIMALA, PRAKASH, AKILANDESWARI, SUNGEETHA, SARAVANAN: DESIGN AND DEVELOPMENT OF SUBSTRATE 308

provide inductive window having a width of Wi (i ∈ 1,2)
and length of the cavity resonators are given by 2p as
shown in Figure 5. The coupling coefficient between the
filter sections is given by K and the resonating frequency
of the filter is given by

F101 =
C

2π√μrεr

√(
π
Wi

)2

+

(
π
Li

)2

(5)

where Li = 2∗ p.

IV. SIW-BASED FILTENNA

The proposed antenna geometry is integrating both
SIW and filtenna as shown in Figure 7. The model
utilizes microstrip to SIW transition [12] connected to
50 Ω microstrip line and integrated with SIW. The feed
line is tapered need the antenna feeding point for better
matching the impedance of the SIW structure with the
input. The width and length of the tapered section are
designed and optimized for impedance matching espe-
cially at higher frequencies.

The antenna is fabricated on low-cost roger substrate
having a relative permittivity of 2.2 and a thickness of 1.6
mm. The model is connected with 50 Ω SMA connector.

In order to validate the performance characteristics
of the antenna model, the performances of the prototype
are measured and are compared with simulated results.

The impedance characteristics of the filtenna for
both simulated and measured results are shown in Figure
8. The reflection coefficient curve corresponding to fil-
tenna geometry achieves −10 dB impedance character-
istics over its entire operating X band which comprises
8–12 GHz with sharp rolloff around its operating band.
The radiation characteristics of the antenna are measured
by the three-antenna gain method and the gain of the pro-
posed model is calculated by means of the Friss transmis-
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Fig. 7. Higher order inductive filter.

Fig. 8. Proposed SIW-based filtenna.
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sion equation given below

Pr = GtGrPt

(
λ

4πr

)2

. (6)

The simulated and measured radiation characteris-
tics of the antenna model are shown in Figure 9. The
antenna radiation pattern is measured inside the anechoic
chamber. The antenna achieves a symmetrical radiation
pattern with a peak gain of 7.18 dBi for simulated and
6.94 dBi for measured at its 10 GHz center frequency in
the operating band (8–12 GHz). Since the ground plane
is limited due to its size limit, there is small amount of
back radiation seen in the radiation pattern.

The proposed antenna is placed in line of sight with
transmitting antenna inside the anechoic chamber. The
realized gain corresponding to the proposed antenna is
noted for different frequencies in the operating band and
is compared with simulated gain as shown in Figure 10.
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Fig. 11. Realized gain (dBi).

V. CONCLUSION

A compact SIW-based filtenna operating at X band
frequencies is proposed. The model utilizes filter sec-
tion integrated with SIW-based slotted section. The
microstrip to taper transition is used for impedance
matching and is terminated with 50 Ω transmission line.
The model is analyzed for dispersion characteristics and
is fabricated on low-cost substrate. The prototype attains
resonates at 8–12GHz in the X band region with a peak
gain of 7.18 dBi for simulated and 6.94 dBi for measured
at its resonant frequency.
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Abstract – The random wiring of automotive cable har-
ness makes electromagnetic compatibility (EMC) anal-
ysis of the whole vehicle very complicated; thus, this
paper proposes a simplification modeling technique to
model the electromagnetic (EM) illumination on auto-
motive cable harness. First, the stochastic process theory
is applied to determine the cable route in a randomly
bundling way. Then, the inductance and capacitance
parameters of the cable harness at different location
are established according to multiconductor transmission
lines network (MTLN) theory. On this basis, the simpli-
fication modeling technique is developed to generate the
electrical and geometrical parameters of the equivalent
cable model. Finally, a model of shielded nine-conductor
with randomly twisted and a model of unshielded nine-
conductor with stochastic wiring in the vehicle are per-
formed to validate the proposed approach by full-wave
simulation. The presented method simplifies the com-
plexity of modeling the complete cable harness signifi-
cantly with a good accuracy.

Index Terms – Random wiring, automotive cable har-
ness, simplification modeling, EM coupling, stochastic
process.

I. INTRODUCTION

The cable harness provides a main gateway for elec-
tromagnetic interference (EMI) in automotive system.
The unreasonable electromagnetic compatibility (EMC)
design of cable harness will produce EMI to other on-
board electronic equipment, bringing great safety risks to
the system [1–4]. Theoretical research and engineering
practice indicate that many electromechanical systems
cannot satisfy EMC standards, which can be attributed
to the EMI generated by cables [5–8]. As for the electro-

magnetic (EM) coupling analysis in modern automotive
industry, reliable and efficient generation of a full numer-
ical model of automotive cable harness is increasingly
welcomed by the EMC designers [9-12]. Therefore, a
more effective method to solve the modeling problem of
automotive cable harness is needed.

During the wiring process in automotive, the cable
harness always has some stochastic wiring factors
of “spatial bending” and “randomness” as shown in
Figure 1 [13–15], which bring a great challenge to the
modeling of the EM illumination. Conventional model-
ing and simulation methods cannot easily accommodate
complicated automotive system because of the difficul-
ties in EMC modeling for cable harness [16–18]. Numer-
ical simulation of the whole cable harness model requires
strict conditions on calculation resource and even makes
it impossible. Therefore, having the purpose of simpli-
fying the structural modeling and improving the analytic
efficiency, this paper focuses on the simplification tech-
nique of automotive cable harness with stochastic wiring
factors.

The equivalent cable bundle method (ECBM) is
a modeling method that reduces multiconductor to no
more than four conductors. The ECBM method is first
presented to simplify the modeling of the EM illumi-
nation on multiconductor above the ideal conducting
plane, which is used to predict the coupling common-
mode (CM) current [19]. On this basis, the ECBM
method is extended to model the EM radiated emis-
sion from multiconductor above an ideal conducting
plane [20]. Besides, the ECBM method is applied to
solve the crosstalk calculation problem of cable har-
ness with the situation in an ideal conductive plane,
an ideal cylindrical shielded cavity, and an orthogonal
plane [21]. Moreover, some literatures have used the
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Fig. 1. Schematic diagram of automobile wiring harness
distribution.

ECBM method to obtain induced current on differential
cables [22].

The existing ECBM method mainly aims at simpli-
fying the deterministic wiring cable harness; however,
uncertain factors for the application cannot be ignored.
The generation of cross-sectional geometry for randomly
wiring cable harness is quite different from that in a
deterministic wiring way reflected in the processing of
random wiring parameters.

Therefore, this paper proposes a generalized ECBM
method for the EM illumination on cable harness with
stochastic wiring factors. First, the stochastic process
theory is applied to determine the cable route in a
randomly bundling way. Second, the inductance and
capacitance parameters of the cable harness at differ-
ent locations are established according to multiconductor
transmission lines theory. In this case, the simplification
modeling technique is developed to generate the electri-
cal and geometrical parameters of the equivalent cable
model. Third, the proposed method is validated by full-
wave simulation. The presented method simplifies the
complexity of modeling the complete cable harness sig-
nificantly with a good accuracy.

II. THEORETICAL MODELING OF
GENERALIZED ECBM

A. Statement of EM coupling to automotive cable har-
ness with stochastic wiring factors

Figures 2(a) and 3(a), respectively, illustrate a typ-
ical model of braid shielded automotive cable harness
in a randomly twisted bundling way and a model of
unshielded cable harness with stochastic wiring factors.
The corresponding schematic diagram and cross section
can be seen in Figures 2(b) and 3(b). For the shielded
cable harness, the geometric cross section remains the
original shape along the cable length direction, while the
relative position of the inner conductor changes. For the

Fig. 2. Schematic diagram and cross section of braid
shielded automobile cable harness in randomly twisted
bundling way. (a) Cable harness in automobile. (b)
Schematic diagram.

Fig. 3. Schematic diagram and cross section of
unshielded automobile cable harness in randomly wiring
way. (a) Cable harness in automobile. (b) Schematic
diagram.

unshielded cable harness, the conductors are not exactly
parallel and the position of the inner conductors is of
uncertainty.

Considering the required computer resources, there
is no possibility for the EM coupling problems of the
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Fig. 4. Cross-sectional geometry of the complete and
simplification cable harness model.

whole cable harness to be solved. However, a solu-
tion that all the conductors are wired in a determined
manner was put forward by the previous ECBM method
to the immunity case, but it cannot be directly applied
to the case where the cable harness is in a randomly
wiring way. Therefore, this paper proposes a gener-
alized ECBM method to reduce the randomly wiring
automotive harness into a single-conductor model as
demonstrated in Figure 4. That is, the EM coupling to
the single conductor is equivalent to describe that on a
complete cable harness model.

B. Simplification modeling procedure

To simplify the cable harness with random wiring,
this paper mainly discusses two stochastic wiring factors,
including the relative position of the conductors within
the cylindrical shielded structure and the height of the
unshielded conductors to the ground.

a) Capacitance and Inductance Parameters of Equiv-

alent Cable Harness Model

This step aims at defining the inductance leq and
capacitance ceq of simplification cable in multiconduc-
tor transmission lines network (MTLN) formalism [23].
The distributed parameters of capacitance matrix and
inductance matrix are uncertain under the influence of
the stochastic wiring factors; this phenomenon, in math-
ematics, can be described with expectations E {c} and
E {l}. And, the voltage and current along the conductors
are defined as V1, V2, . . . , Vn and I1, I2, . . . , In. In the
general case of N-conductor harness cable, the MTLN
equations with stochastic factor can be expressed as

E
{

∂
∂ z

[I]
}
=− jω [E {c}] [V ] , (1)

E
{

∂
∂ z

[V ]

}
=− jω [E {l}] [I] , (2)

Fig. 5. Schematic diagram of transposition among con-
ductors in a harness.

where [I] = [I1, I2, . . . , In], [V ] = [V1,V2, . . . ,Vn],

[E {c}] =

⎡
⎢⎢⎢⎣

E {c11} E {c12} · · · E {c1n}
E {c21} E {c22} · · · E {c2n}

...
...

. . .
...

E {cn1} E {cn2} · · · E {cnn}

⎤
⎥⎥⎥⎦ , (3)

[E {l}] =

⎡
⎢⎢⎢⎣

E {l11} E {l12} · · · E {l1n}
E {l21} E {l22} · · · E {l2n}

...
...

. . .
...

E {ln1} E {ln2} · · · E {lnn}

⎤
⎥⎥⎥⎦ . (4)

According to the MTLN theory, the per-unit-length
capacitance parameters E

{
ceq
}

and E
{

leq
}

of the sim-
plification cable can be written as

E
{

ceq
}
=

n

∑
p=1

n

∑
q=1

E
{

cpq
}

(5)

E
{

leq
}
=

p=1

∑
p

q=1

∑
q

E
{

lpq
}/

n2 (6)

where the conductors are numbered p, q, and n.

b) Case 1: Shielded Cable Harness in Randomly
Twisted Way

Step 1: Description of Capacitance and Induc-

tance Parameters Matrix

Since the application of the randomly twisted way,
the relative position of the inner conductor changes with
the length direction of the cable. As shown in Figure
5, a schematic diagram of random transposition among
conductors in a harness, the relative position of the inner
conductors is uncertain, but they are limited to the con-
nector plug-in at both ends of the cable harness where
the terminals are determined. Cable harness has sev-
eral adjacent segments of cable harness, and when the
first segment is converted into the second segment, the
positions of no. 3 conductor and no. 6 conductor are
transformed. Also, with the second segment being con-
verted into the third, the positions of no. 2 and no. 5 are
transformed. Put simply, parameter matrix does not add
any new element but only converts each other in element
position.

Step 2: Determination of Stochastic Wiring Fac-

tors

In this step, a random spline interpolation technique
is applied to solve the discontinuity problem in the con-
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struction of cable harness model. At first, a number of
randomly distributed coordinate points, conforming to
Gaussian distribution, are generated. Then, the cable
harness is divided into a series of homogeneous subseg-
ments by the insertion of more points at other locations
through spline interpolation. Finally, the piecewise poly-
nomial form of cubic spline interpolation method is uti-
lized to generate the cascade segments. After all these
operations, a randomly twisted cable harness model can
be determined.

It should be noted that the length of the subsegments
should be up to one of the following two criteria: 1) Each
subsegment length should be less than 1/10 of the mini-
mum wavelength to ensure the spatial resolution of the
highest frequency wave; 2) adequate subsegments (no
less than 10) of the spline segment are inevitable for
the continuity of the harness. Then, the smaller of the
subsegments identified in the two criteria is adopted to
generate the cascade subsegments through the usage of
piecewise polynomial form of cubic spline interpolation
technology.

Step 3: Determination of Cross-Sectional Geom-

etry of Simplification Cable Model

In Figure 6, a model of n-conductors with a radius
of ri within a perfectly conducting cylindrical shield is
displayed. The screen’s radius is denoted by rS and the
distances of conductors from the shield axis are denoted
by di, whereas the angular separations of the conductors
from the shield axis are denoted by θi j. According to the
study in [23], we can obtain

E {lii}= μ
2π

ln

(
r2

S−E
{

d2
i
}

rSE {ri}

)
. (7)

Fig. 6. n-conductors within a perfectly conducting cylin-
drical shield.

This step, aiming at generating the cross-sectional
geometry of the equivalent cable mainly consists of two
phases. The inductance and capacitance parameters are
associated with the structural factors, such as the dis-
tance between the conductor and shield, and the relative
distance among conductors. For this reason, the cross-
sectional geometry parameters of equivalent model can
be determined based on the knowledge of inductance
E
{

leq
}

.

1. Phase 1: Estimate the central distance di between
the equivalent inner conductor and the central axis
of the shield. di of equivalent conductor corre-
sponds to the average of the distance of all the con-
ductors at any location in the complete cable bundle
model.

2. Phase 2: Estimate the radius ri of the equivalent
cable. According to the analytical formula of self-
inductance E {lii} in eqn (7), the radius ri of each
equivalent conductor can be approximated by

ri =
r2

s −E
{

d2
i
}

rs exp( 2πE{lii}
μ )

. (8)

c) Case 2: Unshielded Cable Harness in Randomly
Wiring Way

Step 1: Description of Capacitance and Induc-

tance Parameters

Figure 7(a) is an illustration of randomly wiring n-
conductors located above an ideal conducting plane. In
the figure, ri and r j represent the radius of any two con-
ductors and h(z) refers to the height to the ground plane
at position z along the cable length direction, which satis-
fies Gaussian distribution as demonstrated in Figure 7(b).
The corresponding probability distribution of the height
to ground is illustrated in Figure 7(c), in which Si j(z)
is the conductor’s spacing and ΔrA and ΔrB stand for the
insulation thickness of the conductor. According to study
in [23], the calculation formula of per-unit-length induc-
tance parameter can be written as

E
{

li j(z)
}
=

⎡
⎣ μ

2π ln
(

2χ1
ri

)
μ
4π ln
(

1+ 4χ2
χ3

)
μ
4π ln
(

1+ 4χ2
χ3

)
μ
2π ln
(

2χ4
r j

)
⎤
⎦ (9)

where χ1=E {hi(z)}, χ2=E {hi(z)} • E
{

h j(z)
}

,
χ3=E

{
Si j(z)2

}
, and χ4=E

{
h j(z)

}
. The diagonal

element represents the self-inductance, while the off-
diagonal element describes the mutual inductance. It
can be seen from eqn (9) that the inductance parameters
are related to the position of the conductors.

Step 2: Determination of the Cross-Sectional

Geometry Parameters of Equivalent Cable

According to eqn (6) and (9), the per-unit-length
capacitance parameter E

{
leq
}

of the simplification cable
model can be calculated and the geometric cross-
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Fig. 7. Randomly wiring unshielded n-conductors. (a)
Double conductors above ideal conducting ground plane.
(b) Wiring diagram of one of the conductors. (c) The
probability distribution of the height to ground.

sectional structure can be established with the corre-
sponding radius req and the ground height heq.

Calculation of req: According to eqn (6) and (9),
req is

req = 2E {hi}
/

e2πE{leq}
/

μ
. (10)

Calculation of heq : The height of the simplified
cable to the reference ground equals the average height
of n-conductors to the ground at any cross section of the
cable harness:

heq =
E {h1(z)}+E {h2(z)}+ · · ·+E {hn(z)}

n
. (11)

d) Equivalent Terminal Loads of Simplification Cable
Model

This step aims at calculating the terminal loads of
the equivalent model. Here, the equivalent CM loads are
defined as the connection between conductor ends and
the shield. The terminal load connected to the simplified
cable end equals the loads at the end of all the conductors
in parallel.

III. NUMERICAL VALIDATIONS

In this section, a model of braid shielded nine-
conductor in randomly twisted bundling way and a
model of unshielded nine-conductor with stochastic
wiring in the automotive chassis are constructed for the
validation of the proposed approach by CST Cable Stu-
dio with full-wave simulation. In this paper, the EM cou-
pling value of the whole model is taken as the standard
value, and the EM coupling value of the simplification
model is compared.

A. Case 1: Shielded Cable Harness in Randomly
Twisted Way in the Automotive

a) Description of the Validation Model

As shown in Figure 8, a nine-conductor point-point
connected cable harness within a braid shielded cylindri-
cal structure above the automotive chassis is modeled.
All the conductors are bundled in a randomly twisted
way. The wiring route is composed of stochastic loca-
tions and the corresponding coordinate value is listed in
Table 1.

Each conductor has a radius of 0.5 mm and is sur-
rounded by dielectric coating with a thickness Δr = 1 mm
and dielectric constant ofεr = 2.5 and μr = 1. The radius

N1

N2

N3

N4 N5 N6

N7

wiring path 
N3NN 6

wiriw ng 

twisted cable harness
Cross-section at 

any position

EM coupling

Complete model
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Equivalent 
modeling

1

2
3

Eq
m

48

on

8

n

9

6
57

Simplification model

h heq

req

e qrR

shield

Fig. 8. The full-wave simulation model of a shielded
nine-conductor cable harness model and the correspond-
ing simplification cable model in the automotive.
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Table 1: Coordinate position of arbitrarily bent cable har-
ness (unit: mm)
Position N1 N2 N3
(x, y, z) (0, 0, 60) (200, 400, 10) (400, -100, 20)
Position N4 N5 N6
(x, y, z) (600, -100, 100) (800, -200, 30) (1200, -200, 10)
Position N7 – –
(x, y, z) (2000, 200, 40) – –

of the shield is 3 mm. The conductors with a serial num-
ber “2, 3, 4, 5, 6, 7, 8” in Figure 10 are evenly distributed
on the circle with a radius of 2 mm. The terminal load
connected to the ends of each conductor is 50 Ω. The
plane wave incident direction is along the Y-axis and the
electric field direction is along the X-axis with an ampli-
tude of 100 V/m as shown in Figure 8. The full-wave
simulation model in CST is shown in Figure 9.

The cross-sectional geometry of simplification cable
model is determined through the simplification proce-
dure of case 1 described in Section 2.2. The correspond-

 
(a) 

 
(b) 

Fig. 9. Comparison of the CM current in frequency
domain on complete cable harness model and equivalent
cable model. (a) Near end. (b) Far end.

ing req of the equivalent cable is 3.8 mm and the equiva-
lent CM terminal loads are 5.6 Ω.

b) Results and Discussion

The induced CM current at the near and far ends
of complete cable harness and simplification cable in
frequency domain are calculated through the method of
CST Cable Studio with full-wave simulation. Based on
the co-simulation technique, the TLM technique and AC
result solver are, respectively, adopted in the existing
numerical approach to analyze the electric field around
the conductors and compute the coupling to terminal
loads.

In Figure 9, a comparison between the CM currents
obtained at the ends of the complete cable harness model
and the simplification cable model over frequency (0.200
MHz) is clearly demonstrated. The red line represents
the simulation results of the complete cable model, while
the black line describes that of the simplification model.
The good agreement indicates a validation of the pro-
posed method.

B. Case 2: Unshielded Cable Harness with Stochastic
Wiring in the Automotive

a) Description of the Validation Model

The full-wave simulation model in CST is shown in
Figure 10, and a nine-conductor point-point connected
unshielded cable harness above the automotive chassis is
modeled and all of the conductor is wired in a randomly
bundling way. The wiring route consists of a number of
random locations. Each conductor, with a radius of 0.5
mm, is surrounded by dielectric coating with a thickness
Δr=1 mm and dielectric constant of εr = 2.5 and μr =
1, and the terminal load connected to the ends of each
conductor is 50Ω.The plane wave incident direction is
along the Y-axis and the electric field direction is along
the X-axis with an amplitude of 100 V/m.

Under the simplification procedure of case 2
described in Section 2-B, the randomly wiring route and
cross-sectional geometry of simplification cable model
is determined. The radius of equivalent conductor is 4
mm and the thickness of corresponding insulation layer
is 1mm.

b) Results and Discussion

The comparison results of the coupling current on
near end and far end of the complete cable harness model
and simplification cable model over frequency (0.200
MHz) are, respectively, shown in Figures 11(a) and (b),
which proves the efficacy of the proposed method. As it
is seen in the figure, the red line represents the result of
the complete cable model, while the black line describes
that of the simplification model.
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Fig. 10. Comparison of the CM current in frequency
domain on complete cable harness and equivalent cable.
(a) Near end. (b) Far end.
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Fig. 11. The full-wave simulation model of an
unshielded nine-conductor cable harness model and the
corresponding simplification cable model in the automo-
tive.

IV. CONCLUSION

This paper proposes a generalized simplification
technique to model the EM illumination on automotive
cable harness with stochastic wiring factors. The combi-
nation of the conductors contributes to the simplification
of modeling the complete cable harness.

The randomly wiring problem in generating the
cross-sectional geometrical parameters of the simplifica-
tion cable model is successfully solved by the applica-
tion of the Gaussian distribution and spline interpolation,
which are used to determine the route of cable harness.
As the position of the conductors within the harness is
related to the inductance and capacitance parameters, the
inductance and capacitance matrixes of the cable harness
at different locations are established by the utilization
of transposition relationship between the subsegments
of the conductors. To this end, the generalized simpli-
fication modeling technique is developed to determine
the electrical and geometrical parameters of the simpli-
fication cable. Furthermore, a model of braid shielded
nine-conductor with random twisting and a model of
unshielded nine-conductor with random wiring above
automotive chassis are constructed to validate the pro-
posed method by CST Cable Studio with full-wave sim-
ulation.
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Abstract – A design method based on the lossy metagrat-
ing for radar cross section (RCS) reduction is proposed
in this paper. According to the mechanism of the RCS re-
duction, the lossy metagrating with different loaded lines
per supercell is studied and it is also incorporated into the
metasurface to reduce RCS. The embedded metagrating
provides an additional low-RCS band and it has a small
effect on the original band of the metasurface. Numeri-
cal results show that the metagrating reduces RCS of the
surface effectively.

Index Terms – Diffraction pattern, lossy metagrating,
low-RCS, metasurface.

I. INTRODUCTION

Metasurfaces have been used for the reduction of the
radar cross section (RCS) of target objects [1–4]. The
fundamental mechanisms of a metasurface for RCS re-
duction are absorption and scattering control of electro-
magnetic waves [5]. The methods used for the analysis
of a metasurface, such as the equivalent circuit method
and transmission matrix method, take the metasurface
as an impedance surface [6]. The size of the element
of the metasurface and the separation distances between
the elements are in the scale of subwavelength. Thus,
it is costly to apply tunable and lumped elements to the
metasurface.

Metagratings are proposed for the perfect anoma-
lous reflection and then extended for controlling the
diffraction pattern [7–10]. A loss-free metagrating pro-
vides an effective way to control the diffracted plane
waves. The separation distance between two neighboring
lines in a metagrating is bigger than half of the vacuum
wavelength and the surface impedance is not available
for calculation. The metagrating has the smaller num-
ber of lines than the metasurface with the same size and
working frequency [7, 11]. So, the metagrating requires
fewer lumped elements than the metasurface on a similar
occasion.

In this paper, the lossy metagratings are designed to
reduce RCS when they cover the target objects. Resistors
are loaded to a loss-free metagrating, and the obtained
lossy one, as far as we know, has not been studied for

(a)

(b)

Fig. 1. Metagrating on a grounded dielectric substrate.
(a) Metagrating. (b) An element in the supercell.

RCS reduction. A uniform metagrating loaded with the
resistors, which consists of only one line per element, is
first studied on its electromagnetic properties. The lossy
metagrating provides a frequency band to absorb the in-
cident plane wave while the loss-free metagrating cannot
absorb the wave. Second, a lossy metagrating includ-
ing five lines per supercell is also designed. By diffusing
the diffracted plane waves, the RCS of the surface is re-
duced effectively. The lossy metagrating shows its lower
reflection results than the loss-free one. Finally, the lossy
metagrating that produces an extra absorbing band is in-
corporated into the low-RCS metasurface to obtain the
better absorbing ability.

II. LOW-RCS METAGRATING

A two-dimensional (∂/∂y = 0) metagrating that is
printed on a grounded dielectric substrate and is com-
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posed of a quantity of conducting lines is shown in Fig-
ure 1. The lines are along the y-direction, the separation
distance between two neighboring lines is Px, and the
thickness of the substrate is h. Each line is loaded by
an impedance of Zl alone the y-direction and it is con-
sidered as a uniform impedance line with Z = Zl /Py. The
impedances are loaded with a periodicity of N; so N lines
form a supercell with a length of L = NPx. The meta-
grating is excited by a transverse electric (TE) polarized
plane wave at an angle of θ inc. Due to the presentation
of the grounded substrate, the reflected plane wave will
be also taken as the excitation.

From the Floquet-Bloch (FB) theory, the induced
current on the line in the mth supercell is defined as

Jy,m =
N

∑
n=1

ŷInδ (x− xm
n ,z−h)e−jk0mLsinθinc , (1)

where δ is the Dirac function, xm
n = mL+(n−1)Px, In

is the induced current of the nth line in a supercell, and
k0 is the vacuum wavenumber. The diffraction waves are
produced by the excitation and the induced currents on
the lines. The induced currents are determined by the
excitation and the loaded impedance. The radiation pat-
tern of the metagrating is available when the excitation
and loaded impedance are known. After the design of the
loaded impedance of the metagrating, the diffraction pat-
terns can be controlled. The designed loaded impedances
are realized with the distributed parameters and lumped
resistors.

The transverse and longitudinal wavenumbers of
the qth diffracted plane wave are calculated by ξ q =

k0sin(θ inc) + 2πq/L and βq =
√

k2
0−ξ 2

q , respectively.
When |ξ q|< k0, the qth diffracted plane wave is prop-
agating. The diffracted wave is evanescent when |ξ q|>
k0 and proper β q is taken. The magnitudes of the electric
field of the incident wave and qth reflected plane wave
are denoted as Ainc

0 and Aref
q , respectively. We denote P

as a set that contains all the index of the reflected propa-
gating waves. The reflected propagating waves are con-
trollable when the dimension of P is smaller than N.

A. Lossy metagrating with only one loaded line per
supercell

The lossy component is not involved in the meta-
grating above. The lossy metagrating can be realized
by taking Zl as a complex number and the correspond-
ing equations about the current and impedance still work
well. We design a low-RCS metagrating working at f 0=
5GHz and there is only one loaded line in a supercell.
Zl is designed so that the normally incident plane wave
is absorbed by the metagrating. The size and the loaded
resistor of the supercell are calculated by Zl . The meta-
grating, in this paper, is designed based on the theory
where the incident wave is the TE wave.

Fig. 2. Supercell of the uniform lossy metagrating, where
Px0= 42 mm, Py0= 12 mm, h0= 5 mm, w0= 1 mm, lx0=
1.2 mm, ly0= 11 mm, and R0= 26 Ω.

A supercell of the designed metagrating is shown
in Figure 2, where the black part is the perfect electric
conductor (PEC) with a thickness of 0.035 mm and the
white part is the loaded lumped resistor. It is surrounded
by the periodic boundary condition (PBC) and excited by
a normally incident plane wave. The relative permittivity
of the dielectric substrate in this paper is εr = 4.4(1 +
0.02j). Px0 is bigger than 0.5λ 0, where λ 0 is the vacuum
wavelength at the frequency of f 0.

The performance of the lossy metagrating is shown
in Figure 3. For θ inc= 0◦ and θ inc = 45◦, we get P = {0}
and P = {−1, 0}, respectively. The magnitudes of the
reflected wave are shown in Figure 3(a) when θ inc = 0◦
and θ inc = 45◦. The relative bandwidth with ||< −10 dB
is about 10% when θ inc = 0◦. There are two diffracted
propagating plane waves when θ inc = 45◦, ||< −5 dB,
and ||<−5 dB at 5 GHz. Some power is absorbed by the
lossy metagrating and the absorption rate is defined as

Absorption (%) =
β0|Ainc

0 |2−∑q∈? βq|Aref
q |2

β0|Ainc
0 |2

. (2)

From Figure 3(b), the incident power is mainly ab-
sorbed by the metagrating when θ inc= 0◦ and f 0= 5 GHz.
Half of the power is reflected by the metagrating when
θ inc= 45◦ and f 0= 5 GHz. The substrate also loses some
of the incident power. The resistance of the loaded re-
sistor of the metagrating is much smaller than that of a
metasurface absorber. The fundamental mechanisms of
the low-RCS metagrating are absorption when θ inc= 0◦
and absorption and scattering control when θ inc = 45◦.

B. Lossy metagrating with five loaded lines per super-
cell

The metagrating with multiple loaded lines in a su-
percell is studied and the metagrating with five loaded
lines per supercell is taken as an example. Both loss-free
and lossy metagratings are studied here. The loaded re-
actance of the loss-free metagrating is designed so that
the reflected propagating waves have an equal amplitude
with a normally incident plane wave. The sizes of the
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Fig. 3. Radiation performance of the uniform lossy meta-
grating. (a) Reflection. (b) Absorption.

elements are determined by the method proposed in [9].
The lossy metagrating takes the same geometry of the el-
ement as the loss-free one and uses the optimized lumped
resistors so that all the reflected waves are suppressed.
Both the loss-free and lossy metagratings are symmetri-
cal and only three elements are needed to be designed.

The geometry of the designed metagratings is shown
in Figure 4. Here, Px1 = 0.5λ 0 at f 0= 5 GHz and the
thickness of the substrate is 5 mm. P = {−2,−1, 0, 1, 2}
and Aref

q = Aref−q are obtained when the TE wave normally
illuminates on the metagratings.

The diffracted performance of the metagratings is
shown in Figure 5. We provide only the results of three
plane waves due to the symmetry of the structures. The
reflected waves have an equal amplitude at 5 GHz for the
loss-free metagrating and there is a bandwidth of 20%
with |Aref

q |< −5 dB for q ∈ P. With the introduction of
lumped resistors, the reflected waves are suppressed ef-
fectively in Figure 5(b). The bandwidth with |Aref

q |<−10
dB, q ∈ P is about 20%. The bandwidth is about the
double of that of the lossy metagrating with only one el-

(a)

(b)

Fig. 4. Metagrating with multiple elements. (a) Loss-
free metagrating. (b) Lossy metagrating. Px1= 30 mm,
Py1= 12 mm, ly1= 11 mm, w1= 1 mm, lx1= 1 mm, lx2=
2.2 mm, lx3= 3 mm, R1= 15 Ω, R2=25 Ω, and R3= 45 Ω.

ement per supercell on the same dielectric substrate. The
metagrating with multiple elements per supercell has a
better low RCS performance than the metagrating with
only one element. The absorption performance of the
metagratings, calculated by eqn (1), is shown in Figure
6. The energy consumption in the loss-free metagrating
results from the lossy substrate. The fundamental mech-
anisms of the designed low-RCS metagrating with five
elements per supercell are both absorption and scattering
control.

III. LOW-RCS METASURFACE EMBEDDED
WITH THE METAGRATING

The low-RCS bands of the lossy metagratings de-
signed above are narrow compared with the metasur-
face with the same substrate, which reduces the scope
of application. In this section, we design a dual-band
low-RCS metasurface embedded with a lossy metagrat-
ing. The lossy metagrating provides an extra narrow low-
RCS band and has a small effect on the original low-RCS
band of the metasurface.

The low-RCS metasurface is designed based on the
polarization converter and scattering cancelation. The
structure and performance of the element of the meta-
surface are shown in Figure 7. The thickness of the sub-
strate is 2.5 mm and θ inc= 0◦. The bandwidth with the
co-polarized reflections |Rxx|= |Ryy|< 0.3 is 78% (8.5-
19.5 GHz) and |Rxx|= |Ryy|= 1 at 5 GHz. Arranging
the elements as the chessboard configuration, we obtain
a 78% bandwidth with low RCS. By taking the cross-
polarized reflections |Rxy|= |Ryx|= 0 at 5 GHz, the chess-
board metasurface works as a uniform isotropic metasur-
face at 5 GHz. The method proposed for the design of
metagrating in [9] is used with the consideration of the
metasurface.

The structure of the designed low-RCS metasurface
embedded with the metagrating is shown in Figure 8.
The separation between the loaded lines is 36 mm and
it is bigger than 0.5λ 0. The diffraction performance of
the metasurface embedded with the metagrating under
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(a)

(b)

Fig. 5. Reflection performance of the metagrating with
multiple elements. (a) Loss-free metagrating. (b) Lossy
metagrating.
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Fig. 6. Absorption performance of the metagrating with
multiple elements.

the normal illumination of a y-polarized TE plane wave
is shown in Figure 9. It also shows the RCSs of the meta-
surface with no metagrating and the PEC with the same
size. The metasurface with no metagrating reduces the
RCS effectively within 8.5-19.5 GHz. The metasurface
embedded with the metagrating provides an extra low-

(a) (b)

Fig. 7. Polarization converter used for the low-RCS
metasurface. (a) Element of the converter. (b) Perfor-
mance of the converter. L = 5 mm, w2= 0.5 mm, θ 0=
35◦, and P2= 6 mm.

Fig. 8. Low-RCS metasurface embedded with metagrat-
ing, where Lx= 1.8 mm, Ly= 11.5 mm, and Rx= 5 Ω.

Fig. 9. RCS of PEC, the low-RCS metasurface, and the
metasurface embedded with the lossy metagrating.

RCS band of 2% at 5 GHz and the original low-RCS
band remains almost unchanged.

IV. CONCLUSION

The lossy metagrating is proposed to reduce RCS
under the illumination of TE-polarized waves in this pa-
per. The metagratings with both single element and
multiple elements per supercell are studied. The theory
based on the loss-free metagrating is used for the design
of low-RCS metagrating, and numerical results show that
lossy metagrating reduces the RCS effectively. The lossy
metagrating is also incorporated into a wideband low-
RCS metasurface to provide an extra low-RCS band and
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has a negligible effect on the low-RCS band of the meta-
surface. The metagrating has lesser elements than the
metasurface and is conveniently loaded with lumped el-
ements for RCS reduction.
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Abstract – Reduction of radar cross section (RCS) for
targets can be achieved by different approaches and coat-
ing absorbing materials at the surfaces of targets is one of
widely used methods because of its flexibility and good
effect. In the work, we put forward a novel method of
reducing the RCS based on the design of multilayer com-
posite absorbing materials. The transmission line theory
and particle swarm optimization (PSO) are used to guide
the design and analysis, and two kinds of designs, i.e.,
Type IV and Type VII, are selected finally. Simulation
experiments show that the designs are insensitive to the
incident angles and polarizations of incident EM wave,
which is required for being coated at the surfaces of real
objects. Also, the designed absorbing materials are very
thin and have an ultra-wide frequency band. The band-
width of Type-IV design can reach 14.63 GHz, ranging
from 3.37 to 18.0 GHz, while Type-VII design can cover
the frequency range from 2.0 to 18.0 GHz, which rep-
resents the major part of radar’s frequency range. The
designed absorbing materials are coated at the surface
of a perfectly-electric-conducting (PEC) cylinder to val-
idate the effectiveness of the materials, and good results
have been obtained.

Index Terms – Microwave absorber, absorbing media,
radar cross section, transmission line theory, particle
swarm optimization.

I. INTRODUCTION

Radar cross section (RCS) is a measure for the strength
of electromagnetic (EM) fields scattered by targets and
reducing the RCS as much as possible is the basic
requirement for designing stealth targets [1]. With the
significant development of radar techniques since World
War II, reducing the RCS of targets has become a passive
and indispensable technique for reducing the detectabil-
ity of targets [2] and has been eagerly needed in mil-
itary applications or even in some civilian applications
[3]. Generally, there are four categories of techniques
for reducing the RCS, i.e., design of geometric shape,

coating of microwave absorbing material, passive cance-
lation, and active cancelation [4]. Each method has its
advantages and disadvantages. Compared with the other
three methods, coating the absorbing materials could be
the most important because it is flexible, cost-effective,
of good performance, and has been widely applied in the
RCS reduction for the targets like airplanes, ships, mis-
siles, etc., or even used in the interference shielding of
some targets [5–7].

The reduction of RCS by covering appropriate
absorbing materials is a very hot research topic and
many researchers have been dedicated to working on the
topic for a long time. The earliest microwave absorber
can date back to the early 1940s when Winfield Salis-
bury invented the Salisbury screen [8]. After that, vari-
ous microwave absorbers, such as the Jaumann screen,
the Dallenbach layer, the frequency selective surface,
etc., were proposed and have been developed for many
years [9–13]. In recent years, the metamaterial as a
novel absorbing material has caught up a wide atten-
tion [14]. Although the metamaterial has the property
that can greatly extend the parameter space accessible
with natural materials, it has some obvious drawbacks
in practical applications. The metamaterial absorbers
usually have a narrow bandwidth [15] although they
could be insensitive to the incident angles and polar-
izations of incident waves which is also very desir-
able. He and Jiang proposed a kind of metamaterial
absorber that had shown a wideband absorption, but it
still cannot cover a wider frequency range which most
of the radars are using [16]. Also, some metamaterial
absorbers are actually sensitive to the incident angles and
polarizations of incident waves, greatly reducing their
applicability.

Compared with the metamaterial, some composite
materials have shown a better performance, i.e., they
can not only cover a much wider frequency range but
also be insensitive to the incident angles and polar-
izations [17]. Thanks to the significant progress of
material science, it has become feasible to synthesize
composite materials that have much lower or higher EM
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parameters which allow to extensively adjust the perfor-
mance of materials [18]. Yuan et al. proposed an ultra-
thin broadband composite absorbing material which has
an operating bandwidth ranging from 4.0 to 18.0 GHz
[19]. Ali et al. presented the design of novel and
lightweight microwave absorbers, which also exhibited a
broad bandwidth of 3.74 GHz [20]. Ling et al. designed
a broadband absorbing material whose effective absorp-
tion bandwidth reaches 12.6 GHz and total thickness is
only 2.3 mm [21].

All designs for the microwave absorbers in the above
are assumed to work on an infinitely large plate and their
EM performance is also obtained under this assumption.
However, real objects like airplanes have curvilinear sur-
faces that could include finite plates, corners, and other-
shaped parts in various sizes. As a result, the absorbers
are required to possess a stable performance when inci-
dent waves are of different incident angles and polariza-
tions. Some composite materials like carbonyl iron pow-
ders (CIPs) [22] have been proven to be insensitive to
the incident angles and polarizations so that they can be
used as such absorbers [23]. The existing materials have
the problems of narrow operation bandwidth. Mean-
while, the relative bandwidths of the absorbing materi-
als which are suitable for the detection frequency band
of the radar are small. In the operation frequency band,
the existing materials also have the disadvantages of low
absorptivity and angle sensitivity and the EM parame-
ters of which are instable neither. The existing design
methods often determine the final structure through the
analysis of EM parameters or repeated simulation. This
method costs a lot of time and may not necessarily
obtain the best iterative convergence result under this
condition.

In this work, we propose a novel method to design
the absorbers for reducing the RCS of some objects.
Since most of the radar systems are working at the fre-
quency range from 2.0 to 20.0 GHz, we try to design
the absorbers that can cover most of radar’s frequency
range, i.e., from 2.0 to 18.0 GHz. We apply the trans-
mission line theory (TLT) and particle swarm optimiza-
tion (PSO) to the design of multilayered absorbers which
are composed of two types of CIP composite materials.
We then choose two representative designs to investi-
gate their performance on the reduction of RCS under
the different incident angles and polarizations of inci-
dent waves. Based on the simulation experiments, we
can find the best design of absorbers that are most insen-
sitive to the incident angles and polarizations. Finally,
the designed absorbers are coated on the surface of
a perfectly-electric-conducting (PEC) cylinder and we
demonstrate that the designed absorbers can perform
well for real objects.

II. MICROWAVE ABSORBING MATERIALS

Microwave absorbing materials are used to coat the sur-
face of targets in the reduction of RCS. Compered with
single-layer absorbers, multilayered absorbers are more
flexible and can achieve better performance, including
wider bandwidth and smaller thickness [24]. As shown
in Figure 1, a multilayered absorber usually consists of
the matching layer and the absorbing layer [25]. The
matching layer, which is on the top of the absorber,
helps couple the impedance of the free space with the
impedance of the absorber. On the other hand, the
absorbing layer, which is on the bottom of the absorber,
absorbs most of EM energies.

The used materials are essential in the design of
absorbers since the performance of absorbers mainly
depends upon the performance of used materials. Each
layer consists of different materials so that different
designs of absorber with different performances can be
obtained. Usually, there are three types of material in
the design of microwave absorbers, i.e., dielectric mate-
rial, magnetic material, and composite material [26]. In
this paper, two types of composite materials with dif-
ferent proportions of CIPs are used since the CIPs have
exhibited a very strong absorbing capability for EM ener-
gies [22]. The composite material with 10% CIP is used
to build the matching layer, and the composite material
with 35% CIP is used to construct the absorbing layer.
Hereinafter, we will use S1 to represent the composite
material with 10% CIP and use S2 to indicate the com-
posite material with 35% CIP. The complex permittivity
and complex permeability of the two composite materi-
als are frequency-dependent and their relationships are
shown in Figures 2 and 3, respectively.

From the figures, we can see that the complex
permittivity and complex permeability (referring to the
magnitudes of their real and imaginary parts) of S1

Fig. 1. Structure of a multilayered absorber.
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Fig. 2. Permittivity ε and permeability μ of composite
material with 10% CIP. Prime denotes the real part while
double prime denotes the imaginary part.

Fig. 3. Permittivity ε and permeability μ of composite
material with 35% CIP. Prime denotes the real part while
double prime denotes the imaginary part.

are relatively low in the frequency range from 2.0 to
18.0 GHz. Also, the complex permittivity of S1 is almost
constant in the above frequency range and the complex
permeability varies with the frequency very slowly. As a
result, it is possible that the impedance of a layer com-
posed of S1 is close to the impedance of free space in the
above frequency range. Compared to S1, the material S2
owns a higher complex permittivity and complex perme-
ability. Moreover, the magnitude of complex permittiv-
ity is stable and the magnitude of complex permeability
decreases slightly. This feature leads to that S2 has a
good absorption and poor impedance matching while S1
has an opposite behavior.

III. DESIGN OF MULTILAYERED
ABSORBERS

The design of absorbers requires an efficient and accu-
rate analysis or evaluation for their performance. Full-
wave EM simulation is a good way to do that, but it
consumes much time and resources. Compared to the
former approach, the TLT can also be used to analyze
but requires much less time and resources. Usually, a
planar multilayered absorber can be represented by a
transmission-line model so that we can apply the TLT
to analyze the behavior of multilayered absorbers. In
the analysis, the reflection coefficient of absorbers can be
used to evaluate the performance if the input impedance
is available. The input impedance can be calculated by
using the TLT [27], i.e.,

Zin j = Z j
Zin j−1 +Z jtanh

[
j (2π f d j/c)

√μ jε j
]

Z j +Zin j−1 tanh
[

j (2π f d j/c)
√μ jε j

] (1)

where

Z j = Z0

√
μ j/ε j (2)

μ j = μr j μ0, ε j = εr j ε0 (3)

j = 1,2,3, ...,n. (4)
Also, d j, f , c, εr j , μr j , and Z j denote the thickness, fre-
quency, speed of light, complex permittivity, complex
permeability, and intrinsic impedance of the jth layer
( j = 1,2,3, ...,n), respectively. In addition, ε0 and μ0 are
the permittivity and permeability of free space, Zin j is the
wave impedance of the jth layer, and n is the total num-
ber of layers. Based on the input impedance, the overall
reflection coefficient of the multilayered absorber at an
air-absorber interface is given by

Γ =−20lg
∣∣∣∣Zin j−Z0

Zin j +Z0

∣∣∣∣ . (5)

If we choose n = 2, i.e., design a two-layer absorber,
then the input impedance can be simplified as

Zin = Z2
Zin1 +Z2tanh

[
j (2π f d2/c)

√μ2ε2
]

Z2 +Zin1 tanh
[

j (2π f d2/c)
√μ2ε2

] (6)

where

Zin1 = Z0

√
μ1

ε1
tanh
[

j
2π f d1

c
√

μ1ε1

]
(7)

and the overall reflection coefficient is

Γ =−20lg
∣∣∣∣Zin−Z0

Zin +Z0

∣∣∣∣ . (8)

In the above, Zin1 is the wave impedance at the surface of
the first layer and Zin is the wave impedance at the second
layer. With the reflection coefficient, we can calculate
the absorption of the incident EM wave normal to the
planar multilayered absorber.

Based on the above method of evaluating the perfor-
mance of absorbers, we can then design desirable mul-
tilayered absorbers. How to determine the number of
layers, type of materials, and thickness of each layer is
the key in the design, and optimization algorithms can be
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used to efficiently select those parameters with a low cost
[28]. Compared with other optimization methods, the
PSO is an efficient method that can be easily used in the
design of absorbers [29]. The PSO was inspired by a fly-
ing swarm of birds searching for food and we use it to
seek optimal values for the thickness of each layer and
the number of layers [30]. In order to obtain the optimal
result, we should take the total thickness, bandwidth, and
reflection peak together into consideration. Therefore,
the cost function to be optimized can be set as [31, 32]

f = k1 ·Γmin + k2 ∑di + k3 ·WB+ k4 ·Γave

i = 1,2,3, . . . ,n (9)

where Γmin is the minimum of reflection coefficient, di
is the thickness of ith layer, WB is the bandwidth of
the absorber, Γave is the average of reflection coefficient,
and k j ( j = 1,2,3,4) is the weight of each term. Also,
∑di represents the total thickness of the multilayered
absorber. Selecting the appropriate weight for each term,
we can get the optimal values for those parameters by
minimizing the cost function.

Considering the simplest case, namely, the number
of layers is chosen as n = 2, we can get a planar design.
The two-layer absorber is composed of the matching
layer and absorbing layer. The matching layer on the
top of the absorber consists of the material S1 while the
absorbing layer on the bottom of the absorber consists
of the material S2. After using the PSO to minimize
the above cost function, we can obtain the optimal value
2.13 mm for the matching layer and 0.87 mm for the
absorbing layer, respectively, and the total thickness of
the absorber is then 3.0 mm. With the optimal thickness
of each layer, the reflection coefficient of the two-layer
absorber can be calculated and is shown in Figure 4.

As shown in Figure 4, the absorber can cover
most of the frequency range from 2.0 to 18.0 GHz.
Furthermore, the bandwidth of the absorber is 14.63 GHz

Fig. 4. Reflection coefficient of a two-layer absorber.

Table 1: Multilayered absorber design (unit: mm)
Absorber Layer I Layer II Layer III Layer IV Layer V

Type I S1 - - - -
3.00 - - - -

Type II S2 - - - -
3.00 - - - -

Type III S1 S2 - - -
0.64 0.30 - - -

Type IV S2 S1 - - -
0.87 2.13 - - -

Type V S2 air gap S1 - -
0.01 0.87 2.20 - -

Type VI air gap S2 air gap S1 -
0.01 1.14 1.16 1.03 -

Type VII S2 air gap S2 air gap S1
1.19 1.14 0.33 1.47 1.06

ranging from 3.37 to 18.0 GHz. The minimum return
loss appears at 5.14 GHz and the value is −14.42 dB.
These data demonstrate that the two-layer absorber has a
good performance.

If we increase or decrease the number of layers,
the behavior of the absorber could significantly change.
When a multilayer absorber is designed, the performance
of absorber will vary in terms of the thickness of each
layer, type of materials, and number of layers. Based on
the design of two-layer absorber, we change the number
of layers from 1 to 5 and the thickness of each layer is
different in different cases. Through the optimization by
the PSO, we obtain seven multilayered designs and the
final results are shown in Table 1.

As we can see from Table 1. the seven designs
have different values for the number of layers, type of
materials, and thickness of each layer, and their perfor-
mances vary greatly in the working frequency range of
2.0−18.0 GHz, as shown in Figure 5.

From Table 1 and Figure 5, we can see that the
designs of Type I and Type II are both single-layer
absorbers with a narrow bandwidth. The reflection
peak of Type-I design cannot reach a reflection peak
of −10 dB when the thickness is 3.0 mm, and Type-II
design only covers a very narrow frequency band with
a thickness of 3.0 mm. Thus, a single-layer absorber
cannot well absorb the EM energy at most frequencies
and a multilayered design is needed to increase both the
reflection peak and bandwidth. Type-III design consists
of the material S1 as the absorbing layer and the material
S2 as the matching layer. As shown in the Table 1 and
Figure 5, this design presents a good reflection peak with
about −30 dB and covers a wider frequency band from
12.0 to 18.0 GHz. After exchanging the materials of the
matching layer and the absorbing layer, Type-IV design
shows a lower reflection peak with about −15.0 dB, but
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Fig. 5. Reflection coefficients of multilayered absorbers.

its bandwidth increases to nearly 15.0 GHz. After adding
several air gaps to the design, we can get three different
planar designs which are labeled as Type V, Type VI,
and Type VII, respectively. Type-V design is a three-
layer absorber composed of the material S1, an air gap,
and the material S2. Its total thickness is 3.18 mm and
bandwidth is also nearly 15.0 GHz. The total thickness
of Type-VI design is 3.34 mm and its reflection peak
reaches −43 dB. However, Type-VI design cannot give
a good absorption performance at lower frequencies. In
addition, Type-VII design is a five-layer absorber which
consists of the material S1, two air gaps, and the material
S2. Its absorption performance is improved because its
absorption can cover all frequencies in the bandwidth of
2.0−18.0 GHz. Moreover, its total thickness is 5.37 mm
which is still small, and its minimum reflection peak
achieves −17.0 dB. From the above results, it is clear
that increasing total thickness by increasing the number
of layers can significantly improve the performance of
absorbers, but the thickness is still small enough when
the wisely chosen composite materials are used.

IV. DESIGN OF ABSORBERS FOR COATING
REAL OBJECTS

The above designs assume that the surfaces of absorbers
are planar and infinitely large, but the absorbers need
to cover the surfaces of arbitrarily shaped objects rather
than infinitely large planar surfaces. Thus, it is required
that the designed absorbers should not only have a wide
bandwidth but also be insensitive to the incident angles
of incident waves. We investigate how the incident
angles impact the performances of absorbers by choos-
ing Type-IV and Type-VII designs from the previous
designs as examples and setting up four different inci-
dent angles from 0◦ to 45◦ with an interval of 15◦. With
the four different incident angles, we calculate the reflec-

tion coefficients for Type-IV and Type-VII designs and
the results are shown in Figures 6 and 7, respectively.
Type IV is a two-layer planar design whose thicknesses
of the matching layer and absorbing layer are 2.13 and
0.87 mm, respectively. The planar design can cover the
frequency range from 3.37 to 18 GHz with a bandwidth
of nearly 15 GHz. The minimum reflection loss appears
at 3.26 GHz with a value of −17.75 dB. Additionally,
the total thickness of the design is only 3.00 mm, which
is very thin. As shown in Figure 6, there are four absorp-
tion rates that are similar to each other but in different
positions. The reflection coefficient becomes smaller at
a certain frequency when the incident angle increases
from 0◦ to 45◦. Moreover, similar results can be seen
when the incident angle is 0◦ and 45◦, which means that
the design can still give an optimal performance if the
range of incident angle is not very large. Even though the
incident angle increases to 45◦, all the four cases have
shown a good performance and their reflection coeffi-
cients are below −7.0 dB for most frequencies from 2.0
to 18.0 GHz.

Fig. 6. Reflection coefficient of Type-IV design at four
different incident angles.

Fig. 7. Reflection coefficient of Type-VII design at four
different incident angles.
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Type VII is a five-layer planar design, which con-
sists of the material S2, an air gap, the material S2, an
air gap, and the material S1 in the order from the bot-
tom to the top. In addition, thicknesses of five layers
from the bottom to the top are 1.19, 1.14, 0.33, 1.47, and
1.06 mm, respectively. The absorber can overcome the
drawback of Type-IV design, i.e., the poor performance
at lower frequencies. It can achieve a broadband from 2.0
to 18.0 GHz and a minimum reflection loss at 5.14 GHz,
whose value is −14.42 dB. Obviously, Type-VII design
gives a better performance as shown in Figure 7. This
clearly demonstrates that the smaller the incident angle
is, the lower the absorption rate of Type-VII design is.
In addition, the four curves in Figure 7 resemble each
other but have different Y -axis positions. Furthermore,
the reflection coefficients of all the four cases are not
more than −7.0 dB at the frequency range from 2.0 to
18.0 GHz.

Compared to the Type-IV design, the Type-VII
design has better results for all the four cases. Type-
VII design can still produce excellent results for all the
four cases even at lower frequencies, and its minimum
reflection loss is also smaller than that of Type-IV design.
Nevertheless, both Type-IV and Type-VII designs are
insensitive to the incident angles; so they can both per-
form well when coated at other objects with different
shapes.

In order to validate the performances of designed
absorbers, we coat the absorbers on the surface of a PEC
cylinder and calculate the monostatic RCS for the cylin-
der with and without the coating. The PEC cylinder has
a height of h = 60 mm and a cross-sectional radius of
a = 60 mm, which is equivalent to two wavelengths at
the frequency of 10 GHz. We select three incident angles
to verify the absorbing capacity of two types of coat-
ing materials. When the incident wave perpendicularly
incidents to the upper circular surface of the cylinder
and its polarization is horizontally polarized, the results
of monostatic RCS of the cylinder with Type-IV coat-
ing or Type-VII coating or without coating are shown in
Figure 8.

Figure 8 shows that the performance of two kinds
of coating is obviously better than that without the coat-
ing and the performance of the Type-IV coating is bet-
ter than that of the Type-VII coating, especially at the
lower frequencies from 2.0 to nearly 14.5 GHz. From
14.5 to 18 GHz, the performance of Type-IV is better
than Type-VII. The Type-IV coating can help to reduce
the RCS in minimum 2.0 dB at 2.0 GHz and in max-
imum 17.5 dB at 17 GHz. The Type-VII coating can
help to reduce the RCS in minimum 5.0 dB at 2.0 GHz
and in maximum 16.5 dB at 12.0 GHz. The RCS of the
PEC cylinder without the coating increases from −10.0
to 7.0 dB as the frequency increases. In addition, for

Fig. 8. Comparison of monostatic RCS solutions for the
PEC cylinder without and with the coating tested by the
perpendicularly incident wave.

the Type-IV coating, its RCS reduction becomes larger
as the frequency increasing in most part of the opera-
tion band. While with the coating of Type-VII, its RCS
reduction becomes larger from 2.0 to 9.0 GHz and then
maintains a large reduction of nearly 14 dB from 9.0 to
18 GHz.

When the incident wave which is horizontally polar-
ized incidents with an angle of 45◦ to the upper circular
surface of the cylinder, the results of RCS of the cylin-
der with Type-IV coating or Type-VII coating or with-
out coating are shown in Figure 9. The RCS of the
PEC cylinder without the coating is below −20 dB at

Fig. 9. Comparison of monostatic RCS solutions for the
PEC cylinder without and with the coating at the incident
angle of 45◦ to the upper circular surface of the cylinder.
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Fig. 10. Comparison of monostatic RCS solutions for the
PEC cylinder without and with the coating at the incident
angle of 90◦ to the upper circular surface of the cylinder.

low frequency and decreases to−30 dB as the frequency
increases to 18 GHz. Both of the coatings have the abil-
ity to reduce the RCS more than 8.0 dB at most of the
frequency band. At a huge part of the frequency band,
the reduction of Type-VII coating is higher than that of
Type-IV coating, especially at the lower frequencies and
higher frequencies.

By further using the incident wave which is hori-
zontally polarized incidents with an angle of 90◦ to the
upper circular surface of the cylinder, the Poynting vec-
tor of the incident wave is parallel to the upper circular
surface, and the new different consequences are obtained
as shown in Figure10. From the figure, it can be seen
that the coating on the cylinder generates a similar RCS
reduction to that of the coating on an infinitely large
plate. The performance of Type-IV coating is good at
a huge part of the frequency band but cannot give a good
RCS reduction at nearly 2.0 GHz. However, the Type-
VII coating can reach a low RCS from 2.0 to 18 GHz
and can help RCS to reduce 8.0 dB in most of the tar-
geted frequency band. The Type-VII coating also has
two absorption peaks at 3.5 and 14 GHz.

V. CONCLUSION

We develop a novel approach to reduce the RCS of tar-
gets by using multilayered composite absorbing materi-
als. The first-layer material S1 has a superb impedance
matching capability and the second-layer S2 has a good
absorption characteristic, and their overlay constitutes
the design of multilayered absorbers. In order to design
more efficiently, we apply the TLT to analyze the per-
formance of absorbers and employ the PSO to seek the
optimal thicknesses of each layer, number of layers, and
type of material of each layer. Seven designs with dif-

ferent thicknesses, materials, and numbers of layers are
finally figured out and they have shown good perfor-
mances. Particularly, when we change the incident angle
θ of incident wave from 0◦ to 45◦, it is found that both
Type-IV and Type-VII designs among the seven designs
are insensitive to the incident angles. Also, they have a
small thickness and a broad frequency band. We then
coat the designed absorbers on the surface of a PEC
cylinder and compare the reductions of RCS between
without and with the coating. It is found that the Type-
VII coating can provide much more reduction of RCS
than the Type-IV coating, especially at low frequencies.
In addition, both designs have at least 8.0 dB reduc-
tion of RCS in the most part of the frequency band
from 2.0 to 18.0 GHz. To sum up, these two mate-
rial coatings have wide working bandwidths and have
high relative bandwidths. They have a high absorp-
tivity when the EM waves are incident vertically. In
addition, it can be seen that these materials are angle
insensitive relatively in the simulation process of the
cylinder. The excellent dielectric constants also make
these materials have a certain industrial application abil-
ity. The simulation results demonstrate that the designed
absorbers can effectively reduce the RCS of real objects
and could be good candidates for the stealth designs
of targets. More importantly, this method using TLT
and PSO algorithms can greatly simplify the original
complex design process, save a lot of simulation time,
and can be widely used in the design of many kinds of
materials.
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Abstract – Satellite-communication effectiveness evalu-
ation is one of the key issues in the field of satellite com-
munication links for satellite operation, maintenance,
and emergency communication. However, conventional
model-based calculation methods require accurate mete-
orological parameters, thus not applicable to practical
engineering problems. In this paper, a hybrid method,
combing direct calculation and equilibrium approxima-
tion, is proposed to evaluate the effectiveness of a satel-
lite communication system, with distributed multi-node
receiver stations on the earth. Especially, the proposed
equilibrium approximation approach is resilient to mete-
orological factors. Field tests corroborate the feasibility
of this new method for real-world problems.

Index Terms – Satellite communication, effectiveness
evaluation, equilibrium approximation.

I. INTRODUCTION

The effectiveness evaluation of satellite communica-
tion links has attracted more and more attention in recent
years, as it plays a critical role for the satellite oper-
ation/maintenance, emergency/disaster relief, counter-
terrorism, and stability maintenance. When natural
disasters or human-made emergencies interrupt the oper-
ators’ network communication, satellite communications
are more advantageous than other communication tools
for rescue activities, because it has broader coverage
scopes and is resilient to human attacks and weather con-
ditions. However, the satellite communication is vul-
nerable to electromagnetic interference, due to various
factors, such as time, path, and meteorological condi-
tions (temperature, humidity, air pressure). Therefore,
it is mandatory to evaluate the effectiveness of satellite
communications.

The effectiveness of satellite communication refers
to its quality and ability. Previous research on satellite

performance assessment mainly focuses on the calcu-
lation of satellite links based on the attenuation model,
as the effectiveness is mainly affected by various atten-
uations in the process of satellite signal transmission,
such as free space propagation loss, rain attenuation,
cloud attenuation, atmospheric gas attenuation, etc. The
rain attenuation, cloud attenuation, and atmospheric
gas attenuation are closely related to climatic condi-
tions. Because of the complexity of these attenuation
calculations and their important impact on satellite
communications, they have attracted extensive atten-
tion. In the past few decades, many classic atten-
uation models have been proposed and widely used,
such as (1) cloud attenuation models: the Salonen
and Uppala (SU) model [1] and Dissanayake’s model
[2, 3]; (2) rain attenuation models: the Recommen-
dation ITU-R P.838-3 [4], Karasawa model [5], and
SAM model [6]; (3) atmospheric gases attenuation mod-
els: Liebe’s models [7, 8] and the Recommendation
ITU-R P.676-12 [9].

Some recent studies have focused on refining these
existing models with local climate conditions. In [10],
the precipitable water vapor (PWV) data, from the
Global Navigation Satellite System (GNSS), is intro-
duced into the ITU-R cloud attenuation model, which
helps achieve higher temporal and spatial resolutions for
the tropical region. In [11], annual and monthly CCDF
(Complementary Cumulative Distribution Functions) of
rainfall rate and rain attenuation are proposed by analyz-
ing the collected data of the Guiana Space Centre (CSG)
in Kourou (French Guiana). In [12], by using rainfall
rate measurements collected in Howard College at Uni-
versity of Kwa-Zulu Natal, the rainfall attenuation time
series generated by the Synthetic Storm Technique [13]
are compared with other raindrop size distribution mod-
els (the Lognormal (LGN), Gamma (GM), and Weibull
(WBL) distributions). In the model-based calculation
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method, accurate meteorological parameters, such as
rainfall height, rainfall, temperature, and cloud height,
must be known. However, in the real operation, due to
the limitations of geographic space, the real-time effec-
tiveness evaluation of satellite communications often
faces the following difficulties: (1) The data are gen-
erally statistical data over the years, thus poorly avail-
able [14]; (2) Because most models are sampled from
several specific areas, their universality is doubtful [15].
Therefore, most model-based methods are usually lim-
ited to ideal scenarios, but not applicable to real-world
engineering problems.

To resolve this problem, we propose a hybrid
method, based on the direct calculation and equilibrium
approximation. The innovation of this method lies in
the introduction of the distributed satellite earth stations
network for the effectiveness evaluation of satellite com-
munication links. It is worth noting that the meteoro-
logical conditions in a certain area are relatively stable
and consistent [16]. By building a distributed network
of satellite earth stations, we use the data collected by
multiple earth stations to calculate the transmission loss
of the target station, so the long-term historical data is
not required; instead, only short-term or real-time mea-
surement data is needed. This hybrid method, based
on the traditional model-based link calculation method,
decomposes the satellite transmission loss calculation
into multiple parts, and combines the theoretical direct
calculation with the equilibrium approximation calcula-
tion. It is simple to use the theory to directly calcu-
late the losses that are not related to the weather and
the atmosphere. However, the direct use of the the-
ory to calculate the losses related to the atmosphere and
meteorological factors is not only complicated to calcu-
late the model, but also difficult to obtain related mete-
orological parameters. Therefore, the losses related to
atmospheric and meteorological factors are calculated
using the equilibrium approximation method. The mete-
orological variables required by this method are sim-
ple, and the corresponding model is relatively simple.
The combination of the two reduces the computational
complexity, and makes it easier to use in practical engi-
neering. Furthermore, we perform field experiments,
corroborating that this new method can effectively
eliminate the impact of uncertain meteorological fac-
tors. Therefore, this hybrid method has important appli-
cation value for satellite communication effectiveness
evaluation.

The novelties from this study, for the effective-
ness evaluation of satellite communication links, are
summarized as follows:

1. The network of distributed satellite ground sta-
tions is constructed, which enables real-time perfor-
mance evaluation.

2. A new hybrid method combining direct calcu-
lation and equilibrium approximation to evaluate
the effectiveness of satellite communications is
proposed. This new technique has more accurate
predictions and wider application scopes than con-
ventional methods.

The remainder of this paper is structured as follows.
In Section II, we analyze the satellite communication
links and their influencing factors. Section III describes
satellite communication effectiveness evaluation based
on the topology structures. In Section IV, We explain the
rain attenuation model based on multi-node reception in
this method in detail. The field experiments are shown
in Section VI. Finally, Section VII draws the concluding
remarks.

II. ANALYSIS OF SATELLITE
COMMUNICATION LINKS AND

INFLUENCING FACTORS
A. Transmission characteristics of satellite communi-
cation

As shown in Figure 1, the one-way satellite commu-
nication link is composed of the uplink from the earth
station to the satellite, and the downlink from the satel-
lite to the earth station [17]. PT E is the transmitting
power at the output of the earth station. LU is the total
path loss of the uplink. PRS is the received power of
the satellite transponder. PT S is the transmitting power
of the satellite transponder. LD is the total path loss of
the downlink. PRE is the received power at the input of
the earth station. The effectiveness of satellite communi-
cation mainly depends on the signal quality received by
the receiving station. So, this paper mainly focuses on
the downlink transmission from the satellite to the earth
station.

B. Influencing factors of satellite communication
effectiveness

In the satellite downlink, the main factors affect-
ing the receiving signal of the earth station are the

Fig. 1. The diagram of one-way satellite communication
link.
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transmission power of the satellite transponder and
the loss from the transmission process of the satellite
antenna to the ground receiving system.

When there is no interference, satellite communi-
cation executes strict power control to ensure that the
transparent transponders operate in linear regions [18].
However, in practice, satellite communications may be
interfered by uplink or downlink. When there is uplink
interference, the transponder will change from linear
state to nonlinear state or even saturated state with the
increasing of the interference power, thus affecting the
communication. In order to evaluate the effectiveness
of satellite communications, it is necessary to measure
the transmission power of the satellite transponder in real
time.

In the transmission process from the satellite
antenna to the ground receiving system, the signal passes
through the upper atmosphere, the ionosphere, the strato-
sphere, and the troposphere] in turn. From the perspec-
tive of computational electromagnetics, such large-scale
long-distance wave propagation can be well resolved
by the total/scattered-field transmission technique [19].
It is noteworthy that [20] proposes a comprehensive
computational electromagnetic algorithm, which is a
remarkable tool in recent years for accurate modeling
of electromagnetic wave propagation in multi-scale com-
plex media.

The transmission loss in this process mainly
includes the following two types:

1. Free space transmission loss L f d : The loss is caused
by energy diffusion with the increase of transmis-
sion distance in the process of radio wave propaga-
tion in free space.

2. Atmosphere and ionosphere loss Laid : When the
radio wave propagates through the atmosphere, it
is affected by the absorption loss of the atmosphere,
including the absorption of the ionosphere, and the
absorption and scattering of oxygen molecules and
water vapor molecules in the troposphere, clouds,
fog, rain, snow, etc. These losses are closely related
to the frequency of the electromagnetic wave [21],
the elevation of the beam [20], and meteorological
conditions.

The methods to predict the rain attenuation for a
given path can be grouped into two categories, namely,
physical and semi-empirical approaches. When a physi-
cal approach is used, all the input parameters are required
[17]. Most prediction models resort to semi-empirical
approaches. However, these semi-empirical approaches
are mainly developed and evaluated using data collected
in several specific areas. Therefore, they are not very
effective to predict attenuation in other regions. In order
to enable them to have a sufficiently preventative effect

on the attenuation in other regions, an extensive mete-
orological database has to be used; however, these data
are not usually available in most regions of the world.
Therefore, in this paper, we propose a new method,
combing direct calculation and equilibrium approxima-
tion to measure its effectiveness. The free space trans-
mission loss can be directly calculated by the formula
under the condition that the longitude, latitude, and alti-
tude of the target point are known. Atmospheric and
ionospheric loss is related to the real-time atmospheric
and space conditions, but it is difficult to accurately mea-
sure the atmospheric and space parameters in real time,
so the indirect equilibrium approximation approach is
applied.

III. SATELLITE COMMUNICATION
EFFECTIVENESS EVALUATION BASED ON

TOPOLOGY STRUCTURE

A. System model

According to the working orbit, the satellite com-
munication system can be divided into high orbit satel-
lite communication system (GEO), medium orbit satel-
lite communication system (MEO), low orbit satellite
communication system (LEO). Among them, the high
orbit satellite communication system is a geostation-
ary orbit satellite communication system. At present,
communication satellites are mainly concentrated in the
geostationary orbit. The geostationary orbit satellite is
farther from the ground than other satellites, so it has
a longer propagation delay and larger link loss. This
paper focuses on the effectiveness evaluation of high
orbit satellite communication systems. The satellites
mentioned below refer to the geostationary communica-
tion satellites.

The coverage area of the satellite communication
system is very wide. The beam of one geostationary
communication satellite can cover 38% of the earth’s sur-
face, so the corresponding satellite signal can be received
by the earth station at any point in the satellite beam
coverage area. In this paper, it is assumed that mete-
orological conditions within 50 km are stable and con-
sistent. The network with certain topological structures
is formed, by setting a certain number of earth stations
near the target earth station. According to the stability
and consistency of meteorological conditions, the rele-
vant parameters of the target earth station are calculated,
by using the signals from the nearby earth stations.

Considering the problem of satellite communica-
tion effectiveness evaluation under the condition of dis-
tributed multi-node reception, its topological structure
model is shown in Figure 2. P is the target station,
and Z is the satellite. Suppose that a total of n earth
stations are selected for effectiveness calculation, and
their set is expressed as N = {X1,X2, ...,Xn}. Due to
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Fig. 2. The distributed multi-node reception model.

the different methods used to calculate the transmitting
power of satellite transponder and the loss of atmosphere
and ionosphere, these n earth stations are divided into
two sets M and K. Note that M and K can have inter-
section. The data obtained from earth stations in M are
used to calculate the transmitting power of the satellite
transponder, and the data obtained from earth stations in
K is used to calculate the atmospheric and ionospheric
losses.

B. Transmission power of the satellite transponder

Due to the large beam area of the satellite antenna,
m earth stations can be selected as M within the range of
our observation ability, when measuring the transmitting
power of the satellite transponder. The meteorological
conditions of these earth stations can be directly mea-
sured, that is, Li

aid is known. The longitude and latitude
of the earth station and the orbital position of the satel-
lite are known. The calculation formula of the free space
transmission loss is

L f d =

(
4πL

λ

)2

, (1)

where L is the distance from the satellite to the earth sta-
tion and λ is the signal wavelength, the corresponding
Pi

RS of the earth station Xi (Xi ∈M) can be directly mea-
sured. Then the transmission power PT S of the satellite
repeater can be obtained[

Pi
T S

]
=
[
Pi

RE
]
+
[
Li

aid

]
+
[
Li

f d

]
,

[PT S] =
1
m ∑Xi∈M

[
Pi

T S

]
.

(2)

Note that the square brackets imply that
[·] = 10 log(·). (3)

C. Losses of the atmosphere and ionosphere

The atmospheric and ionospheric losses Laid are
mainly composed of the ionospheric absorption loss Liod ,
atmospheric absorption loss Lad , cloud attenuation Lcd ,

fog attenuation L f od , snow attenuation Lsd , and rain
attenuation Lrd ,
[Laid ] =[Lad ]+[Liod ]+ [Lcd ]+

[
L f od
]
+[Lsd ]+ [Lrd ] .

(4)
As shown in (4), the atmospheric and ionospheric

losses are mainly affected by meteorological factors,
such as the atmosphere, clouds, rain, snow, and fog.
Therefore, the following two situations should be con-
sidered, when we select earth stations to calculate atmo-
spheric and ionospheric losses:

1. The distance between the earth station and the target
point should be less than 50 km to ensure the simi-
larity of meteorological and atmospheric conditions
between the earth station and the target earth station
(50 km is an empirical value derived from meteo-
rological data, and reasons for choosing it will be
detailed in the following content.). And the closer
to the target station, the more similar the meteoro-
logical and atmospheric conditions in the transmis-
sion path of the signal received by the earth station
are to those of the transmission path of the signal
received by the target station.

2. Selected earth stations should be evenly distributed
around the target points. When the earth stations
are uniformly deployed near the target point, the
information near the target point can be obtained
more comprehensively, and the correlation of the
data received by the earth stations can be reduced.

According to the above criteria, k earth stations
within 50 km from the target point are selected as K.
When using the data collected by these earth stations to
calculate the atmospheric and ionospheric losses of the
target station, we divide the atmospheric and ionospheric
losses into two categories, the rain attenuation and losses
other than rain attenuation. The reason for this classifi-
cation is as follows.

Firstly, the ionospheric absorption, atmospheric
absorption, cloud, and fog attenuation are usually small
for satellite communications using C, Ku, and Ka bands.
The ionospheric absorption loss is generally 0.23 dB
[22, 23], and the atmospheric absorption loss, cloud
attenuation, and fog attenuation are relatively small, gen-
erally 0.03 dB to 0.2 dB [24]. In particular, the weather
such as snowfall is relatively rare, and the snowfall pro-
cess is often relatively short-lived. So we do not consider
snow attenuation in this article, i.e., [Lsd ] = 0. How-
ever, the raindrop radius is about 0.025 cm to 0.3 cm.
When the wave wavelength is comparable to the rain-
drop radius, such as Ku-band wave wavelength is about
1.5 cm to 2.5 cm, the rainfall will often cause consider-
able attenuation, which may be as high as 10 dB.

Then the ionosphere, atmospheric gases, cloud, and
fog are often evenly distributed in a certain area, while
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the rainfall is often uneven. This is determined by the
formation conditions of rainfall. As the water vapor
rises, the surrounding air pressure gradually decreases;
its volume expands, its temperature decreases, and it
gradually turns into tiny water droplets or ice crystals
floating in the air to form clouds. When the cloud droplet
grows to overcome the resistance of the air and the top
support of the updraft, and it does not evaporate when it
falls, precipitation can be formed. For example, a typ-
ical convective rain is rain formed by local heating of
the air near the ground or strong cooling of the upper
air, which causes convection of the upper and lower air,
the lower air to rise, the water vapor cools and con-
denses at high altitude. Its intensity is relatively large.
Strong convective rain may be accompanied by strong
wind, thunder and lightning, hail or tornado, but the rain
is shorter and the rain area is smaller, or distributed in
discontinuous strips. Figure 3 shows a convective rain
process in a region with short-duration heavy rainfall
[25]. The resolution of these images is 5 km. It can
be seen from the figure that even if the two points are
only about 5 km apart, their rainfall intensity may differ
by 16.9 mm/h and cause about 5 dB attenuation. In con-
trast, as shown in Table 1, the ionosphere, atmospheric
gases, cloud, and fog are relatively the same in a certain
area. Table 1 shows the meteorological data for parts
of Qingdao, China [25]. The rainfall in the table is the
cumulative rainfall for one hour. Although the difference
in rainfall in some areas is large, their other meteorolog-
ical conditions are not much different. By analyzing the
meteorological data of previous years and considering
the size of the town comprehensively, we choose 50 km
as the standard, that is, in this article we consider that the
ionosphere, atmosphere, cloud and fog in the area within
50 km range are similar.

To sum up, considering the fact that ionospheric
absorption loss, atmospheric absorption loss, cloud
attenuation, fog attenuation, and snow attenuation are
small, and the ionosphere, atmosphere, cloud and fog
conditions are consistent within 50 km, we assume that
the ionospheric absorption loss, atmospheric absorption
loss, cloud attenuation, fog attenuation, and snow atten-
uation of the earth station K are the same as those of the
target station, and they are constant. Then L j

aid of earth
station Xj (Xj ∈K) can be written as

[
L j

aid

]
=
[
L j

rd

]
+C, (5)

where[
L j

ad

]
+
[
L j

iod

]
+
[
L j

cd

]
+
[
L j

f od

]
+
[
L j

sd

]
=C. (6)

When calculating the rain attenuation of the tar-
get station, it is mainly divided into two situations for
discussion.

(a) 11/07/2021 19:00-20:00

(b) 11/07/2021 20:00-21:00

(c) 11/07/2021 21:00-22:00

(d) 11/07/2021 22:00-23:00

Fig. 3. A convective rain process.
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Table 1: Meteorological data of several areas in Qingdao

Time Location
Ground air

pressure(hPa)
Temperature

(◦C)
Rainfall
(mm)

Relative
humidity(%)

Total cloud
cover

Pingdu 996.66 29.04 0.00 72.03 0.71
Chengyang 999.42 28.31 1.10 79.04 1.00

Laoshan 997.74 27.70 0.50 81.64 0.992021.07.26 03:00

Huangdao 994.60 26.95 3.22 86.64 1.00
Pingdu 996.56 29.26 0.01 69.13 0.91

Chengyang 999.29 27.51 3.00 84.85 0.96
Laoshan 997.40 27.28 2.13 84.54 1.002021.07.26 04:00

Huangdao 994.44 26.16 7.83 90.58 0.85
Pingdu 996.21 29.81 0.47 68.51 1.00

Chengyang 998.65 27.12 4.33 88.18 1.00
Laoshan 996.87 27.23 2.61 86.29 1.002021.07.26 05:00

Huangdao 993.88 25.93 11.32 92.01 1.00
Pingdu 995.80 29.35 1.31 73.79 0.99

Chengyang 998.26 27.14 5.07 88.73 0.99
Laoshan 996.54 27.47 2.06 83.42 0.992021.07.26 06:00

Huangdao 993.48 25.97 11.05 92.41 1.00
Pingdu 995.43 28.65 0.00 79.53 0.99

Chengyang 998.07 27.19 0.10 87.38 0.98
Laoshan 996.40 27.14 0.12 87.06 0.992021.07.26 07:00

Huangdao 993.26 26.24 0.56 91.92 1.00

1. When the rainfall difference between all the earth
stations in K and the target station is less than 2
mm/h, the sum of weighted average of Xj is taken as
the atmospheric and ionospheric losses of the target
station, as shown in (7).[

Lp
aid

]
= ∑

Xj∈K

ω j

[
L j

aid

]
, (7)

with
ω j =

1[
d j ∑X j∈K

1
d j

] , (8)

and d j is the distance from the earth station Xj to
the target station. ω j is added, considering that the
closer the earth station is to the target station, the
closer their meteorological conditions are in theory;
so the data from the earth station closer to the target
station is of more reference value.

2. When the difference of rainfall between some earth
stations in K and target stations is greater than 2
mm/h, we need to use earth stations’ data to pre-
dict the rain attenuation of the target station. The
specific method will be explained in Section IV.

IV. RAIN ATTENUATION MODEL BASED
ON MULTI-NODE RECEPTION

Due to the greater impact of rain attenuation on
satellite links and the complexity of its calculations, it
has been a hot issue in the field of satellite communica-
tions for decades. Although more than 20 rain attenu-
ation models have been proposed so far, there are still

many related studies on rain attenuation in recent years.
These models can be divided into five categories: empir-
ical models, physical models, statistical models, gradual
models, and learning-based models. Among them, sta-
tistical models are widely used due to their simple input
parameters. Commonly used statistical models include
M-K model, ITU-R model, MARIMA model, etc. The
method in this article is also mainly improved on the
basis of ITU-R model.

A. ITU-R rain attenuation model

The Recommendation ITU-R P.838-3[4] is based on
the model proposed by Fedi, and its core is to adopt the
concept of equivalent path length, that is, to homogenize
the non-uniformity of rainfall by introducing a short-
ening factor with an equivalent effect. The shortened
path length is multiplied by the unit path attenuation
(attenuation rate) to obtain the actually measured rain
attenuation. The schematic diagram of the rainfall
attenuation of the ground-air path is shown in Figure 4.
The calculation of the ITU-R model is equipped with the
following steps:

1. Calculate the slant distance of the radio wave pass-
ing through the rain area, i.e., LS in Figure 4.

2. Calculate the rain attenuation rate γR. The rain
attenuation rate γR (dB/km) indicates the amount
of rain attenuation per unit of transmission dis-
tance, which is determined by the rainfall rate R0.01
(mm/h) and the polarization mode of the radio
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Fig. 4. Schematic diagram of rain attenuation on oblique
paths.

wave. It can be calculated by (9).
γR = k (R0.01)

α , (9)
where k and α are functions related to frequency,
path elevation, and polarization inclination.

3. Calculate the horizontal reduction factor r0.01:
r0.01 = 1/(1+LG/L0) , (10)

where L0 = 35e−0.015R0.01 , LG is the horizontal pro-
jection of the slant-path as shown in Figure 4 and is
given by the following expression:

LG = LS cosθ , (11)
4. The total predicted path attenuation A0.01 (dB) is

obtained from:
A0.01 = γRLE , (12)

where LE = LSr0.01 is the effective path length.

B. A robust new attenuation model

The calculation of rain attenuation rate and effective
path length is very important for the ITU-R model. But
k, α , and LE are difficult to measure directly. If empiri-
cal values are used, the effect may not be ideal when the
ITU-R model is applied in different climate zones. There
are also many papers dedicated to solving this problem.
For example, they use data from previous years in a cer-
tain area to revise k and α . The method in this paper is
different from this, we use the data measured at nearby
stations to calculate k, α , and LE . Since each earth sta-
tion is close enough to the target station and receives
the same signal from the transmitting station, their fre-
quency, path elevation and polarization inclination are
the same. Therefore, it can be considered that k and α
of each earth station and those of the target station are
the same, and their equivalent rain decline paths LE are
approximately equal. The atmospheric and ionospheric
losses of the earth station can be written as

[Lad ] = f (R,K,α,C) = KRα +C, (13)
where K = kLE , k, α , and C are the undetermined param-
eters. From the signals received by earth stations, k

Fig. 5. Data collection systems.

groups of observation data
(
R,
[
Li

aid

])
,Xj ∈ K can be

obtained. A nonlinear optimization problem is set up to
obtain the parameters (K∗,α∗,C∗), where we minimize
the objective function L([Laid ] , f (R,K,α,C)) for given
k groups of observation data,
(K∗,α∗,C∗)

= arg min
K,α,C

L([Laid ] , f (R,K,α,C))

= arg min
K,α,C

∑
Xj∈K

[[
L j

aid

]
− f (R,K,α,C)

]2
.

(14)

Then, the atmospheric and ionospheric losses of the tar-
get station can be calculated by estimating the rainfall of
the target station.

V. DATA COLLECTION AND PROCESSING

In order to verify the reliability of the method in
this paper, we selected a synchronous orbiting satellite in
orbit 113◦E and some earth stations in Qingdao, China
for field measurement. The relevant parameters of the
satellites and earth stations are shown in Table 2. In
order to collect the required signal reception power and
rainfall intensity data, we set up a data collection system
between the target station P and the earth stations S1, S2
and S3. The schematic diagram of the system is shown
in Figure 5.

The system is divided into two parts: the data stor-
age center set up in the target station, and the data acqui-
sition subsystem distributed in earth stations (including
the target station). Its data acquisition subsystem mainly
realizes the following functions.

1. Signal acquisition. Each earth station has a
Cassegrain antenna to receive satellite signals. As
shown in Table 2, the antenna parameters of dif-
ferent sites are different. All antennas have been
adjusted to point to the target satellite. The sig-
nal received by the antenna is transmitted to the
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Table 2: System parameters
Class Name Parameter

Orbital position 113◦ESatellite Downlink frequency (MHz) 12334
Antenna aperture (m) 7.5

Antenna efficiency 0.6
Position 36.104◦N, 120.460◦ETarget station P

Elevation (m) 45
Antenna aperture (m) 13

Antenna efficiency 0.6
Position 36.109◦N, 120.444◦E

Elevation (m) 46
Earth station S1

Distance from target station (km) 1.6065
Antenna aperture (m) 16

Antenna efficiency 0.6
Position 36.446◦N, 120.666◦E

Elevation (m) 84
Earth station S2

Distance from target station (km) 42.2625
Antenna aperture (m) 16

Antenna efficiency 0.6
Position 36.456◦N, 120.646◦E

Elevation (m) 84
Earth station S3

Distance from target station (km) 42.5299

computer room via the feeder and the low-noise
amplifier (LNA). Then we use signal acquisition
equipment to analyze its carrier and collect its
power. Finally, the collected data is transmitted to
the data storage center of the target station through
the network.

2. Rain intensity measurement. A tipping bucket rain
gauge is installed at each station. The rain gauge
can output the rainfall in the form of digital infor-
mation, which is on-off value. Through the data
recorder, it is sampled every one minute, and the
rainfall intensity of one-minute time integration can
be obtained. Then the rainfall intensity data is also
transmitted to the data storage center of the target
station through the network.

The data collected by this system needs to be pre-
processed when applied to the calculation of the method
in this paper. The collected carrier power needs to be
equivalent to the antenna receiving end in order to facili-
tate link calculations. The signal power actually received
by the earth station mentioned in the next section refers
to the carrier power equivalent to the antenna receiving
end. To this end, it is necessary to know the antenna
gain, feeder loss and LNA gain. The receiving gain of
the antenna can be calculated by (15) from the antenna
diameter and antenna efficiency.

G =
4πA
λ 2 η , (15)

where A is the area of the antenna aperture, λ is the wave-
length, and η is the antenna efficiency. The sum of the
feeder loss and LNA gain of the earth station is measured
at the input end of the feeder and the output end of the
LNA using data acquisition equipment. Therefore, the
signal power actually received by the earth station men-
tioned in the next section PSi is obtained from

PSi = P̂Si − [GSi ]− [LSi ] , (16)
where P̂Si is the signal power recorded by the signal
acquisition equipment of the earth station Si.

VI. EXAMPLE VERIFICATION

In order to verify the accuracy of the proposed algo-
rithm, field measurements are carried out under differ-
ent meteorological conditions, and the signal power of
the target station P calculated by the proposed method
is compared with the actual received power and the the-
oretical calculation power of ITU-R model. The ITU-
R model in the calculation below comes from the latest
ITU-R 2019 standard (Recommendation ITU-R P.341-
7 [26], Recommendation ITU-R P.676-12 [9], Recom-
mendation ITU-R P.838-3 [4], Recommendation ITU-R
P.839-4 [27], Recommendation ITU-R P.840-8 [1]).

We measured the target station and three earth sta-
tions at four time points (T1, T2, T3 and T4) during
26/07/2021 to 30/07/2021, and calculated the theoretical
value of P by using the data obtained from S1, S2 and S3.
The atmospheric and ionospheric losses of S2 station are
known. The meteorological conditions at T1, T2, T3 and
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Table 3: Weather conditions
Time T1 T2 T3 T4

P Cloudy Rain (41 mm/h) Cloudy Sunny
S1 Cloudy Rain (33 mm/h) Cloudy Sunny
S2 Cloudy Cloudy Sunny Cloudy
S3 Cloudy Rain (5.8 mm/h) Sunny Cloudy

Table 4: The power of each station and the calculated
power of P at the time of T1, T2, T3 and T4, frequency
12.334 GHz.

Power(dBW) T1 T2 T3 T4
PS1 (the actual
received power of S1) −148.79 −152.52 −148.77 −148.97

PS2 (the actual
received power of S2) −149.66 −147.82 −147.82 −150.17

PS3 (the actual
received power of S3) −150.76 −148.61 −148.68 −150.30

PP (the actual
received power of P) -149.06 −154.01 −148.15 −148.49

Pcal (the calculated
power of P) −148.90 −154.32 −147.80 −148.85

Pitu (the result
of ITU-R model) −149.19 −153.27 −148.58 −149.64

|Pcal−PP|(dB) 0.16 0.31 0.35 0.36
|Pitu−PP|(dB) 0.13 0.74 0.43 1.15

T4 are shown in Table 3. Tables 4 and 5 show the mea-
sured power of the four stations, the results calculated
by the method in this paper, the results calculated by the
ITU-R model, and their corresponding differences. In
order to more intuitively show the difference between
the measured data, calculated values and ITU-R model
values, we draw Figures 6 and 7. In Figures 6 and 7,
we compare the measured data, calculated values, and
ITU-R model values for carries with center frequencies
of 12.334 GHz and 12.700 GHz, respectively. Except
for T2, there was no rain at the four earth stations. So,
(7) was only needed to be used for calculation at other
times. At T2, P, S1 and S3 have rain, and the rainfall
of them is quite different. Therefore, (14) was used for
calculation. As shown in the above tables and figures, at
T1, when the carrier frequency is 12.334 GHz, the calcu-
lation accuracy of the method proposed in this paper is
slightly lower than that of the ITU-R model by 0.03 dB,
which is very small, and the calculation errors of the two
methods are very small, indicating that the two meth-
ods are relatively accurate. In addition, in other cases,
the method proposed in this paper has better computa-
tional accuracy than the ITU-R model. Especially in the
weather with heavy rain at T2, it can still maintain good
accuracy.

To confirm whether this method is suitable for dif-
ferent frequencies, we selected P, S1 and S2 stations and
measured nine carriers on 19/10/2021. There was no

Table 5: The power of each station and the calculated
power of P at the time of T1, T2, T3 and T4, frequency
12.700 GHz.

Power(dBW) T1 T2 T3 T4
PS1 (the actual
received power of S1) −160.93 −164.12 −161.19 −161.06

PS2 (the actual
received power of S2) −161.39 −160.60 −160.02 −161.52

PS3 (the actual
received power of S3) −162.36 −161.63 −160.60 −162.36

PP (the actual
received power of P) −160.99 −164.82 −160.22 −160.90

Pcal (the calculated
power of P) −160.12 −164.71 −160.71 −160.41

Pitu (the result
of ITU-R model) −159.28 −165.81 −159.14 −159.72

|Pcal−PP|(dB) −0.87 −0.11 0.49 −0.49
|Pitu−PP|(dB) −1.71 0.99 −1.08 −1.18
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Fig. 6. The actual received signal power and calcu-
lated signal power of the target station P, frequency
12.334 GHz.

rain at each station. The measurement data of each sta-
tion and calculation data are shown in Table 6. Figure 8
shows the error curve between the measured received
signal power of the target station and the theoretical
calculation value. As shown in Figure 8, for different
frequencies, the calculation error of the method proposed
in this paper is less than 1 dB. Therefore, we can con-
clude that the variation of frequency has little effect on
the accuracy of the method.

VII. CONCLUSION

In Table 7, we refer to some attenuation calculation
models newly proposed in recent years to compare with
our proposed model, in terms of function, model com-
plexity, dependent database, and university. Compared
with other methods, the method proposed in this paper
has the following advantages.
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Table 6: The actual received signal power and measured attenuation of different carriers

Frequency (GHz) 12.334 12.347 12.417 12.498 12.514 12.59 12.602 12.676 12.700

PP (dBW) −140.24 −136.19 −135.29 −129.52 −140.35 −128.62 −133.23 −142.5 −139.13

PS1 (dBW) −140.11 −135.22 −134.9 −129.59 −139.97 −129.21 −133.97 −142.19 −139.55

PS2 (dBW) −141.55 −135.56 −135.7 −130.97 −142.9 −121.87 −132.72 −141.27 −138.26

Calculation Result (dBW) −140.16 −135.24 −134.93 −129.64 −140.08 −128.94 −133.93 −142.16 −139.5

Absolute Error (dB) 0.08 0.95 0.36 0.12 0.27 0.32 0.7 0.34 0.37

Table 7: Comparison of several attenuation methods

Study Model Function
Model
complexity

Dependent database Universality

[1, 4, 9, 26, 27] ITU-R Model
Total
attenuations

Complex
Global historical
weather data

Universal

[28]
Enhanced Synthetic
Storm Technique
(E-SST)

Only rain
attenuation

Quite
complex

The rain height and
the storm velocity
extracted from ECMWF
(European Centre for
Medium-range Weather
Forecast) NWP products
every hour (ERA5 data-
base)

Universal

[29]
Rainfall Model Based
on a Multilayer
Medium Model

Only rain
attenuation

Quite
complex

None Universal

[30]
Model of Effective
Path-length Based on
Rain Cell Statistics

Only rain
attenuation

Complex
The Korea domestic
meteorological-radar
measurement data

Universal

[16]
Luini’s Gas Attenuation
Estimation Model

Only gas
attenuation

Simple

Zenith total delay
data obtained from
GNSS (Global Naviga-
tion Satellite System)
receivers

Universal

[10]
High Resolution
ITU-R Cloud
Attenuation Model

Only cloud
attenuation

Quite
complex

The radiosonde data
and the GNSS data

Tropical
Region

This
work

The hybrid method
combing direct
calculation and
equivalent approximation

Total
attenuations

Simple
Short-term data co-
llected by several
ground stations

Universal
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Fig. 7. The actual received signal power and calcu-
lated signal power of the target station P, frequency
12.700 GHz.

Fig. 8. The absolute errors of different carriers.

1. The computational complexity of our model is low.
Moreover, the data needed in this method are only
the received signal power and rainfall intensity of
the earth stations, which can be obtained through
ordinary signal acquisition equipment and rain
gauges. In contrast, the rain height and the storm
velocity required by E-SST and the precipitable
water vapor (PWV) data required by the high res-
olution ITU-R cloud attenuation model can only be
obtained through special equipment, which means
the data can only be obtained from professional
institutions. It increases the difficulty of data acqui-
sition and may result in insufficient spatial accuracy
of the acquired data.

2. The total attenuation of the link can be directly cal-
culated. The models in the table can only calculate
one or more attenuation except the ITU-R model.
Although the ITU-R model can calculate all attenu-

ations, its computational complexity is higher than
the method in this paper.

3. The dependent database is simple. As mentioned
in the first item, the data required is simple. More
importantly, it only needs to collect the ground data
in a short time. Except rainfall model based on a
multilayer medium model, other methods require
data collected over the years to ensure the accuracy
of the model.

4. Our model has universal applicability. The high res-
olution ITU-R cloud attenuation model is mainly
applicable to the tropics, because it uses the
database of the tropics to modify its model.
Although the ITU-R model is a universal model,
current studies have shown that its adaptability in
some areas (such as the tropics) is not very good.
The universality of modeling of effective path-
length based on rain cell statistics is also question-
able, as it drives parameters of rain cell statistics
from Korea domestic meteorological-radar mea-
surement data. The method in this paper is calcu-
lated by the earth station deployed near the point of
interest, so its adaptability to different regions can
be guaranteed.

In conclusion, this paper presents a hybrid method
combing direct calculation and equilibrium approxima-
tion to evaluate the satellite communication effective-
ness. This method only needs to use short-term or real-
time data to calculate the attenuation, and the corre-
sponding link effectiveness can be accurately calculated
under the condition where the transmitting power of the
satellite is uncertain and the meteorological conditions
of the target earth station cannot be measured. Since
this method does not modify the attenuation model by
using historical data, it only needs to select the station
near the target point, thus insensitive to the target point.
Therefore, this method is applicable to regions with dif-
ferent climates. Furthermore, we perform field tests on
a synchronous orbiting satellite in orbit 113◦E and some
earth stations in Qingdao, the predicted results using our
proposed model are compared. The results show that
the proposed method has an improved performance than
conventional ITU-R model.
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Abstract – Compared with the traditional actuator, the
fluid momentum controller actuator based on magneto-
hydrodynamics (MHD) has some unique advantages and
characteristics. In this paper, a method is proposed for
the shape optimization of fluid momentum ring cross
section. Based on the engineering situation, this arti-
cle proposes a mathematical model of angular momen-
tum that can be used for analytical calculations. Second,
the two shapes obtained are unified and mathematically
expressed in terms of maximum power and minimum
resistance, respectively. Finally, the particle swarm algo-
rithm is used to optimize the parameters of the proposed
shape in combination with finite element method (FEM).
Compared with the common rectangular section scheme,
the attitude adjustment performance of fluid momentum
ring can be effectively improved. Specifically, for the
same area of cross section, the fluid momentum rings
with the proposed shape provide the angular momen-
tum values that exceed those of the rectangular shape by
14%-17% for the cases considered. This method avoids
the huge computation of computational fluid dynamics
and multidisciplinary topology optimization.

Keywords – shape optimization, cross section, magneto-
hydrodynamics (MHD), satellite attitude.

I. INTRODUCTION

Attitude control of satellites is an important part of
performing space missions. There are several implemen-
tations of satellite attitude control, among which the fluid
momentum ring possesses some unique advantages. The
magnetohydrodynamics (MHD) based fluid momentum
ring without bearings and moving rigid bodies has good
research prospects. In 1988, NASA proposed a patent
[1], explaining the concept and functioning of the flu-
idic momentum controller (FMC). This paper discusses
the MHD-based fluid momentum ring, driven by electro-
magnetic forces. The related study involves the problem
of coupled electromagnetic fluid multi-physical fields,

and the related calculations are more complicated. There
have been many studies [2–6] on fluid momentum rings
based on MHD in the past decades. The fluid momentum
ring adjusts the attitude of the satellite following the con-
servation of angular momentum, as shown in Figure 1.
The fluid in the fluid cavity is subjected to an electro-
magnetic torque that changes the flow velocity, while the
satellite body is subjected to a reaction torque. Different
fractional models are estimated of unsteady MHD flow
by Talha Anwar, and the solutions of velocity and energy
are reached by a series of algorithms [7–11].

In the existing studies, the pipe cross section is cir-
cular or rectangular. Through analysis and compari-
son, the rectangular section is conducive to maximize
electromagnetic force, while the circular section is con-
ducive to minimize hydraulic resistance. In 2007 [12],
MHD transient flows in rectangular cross-sectional chan-
nel is analyzed. Different cross-sectional aspect ratios of
rectangular shape are discussed [13]. For satellite atti-
tude actuators, efficiency and weight are sensitive, and
the rectangular cross section is clearly not the optimal

Fig. 1. Conservation of angular momentum between the
fluid ring and the satellite.
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solution. The shape optimization of the momentum ring
cross section based MHD represents a challenging com-
putational problem because optimization program needs
to call MHD multiple physical field solutions includ-
ing computational fluid dynamics (CFD) for many times,
which brings a huge amount of computation. In addition,
common shape optimization treatments need to deal with
the problem of boundary interpolation and the transition
problem of different boundary conditions.

Based on the optimization theory and the study of
FMC based on MHD, this paper presents a unified equa-
tion for circles and rectangles to describe the shape of
pipe interface. At the same time, a simplified MHD ana-
lytical model suitable for a fluid momentum ring is pro-
posed. These works make the pipe section shape and
the input electromagnetic field parameterized and estab-
lish a relationship with the angular momentum of a fluid
momentum ring, an important satellite attitude adjust-
ment parameter. Finally, an effective and fast framework
for the shape optimization design of the fluid momentum
rings is proposed. This method enables the implemen-
tation of the shape optimization of the cross section of
the FMC based on MHD, allowing the actuator’s attitude
adjustment performance to be improved.

II. PHYSICAL MODEL
A. Satellite control principle

The attitude control principle of FMC based on
MHD is the same as that of the flywheel. When the
satellite is in space, it will inevitably be subjected to the
torque of external disturbance Td , which will produce an
angular velocity ωs. Suppose the angular momentum of
the fluid in FMC is Hf and the angular momentum of
the satellite (excluding the fluid ring) is Hs. It can be
expressed as the following formulas:

Td =
dHs

dt
+

dHf

dt
+ωs×Hs, (1)

Considering only the single-axis problem here, we
have

ωs×Hs ≈ 0, (2)

Hf
∂ j
∂ t

= 0, (3)

where j is the unit vector, and Hf = Hf j.
If you require the satellite stable attitude, that is,

after the above integral there

Hf = Hf 0 +
∫ t

0
Tddt, (4)

where Hf 0 is the initial angular momentum of the
fluid ring. Thus, the maximum angular momentum
of a fluid ring indicates its ability to absorb external
torques.

According to the theory of electromagnetism, the
current perpendicular to the magnetic field will be
affected by the Lorenzo force, and FMC based on MHD

Fig. 2. Schematic diagram of electromagnetic drive.

is driven based on this basic principle. The vector prod-
uct of flux density B and current density J determines the
force acting on the liquid metal volume element:

dFe = (J×B)dV. (5)
In this work, the electromagnetic drive structure is

shown in Figure 2. The magnetic field is generated
by permanent magnets (PMs), the power supply is con-
trolled by current, and the electric and magnetic fields
are perpendicular to each other.

For a steady flow body, there is
ρ(U ·∇U) =−∇P+Fe +μ∇2U, (6)

where ρ is the density of the fluid, U is the velocity vec-
tor, Fe is the electromagnetic force, μ is the kinematic
viscosity of fluid material, and P is the inner pressure.
The cross section of the pipe is uniform and the shape
deformation is not considered. The mechanical equa-
tions are established using the mechanical equilibrium of
the fluid at steady state. The following principal assump-
tions are considered:

(1) The external magnetic field is a uniform static field,
and the induced magnetic field is neglected.

(2) The electrodes are excellent conductors, and the
single electrode is equipotential.

(3) The flow is unidirectional and one-dimensional.

According to engineering fluid dynamics, the fric-
tion loss in a continuous pipe is followed

Ff = h f S, (7)
where S is the area of the cross section of the pipe, and
h f reflects the pressure loss when flowing along a pipe
with equal cross section

h f = f
l
d

ρU2

2
, (8)

f =
64
Re

. (9)

In eqn (8), d is the hydraulic diameter of the liquid
in the pipe, f is the coefficient of friction, and l is the
length of the flow. Calculations confirm that the actual
flow state is laminar. In eqn (9), Re is the Reynolds num-
ber. The angular momentum of FMC is a very important
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Fig. 3. FMC with rectangular cross section.

parameter, which reflects its attitude adjustment ability.
It may be emphasized here that the cross section of the
pipe is the same everywhere, and the whole pipe is cir-
cular with radius R, as shown in Figure 3. According to
the definition of angular volume, the angular momentum
in this annular pipe is as follows:

Hf =
∫∫∫

V

ρ(xUy− yUx)dV. (10)

B. The proposed model

In order to obtain a suitable analytical model, the
flow field is simplified here. This enables the elec-
tromagnetic force to be brought into the fluid momen-
tum equation, and then the angular momentum analyti-
cal expression of the FMC can be obtained. For a closed
pipe loop, when the flow is steady, the power and resis-
tance are in balance, Fe =Ff . From the previous equation
related to pipeline losses, it further follows that

Ff = 2μ
Ul p2

e

S
, (11)

where pe is the circumference of the pipe cross section.
Here, the average flow velocity is used instead of the
three-dimensional flow field. It should be noted that such
an approximation requires R� l. Otherwise, the differ-
ence in flow velocity between the inside and outside will
be difficult to ignore. Inserting these equations, the angu-
lar momentum is as follows:

Hf =
RFeS2

μ p2
e
. (12)

It can be seen that the maximum angular quantity of
the fluid Hf is positively correlated with Fe, S2

p2
e

when the
confined volume (V = 2πRS) and the loop radius R are
considered. According to eqn (6), the electromagnetic
force Fe is proportional to the length of the current flow-
ing through it. It is obvious that rectangle is the topo-
logical solution of the optimal problem of Fe under the
constraint of pipe size. For the optimal problem of S2

p2
e
,

we can know from the basic geometry that the circle is
the solution of this problem.

Fig. 4. The proposed shape combining circle and rectan-
gle (λ = 0.3).

Fig. 5. The various cross-sectional shapes.

III. METHODS
A. The proposed shape scheme

According to the above study and analysis, it is
known that the electromagnetic driving force depends
mainly on the width of the cross section of the pipe for
the same magnetic field strength and current size. Fur-
ther, it is known that the driving force is maximum when
the pipe shape is rectangular. From the perspective of
the engineering fluid dynamics, the flow loss of the pipe
depends on the hydraulic diameter of the pipe for the
same flow rate and cross-sectional size. When the pipe
shape is circular, the flow resistance of the pipe is the
smallest. Here, the optimal problem for H is regarded
as a multi-objective optimization problem of the opti-
mal problem of with Fe and S2

p2
e
. Thus, this paper pro-

poses a new cross-sectional shape which is intermediate
between circular and rectangular and can be regarded as
a weighted combination of the two, as shown in Figure 4.
The equation is as follows:

(1− λ
2 )(

x2

l2 +
y2

h2 )+
λ
2

∣∣∣ x2

l2 − y2

h2

∣∣∣≤ 1
λ ∈ [0,1]

, (13)

where l and h are the positive lengths in the x-axis and
y-axis directions, respectively. λ is similar to a weighted
value, as shown in Figure 5. When λ =0, the shape is
elliptical, whereas when λ=1, the shape is rectangular.



351 ACES JOURNAL, Vol. 37, No. 3, March 2022

Table 1 The design space and initial value
Design parameters L(m) h(m) λ (m)

Lower bound 0.001 0.001 0
Initial values 0.03 0.01 0.5
Upper bound 0.05 0.05 1

Using calculus, the analytic equation for the area of
the proposed shape can be obtained as follows:

S =
πlh√
1−λ

+
2lh√
1−λ

(arcsin

√
1−λ√
2−λ

− arcsin
1√

2−λ
). (14)

Unfortunately, similar to the ellipse, there is no ana-
lytic expression for the perimeter of the proposed shape.
The value of the perimeter can be calculated numerically
with the help of finite element method (FEM).

B. Optimization problems

This section illustrates the method with a case study.
Here, a background magnetic field with a fixed inten-
sity of 0.1 T and a current DC source of 10 A are used.
The fluid material is liquid metal gallium. The kinematic
viscosity of gallium is 3.49 × 10−7m2/s at 303 K. Tak-
ing into account the size of the magnetic field area and
the practical environment, the relevant design dimension
parameters are shown in Table 1.

Overall, the design optimization problem can be
expressed as

find : l,h,λ
max : Hf (l,h,λ ) = RFeS2

μ p2
e

st : 0≤ λ ≤ 1
l ≤ lc,h≤ hc,S≤ Sc.

(15)

The complex shape optimization problem of MHD
background is simplified to the optimization problem of
three-dimensional design variables, which is to be solved
by the original particle swarm optimization (PSO).

The process of the shape optimization using the pro-
posed shape equation is summarized as follows.

Algorithm: The process of the shape optimization 
for FMC cross section 
Begin  
Initial the design variables: , ,l h , material 
parameters and B, I 

For I =1: n 
CAD, mesh  
If cS S  

Calculate fH  by FEM 

If fH <ε break end if 
End if  
New ( , ,l h ) by PSO to find the maximum of 

fH with all constraints  
End for  

End  

Table 2 Constraints of geometric and physical parame-
ters

Property Value Unit
lc 0.05 m
hc 0.05 m

Sc

0.005 m2

0.006 m2

(a) (b)

Fig. 6. Potential diagram. (a) The proposed shape. (b)
The rectangular shape.

IV. RESULTS AND DISCUSSIONS

The above optimization model is solved by PSO and
FEM. PSO is a population-based algorithm and is widely
used in the optimization of multivariable problems. A
population of particles called a swarm is moved toward
a maximum of an objective function.

To demonstrate the advantages of the proposed
shape scheme, rectangular section scheme is also calcu-
lated as a comparative study. The constraints of geomet-
ric and physical parameters are shown in Table 2.

In this study, the FEM analysis of electromagnetic
fields is carried out using COMSOL. The PSO is pro-
grammed in MATLAB R2019b. The number of particles
is 36 and the residual tolerance is set to be 10−5. The
optimization program was performed on a computer with
a 3.6 GHz Intel 9700 CPU and 32 GB of memory.

Figure 6(a) shows the simulation results for a gen-
eral rectangular cross section with the calculated angular
momentum of 6.3 × 10−3Nms, 6.68 × 10−3Nms. Fig-
ure 6(b) shows the optimized potential with the calcu-
lated angular momentum of 5.5 × 10−3Nms and 5.8 ×
10−3Nms.

Figure 7 shows the optimized current path and cur-
rent density. As shown in the figure, the current is
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(a)

(b)

Fig. 7. Current density diagram (the direction of the
arrow indicates the direction of the current, and the
length of the arrow responds to the size of the current
density).

(a)

(b)

Fig. 8. Electromagnetic force density diagram.

more concentrated in the four corner regions. The closer
λ is to 1, the more uniform the current distribution
is. Figure 8 shows the electromagnetic force density

Table 3 The angular momentum values calculated by
FEM of the proposed shape and rectangular shape

Sc
(m2)

Size
(m)

Hf
(mN*
m*s)

Rec-shape 0.05 0.05,0.025 5.5
0.06 0.05,0.0297 5.8

Opt-shape

0.05 0.05,0.0306,
0.204

6.3 14.5%

0.06 0.05,0.0334,
0.525

6.8 17.2%

distribution under the action of an ideal vertical magnetic
field. The same concentration phenomenon exists in the
four corners. Note that the electromagnetic force in the
central region is greater than that near the boundary.

After this optimization method, the performance of
FMC can be improved obviously. Table 3 shows com-
parisons between the rectangular shape and the pro-
posed shape in the terms of angular momentum, and the
enhancement is obvious.

Compared with the general shape optimization, it
has lower computational cost and does not need spline
interpolation.

V. CONCLUSION

In this work, we introduced a shape optimization
method for the cross section of FMC, where we seek
a balance between the shape for maximum electromag-
netic force and the shape for minimum hydraulic resis-
tance, such that the angular momentum is maximized.
The proposed method can provide an optimized cross
section for FMC quickly and efficiently. Compared
with the common rectangular cross-sectional scheme,
the attitude adjustment performance of FMC is obviously
improved. The optimized shape is smooth and continu-
ous and makes the follow-up design work easier.

(1) The article proposes a unified analytical equation
that can both describe rectangular, elliptical, and its
transition shapes simultaneously.

(2) Further, a shape optimization framework is devel-
oped. Its effectiveness is illustrated by an example,
which significantly improves the attitude adjust-
ment performance of FMC.

(3) In addition, the simplified calculation of the flow
field of FMC avoids the complexity of CFD and
makes the whole multidisciplinary optimization
practically operable.
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Abstract – Random pulse initial phase (RPIP) signal is
a kind of agility waveform which is commonly used
in pulse Doppler (PD) radar. Although RPIP has the
merit of restraining velocity deception jamming effec-
tively, its efficiency is restricted under the condition
of strong interference. To make the RPIP signal fully
play the anti-jamming performance, this paper pro-
posed a speed interference suppression method based on
adaptive dictionar that separates the target echo from
the strong jamming signal with good sparsity. First,
the prior knowledge of strong interference signal is
obtained by the technique of peak detection which is
combined with the dual channel processing. Second,
the quasi-Karhunen-Loeve transform (Q-KLT) basis of
interference signal is constructed based on the prior
knowledge, and the approximate Q-KLT basis of target
signal is constructed by the way of dictionary learning,
and those signals can be obtained from the adaptive dic-
tionary by the algorithm of base tracking (BP). Finally,
the effectiveness of the proposed method is verified by
numerical simulation, which proves that the method can
ensure a lower Doppler sidelobe in the strong interfer-
ence scene, which confirmed that it has a good anti-
velocity deception performance.

Index Terms – speed deception jamming, anti-jamming,
sparse decomposition, dictionary learning, KLT basis

I. INTRODUCTION

Pulse Doppler (PD) radar is one kind of radar sys-
tem that adopted moving target detection (MTD) tech-
nology to detect targets in noise, clutter, and interference.
It plays an important role in air reconnaissance, ground
moving target recognition, and air traffic control [1, 2].

In the electronic countermeasures (ECM) scenario, PD
radar often suffers from the serious threat of radar active
jamming [3]. Especially, with the development of dig-
ital radio frequency memory (DRFM), active deception
jamming with diversity and strong antagonism seriously
reduced the performance of PD radar detection [4–6].

In recent years, to protect PD radar from the veloc-
ity deception jamming, sparse decomposition and com-
pressed sensing have been applied to the field of radar
anti-jamming. They can separate the signals of target
and jamming from the echo and realize the suppression
of active deception jamming. Literature [7] constructed
an over-complete dictionary to match the signal and used
the sparse decomposition to suppress the smeared spec-
trum (SMSP) jamming. For the detection and recogni-
tion of velocity false target interference, literature [8]
established a combination dictionary of true targets and
false targets, and then used compressed sensing to realize
the recognition of target and interference. On the basis of
[8], literature [9] constructed a composite dictionary and
a short-time sparse recovery method to suppress trans-
lational velocity interference and micro-motion velocity
jamming. It is worth noting that the method of dictionary
design is adopted in literature [8, 9] to construct a dictio-
nary. Because the dictionary constructed by this method
is independent of the input signal and has no adaptabil-
ity, the sparsity of the signal under this fixed dictionary is
weak; so they only can recognize and suppress jamming
under the weak interference intensity. In this paper, an
adaptive dictionary is proposed to suppress strong speed
interference.

Before constructing the adaptive dictionary of
jamming signal, it is necessary to obtain the Doppler
information of jamming as the prior knowledge of the
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sparse domain. It can be seen from [10] and [11] that
multi-channel processing technology can obtain Doppler
information, but there are some problems in it, such
as complex device design and low device utilization.
Based on the improvement of this technology, the peak
detection method proposed can estimate the pulse repe-
tition interval (PRI) number i of jamming signal lagging
radar. Then dual channels are enough to achieve the
acquisition of Doppler information and it is the reason
why this method is named as dual channel processing
technology.

On completing the mission of obtaining the Doppler
information of jamming, the method of constructing
adaptive dictionary is analyzed. The basic idea is that to
construct the quasi-Karhunen-Loeve transform (Q-KLT)
basis of the jamming based on the prior knowledge,
which enables the strong jamming signal to have good
sparsity under its adaptive dictionary. Aiming at the
establishment of adaptive dictionary of target signal, the
approximate Q-KLT basis is constructed by the method
of dictionary learning. Dictionary learning is another
effective method to construct a dictionary to find the
optimal set of atoms of a certain kind of signal by itera-
tion. Here, these atoms can well reflect the characteris-
tics of such signals and they can describe those signals
most sparsely. In this paper, the orthogonal matching
pursuit (OMP) algorithm is adopted to find the best spar-
sity atom in the pre-construction dictionary of the tar-
get signal, and the corresponding matching coefficient is
calculated. Then the extracted atoms are combined into
a template, and the matching coefficient is used to con-
struct the approximate Q-KLT basis of the target signal.
Finally, base tracking (BP) algorithm is used to separate
the target and jamming, which can suppress the velocity
deception jamming.

The main contents of the rest of this paper are as fol-
lows. In the second section, the dual channel processing
is described to obtain prior knowledge which is based
on the peak detection. In the third section, the adap-
tive Q-KLT basis is constructed to separate the target
and jamming. In the fourth section, simulation result is
given.

II. ACQUISITION OF PRIOR KNOWLEDGE

In our previous work, “Dictionary Learning and
Waveform Design for Dense False Target Jamming Sup-
pression” (DOI: 10.47037/2021.ACES.J.360908), the
peak detection method is proposed to estimate the phase
difference of adjacent pulse compression (PC) signals
and realizes the detection of radar active deception jam-
ming, which is based on wavelet transform algorithm. In
this paper, the peak detection is used to estimate the PRI
number i of jamming signal lagging radar signal, and
the prior knowledge is obtained by combining the dual

Fig. 1. Schematic diagram of estimated jamming delay i.

channel processing. The output results of matched filter-
ing in the coherent processing interval (CPI) are rewrit-
ten into PC signals in the slow time domain. The signal
expression is

y(m)=
P

∑
p=1

σ̃ p
T e j2π f p

T mTr +e jθ(m) ·
Q

∑
q=1

σ̃q
J e j2π f q

J mTr +V (m)

(1)
where Tr is the pulse repetition period, and P and Q are
the number of target and interference, respectively. σ p

T
and f p

T are the amplitude and Doppler frequency of the
pth (p = 1, 2,. . . ,P) target, respectively. σ p

J and f p
J are

the amplitude and Doppler frequency of the qth (q = 1,
2,. . . ,Q) target, respectively. θ(m) is the phase residual
of the signal and V (m) is the Gaussian white noise.

The estimation of jamming delay i based on peak
detection is explained in Figure 1. The radar transmits
a set of initial phase waveform of quasi-random pulse
in CPI. The initial phase of the first pulse in the wave-
form aggregate is set to ϕ1 = φ , while the initial phase
of other pulse is ϕm = 0(m = 2, . . . ,M). Assuming that i
is 3 which is the number of PRI of the jamming, the ini-
tial phase of the fourth pulse in the random pulse initial
phase (RPIP) waveform set sent by the jammer is ϕ4 = φ .
Then the phase residuals of the first pulse and the fourth
pulse are θ1 = φ and θ4 =−φ , respectively. Finally, the
peak detection is used to estimate the phase difference
between the first PC peak and the following M− 1 PC
peak. The phase difference estimated in the third detec-
tion is θ̂1,3 = 2φ , while the other phase difference is esti-
mated to be θ̂1,m = ϕ(m 	= 3). Then, the number of PRI
of the jamming signal sent by the jammer is determined
to be 3. Based on the several kinds of quasi-random
initial phase pulse set and the peak detection, the jam-
ming delay i value can be determined, which improves
the complexity of device design in multi-channel pro-
cessing.

As an alternative, the Doppler information of target
and jamming can be obtained by two channels, which
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Fig. 2. Technical diagram of dual channel processing.

is called dual channel processing technology. Figure 2
shows the schematic diagram of dual channel process-
ing technology. In channel one, the mth radar echo
has the matching coefficient of p∗m(−t). The output
of matched filter is described by eqn. (1), which is
ychannel 1(m) = y(m) . The mth radar echo in channel two
passes through the matched filter with the matching coef-
ficient of p∗m−i(−t). And the output is

ychannel2 (m) = e jθ(m)
P

∑
p=1

σ̃ p
T e j2π f p

T mTr

+
Q

∑
q=1

σ̃q
J e j2π f q

J mTr +V (m) . (2)

From eqn. (2), we can get that due to the influence of
phase residual θm, and the energy of target diffuses to
the whole Doppler spectrum. However, the phase can-
celation of the jamming forms a peak on the Doppler
spectrum; so the Doppler frequency of the peak can be
obtained on channel two.

III. ADAPTIVE DICTIONARY AGAINST
SPEED JAMMING

The main idea of single channel separation algo-
rithm is to separate the mixed signals in sparse domain
first and then recover the separated signals in time
domain. The selection and construction of the dictio-
nary (basis function) determines the sparsity of the sig-
nal, which is the most important step for the separation
of the target and the jamming. In this section, we will
introduce the method of building adaptive dictionary and
the detail process.

A. Pre-construction of target signal dictionary

Usually, the target velocity is not fuzzy in the tradi-
tional sense and it can be divided into N(N ≥M) parts to
get the velocity resolution unit Δv = λ

/
(2NT ), where λ

is the wavelength.
If the velocity of the target detected by the radar can

be expressed as vn = (n−1)Δv , n = 1,2, . . . ,N, then the
Doppler frequency can be expressed as

fn =
2vn

λ
=

n−1
NTr

. (3)

If v′ (n) = (n−1)
/

N , the target pre-constructed in
the slow time domain can be expressed as

yT (n,m) = exp
(

j2πmv′ (n)
)
. (4)

In order to simplify the expression, eqn. (4) is written as
a vector yT,n, where yT,n is a column vector of M×1.

The Doppler spectrum yT,n of the target is obtained
by discrete Fourier transform (DFT) of YT,n which is
used as the atom an

YT
= YT,n = FFT

[
yT,n
]

in the pre-
constructed target dictionary.

Atom an
YT

is defined as the element of dictionary

AYT =
[
a1

YT
,a2

YT
, . . . ,aN

YT

]
, and atom gn

YT
is defined as the

diagonal vector of auto-correlation matrix of atom an
YT

,
which has the expression as follows:

gn
YT

= diag
(

an
YT

(
an

YT

)T)
, n = 1,2, . . . ,N. (5)

Atom gn
YT

is normalized to ḡn
YT

, and atom ḡn
YT

is defined
as the element of the normalized dictionary GYT =[
ḡ1

YT
, ḡ2

YT
, . . . , ḡN

YT

]
.

B. Construction of adaptive Q-KLT basis

(a) Q-KLT basis of jamming signal
According to the prior knowledge obtained in the previ-
ous section, the jamming yJ(m) in the slow time domain
can be constructed, and its expression is defined as fol-
lows:

yJ(m) =
Q

∑
q=1

exp
(

j2π f q
J mTr + jθ (m)

)
. (6)

In order to simplify the jamming expression, eqn. (6)
is written in vector form yJ , which is a column vec-
tor of M× 1. Then YJ can be gotten from yJ by DFT,
and the auto-correlation RYJ = E

{
YJYH

J
}

of jamming
signal in Doppler spectrum cabe calculated. Because
RYJ is Hermitian matrix and a positive definite matrix,
there must exist an orthogonal matrix UYJ , which satis-
fied UYJ RYJ UH

YJ
= ΛYJ , where ΛYJ is a diagonal matrix

with m eigenvalues of RYJ .
(b) Approximation of Q-KLT basis for target signal
In the presence of velocity false target jamming, the
mixed signal received can be regarded as the linear com-
bination of target and jamming, and then the mixed
Doppler spectrum signal Ỹ can be obtained through the
coherent processing. Suppose that dRỸ

is the diago-
nal vector of auto-correlation matrix of mixed signal Ỹ,
which is the diagonal vector of RỸ :

dRỸ
= diag(RỸ ) = diag

(
ỸỸH
)
. (7)

Then, the optimal atom of the target is extracted by
the OMP iterative algorithm. Among them, the OMP
algorithm was originally proposed by Pati [12], which is
used to calculate the sparse coefficient of signal under a
certain transformation basis or an over-complete dictio-
nary, so as to express the signal with as few atoms as
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possible. The specific iterative process of the OMP algo-
rithm in this paper is as follows:

(1) Input of signal dRỸ
and target dictionary GYT .

(2) Initialization of residual r = dRỸ
, projection vector

γI = 0, I = [], and GI = [].
(3) Execute steps (4)–(7) when the number of iterations

is not greater than N.
(4) Calculate the maximum inner product of each atom

and residual in dictionary GYT , and get the corre-

sponding atomic number n̂ = argmax
n

∣∣∣(gn)T r
∣∣∣.

(5) Update GI by GI = [GI ,Gn].
(6) Sparse representation of computational signal dRỸ

in dictionary GI : γI =
(
GT

I GI
)−1 GT

I dRỸ
.

(7) Update r by r = r−GIγI .
(8) Terminate the iteration.
(9) Output subset GI of target dictionary GYT , sparse

projection vector γI of signal dRỸ
under dictionary.

In the previous section, the atoms of the target are pre-
constructed, the diagonal vectors of the auto-correlation
matrix of several construction atoms are selected by
OMP algorithm, and the corresponding matching coef-
ficients (sparse representation) are calculated at the same
time. Then the auto-correlation matrix of the selected
atoms is used as the template, and the approximate
auto-correlation matrix of the target is constructed by
these templates and their corresponding matching coef-
ficients. Finally, the eigen-decomposition values are cal-
culated and the approximate Q-KLT basis of the target is
obtained. The specific steps of constructing the approxi-
mate Q-KLT basis are as follows:

(1) The mixed signal ỹ in slow time domain is receiv
ed, and the mixed signal Ỹ in Doppler domain is
obtained by DFT.

(2) The auto-correlation matrix RỸ of mixed signal Ỹ
and the diagonal vector dRỸ

of RỸ are calculated.
(3) The OMP algorithm is used to iteratively calculate

the signal dRỸ
and the target dictionary GYT . The

atom ḡk1
YT
, ḡk2

YT
, . . . , ḡk j

YT
matched by dRỸ

is selected
from the target dictionary GYT , and the matching

coefficient γI =
[
γk1 ,γk2 , . . . ,γk j

]
is calculated.

(4) Select the atom corresponding to ḡk1
YT
, ḡk2

YT
, . . . , ḡk j

YT
from dictionary AYT and construct template
�
R

k1

YT
,
�
R

k2

YT
, . . . ,

�
R

k j

YT
�
R

ki

YT
= aki

YT

(
aki

YT

)T
, i = 1,2, . . . , j. (8)

(5) Calculating the approximate auto-correlation

matrix RYT =
j

∑
i=1

γki

�
R

ki

YT
of YT according to the

template and matching coefficients.

(6) Finally, RYT = UH
YT

ΛYT UYT is obtained by eigen-
decomposition of RYT , where UH

YT
and UYT are

orthogonal matrices, and ΛYT is a diagonal matrix.

For convenience, we set the target signal as YT = Y1 and
set the jamming signal as YJ = Y2, then the approximate
Q-KLT basis of the target is UH

YT
= UH

Y1
and the Q-KLT

basis of the jamming signal is UH
YJ
= UH

Y2
.

Orthogonal transformation of signal Yi(i = 1,2) is
defined as

ΘYi = UH
Yi

Yi. (9)

Different from KLT basis, UYi and UH
Yi

are obtained by
eigen-decomposition of auto-correlation matrix of signal
Yi, which are only related to current signal Yi. To sum-
marize, projection vector ΘYi is the Q-KLT of signal Yi,
and UH

Yi
is the Q-KLT basis of Yi signal.

C. Separation of target and jamming signal

In this section, BP algorithm is used to separate the
mixed signals in Doppler domain. The basis of BP algo-
rithm used l1-norm to replace l0-norm for convex opti-
mization [13]. The steps of separation and reconstruc-
tion of mixed signals based on BP algorithm are given as
follows:

(1) Calculating diagonal vector dRỸ
of auto-correlation

matrix of mixed signal Ỹ.

(2) According to the algorithm in Section II, the Q-KLT
basis UH

Y2
of jamming signal Y2 is obtained, and

the approximate Q-KLT basis UH
Y1

of target Y1 is
obtained with reference to dRỸ

.

(3) By solving the following l1-norm optimization
problem:

min f (β1,β2) = min
2

∑
i=1
‖βi‖1 , s. t. Ỹ =

2

∑
i=1

UYiβi,

(10)
we get the estimated ΘYi of sparse representation of
Yi under UYi , where β opt = [ΘY1 ,ΘY2 ]

T is the opti-
mal solution of problem (10).

(4) The separated echo PC signal Ŷi is obtained by the
following reconstruction:

Ŷi = UYiΘYi , i = 1,2 (11)

IV. SIMULATION AND MEASUREMENT
RESULTS

In simulation, the radar works in X-band, the PRI
is 100 US, and M = N = 128 is assumed. In this sec-
tion, we verify the feasibility of dual channel processing
to obtain the Doppler information of false targets; then
assume that we can verify the effectiveness and superior-
ity of the anti-strong velocity jamming in three scenarios.
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First, single target corresponds to single false target (1T-
1F) scene, f T = 0.6 and f J = 0.62. Second, single target
corresponds to three false target (1T-3F) scenarios, f T =
0.6 and f J = 0.58, 0.62, and 0.78. Third, four targets cor-
respond to eight false targets (4T-8F) scenarios, f T = 0.2,
0.4, 0.6, and 0.8 and f J = 0.18, 0.22, 0.38, 0.42, 0.58,
0.62, 0.78, and 0.82. We set signal-to-noise ratio (SNR)
= 10 dB and jamming-to-signal ratio (JSR) = 20 dB.

In the 1T-1F scenario, it is assumed that the num-
ber of PRIs of jamming lagging transmission signal is
30, namely i = 30. It can be seen from the numerical
simulation that the radian value of 30 sampling points is
1.16 (rad), which is twice the radian value of other sam-
pling points. According to the analysis in Section II, the
proposed peak detection can estimate i value as 30, as
shown in Figure 3. After the i value is determined, the
Doppler information of the jamming is obtained by the
dual channel processing. As shown in Figure 4, due to
the high jamming intensity, the target peaks of the output
results of channel 1 are completely covered by the raised
noise base, while the output of channel 2 have three large
peaks, corresponding to the Doppler frequencies of 0.58,
0.62, and 0.78, respectively.

In the 1T-3F and 4T-8F scenarios, the effectiveness
of the new method is verified. Then, in those three sce-
narios, peak sidelobe ratio (PSLR) after jamming sup-
pression is used to measure the proposed anti-jamming
method.

1T-3F scene: As shown in Figure 5, when there is jam-
ming, the anti-jamming signal has the same main lobe as
the target echo (no jamming) after coherent processing.
Although the sidelobes of these two signals are slightly
different, they do not affect the detection of single target.
Therefore, the method has a good effect in suppress-
ing strong jamming, while the traditional method of cor-

Fig. 3. Estimation of delay number i of jamming signal.

Fig. 4. Simulation of dual channel processing.

Fig. 5. Jamming suppression in 1T-3F scene.

relation processing (CP) cannot eliminate the influence
of high sidelobe on target concealment. As shown in
Figure 6, the projection vectors of jamming and target
signals on Q-KLT basis are obtained. It can be found
that the projection vector of the jamming signal in the
graph has only one large amplitude, and the amplitude of
other sampling points is approximately zero. From the
enlarged figure, it can be seen that the projection vector
of the target has only one large amplitude. It is verified
that the jamming and target signal have good sparseness
in the adaptive dictionary; so the effectiveness of this
paper is verified in the single target and strong jamming
scenarios.

4T-8F scene: Figure 7 showed that the four main lobes
of the separated target are the same as the main lobes of
the target echo (no jamming) after coherent processing.
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Fig. 6. Projection vector in 1T-3F scene.

It is verified that our method has good anti-jamming per-
formance in four target scenarios, but the CP method
cannot detect the target at all. As shown in Figure 8,
the projection vectors of jamming and target signals on
Q-KLT basis are obtained. It is found that the projec-
tion vector of jamming signal has only one large ampli-
tude, while the projection vector of target signal has four
large amplitudes. It is verified that the jamming and
target signal have good sparsity in the adaptive dictio-
nary, so that the effectiveness of method proposed in this
paper is verified in the multi-target and strong jamming
scenarios.

To verify the effect of different JSR and SNR on
PSLR, Figure 9 showed the simulation results of 1000
independent trials for Monte Carlo simulations. In
Figure 9(a), the PSLR in the three scenarios remains
unchanged with the increase of JSR, and the PSLR val-
ues in 1T-1F and 1T-3F scenarios are nearly the same,

Fig. 7. Jamming suppression in 4T-8F scene.

Fig. 8. Projection vector in 4T-8F scene.

while the PSLR values in 4T-8F scenarios are slightly
less than the above two scenarios, which indicates that
the change of JSR will not affect the jamming sup-
pression performance of this method. In Figure 9(b),
PSLR in the three scenarios increases with the increase
of SNR, and the increase degree of PSLR in 1T-1F and
1T-3F scenarios is the identical, while the increase of
PSLR in 4T-8F scenario is slower under the condition of
low SNR.

Furthermore, the simulation verifies the effect of the
number of N on the performance of this method. It can
be seen from Table 1 that in the 1T-3F and 4T-8F scenar-
ios, the increase of N value will reduce the PSLR value.
From formula (3), it can be seen that the increase of N
can improve the velocity resolution, but also increase of
the number of atoms in the pre-constructed target signal
dictionary, which not only improves the calculation but
also reduces the jamming suppression performance. In
Figure 10, for example, N = 2M, red and blue dashed
lines show that PSLR value increases with the increase
of SNR, but the increase rate slows down.

Finally, the method proposed is compared with the
adaptive sequence estimation (ASE) algorithm in [14] to
further verify its superiority. In [14], in a single target
scenario, the noise power is |σN |2 = 0 dB, the power of
the jamming signal is set to |σJ |2 = 40 dB, and the power
of the target signal |σT |2 is set to 0, 10, 20, 30, and 40
dB, respectively. Under the condition of the same param-
eters above, 1000 independent trials for Monte Carlo
simulations are carried out. Figure 11 shows the PSLR
values of ASE method and this method under different
target signal powers. It can be found that the PSLR
value of this method is greater than ASE method under
each target power, which proves that this method has bet-
ter performance in suppressing velocity jamming. For
the future application, the adaptive methods can also
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Table 1: PSLR values corresponding to different N num-
bers (SNR = 10 dB)

N numbers 1T-3F scene 4T-8F scene

N= M 24.53 dB 18.27 dB
N= 2M 21.98 dB 15.20 dB
N= 3M 21.28 dB 14.60 dB
N= 4M 21.16 dB 14.36 dB

Fig. 9. PSLR after jamming suppression versus (a) JSR
and (b) SNR.

be considered in the interference suppression [15–18].
In addition, the adaptive interference suppression for PD
radar can be considered using adaptive filtering [19–28]
and sparse arrays [29–31].

V. CONCLUSION

Because the RPIP waveform is affected by the raised
noise base and cannot give full play to the efficiency of
restraining the deception, the detection performance of

Fig. 10. Number N impact on the PSLR.

Fig. 11. PSLR performance comparison of the two
methods.

PD radar is seriously damaged under the strong velocity
jamming. To solve this problem, a new anti-jamming
method based on adaptive dictionary is proposed by
combining traditional CP technology with sparse decom-
position theory. The prior knowledge is acquired by
dual channel processing, and then the Q-KLT basis of
jamming a target is constructed, so that the signal has
good sparsity under adaptive dictionary. The superior-
ity of the method under the condition of strong jamming
is studied by numerical simulation. The results show
that the change of the jamming signal strength has lit-
tle influence on the algorithm performance, which means
that this method can effectively suppress the jamming
of strong velocity deception. In addition, this method
can reduce Doppler sidelobe and has better anti-jamming
performance, compared with ASE method.
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Abstract – Considering the problem of non-destructive
testing and quantitative evaluation of metal materials, an
electromagnetic method for visual and quantitative eval-
uation of surface defects on metal pipe is proposed in
this paper. The dual-excitation probe with the combina-
tion of arc-shaped and rectangular coils is constructed.
The eddy current magnetic field on the outer cylindri-
cal surface of metal pipe is calculated and analyzed
by COMSOL Multiphysics finite-element software, and
then the influences of crack location and geometric
parameters on three-dimensional magnetic field charac-
teristics are studied. The results show that the cloud
contours constructed by the magnetic induction intensity
norm can accurately evaluate the information such as the
location, size, depth, and orientation of the surface crack.
In addition, the cloud contours constructed separately by
the magnetic induction intensity in three directions can
be used for auxiliary judgment to further determine the
relevant important parameters of the surface crack to be
tested.

Index Terms – Eddy current magnetic field, pipe, cloud
contour of magnetic induction intensity.

I. INTRODUCTION

With the development of modern industrial tech-
nology, metals play an important role in various fields,
and people’s daily life has been inseparable from a
variety of metals. Due to long-term use or aging
of the equipment, the metal surface is often damaged
and broken, which seriously affects the performance
of the equipment, and may cause dangerous goods
leakage, explosion, and other serious safety accidents
[1–3]. Therefore, it is important to carry out a com-
prehensive inspection of metal products to ensure their
integrity. Non-destructive testing (NDT) technology can
obtain the surface condition of materials by processing

and analyzing the changes caused by material physi-
cal characteristics. Eddy current testing (ECT) is the
most popular and mature testing method in online test-
ing [4–7]. Current research mainly focuses on theoretical
model and application development [8–10]. It is used to
detect defects and check the condition of samples, such
as surface cracks, sub-surface cracks, and degeneration-
related defects of samples. Of course, ECT itself has
great limitations, such as many interference factors, large
lift-off effect [11], etc. It is difficult to judge the type
and shape of defects and carry out equivalent analysis of
defects. In addition, eddy current technology has tradi-
tionally relied on changes in the impedance of the pickup
coil. In order to detect deep defects in conductive mate-
rials, it is necessary to reduce the current frequency to
obtain sufficient penetration depth. Because the sensi-
tivity of the detection coil is proportional to the current
frequency, eddy current technology is not suitable for the
detection of deep buried defects. Therefore, it is advanta-
geous to measure the magnetic field directly, rather than
the change rate of the magnetic field [12, 13]. With the
development of ECT technology, it is urgent to explore
the response analysis of defects to magnetic field sig-
nals and extract more useful characteristic information to
establish the quantitative relationship between the crack
geometry and the surrounding magnetic field [14–16].
Therefore, research on magnetic field detection, analysis
methods, and extraction of more characteristic quantities
are the trend of improving detection accuracy for ECT
development.

In order to solve the shortcomings of ECT, improve
the testing ability and accuracy; the NDT of cracks in
pipe surface is studied in this paper by using three-
dimensional induction eddy current field measurement.
COMSOL simulation software is used to obtain the
magnetic induction intensity of the outer surface of the
pipeline under various conditions, to build the magnetic
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induction intensity cloud contour. The defect parame-
ter information is extracted from the image to realize
the visualization of the defect and improve the accurate
evaluation of the pipe.

II. PRINCIPLE OF DETECTION

According to the principle of electromagnetic induc-
tion, an excitation coil with alternating current is close
to the pipe, and then an induced current will be gener-
ated on the surface of the pipe, which is called induced
eddy current. The magnitude of the induced eddy cur-
rent is related to the excitation current parameters and is
also related to the state of the pipe, such as the physi-
cal characteristics and surface quality of the pipe. In the
case of a crack on the surface of the pipe, as shown in
Figure 1, the originally evenly distributed current is bro-
ken by the crack, and the induced current will change the
original path and choose a new path to pass through. As
shown in Figure 1 (b), when the eddy current is perpen-
dicular to the crack, the eddy current is disturbed by the
defect to the maximum. However, when the eddy cur-
rent is parallel to the crack, the disturbance caused by
the defect to the eddy current is minimal, which can be
obtained from Figure 1 (c). At the same time, the change
of the direction and size of eddy current will cause the
change of the space magnetic field around it, that is, the
change of eddy current field. Therefore, the variation of
eddy current inside the pipe can be inferred by measur-
ing the variation of eddy current field around the pipe,
and then the condition of the surface the pipe can be
evaluated.

The magnetic field at any position outside the pipe
is actually equal to the vector sum of the source field
generated by the excitation current and the eddy current

Fig. 1. Schematic diagram of pipe crack detection.

field generated by the induced current.
B = Bs(I, f ,N, . . .)+Be(L,W,D, . . .), (1)

where Bs and Be denote the source field and eddy current
field, respectively. Bs is related to the excitation current
amplitude I, frequency f, the number of coil turns N, and
other parameters. The difference is that Be is related to
the parameters of the defects in the conductor, such as
the crack length L, width W, and depth D. The change of
eddy current field will then lead to the change of mag-
netic field in space. Therefore, the defect in the pipe can
be predicted to a certain extent according to the change
of magnetic field around the crack. However, the selec-
tion of measurement points is arbitrary in practice. The
defects in the pipe cannot be evaluated correctly if the
measurement points are not selected properly. Of course,
a special straight line can also be selected as the detection
position, but there are still many shortcomings for the
cylindrical surface like pipe. Therefore, it is particularly
important to select a suitable inspection surface for accu-
rate and comprehensive quantitative evaluation of pipe
defects. As shown in Figure 1, the three-dimensional
magnetic field in the grid area (the cylindrical surface
coaxial with the outer surface of the pipe) can compre-
hensively reflect the changes caused by the defects in any
direction of the pipe. If the magnetic induction intensity
value can be converted into an image that can be dis-
played directly, it will be more convenient and direct to
determine whether there is a defect in the pipe and obtain
accurate information of the defect. In addition, the mag-
netic induction intensity contour composed of x-, y-, and
z-directions in this area can also realize the visualization
of defects and assist in judgment.

III. RESULTS AND ANALYSIS
A. Establishment of 3D model

The model which is composed of two excitation
coils and pipe is established by COMSOL software, as
shown in Figure 2. The outer coil is two arcs with the
same center as the pipe, and the shape of the inner coil is
a rectangle. The upper and lower arc radii of arc-shaped
coil are 24 and 35 mm, respectively, with a width of 40
mm and a thickness of 1 mm. The rectangular coil is 38-
mm long, 30-mm wide, 17-mm high, and 1-mm thick.
The inner surface of the arc-shaped coil fits exactly with
the outer surface of the rectangular coil. The inner and
outer radii of metal pipe are 10 and 15 mm, respectively.
The number of turns for the two coils is 200, and the con-
ductivity of the coil is 6 × 107 S/m, the cross-sectional
area is 1× 10−6 m2, the excitation current is 10 A, and
the frequency is 200 Hz. The pipe material is aluminum,
with a relative permeability of 1, a relative permittivity of
1, and a conductivity of 3.774 × 107 S/m. Ampère’s law
automatically applies on all the domains. To ensure the
accuracy of electromagnetic field in local small space,
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Fig. 2. 3D model.

a cube air domain with length of 400 mm is established,
and appropriate boundary conditions should be applied
to the solution domain. Magnetic insulation boundaries
are employed to six surfaces of the air domain. The mag-
netic vector potential of all regions is initially set to 0.
To better resolve the induced current in the pipe and the
coil, use a fine mesh. The fine mesh processing is gener-
ated, and the mesh is divided into 267,440. The MUMPS
direct solver is used and the relative tolerance is set to
0.001. Since the actual measurement is the magnetic
field of the pipe surface, a cylindrical three-dimensional
section concentric with the pipe is established above the
pipe surface, and the magnetic induction intensity distri-
bution on the three-dimensional section is calculated and
analyzed.

According to the three-dimensional simulation
model established above, the distribution of the induced
current in the pipe is shown in Figure 3. It is the vector
sum of the induced current generated under the exci-
tation of two coils together that presents a ring shape
around the pipe. Careful observation revealed that there

Fig. 3. Induced current in the pipe.

are slight disturbance changes in the induced current near
the crack, the arrow of the induced current slightly devi-
ated from the original track, and the eddy current distri-
bution near the crack also changed. Although the change
of induced current is not obvious, this slight change
will lead to the corresponding change of the external
magnetic field around the pipe. The three-dimensional
magnetic field distribution of the cylindrical surface
near the pipe will be studied and analyzed in detail
below.

In actual measurement, the magnetic field on the
surface of the pipe is collected. Therefore, a cylindrical
support plate coaxial with the pipe is designed between
the circular coil and the pipe, which is kept in a relatively
static state with the coil. A removable slender circuit
board is designed between the cylindrical support plate
and the coil. The circuit board is mounted on the cylin-
drical support plate to provide a fixed, stable lift-off from
the pipe surface. The magnetic field sensor arrays are
uniformly distributed on the circuit board, and magnetic
field sensors are arranged on the circuit board in an axis
direction. A row of interface circuits are designed on one
side of the circuit board to connect the sensor with the
external circuit. During measurement, the circuit board
will first scan in both directions along the circumference
after the probe coil reaches an area and remains station-
ary. When the circumferential scanning is finished, the
circuit board is moved to the next position along the axis
to fill the detection area between two adjacent magnetic
field sensors. The circuit board is then scanned in both
directions along the circumference. Repeat the above
steps until the area covered by one position of the probe
is completely scanned.

B. Evaluation of pipe cracks based on cloud contour
of induced eddy current field

(1) Cracks at different orientations on the surface of the
pipe.

Under the double coil excitation, the magnetic induction
intensity norm on the three-dimensional cylindrical sur-
face above the pipe is calculated by COMSOL as shown
in Figure 4. Figures 4 (a)-(d), respectively, represent the
cloud contour formed by the magnetic induction inten-
sity norm on the cylindrical surface with no crack, trans-
verse crack, longitudinal crack, and 45◦ oblique crack on
the pipe surface. The longitudinal crack size is 12 × 1 ×
1 mm, and the transverse crack size is 40◦ central angle,
1-mm width and 1-mm depth. Different colors of cloud
contours represent different magnetic induction intensi-
ties. By measuring the distribution of magnetic induction
intensity in this region, the cloud contours of magnetic
induction intensity norm and three-dimensional com-
ponent magnetic induction intensity are obtained, and
the related information of pipe crack is analyzed from
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Fig. 4. The cloud contour of the magnetic induction
intensity with cracks at different orientations: (a) crack-
free, (b) transverse crack, (c) longitudinal crack, and (d)
45◦ oblique crack.

the image. In this way, the visualization of cracks are
realized.

Under the action of double-coil excitation, there
is no obvious “shadow” in the cloud contour of mag-
netic induction intensity norm in the case of no crack,
as shown in Figure 4 (a). The regular magnetic field
distribution of the cloud contour is broken due to the
crack on the pipe. A very obvious “shadow” will be
generated at the corresponding position of the crack,
and the “shadow” reflected in the figure is basically
consistent with the position, size, and direction of the
crack, as shown in Figures 4 (b)–(d). This phenomenon
proves that under the co-excitation of double coils, the
existence of cracks in pipe can be judged by detecting
whether there is “shadow” in the cloud contour of mag-
netic induction intensity above the pipe, and the crack
location and orientation can also be accurately obtained.
In addition, regardless of whether the crack is longitudi-
nal or oblique, the coil can be directly placed above the
pipe for measurement without rotating or moving the coil
to ensure that the induced current is perpendicular to the
defect. The “shadow” in the figure is an intuitive repre-
sentation of the pipe crack, realizing the “visualization”
of the crack.

Figures 5 (a)–(d) show the cloud contours of x-
direction magnetic induction intensity caused by cracks
at different orientations under double coil excitation. It
can be found that the basic law of the cloud contour in
x-direction under various crack conditions is similar to
that shown in Figure 4, but the value of magnetic induc-
tion intensity is weakened. The “shadow” correspond-
ing to the crack exists in the cloud contours shown in
Figures 5 (b) and (d), and the degree of the “shadow”
decreases compared with Figure 4, which is related to
the decrease of magnetic induction intensity in the x-
direction. As shown in Figure 5 (c), the cloud contour
formed by longitudinal crack in the pipe cannot well
show the existence and related information of cracks, and
the detection effect is obviously inadequate compared
with Figure 4 (c). By analyzing the magnetic induc-
tion intensity in y- and z-directions, the detection effect is
similar to the magnetic induction intensity in x-direction,
which some information of pipe defects can be deter-
mined according to the corresponding cloud contour.
Therefore, the information provided by the cloud con-
tour independently constructed by the magnetic induc-
tion intensity of the three axes is not complete, and the
magnetic induction intensity norm with complete infor-
mation is still needed to accurately analyze pipe defects.
(2) Cracks in different length on the surface of the pipe.
Under the excitation of double coil, the crack length
is changed and other conditions remain unchanged.
The cloud diagram of magnetic induction intensity
norm on the pipe surface is shown in Figure 6, in
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Fig. 5. The cloud contour of x-direction magnetic induc-
tion intensity with cracks at different orientations: (a)
crack-free, (b) transverse crack, (c) longitudinal crack,
and (d) 45◦ oblique crack.

Fig. 6. Cloud contour of magnetic induction intensity
norm with different crack lengths: (a) 10, (b) 12, (c) 15,
and (d) 18 mm.
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which Figures 6 (a)–(d) show that the longitudinal crack
lengths are 10, 12, 15, and 18 mm, respectively. Accord-
ing to the four groups of magnetic induction inten-
sity norm obtained, the following conclusions can be
inferred. (1) The change of surface crack does not
change the overall distribution of magnetic induction
intensity on the cylindrical surface, and the cloud dia-
grams shown in Figures 6 (a)–(d) are basically consis-
tent. (2) As the length of the crack on the pipe sur-
face increases, the “shadow” corresponding to the crack
also becomes longer, and the magnitude of the change
is the same as that of the crack change. (3) Compar-
ing the length units on the right side of the figure, it
can be found that the length of the “shadow” in the
cloud diagram is actually the length of the pipe crack.
Therefore, the length information of the pipe crack and
defect can be accurately judged according to the change
of the “shadow” length in the cloud diagram. Similarly,
the crack width information can also be obtained by the
change of “shadow” width in the cloud diagram.

Crack depth is important information worth paying
attention to. Under dual-coil excitation, other conditions
remain unchanged and only the crack depth is changed.
The corresponding cloud diagram of magnetic induction
intensity is shown in Figure 7, where Figures 7 (a)–(d)
show that the longitudinal crack depths are 1, 2, 3, and
3.5 mm, respectively.

The following conclusions can be drawn from
Figure 7. (1) Different from the influence of crack length
on magnetic induction intensity, the change of crack
depth not only reflects the “shadow” part correspond-
ing to the crack but also has certain influence on the
magnetic induction intensity around the crack. With the
increase of crack depth, the surrounding magnetic induc-
tion intensity decreases obviously. (2) The weakening of
the magnetic induction intensity around the crack will
bring disadvantages to the crack detection. At this time,
the “shadow” appears to be fuzzy, and the boundary with
the surrounding area is not obvious. (3) Although the
“shadow” corresponding to the crack is not very obvi-
ous, the crack depth can still be evaluated according
to the change of the “shadow.” With the increase of
crack depth, the size of magnetic induction intensity
norm within the crack area decreases obviously. The
reason why the magnetic induction intensity decreases
in this region can still be explained by the principle of
eddy current field. As the crack depth increases, the
eddy current magnetic field around the pipe increases,
resulting in the decrease of total magnetic field. As
a result, the phenomena shown in Figures 7 (a)–(d)
appear.

As the depth of the crack increases, the “shadow”
corresponding to the crack becomes fuzzy, which is unfa-
vorable for the actual detection; so other methods must

Fig. 7. Cloud contour of magnetic induction intensity
norm with different crack depths: (a) 1, (b) 2, (c) 3, and
(d) 3.5 mm.
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Fig. 8. Cloud contour of magnetic induction intensity in
y-direction with different crack depths: (a) 1, (b) 2, (c) 3,
and (d) 3.5 mm.

be used to assist the analysis. Figure 8 is the cloud
contour of magnetic induction intensity in y-direction
under the action of cracks with different depths. Fig-
ures 8 (a)-(d) also show that the longitudinal crack depths
are 1, 2, 3, and 3.5 mm, respectively. By analyzing the
cloud contour shown in Figure 8, it can be seen that the
“shadow” of crack as shown in Figure 7 does not appear
in the cloud contour of magnetic induction intensity in
the y-direction; so it cannot be mainly used to evaluate
cracks. However, as the crack depth increases, its image
also changes regularly. The positions of the two “blue
areas” in Figure 4 (a) are high on the left and low on the
right. Starting from Figure 4 (b), the relative positions
of the two “blue areas” change. The deeper the crack,
the higher the “blue area” on the right in the cloud con-
tour. As shown in Figure 4 (d), the two “blue areas” have
appeared as low on the left and high on the right. In
addition, as the crack depth increases, the transverse dis-
tance between the two “blue areas” also becomes wider.
Therefore, the crack depth can be determined by means
of the magnetic induction intensity norm, which can be
supplemented by the magnetic induction intensity in the
y-direction.

C. Influence of coil excitation mode on detection
results

(1) Independent excitation of arc-shaped coil.

Considering that other conditions remain unchanged and
only the arc-shaped coil is used, the magnetic induction
intensity above the crack is studied through COMSOL
calculation, and the cloud contour of magnetic induction
intensity is obtained as shown in Figure 9. Figure 9 (a)
shows the magnetic induction intensity distribution in
the presence of longitudinal cracks on the pipe surface,
and Figure 9 (b) shows the magnetic induction inten-
sity distribution in the presence of transverse cracks on
the pipe surface. The influences of different coil exci-
tation on detection results are investigated by analyz-
ing different cracks under the action of arc-shaped coil
alone.

It can be found that there is no obvious “shadow”
corresponding to the crack in the magnetic induction
cloud contour under the longitudinal crack, while there is
a clear ”shadow” corresponding to the crack in the mag-
netic induction intensity cloud contour under the trans-
verse crack. At this time, the cloud contour is divided
into two symmetrical parts by the transverse crack. As
can be seen from the previous introduction, the direc-
tion of eddy current generated on the surface of the pipe
is the circumferential direction under the excitation of
the circular coil. Therefore, it can be concluded that
crack-related information can be obtained in the mag-
netic induction intensity norm as the winding direction
of the excitation coil is consistent with the crack length.
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Fig. 9. Cloud contour of magnetic induction intensity
excited by arc-shaped coil: (a) longitudinal crack; (b)
transverse crack.

However, the crack cannot be determined if the direction
of crack length and coil winding is perpendicular to each
other.

(2) Independent excitation of rectangular coil.

Using only rectangular coil excitation, the cloud contour
of magnetic induction intensity norm on the pipe surface
is shown in Figure 10, where Figures 10 (a) and (b) are
the magnetic induction intensity under the action of lon-
gitudinal crack and transverse crack, respectively. It can
also be observed that since the rectangular coil generates
longitudinal induced current inside the pipe at this time,
there is an obvious “shadow” in the magnetic induction
intensity cloud contour corresponding to the longitudinal
crack, while there is no obvious “shadow” in the mag-
netic induction intensity cloud contour corresponding to
the transverse crack. Combining the magnetic induction
intensity generated by the above arc-shaped coil alone, it
is further inferred that the information related crack can
be obtained from the magnetic induction intensity cloud
contour only when the coil excitation direction is con-
sistent with the crack length direction. Therefore, under
the co-excitation of the two coils, the crack can be evalu-

Fig. 10. Cloud contour of magnetic induction intensity
norm under excitation of rectangular coil: (a) longitudi-
nal crack; (b) transverse crack.

ated from the cloud contour of magnetic induction inten-
sity regardless of the direction of the crack. Whether the
arc-shaped coil is excited alone or the rectangular coil is
excited alone, it cannot have the ability of double coil to
accurately obtain defect information.

IV. CONCLUSION

In order to obtain more obvious characteristics of
defects and improve the accuracy of traditional ECT, a
3D eddy current magnetic field technology is proposed
to realize the visual detection and analysis of defects
on pipe surface. The results show that two coils with
different excitation directions and shapes can be used
to detect transverse, longitudinal, and arbitrary cracks.
Different from other electromagnetic NDTs that require
adjustment of the probe direction in order to obtain spe-
cific information about defects, the three-dimensional
eddy current magnetic field method is more convenient
in operation. By exploring the distribution of magnetic
induction intensity on the cylinder near the surface of
the pipe, the method can measure all the cracks at one
time without adjusting the direction and position of the
coil. In addition, the cloud contour of magnetic induc-
tion intensity norm collected under different cracks and
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the cloud contour of three-dimensional magnetic induc-
tion intensity can realize the visualization of cracks and
further quantitatively evaluate the position, length, and
depth of cracks. However, other electromagnetic NDT
methods, such as magnetic particle testing and magnetic
flux leakage testing, are still difficult to accurately quan-
tify defects at present. In the future, advanced image
processing algorithm and image recognition technology
will be adopted to realize the rapid inversion of defect
depth, area, and location and truly realize the precision,
automation, and intelligent NDT of pipe defects.
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