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Abstract ─ With emerging of the Big Data era, sample 

datasets are becoming increasingly large. One of the 

recently proposed algorithms for Big Data applications 

is Symbolic Regression (SR). SR is a type of regression 

analysis that performs a search within mathematical 

expression domain to generate an analytical expression 

that fits large size dataset. SR is capable of finding 

intrinsic relationships within the dataset to obtain an 

accurate model. Herein, for the first time in literature, SR 

is applied to derivate a full-wave simulation based 

analytical expression for the characteristic impedance Z0 

of microstrip lines using Big Data obtained from an 3D-

EM simulator, in terms of only its real parameters which 

are substrate dielectric constant ε, height h and strip 

width w within 1-10 GHz band. The obtained expression 

is compared with the targeted simulation data together 

with the other analytical counterpart expressions of Z0 

for different types of error function. It can be concluded 

that SR is a suitable algorithm for obtaining accurate 

analytical expressions where the size of the available 

data is large and the interrelations within the data are 

highly complex, to be used in Electromagnetic analysis 

and designs. 

 

Index Terms ─ Big Data application, characteristic 

impedance, microstrip line, Symbolic Regression. 
 

I. INTRODUCTION 
The emerging of the big data era poses a challenge 

to traditional machine learning algorithms. In many 

research area, big data is a collection of datasets so large 

and complex that they become difficult to process using 

available database management tools or traditional data 

processing applications. Big data is usually composed of 

datasets with sizes beyond ability of the commonly used 

software tools, which are unable to capture, curate, 

manage, or process such data within a reasonable elapsed 

time [1-2]. Thus, a challenging problem is being faced  

in terms of hardware capabilities for the traditional 

algorithms where the training time for the algorithm 

becomes very lengthy which would significantly 

decreases the efficiency of the system design optimization 

process. To compensate the requirements of today’s  

data analytics, many methods and tools have been lately 

established. Various systems have been developed 

mainly by the industry to support Big Data analysis, 

including Google’s Map Reduce, Yahoo’s PNUTS, 

Microsoft’s SCOPE, and Walmart Labs Muppet. Each of 

these tools possess a unique algorithm for classification, 

clustering, and collaborative filtering, dimension 

reduction, miscellaneous approximations. Recently, a 

proposal has been put forward for a new machine 

learning tool based on Symbolic Regression (SR): 

Eureqa for Big Data applications [3-10]. Eureqa is a 

breakthrough technology that uncovers the intrinsic 

relationships hidden within complex data. Traditional 

machine learning techniques like neural networks and 

regression machines are capable tools for prediction, but 

become impractical when “solving the problem” 

involves understanding how you arrive at the answer. 

Eureqa uses a machine learning technique called 

Symbolic Regression to unravel the intrinsic relationships 

in data and describe them in simple mathematical 

equations. By using Symbolic Regression (SR), Eureqa 

can create incredibly accurate predictions that are easily 

explained and shared with others. 

SR is a type of regression analysis that performs a 

search within mathematical expressions domain to create 

a model that fits to a given dataset. Commonly in the 

starting point of a search, there is not a particular model, 

not unless one is given by the user. Instead, initial 

expressions are formed by randomly combining 

mathematical blocks such as mathematical operators, 

analytic functions, constants, and variables. New 

equations are then formed by recombining previous 

equations, using genetic programming. Since SR does 

not require a specific model, it is not affected by users or 

unknown gaps in problem domain. The software uses 

1054-4887 © ACES 

Submitted On: December 30, 2016 
Accepted On: March 19, 2017

372ACES JOURNAL, Vol. 32, No. 5, May 2017

https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Operation_(mathematics)
https://en.wikipedia.org/wiki/Analytic_function
https://en.wikipedia.org/wiki/Constant_(mathematics)
https://en.wikipedia.org/wiki/State_variable
https://en.wikipedia.org/wiki/Genetic_programming


evolutionary search to determine mathematical equations 

that describe sets of data in their simplest form. This 

class of algorithms are based on Darwinian Theory of 

evolution and one of its main attributes is that there is no 

calculated single solution, but a class of possible 

solutions at once. This class of possible and acceptable 

solutions is called “population”. Members of this 

population are called “individuals” and mathematically 

said, they represent possible solution, i.e., solution which 

can be realized in real world application. Main aim of 

evolutionary algorithms is to find the best solution of all 

during evolutionary process. Evolutionary algorithms 

differ among themselves in many points of view like 

individual representation (binary, decimal) or offspring 

creation (standard crossover, arithmetic operations, 

vector operations, etc.).  

In this work, the aim is briefly to use Symbolic 

Regression SR in processing Big Data to obtain a full - 

wave Simulation-based analytical expression for the 

characteristic impedance Z0 of a microstrip line in  

terms of only its real parameters to the contrary of  

the counterpart analytical expressions which require 

additional calculations for an effective dielectric 

constant εeff for different w/h ratios. In fact, there have 

been many different proposed equation sets for the 

calculation of Z0. The most commonly used expressions 

are proposed by Pozar [11] and Balanis [12]. However, 

in all of these expressions, Z0 is calculated using an 

effective dielectric permittivity εeff through the helping 

relationships obtained with the empirical methods. 

To obtain “Big Data”, an efficient and fast 3D 

simulation tool is needed for gathering the required data 

for training and validation in the modelling process. 

Sonnet's suites [13] of high-frequency electromagnetic 

(EM) software are aimed at today's demanding design 

challenges involving predominantly planar (3D planar) 

circuits and antennas such as microstrip, stripline, 

coplanar waveguide, multi/single layer PCB and 

combinations with vias, vertical metal sheets (z-directed 

strips), and any number of layers of metal traces 

embedded in stratified dielectric material. By using 

Sonnet, it is possible to obtain a high number of samples 

for modelling the Z0 of a given substrate (h, εr) for 

different values of the lines’ widths in a very short period 

of time. After obtaining the required data from Sonnet's 

suites, the data were inputted into the SR in the “Eureqa” 

environment for modelling characteristic impedance of 

microstrip lines. 

In the study case section, all the data obtained by 

using Sonnet will be applied to the expressions given by 

[13-14] and SR of the Eureqa, respectively. Then, their 

performances are compared according to four commonly 

used error metrics, which are Mean Absolute Error 

(MAE), Relative Mean Absolute Error (RMAE), 

Maximum Error within the whole test data (MXE)  

and Root Mean Squared Error (RMSE). Furthermore, 

comparison between the approaches is also presented as 

figures for different values for h, εr and w within 1 GHz-

10 GHz bandwidth. The flowchart of the methodology 

for obtaining a full-wave simulation based analytical 

expression for Z0 is presented in Fig. 1. The paper is 

organized as follows: In Section 2, a brief explanation 

about Z0 and the current mostly used analytical 

expressions in literature are presented. The Section 3 

presents a general overview of the electromagnetic 

simulations and the obtained data. In Section 4, a brief 

explanation about working mechanism of SR and some 

example of its usage in science and engineering fields  

is presented alongside of the methodology that is 

implemented to forming the full - wave Simulation-

based analytical expression for Z0. Section 5 gives 

results of the study case. Finally, the paper ends with the 

conclusions in the Section 6. 
 

MAE < 0.5
No

Yes

Gathering Training data with 3D 

EM simulation tool

Preparing Data for Eureqa

Define search settings

Setting target expressions

Training of Eureqa

START

Obtain simplest and most accurate solution

END

Compare obtained EM based solution with 

analytic counterparts

 
 

Fig. 1. Flowchart of the proposed methodology. 

 

II. ALTERNATIVE FORMULATION OF 

THE CHARACTERISTIC IMPEDANCE OF 

MICROSTRIP LINES  
Characteristic impedance is an important design 

parameter in microstrip-based microwave circuit designs 

such as filter, antenna, power divider, coupler, oscillator, 

and amplifier applications. Also, it is essential in the  
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design of interdigital capacitance and stub inductance.  

There are many analytical expressions for the  

calculation of microstrip transmission lines of Z0. The 

well-known equations which are credited to Pozar  

[11] and Balanis [12] are the most commonly used 

expressions. These expressions require pre-calculation 

of εeff and some sub-equations, where the main equation 

of Z0 changes depending on the ratio of transmission 

lines widths (w) and substrate’s height (h). In [11], the 

solution only depends on the pre-calculation of εeff and 

the condition of w/h ratio, the effect of the frequency is 

not taken into account, either. On the other hand, in 

addition to the pre-calculation of εeff and the condition of 

w/h ratio, the effect of the transmission line thickness T 

and the frequency were taken into the account in [12]. In 

our study, the expressions in [11] and [12] are presented 

in 4 different cases for benchmarking purposes. 

 

Case 1 

The analytical expression in [11] is given in Eqs. (1-

3), where the expression depends on the ratio of w/h and 

requires the pre-calculation of Eq. (1). For the sake of 

simplicity, Eqs. (1-3) will hereafter be named Case 1: 
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Case 2 

In [12], a more detailed expression set is provided 

for analytical calculation of Z0. Firstly, all the expressions 

are solved for f=10 GHz conditions, then the frequency-

dependent expression is calculated by using previous 

values as sub-expressions. In Eqs. (4-5), the effect of  

the transmission line thickness is considered in the 

calculation of the effective width value of microstrip 

transmission line for f=10 GHz. Hereafter, Eqs. (4-12) 

will be named Case 2: 

for w/h ≤ 1, 
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After calculating the effective width value of the 

transmission line, Z0 (f=0) can be obtained depending on  

the ratio of (0) /effw h  as follows: 
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Finally, the effect of the frequency is taken into the 

account in Eq. (12) by using sub-equations given in Eqs. 

(10-11): 
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Case 3 

In examples given in [12], the T/h ratio is commonly 

considered equal to zero. In our study, we also ignored 

the effect of T/h ratio in Case 3 for the sake of better 

benchmarking results. Thus, Eqs. (4-5) are simplified as 

follows: 

for w/h ≤ 1 and T/h=0, 
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eff effw w f w

h h h
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For w/h ≥ 1 and T/h=0, 

 
   0 0

.
eff effw w f w

h h h


   (14) 

In our studies, we have observed that when an EM-based 

simulation result is taken as the reference point, Case 2 

can be improved by considering T/h ratio equal to zero. 

The results can be clearly seen in Figs. 4-6 and Tables 4 

and 5. 
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Case 4 

As it can be seen in Figs. 4-6, commonly, the result 

of Sonnet for Z0 slightly increases with the frequency. 

However, in Cases 2 and 3, Z0(f) is inversely proportional 

with the frequency. Thus, by ignoring the frequency 

effect in Eq. (12), Case 4 can be expressed as follows 

where its performance is better than Cases 2 and 3: 
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In Eqs. (1-15) the analytical expressions of two 

well-known references had been given in 4 different 

cases. Although these have admissible results, they 

require: 

- Pre-calculation of εeff ; 

- Condition of w/h ratio; 

- Additional sub-equations. 

In the next sections, by using Sonnet and Eureqa, a new 

EM based analytical expression for calculation of Z0 is 

presented, which is independent from the ratio of w/h and 

does not require pre-calculation of εeff as well as being 

more simple and accurate than the counterpart analytical 

expressions given in Cases 1-4. 

 

III. ELECTROMAGNETIC SIMULATIONS 

WITH SONNET’S SUITS 
Sonnet's suites of high frequency EM software are 

aimed at today's demanding design challenges involving 

predominantly planar (3D planar) circuits [13]. The 

software requires a physical description of your circuit 

and employs a rigorous Method-of-Moments EM analysis 

based on Maxwell's equations that includes all parasitic, 

cross-coupling, enclosure and package resonance effects. 

Thus, it is a very effective tool for calculating the Z0 of a 

microstrip lines. 

In our study, a series of simulations are performed 

in Sonnet's suites with a range of parameters for the 

combination of each microstrip parameters such as 

substrate height h, dielectric permittivity εr, widths of the 

microstrip line w and frequency f. The values given in 

Tables 1 and 2 were simulated with Sonnet to obtain a 

high accuracy rate in the training process. Training data 

is given in Table 1 while Table 2 contains the test data 

including the most commonly used substrates (FR4, 

Rogers, Duroid). Tables 3-6 presents the variations of 

characteristic impedance Z0 according to the microstrip 

parameters of width w, operation frequency f, substrate 

height h and the dielectric constant εr. As it can be 

observed from these tables, the most effective parameters 

can be ordered as: w, h, εr while the effect of operation 

frequency f can be ignored.  

Some typical examples of the training data are  

given in Table 7. Due to the training features of Eureqa 

normalized with 50 ohm are used. Also, in the study 

case, all the data in Tables 1 and 2 were used for  

performance benchmarking of the equations given in 

Cases 1-4 and the expression obtained by Eureqa. The 

results of the benchmarking are given in Tables 8 and 9. 

 

Table 1: Training data 

Parameters Value 
Sample 

Number 

h (mm) 0.3, 0.5, 0.7, 1, 1.5, 2, 2.5 7 

εr 1, 2, 3, …., 6 6 

w (mm) 

0.2, 0.25, 0.3,…, 1, 1.2, 1.4, 

1.6, 1.8, 2, 2.2, 2.5, 2.7, 3, 

3.3, 3.5, 3.7, 4, 4.3, 4.5, 5 

33 

Thickness (µm) 35 1 

f (GHz) 1, 2, 3, …., 10 10 

Total samples 7x7x33x1x10=13860 

 

Table 2: Test data 

Parameters Duroid 

5880 

Duroid 

6006 

FR4 Roger 

3003 

Roger 

3006 

h 

(mm) 

0.254 

0.784 

3.175 

0.254 

1.27 

2.5 

1.6 

0.25 

0.75 

1.52 

0.25 

0.64 

1.27 

εr 2.2 6.15 4.6 3 6.15 

w 

(mm) 

0.2, 0.25, 0.3,…, 11.2, 1.4, 1.6, 1.8, 2, 2.2, 

2.5, 2.7, 3, 3.3, 3.5, 3.7, 4, 4.3, 4.5, 5 

Thickness 

T (µm) 
35 

f (GHz) 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 

Sample 

number 
990 990 330 990 990 

Total 

samples 
4290 

 

Table 3: Variation of Z0 due to the effect of microstrip 

width w for (h=1.5 mm, εr=3, f=5 GHz) 

h 

(mm) 

εr w 

(mm) 

f 

(GHz) 

Z0/50 

(Sonnet) 

1.5 3 0.2 5 3.417 

1.5 3 0.3 5 3.058 

1.5 3 0.5 5 2.614 

1.5 3 1 5 2.024 

1.5 3 1.6 5 1.639 

1.5 3 3.5 5 1.058 

1.5 3 5 5 0.834 

 

Table 4: Variation of Z0 due to the frequency f for  

(h=1.5 mm, εr=3, w=1 mm) 

h 

(mm) 

εr w 

(mm) 

f 

(GHz) 

Z0/50 

(Sonnet) 

1.5 3 1 1 2.015 

1.5 3 1 3 2.019 

1.5 3 1 5 2.024 

1.5 3 1 7 2.029 

1.5 3 1 10 2.035 
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Table 5: Variation of Z0 due to the effect of substrate 

height h for (εr=3, w=1 mm, f=5 GHz) 

h 

(mm) 

εr w 

(mm) 

f 

(GHz) 

Z0/50 

(Sonnet) 

0.3 3 1 5 0.836 

0.5 3 1 5 1.164 

0.7 3 1 5 1.410 

1 3 1 5 1.691 

1.5 3 1 5 2.024 

2 3 1 5 2.263 

2.5 3 1 5 2.446 

 

Table 6: Variation of Z0 due to the effect of substrate 

dielectric constant εr for (h=1.5 mm, w=1 mm, f=5 GHz) 

h 

(mm) 

εr w 

(mm) 

f 

(GHz) 

Z0/50 

(Sonnet) 

1.5 1 1 5 2.940 

1.5 2 1 5 2.359 

1.5 3 1 5 2.024 

1.5 4 1 5 1.801 

1.5 5 1 5 1.637 

1.5 6 1 5 1.511 

 

Table 7: Example of the data input into Eureqa 

ID f 

(GHz) 

h 

(mm) 

εr w 

(mm) 

Z0 

(Sonnet) 

Z0/50 

1 1 0.3 1 0.4 111.729 2.235 

2 1 1.5 5 1.4 70.272 1.405 

3 1 2.5 6.15 3 56.5 1.130 

4 2 1 5 3.5 32.120 0.642 

5 3 3.175 2.2 2 112.75 2.255 

6 4 2.5 6 5 43.321 0.866 

7 6 0.75 3 1 73.2 1.464 

8 7 0.5 2 0.75 81.149 1.623 

 

IV. OBTAINING THE EM-SIMULATION 

BASED ANALYTICAL EXPRESSION WITH 

SYMBOLIC REGRESSION 
In this section, firstly, a brief introduction about SR 

and its usage in various applications in science and 

engineering are provided. After that, the implementation 

of the SR’s training process for obtaining the EM-based 

analytical expression of Z0 is presented. 

 

A. Symbolic Regression with Eureqa 

As it has been mentioned before, Eureqa [14] is a 

breakthrough technology that uncovers the intrinsic 

relationships hidden within complex data using SR. As 

referenced in [15], Schmidt and Lipson developed a 

computing system that could observe a phenomenon in 

nature and then automatically identify various laws of 

nature and invariant equations that it obeyed. For  

example, they had the system to observe a double 

pendulum swinging chaotically using motion-tracking. 

Without any knowledge of physics or geometry, the 

system identified the exact energy conservation and 

momentum relations that governed its dynamics. In [16], 

Ceperic, Bako and Baric presented the use of Symbolic 

Regression for the black-box modelling of non-linear 

dynamic behaviour in the AC/DC rectifiers of radio-

frequency identification (RFID) circuits. Also, there are 

many recent publications in the literature which used 

Eureqa’s SR algorithm in order to solve or obtain 

solutions for various problems in astronomy, biology, 

chemistry, computer science, physics and many other 

fields [15-17]. 

Symbolic Regression is based on evolutionary 

algorithms. This type of algorithms are inspired from 

Darwinian theory of evolution. In evolutionary algorithms 

there is no calculated single solution. Instead, there is a 

class of possible solutions called as “population” at once. 

Individuals of this population represents the possible 

solution of real world problem. Main aim of these type 

of algorithms is to find the optimal solution during 

evolutionary process. 

SR is a process in which the given dataset fitted  

by suitable mathematical formulas. This process is 

commonly used when some data of unknown process are 

obtained. For the first time, the idea of how to solve 

various problems using SR by means of evolutionary 

algorithms (EAs), come from Koza who used genetic 

algorithm (GA) in so called genetic programming  

(GP) [15-16]. GP is basically SR which is done by 

evolutionary algorithms. Main principle of GP is such 

that expressions are represented in chromosomes like 

syntactic trees. The syntactic tree form of Eq. (16)  

is given in Fig. 2 for a better understanding. Based  

on GA principles, new individuals (Childs) whose 

representations are in fact new expressions which are 

evaluated by fitness are created either by random 

generators or by exchanging parent’s parts by crossover 

operators, or mutation. This process can be simply seen 

in Fig. 3, where Eqs. (16-17) are taken as parents and 

Eqs. (18-20) are the children of these parents through 

cross over or mutation operations: 
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Fig. 3. An example of (a) crossover and (b) mutation in 

syntactic tree form. 

 

B. Implementation process in Eureqa for Z0  

As mentioned before, SR is a process in which the 

given dataset is fitted by suitable mathematical formulas. 

For this mean, firstly the data in Tables 1 and 2 were 

input into Eureqa as the training data with the following 

commands to start the search settings for creating a fitted 

mathematical /analytical expression of Z0: 

 Shuffle and split data points equally for training and 

test purposes; 

- Use all basic formula blocks; 

- Use all trigonometry blocks; 

- Use all exponential blocks; 

- Use all squashing blocks; 

- Use mean absolute error as error metric (default). 

- Target expression is expressed as follows: 

  0 , , , .rZ f h w f  (21) 

Unfortunately, Eureqa did not provide an appropriate 

expression as it was expected. By checking the results of 

Sonnet given in Table 4, one can observed that the effect 

of frequency can be ignored as compared with the effects 

of h, εr and w. Thus, frequency is discarded from the 

target expression in Eq. (21) and some changes are made 

in Eureqa’s searching commands as follows: 

- Treat all data equally both for training and test; 

- Use all basic formula blocks; 

- Use all trigonometry blocks; 

- Use all exponential blocks; 

- Use only Gaussian from squashing blocks; 

- Use Mean Absolute Error MAE as error metric 

(default). 

- In order to increase the complexity of the predicted 

expression user can define the target expression as 

the sum of two or more functions in case of need. 

Here Z0 is defined as the sum of the two ingredients 

as follows as target expression: 

    0 0 1, , , , .r rZ f h w f h w    (22) 

Thus, by using SR algorithm Eureqa builds up an 

expression consisting of summation of the two different 

functions as given in Eq. (22), which is expected to give 

more accurate results than a single function. The training 

stage of Eureqa was performed by the Intel Core i5 CPU, 

3.3 GHz Processor, 4 GB RAM. After approximately 10 

hours of training, the MAE value dropped by less than 

0.5, which was chosen as the target error value, therefore, 

we stopped the training process. Eureqa sorts the 

candidate’s expression according to their complexity and 

fitness value of expressions. Eureqa’s sorting algorithm 

suggests that the expression given in Eq. (23) is the 

optimal expressions: 

2
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 (23) 

 

V. CASE STUDY 
For the case study purposes, in Table 9, performance 

benchmarking of each analytic expression are presented 

for the data examples given in Table 7. Also, approximately 

20.000 samples given in Tables 1 and 2 were taken as 

377 ACES JOURNAL, Vol. 32, No. 5, May 2017



testing instances for each of the Cases 1-4 and the 

solution in Eq. (12). Performance results given in Table 

5 were calculated by using the following error metrics: 
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   (27) 

where, T: Target, P: Predicted, N: total sample. 

 

Table 8: Z0 results for samples in Table 3 

ID Z0 Eureqa Case 1 Case 2 Case 3 Case 4 

1 111.7 112.3 110.6 103.9 110.6 110.6 

2 70.2 70.2 70.4 67.6 69.3 69.3 

3 56.5 56.5 55.7 54.8 55.6 55.7 

4 32.1 32.1 31.8 31.3 31.7 31.8 

5 112.7 115.6 116.3 113.8 115.7 116.2 

6 43.3 42.8 42.3 40.5 40.9 42.3 

7 73.2 73.1 72.6 70.1 72.4 72.6 

8 81.1 80.9 80.8 77.4 80.7 80.8 

 

Table 9: Performance benchmarking of Cases 1-4 and 

Eureqa 

 MAE RMAE MXE RMSE 

Eureqa 0.4942 0.0078 7.1105 0.0061 

Case 1 1.0197 0.0117 8.3851 0.0116 

Case 2 4.2904 0.0513 24.292 0.0404 

Case 3 1.6788 0.0214 14.642 0.0178 

Case 4 1.1455 0.0128 9.9481 0.0127 

 

Furthermore, in Figs. 4-6, benchmarking results of 

the 4 cases and SR applied to the 3 different substrates 

are given as compared to targeted values obtained with 

Sonnet within 1 GHz-10 GHz bandwidth for 11 different 

w values. Here the test data given in the Table 2 is used. 

Figure 4 depicts all the Z0 results for FR4, while Fig. 5 

gives the results for Duroid 6006 and Fig. 6 shows the 

results for Roger 3003. In order to depict all the results 

of the different w values for the different cases within  

1-10 GHz bandwidth in a single plane, all the results are 

compressed in x-axis for each value of w. On the x-axis, 

each sample in the w-band is taken with 1 GHz intervals 

using Sonnet suit. 

As it can be seen from the figures, the values of Z0 

obtained by Sonnet slightly increase with the frequency 

on the contrary to Case 3 and 4. As a consequence, the 

proposed EM-based analytical expression for Z0 is better 

than the other expressions. Also, it should be noted that 

the proposed expression is not only better in performance 

benchmarking, but it is also, simpler than the other  

expressions because it does not require pre-calculation 

of εeff as well as it does not require different expressions 

for the ratio of the w/h. 

 

 
   (a) 

 
   (b) 

 

Fig. 4. Z0 benchmarking results of FR4: (a) w=[0.2 0.25 

0.3 0.35 0.4], and (b) w=[3.3 3.5 3.7 4 4.3 4.5 5], h=0.64 mm. 

 

 
 

Fig. 5. Z0 benchmarking results of Duroid 6006 (h=1.52 mm) 

w=[0.2 0.25 0.3 0.35]. 
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Fig. 6. Z0 benchmarking results of Roger 3003 (h=0.64 mm) 

w=[0.4 0.45 0.5 0.55 0.6 0.65 0.7]. 
 

VI. CONCLUSION 
In this study, by using 3D EM simulation and 

Symbolic Regression tools, an EM-based analytical 

expression for the characteristic impedance Z0 of a 

microstrip transmission line is obtained and compared 

with the other analytical expressions in literature for both 

simulation and measurement results. The obtained 

expression is simpler and does not require additional 

calculation of εeff and does not require to use different 

expressions with respect to the ratio of the height to the 

width of the microstrip transmission line. 

Furthermore, the proposed expression can easily be 

deployed on similar microstrip-based microwave circuit 

designs such as filter, amplifier, and antenna designs to 

acquire more accurate results, where the precise value of 

Z0 is an important intrinsic design parameter. 

Also, all the data obtained by Sonnet in Tables 1 and 

2 are shared with detailed descriptions about the data set 

in [18] for all the readers who are interested in this field 

and would like to make contributions to this subject. 

In future studies, the analytical expressions for more 

complex design parameters such as gain, far field, near 

field, scattering parameters, extraction of LC parameters 

for interdigital capacitance and stub inductance will be 

studied. 
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