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Abstract ─ In this paper, an efficient scheme of 

numerical method is proposed to solve the low frequency 

(LF) problems, which combines the loop-tree basis 

functions with an efficient form of multilevel adaptive 

cross approximation (EFMLACA) algorithm. It utilizes 

the loop-tree basis functions to divide the vector part 

and scalar part of the impedance matrix. Meanwhile, 

the scalar part is frequency normalized. Through this 

operation, it can avoid the low frequency breakdown 

problem. In order to accelerate the matrix vector 

multiplication, the EFMLACA algorithm is applied. 

Meanwhile, the compressed block decomposition (CBD) 

preconditioner is applied to improve the condition 

number of poor convergence problems. The numerical 

results demonstrate that the memory requirement and 

computation time required for a matrix vector 

multiplication of EFMLACA algorithm is much less 

than that of MLACA and ACA-SVD. Moreover, the 

matrix vector multiplication of EFMLACA algorithm is 

also much more efficient than that of low-frequency 

multilevel fast multipole algorithm (LF-MLFMA).  

Index Terms ─ Compressed block decomposition (CBD), 

efficient form of multilevel adaptive cross approximation 

(EFMLACA) algorithm, low frequency. 

I. INTRODUCTION
The numerical simulations of acoustics, microwave 

filter design, interconnect modeling, and electromagnetic 

scattering require the solution of Helmholtz equation. 

One of the popular approaches of numerical solution is 

to convert them into integral equations [1-3], which are 

then discretized using appropriate quadrature formulae. 

This usually leads to large-scale systems of linear algebraic 

equations, which are in turn solved via appropriately 

chosen iterative schemes (such as generalized minimal 

residual (GMRES) [4-5]. Most iterative schemes require 

the application of the matrix to a sequence of recursively 

generated vectors. Applying a dense matrix to a vector is 

an order N2 procedure, where N is the number of nodes 

in the discretization of domain. As a result, the whole 

process is at least of order N2, which is prohibitive for 

many large-scale problems. 

A further reduction in operations count can be 

achieved by applying the fast numerical methods [6-10], 

thus significantly reducing the computational complexity 

and the memory requirement. The multilevel fast 

multipole algorithm (MLFMA) is one such method, which 

can reduces the computational complexity to O(NlogN). 

It is very efficient for analyzing the models contain few 

sub-wavelength geometrical detail. When the electric 

field integral equation (EFIE) is used to analyze the 

low frequency (LF) problems (when the electrical size of 

objects is much less than wavelength), a phenomenon 

called the low frequency (LF) breakdown will be 

encountered. The origin of LF breakdown for EFIE is 

not the reason of mathematical, which is caused by the 

inevitable numerical round-off error on a finite-precision 

computer. When the frequency tends to zero, the vector 

part of impedance matrix is much smaller than that of 

scalar part, resulting in the vector part to be omitted.  

In order to overcome this problem, loop-tree basis 

functions are applied. It separates the vector part and 

the scalar part of impedance matrix, and frequency 

normalization is utilized to enhance the role of vector 

part. In [11], a new method called the low-frequency 

multilevel fast multipole algorithm (LF-MLFMA) is 

introduced. However, the matrix vector multiplication of 

LF-MLFMA is very slow. The low-rank decomposition 

method is one of the most popular techniques, which has 

been widely applied to solve electromagnetic problems 

[12-18]. It is a technology for finding sparse 

representations of large scale matrix, and is a powerful 

way to find potentially useful information from the matrix. 

The multilevel adaptive cross approximation (MLACA) 

algorithm is one of the fast low-rank methods. In [16], 

the structure of the MLACA representation is given in a 

multilevel recursion manner. To improve the efficiency 

of ACA, some SVD techniques are introduced in [15,18] 

to recompress the matrices of ACA. In this paper, 

an efficient form of multilevel adaptive cross 

approximation (EFMLACA) algorithm is introduced. 

Moreover, the compressed block decomposition (CBD) 

[19] preconditioner is applied to further accelerate the
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matrix vector multiplication. 

The Section 2 contains the theory of loop-tree method 

of moments. In Section 3, we discuss the procedure of 

efficient form of multilevel adaptive cross approximation 

(EFMLACA) algorithm. The performance of EFMLACA 

algorithm is illustrated in Section 4 with numerical 

results. Finally, Section 5 gives very brief conclusions. 

II. LOOP-TREE METHOD OF MOMENTS
The traditional method of moments (MoM) utilizes

Rao–Wilton–Glisson (RWG) basis function to solve 

the electromagnetic problem. When the frequency trends 

to zero, electric field integral equation (EFIE) will 

encounters the LF breakdown problem. The form of 

EFIE is given in the following: 
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It can be observed from the formula (1) when the 

frequency tends to zero, the vector part 0 ( )j A r is 

much smaller than the scalar part 0( )r j  . Due to 

the inevitable numerical round-off error on a finite-

precision computer, the information of vector potential 

will be omitted, and the rest of scalar potential is not 

accurate enough to describe the target surface current. 

Therefore, the solution is not stable. This problem can 

be improved by improving the accuracy of variables in 

the program, but if you want to solve this problem 

completely, the loop-tree basis function [20-21] is applied 

to modify the formula (1): 
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where T represents the transformation matrix obtained 

from RWG basis functions to Loop-Tree basis functions 

[20-21]. TC denotes the transformation matrix from 

RWG basis functions to surface-tree basis functions. 

Meanwhile, TL denotes the transformation matrix from 

RWG basis functions to surface-loop basis functions. ZA 

denotes the vector part of impedance matrix Z, and Z  

denotes the scalar part of Z. Due to the huge amount 

of calculation needed for analyzing the LF problems 

with large number of unknowns, an efficient form of 

multilevel adaptive cross approximation (EFMLACA) 

algorithm is proposed. 

III. EFMLACA ALGORITHM

A. Multilevel adaptive cross approximation 

(MLACA)

Multilevel adaptive cross approximation (MLACA) 

algorithm [15-17] is based on tree structure to divide the 

object into many sub-domains shown in Fig. 1 (a), which 

is same as that of reference [15]. The impedance matrix 

Z can be expressed as: 

3

[ ] [ ]
L

l

l

Z Z


 , 

where [ ]lZ  denotes the matrix in level l. L denotes the 

total number of tree structure. 

The MLACA algorithm decomposes the far-field 

matrix into relatively small sub-matrices multiplication. 

Only r rows and r columns (r denotes the rank of 

impedance matrix) of the matrix are required to fill, and 

the entire matrix is not required (shown in Fig. 1 (b)). 

Under the premise of ensuring the accuracy, as far as 

possible to extract the minimum rank value of each 

matrix, so as to effectively reduce memory consumption 

and computation time.  

(a) 

(b) 

Fig. 1. (a) Subdivision of an object using tree structure 

in the MLACA algorithm, and (b) the scheme of 

selecting rows and columns in MLACA algorithm. 

In the expression of ACA algorithm, the far-field 

matrix can be expressed in the following form: 

[ ] [ ] [ ]m n m r r nZ U V   , (3) 

where [ ]m nZ  denotes the far-field matrix, r denotes the

rank of far field matrix (r min(m, n)). The dimensions 

of two sub-matrices are both very small. For the large-

scale problems, the computation efficiency of matrix 

multiplication of ACA algorithm is relatively low. 
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B. Efficient form of MLACA (EFMLACA) algorithm

In this section, a sparse expression of ACA

algorithm is applied to accelerate the matrix vector 

multiplication. It utilizes transform matrix to obtain a 

compressed representation of the original matrix. The 

transform matrix is a block diagonal unitary matrix, 

which is shown in Fig. 2. 

Fig. 2. The form of transform matrix. 

The original matrix of equation (3) can be expressed 

as: 
†[ ] [ ][Y][ ]m nZ W W  , (4) 

where [W] is the transform matrix. †[ ]W is the conjugate

matrix of transform matrix [W]. The dimensions of [Y] is 

very small, which requires little memory requirement. 

The impedance matrix can be expressed as: 
( ) ( ( ))

†

2 1 1

[ ] [ ] [ ][ ]
M l Far l iL

far li lij lj

l i j

Z W Y W
  

  , (5) 

where M(l) is the number of nonempty groups at level 

l and, ( ( ))Far l i  denotes the number of far interaction

groups of the i-th nonempty group for each observer 

group l(i) at level l. [ ] farZ  denotes the far-field matrix. 

For each observation group, it needs to store the matrix 

[W] only once. However, the [U] and [V] in equation (3)

need to be stored many times for each observation group.

The detailed solving process of transform matrix is given

in the following.

(i) The filling process of matrix [W]

At the level l, extract the corresponding matrices

[V]ij for each observation group j, which is formed by

equation (3). Then concatenate all matrices [V]ij in a row

and gain the transition matrix A, which is shown in Fig.

3.

Fig. 3. The form of transition matrix A. 

Then, the adaptive cross approximation-singular 

value decomposition (ACA-SVD) [18] is utilized to 

decompose the transition matrix A, which needs the 

whole information of matrix A: 

  [ ] [ ] [ ] [ ]ACA SVDm n m k k k n kA U S V


      , min( , )k m n , 

(6) 

where n and m denotes dimensions of the matrix A. k 

denotes the rank of matrix A.  [ ]n kV


  is the j-th diagonal

block of [Wl], which is a unitary matrix. Implement the 

procedure for all observation groups at level l as the 

above, can obtain [Wl]. Using the above procedures at all 

levels of octal tree structure, can gain the whole 

transform matrix of [W].  

(ii) The filling process of matrix [Y]

At the level l, the matrix [Wl] is used to multiply the

equation (3) on the both sides. The detail expression is 

given for a far-field sub-matrix in the following: 

 †[ ] [ ] [ ] [ ] [ ] [ ]m r m r r r n r n r

l ljY W U S V W


       , (7) 

where r is much less than the dimensions of original 

matrix (r min(m, n)), so the dimension of matrix [Y] 

is much smaller than that of original matrix. Using the 

equation (7) at all levels of tree structure, can obtain the 

whole matrix of [Y]. 

The main idea of above procedure is to use transform 

matrix [W] to recompress the far-field matrices of 

MLACA algorithm. The main memory requirement of 

EFMLACA algorithm is the storage of matrices [W] and 

[Y]. The [W] is a block diagonal matrix, which is very 

sparse. Meanwhile, the dimension of matrix [Y] is very 

small. Therefore, the memory requirement of equation 

(4) is much less than that of equation (3).

C. Compressed block decomposition (CBD) 

preconditioner

In this paper, an efficient preconditioner is proposed 

to further accelerate the matrix vector multiplication. 

The amplitude difference of diagonal elements obtained 

by loop-tree basis functions is very large. Therefore, 

the impedance matrix should be diagonal normalized. 

In general, the inversion of whole impedance matrix 

are used as the preconditioner can get the best effect. 

However, computational complexity and memory 

consumption of its inverse process are too high, the good 

choice is to select an approximate matrix instead of the 

whole impedance matrix. The diagonal block matrices 

contain the strong interaction, which contain the main 

information of impedance matrix. Therefore, this paper 

applies the inversion of diagonal block matrices as the 

preconditioner to improve convergence problem. The 

compressed block decomposition (CBD) algorithm [19] 

is utilized to form the inversion of diagonal block 

matrices efficiently. 

IV. NUMERICAL RESULTS
The low-frequency problems are analyzed in the 
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following, and the computational efficiency of EFMLACA 

algorithm is compared with traditional MLACA. The 

truncating tolerance of both EFMLACA and MLACA is 

10-3. The restart number of generalized minimal residual

(GMRES) is 30 and the stop precision for restarted

GMRES is set to be 10-4.

The first low-frequency problem is a sphere, shown 

in Fig. 4. The radius is 0.5 meters and the frequency is 

3MHz. The electrical size of the sphere is 0.01 , which 

is a typical low-frequency problem. The number of tree 

structure is 3. The bistatic RCS of the structure is given 

in Fig. 5. It can be found that the results of EFMLACA 

algorithm are in agreement with that of Mie, which 

demonstrates the accuracy of EFMLACA algorithm. 

Figure 6 and Fig. 7 compare the efficiency of EFMLACA 

algorithm with that of MLACA and ACA-SVD [18]. The 

memory requirements and computation time required for 

a matrix vector multiplication (MVP) of EFMLACA and 

MLACA needed with the increase of the number of 

unknowns. It can be observed that the EFMLACA is 

much more efficient than that of traditional MLACA. 

The memory requirement and MVP time are only third 

of traditional MLACA. Through our simulation, it is 

found that the total number of layers affects the 

efficiency of the EFMLACA algorithm. Table 1 shows 

the best one of the total number of tree structure for 

EFMLACA algorithm varying with unknowns in this 

example. Table 2 also shows the computation time 

and steps needed for the iterative algorithm of CBD 

preconditioner and without preconditioner. It can be 

found that CBD preconditioner obviously improves the 

efficiency of matrix vector multiplication.  

Fig. 4. The sphere model. 

Fig. 5. The RCS results of the sphere structure. 

Fig. 6. The memory consumption of the far-field. 

Fig. 7. The time needed of a matrix vector multiplication. 

Table 1: The best one of the total number of tree structure 

for EFMLACA algorithm varying with unknowns in this 

example 

Unknowns Number The Best One 

15000 1 

30000 2 

60000 3 

80000 4 

100000 5 

Table 2: Computation time and steps needed for the 

iterative algorithm 

Method Step Total Time (min) 

Without Preconditioner 6741 167.1 

CBD Preconditioner 103 2.57 

The second low-frequency problem is a cylinder, 

shown in Fig. 8. The radius is 0.5 meters and the height 

is 1 meters. The frequency is 30MHz and the number 

of tree structure is 4. The electrical size of the cylinder 

is 0.1 . Figure 9 shows the results of bistatic RCS. 

According to the figure, the results of EFMLACA is 

nearly same as that of LF-MLFMA. The efficiency of 

EFMLACA algorithm is also analyzed in Fig. 10 and 
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Fig. 11. It can be found that the EFMLACA algorithm is 

much faster than that of LF-MLFMA. Meanwhile, the 

memory requirements of the EFMLACA algorithm is 

nearly same as that of LF-MLFMA. Table 3 shows 

the best one of the total number of tree structure for 

EFMLACA algorithm varying with unknowns in this 

example. Table 4 shows the computation time and steps 

needed for the iterative algorithm. The computation time 

and steps of CBD preconditioner are much less that 

of without preconditioner. The total solving times of 

EFMLACA and LF-MLFMA are given in Fig. 12. The 

CBD preconditioner is applied in the two methods. It can 

be found that EFMLACA is much more efficient than 

LF-MLFMA. 

Fig. 8. The cylinder model. 

Fig. 9. The RCS results of the cylinder structure. 

Fig. 10. The memory consumption of the far-field. 

Fig. 11. The time needed of a matrix vector multiplication. 

Table 3: The best one of the total number of tree structure 

for EFMLACA algorithm varying with unknowns in this 

example 

Unknowns Number The Best One 

20000 1 

40000 2 

60000 3 

80000 4 

100000 5 

Table 4: Computation time and steps needed for the 

iterative algorithm 

Method Step Total Time (min) 

Without Preconditioner 4987 117.2 

CBD Preconditioner 86 2.01 

Fig. 12. The total solving times needed of EFMLACA 

and LF-MLFMA. 

V. CONCLUSION
This paper introduces an efficient method to solve 

the electromagnetic scattering of low-frequency problem 

by using the EFMLACA algorithm combined with 

the CBD preconditioner. Numerical results show that 

EFMLACA algorithm can further improve the efficiency 
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and save the memory requirements. Meanwhile, the 

matrix vector multiplication of EFMLACA algorithm is 

also much more efficient than that of LF-MLFMA and 

ACA-SVD.  
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