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On the Possibility of Using ULF/ELF Electromagnetic Waves from Undersea
Cables to Detect Airplanes Submerged in the Ocean

Dallin R. Smith ! and Jamesina J. Simpson 2

L Air Force Research Labs
Albuquerque, NM 87117, USA
dallin@afrlnewmexico.com

2 Department of Electrical and Computer Engineering
University of Utah, Salt Lake City, UT 84112, USA
jamesina.simpson@utah.edu

Abstract — The loss of Malaysian Flight on March 8,
2014, and the subsequent lengthy search for the aircraft
highlights the need for an effective detection system for
locating airplanes that have crashed into the ocean. The
goal of this paper is to test the feasibility of detecting
submerged airplanes using ultra-low frequency and/
or extremely-low frequency electromagnetic signals
generated by undersea cables located along the bottom
of the ocean. The proposed detection system is tested
using three-dimensional finite-difference time-domain
(FDTD) modeling of the cable source, ocean water,
ground, and submerged object (aircraft). The perturbation
caused by the object is obtained for different positions of
the object relative to the cable source. The magnitude of
the perturbation is compared to the expected background
level for a depth of 3 km into the ocean. A sensor array
is proposed for detecting objects within several km of the
cable.

Index Terms — Airplane, extremely-low frequency,
FDTD, ocean, ultra-low frequency.

I. INTRODUCTION

Malaysian Flight 370 (MH370) took off at 12:42
AM on March 8, 2014, and disappeared from air-traffic
control secondary radar 39 minutes later. Later, a study
of primary radar data indicated that MH370 flew off
course for more than an hour after the aircraft was
dropped from the secondary radar. Subsequently, an
even later investigation of satellite data indicated that the
aircraft continued to fly at high speeds and at a high
altitude for six hours after it disappeared from secondary
radar. Ultimately it is believed to have crashed into the
Indian Ocean [1].

The inability to locate the MH370 aircraft brings
to light the challenge of finding a (reasonably sized)
metallic airplane in the ocean. Sonar may sometimes be
used when the target of interest is sufficiently noisy.

Submitted On: March 10, 2021
Accepted On: April 25, 2021

Alternatively, over short ranges, magnetic anomaly
detectors may be employed [2]. In general,
electromagnetic detection is not used due to the high
attenuation rate of electromagnetic waves in the
conductive ocean. With an average electrical conductivity
of ~3.3 S/m, the skin depth of the ocean is just 27 m at
100 Hz, and it is even shallower at higher frequencies.
Note that the average depth of the ocean is ~3.5 km.

The possibility of conducting remote-sensing
studies in the ocean using frequencies below 100 Hz in
the ultra-low frequency (ULF: < 3 Hz) and extremely
low frequency (ELF: 3 Hz — 3 kHz) range opens up
new detection possibilities because of the increased
skin depth. These frequencies have been previously
considered (e.g. [3-9]). However, most of these studies
focused on electromagnetic sources located on land or
in the air region above the ocean [3-8]. One study
investigated electromagnetic propagation between source
and receiver antennas both located in seawater, however
frequencies of 100 kHz and 14 MHz were used, which
provided ranges of just 300 m [9].

In this Paper, the feasibility of using subsea cables
as a source of ULF/ELF electromagnetic waves for
remote-sensing of the oceans is considered for the first
time. The motivation for using subsea cables is as
follows: (1) they already exist in many locations around
the world, and (2) they are electrically long, even at
ULF/ELF, due to the shortening of electromagnetic
wavelengths in the ocean.

With respect to (1), sub-sea cables are extensively
utilized for international communication purposes, with
over 400 cables in operation around the world that
collectively span over 1.2 million km. Additionally,
there are many older cables no longer in service but still
located along the ocean floor. In most cases, the undersea
cables are simply laid on the ocean floor. Closer to shore,
cables may be buried under the seabed for protection.

Concerning (2) above, the electromagnetic
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wavelength at a frequency of 10 Hz is shortened from
~30 Mm in the air to just 548 m in the ocean. At 0.1 Hz,
the wavelength is shortened from ~3,000 Mm in the air
to 5.48 km in the ocean. As a result, long undersea cables
are expected to radiate much more efficiently at the
bottom of the ocean compared to a comparable antenna
located in the air or on land. For example, the Navy’s
ELF transmitter, having two 22.5-km long lines over
land in Wisconsin and Michigan and having a third line
over land in Michigan that was 50 km long, was known
to have very poor radiation efficiency at 76 Hz until it
was turned off in 2004 [10].

The goal of this paper is to computationally test the
feasibility of using undersea cables as a source in a
ULF/ELF remote-sensing system used to detect
airplanes submerged in the ocean. Three-dimensional
finite-difference time-domain (FDTD) [11, 12] models
are used to model a realistic bathymetry, the cable
source, the resulting ULF/ELF propagation, and the
scattering caused by the object (airplane). First, the
remote-sensing system is tested at multiple frequencies
in the ULF/ELF band to determine an optimal operating
frequency. Subsequently, the object is moved around in
the vicinity of the cable to examine the total field
perturbation caused by the object.

Section Il describes the first FDTD model (Model
#1) that is used to obtain the optimal operating
frequency. Section IIl discusses the possibility of
detecting the object and analyzes the results relative to
the background noise level and measurement capabilities
of present-day magnetometers. Section 1V studies the
effect of the ocean floor. Section V describes a second
FDTD model (Model #2) that that is equivalent to
Model #1 but extends over a larger area, is more
computationally efficient, and includes a more realistic
bathymetry. Section VI presents results from Model #2
with the aircraft located on the ocean floor at various
distanced from the undersea cable, and then also results
for the aircraft elevated above the ocean floor
(representing it sinking). Section VIl summarizes and
concludes the Paper.

I1. FDTD MODEL DESCRIPTION

The first FDTD model (called Model #1) is used
to find the optimal operating frequency by comparing
the propagation attenuation rate of the scattered fields
from the object with the background noise level and
magnetometer sensitivity level. Model #1 extends 5 km
in the X-, Y-, and Z-directions and has a grid resolution
of 15 m in each Cartesian direction. This grid resolution
is sufficiently high to account for the wavelengths and
skin depth of the modeled electromagnetic waves ranging
from 0.1 to 100 Hz.

As shown on the left side of Fig. 1, the top half of
the grid in the Z-direction consists of ocean water having

ACES JOURNAL, Vol. 36, No. 5, May 2021

a conductivity of c = 3.3 S/m and a relative permittivity
of ¢, = 81. The bottom half of the grid models the
ground having a conductivity of ¢ =0.01 S/m (a
conductivity for ground under the ocean as obtained
from [13]) and a relative permittivity of ¢, = 15. Thus,
in Model #1, the ground is assumed to be flat. Both the
ground and ocean are homogeneous in the XY plane.

We note that in cold, deep ocean water, the
conductivity of the ocean is ~2.5 S/m, and that in warmer
surface ocean water, the conductivity is ~6 S/m [14].
Since this work is focused on ULF propagation in colder,
deeper ocean waters (but not the deepest parts of the
ocean), we used a value of 6 = 3.3 S/m. The impact of
accounting for the varying ocean conductivity in an
FDTD model that extends from more than 2 km below
the surface of the ocean and up into the atmosphere is
presented in Fig. 12 of [4]. As expected, higher ocean
conductivity values increase the attenuation of the ULF
waves.

The undersea cable source is assumed to have a
sinusoidal current of frequency 0.1, 1, 10, or 100 Hz with
an amplitude of I = 10 mA. The cable is modeled as
an infinitely-long current density source immediately
above the ground, as shown in Fig. 1. Specifically, the
cable source is modeled along a string of electric field
components oriented in the X-direction (E,) and
across the entire length of the grid. Periodic boundary
conditions (PBC) are used on the -X and +X edges of the
grid to make the cable infinitely long in the X-direction.
This is implemented by copying the last layer of updated,
tangential electric field values on the +X side of the grid
to the first layer of stored (not updated) electric field
values on the -X side of the grid:

E.(1,:,:) = E.(imax,:,:). Q)
This is performed immediately after the E,(imax,:,:)
components are updated. Also, the magnetic fields are
copied in the reverse direction; the first layer of updated
tangential magnetic fields on the -X side of the grid are
copied to the +X side of the grid:

H,(imax,:,:) = H.(1,:,:). (2)
This is performed immediately after the H.(1,:,:)
components are updated.

When the object is added to the grid, however, the
periodic boundaries in the X-direction cause the object
to be modeled as a periodic array in the X-direction.
Therefore, the FDTD grid is extended over a considerable
distance in the X-direction (5 km) to allow sufficient
attenuation of the electromagnetic scattering from the
mirrored objects, so that they do not influence the
calculation of the scattered fields from the primary object
of interest.

The other edges of the grid in the Y- and Z-directions
employ surface impedance boundary conditions (SIBC)
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to save computational space for each material. The
Beggs method is used to formulate the SIBC for the
ocean ground and ocean water [15], where the tangential
electric fields on the same side of the boundary as the
FDTD grid are updated using:

E,(nAt) = n, [ x H;(nAD)| = Tk, A(nd0),  (3)
where n is the time step number, At is the time step
increment, n, is the impedance of the ocean/ground
boundary, L denotes the number of first-order rational
functions used in the approximation (a value of 6 was
used),

A;(nAt) = py[A x H,(nAt)] +

Piz|A X E)((n - DAL)| +
piz Ai((n — 1)At), 4)
and
Pu = T2t [1+ (7% — 1)/(Baw))],  (5)

Pz = Mo k[ e — € (1 + 1/ (8taw)], (©)

piz = et )
where a = g, /¢,, and the six values used for C; and w;
are provided in Table 1 of Ref. [15]. Please see Ref. [15]
for more details. Additional simulations not shown here
demonstrate that extending the grid out further in the
X-, Y-, and Z-directions does not alter the results for the
primary object of interest.
The object has a conductivity of 6 = 1 x 107 S/m
(on the same order as many metals) and resides on many
electric field components in the shape of a cylinder with
a diameter of 60 m and a length of 60 m.

SIBC SIBC

Q
@
a

2| Cable +X
o

SIBC SIBC

Fig. 1. Schematic diagram of Model #1 without the
object. On the left is a view of the YZ-plane at the center
of the FDTD grid in the X-direction. The diagram shows
the ocean (blue), ground below the ocean (light brown),
and the cable (yellow cylinder) located just above the
ocean floor. PBCs are utilized on the X-direction edges
of the grid, and SIBCs are used on the other four edges
of the grid. On the right is a view of the XY -plane just
above the ground and through the center of the cable.

I11. DETECTABILITY AND FREQUENCY
STUDY

A. Scattering calculation
To determine the optimal operating frequency for

the remote-sensing system, the scattering from the object
is first obtained for different cable source frequencies.
Model #1 is run with no object. Then it is re-run with the
object located horizontally away from the cable source
at a distance of 2 km (on the ground). Several possible
operating frequencies are tested to compare the
scattering attenuation rates away from the object.
Specifically, 0.1, 1, 10, and 100 Hz are tested. For each
frequency, the simulation is run for a different number of
time steps to ensure that steady-state conditions are
reached all the way out to the edges of the grid. For
example, the 100 Hz source is run for 25 wavelengths
compared to just half of a wavelength for the 0.1 Hz
source.

The scattering from the object is obtained by
comparing the results from the simulation having the
objects vs. the simulation without the object. Specifically,
the total magnetic density field perturbation, AB, at any
position of interest (X, Y, Z) is obtained from (8) by
calculating the difference between the total magnetic
flux density from the simulation having the object (B°%)
vs. the simulation without the object (BN°©):

AB(X,Y,Z) = BO(X,Y,Z) — BNOb(X,Y,2), (8)
where

[ . 2
i (B x,v,2))
. | . 2
BON(X,Y,Z) = i+(B§bJ(X, Y,Z)) )
. 2
+(BP(xv, D)
and

(BYeow,y, Z))2

BNo Obj (X‘ y’ Z) = |+ (B}I]\Io O(X, Y, Z))z (10)
2
+(B§°0(X, Y,Z)) .
All of the AB results are plotted on a log base 10
scale according to:
ABy,(X,Y,Z) = log, (IAB(X,Y, Z)|). (11)

B. Background Noise Level (BNL) and Detection
Limit (DL)

To investigate the feasibility of using the remote-
sensing system in a real-world scenario, the field
perturbations caused by the object are compared to the
background noise level (BNL) to see how far away an
object may be detected at each frequency. Figure 2
displays the magnetic background noise level over a
wide range of frequencies in the air region of the Earth-
ionosphere waveguide [16]. Figure 2 shows measured
data along with a fitted curve.

According to Snell’s Law, any electromagnetic
wave propagating in the air region will propagate nearly
perfectly downward in the ocean after crossing the air-
ocean interface. Thus, the background noise level at
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depth in the ocean may be obtained by taking the BNL
in the air and attenuating it according to plane wave
theory with depth in the ocean. Table 1 provides the BNL
for the magnetic flux density in the air region and then
also the corresponding attenuated magnetic flux density
at a depth of 3 km below the ocean surface (roughly the
average depth of the ocean). The scaling law equation
from [16] (see the caption for Fig. 2) provides the BNL
in the air assuming the receiver bandwidth is equal to the
center frequency of the source.

0000 Background Noise

—— Scaling Law

- =1 Order Of Magnitude]
from Scaling Law

==+ Nomnal Distribution
of Random Noise

Lightning Discharge

THz'?)
S &

log( (8]

10 -8 -6 -4 -2 0 2 4 6 8
log([f]=Hz)

Fig. 2. The measured magnetic field spectrum of the
background noise from ~10-9 Hz to ~107 Hz (circles)
which can be approximated by the scaling law (solid
line) B = BO(f0/f) where BO ~ 10—11 T/Hz1/2, f0=1 Hz
is ascaling constant, and f is the frequency of the magnetic
field. The measured magnetic field exhibits deviations
from the scaling law by ~+1 order of magnitude across
the entire frequency range (dotted lines). The scaling law
is simulated in the frequency range from 10—7 Hz to 107
Hz with a persistent normal distributed random noise
process (stars) and exhibits an excellent agreement with
the scaling law. The noisy solid line is measured data
from a lightning discharge. (Courtesy of Ref. [16]).

Table 1: Background noise levels at different frequencies

Frequency BNL in fche Alir BNI__ at 3 km
Region Depth in the Ocean
0.1Hz 0.316 nT 0.0117 nT
1.0Hz 1.00e-2 nT 2.04e-7 nT
2.0Hz 3.55e-3nT 8.01e-10 nT
10.0 Hz 3.16e-4 nT 3.28e-19nT
100.0 Hz 1.00e-5nT 5.07e-53 nT

To investigate the feasibility of using the remote-
sensing system in a real-world scenario, the field
perturbations caused by the object are compared to the

ACES JOURNAL, Vol. 36, No. 5, May 2021

sensitivity of a sensor that may be used. For this study, a
superconducting quantum interference device (SQUID)
magnetometer is considered for detecting the perturbation.
SQUID sensors are based on superconducting loops
containing alternating current Josephson junctions. The
SQUID is inductively coupled to a resonant tank circuit,
and the effective inductance of the tank circuit changes
depending on the external magnetic field, thus changing
the resonant frequency of the tank circuit. SQUIDS have
been used in oil exploration, mapping tectonic faults,
biomedical imaging, and in military applications [18].
SQUIDs are known to have a detection limit (DL) on the
order of fT/v/Hz [17]. In Table 2 is listed the range of
source frequencies and the associated DL for a SQUID
magnetometer.

Table 2: Detection limit for SQUID magnetometers at
different frequencies

Frequency Detection Limit (DL)
0.1 Hz 3.1e-6 nT
1.0Hz 1.0e-6 nT
10.0 Hz 3.1e-7nT
100.0 Hz 1.0e-7 nT
C. Results

The BNL and DL values are now compared with the
FDTD-calculated perturbations caused by the object. In
Fig. 3, the scattering from the object at each source
frequency is plotted in the Y-direction along a line
through the center of the object (at X =0, Z = 0). The
object is placed at Y = 2 km away from the cable on the
ground (at X = 0, Z = 0). The cable source is assumed
to carry 10 mA. At each frequency, a horizontal line
indicates the larger of the two values obtained from
Table 1 (BNL) or Table 2 (DL) are plotted (so, the BN
level is indicated for 0.1 Hz, and the DL level is indicated
for 1, 10, and 100 Hz). For the object to be detectable,
the scattered total magnetic density caused by the object
must be above the corresponding horizontal line.

Examining the results in Fig. 3, at 1, 10, and 100 Hz
the scattering from the object is detectable above
the BNL and DL at distances away from the object.
However, the scatterings at 100 Hz are only detectable
within a few hundred meters of the object, and the
scatterings at 10 Hz are detectable at distances of <1 km.
Thus, ~1 Hz is determined to be an optimal frequency
for detecting a 60-m diameter and 60-m long object on
the ocean floor.

Considering the values in Tables 1 and 2 and the
results in Fig. 3, the detectability of the object may be
improved if: (1) the cable source can carry more than
10 mA; or (2) more sensitive magnetometers may be
employed.
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BNL: 0.01 nT
DL: 1.0e-6 nT

S
S

DL: 3.1e-7 nT

Total Field Perturbation (nT)

L L L L s
0 0.5 1 1.5 2 2.5 3

Distance along Y-Axis (km)

Fig. 3. Scattered total magnetic flux density from the
object located at Y = 2 km and at the different source
frequencies. Also included is a horizontal line indicating
the larger of the two values obtained from Tables 1 and
2 at each frequency: the background noise level (BNL,
shown as a dashed horizontal line) at a depth of 3 km in
the ocean or the detection limit (DL, shown as a solid
horizontal line) of a SQUID magnetometer.

IV. OCEAN FLOOR

Before different positions of the object are
considered, Model #1 is used to study the effect of the
ocean floor on the detectability of the object. The ocean
floor is expected to play a role in the electromagnetic
propagation from the cable source and the scattering
from the object, since both the cable and object of
interest are located directly on the ocean floor.

For this study, the same Model #1 is rerun at 1 Hz
as for the results in Fig. 3, except that the ground is
removed and it is replaced with ocean (it is an all-ocean
model). Figure 4 superimposes the difference in the total
magnetic flux densities at 1 Hz from Fig. 3 (with ground)
with the corresponding results obtained from the two all
ocean simulations (run with and without the object). As
shown in Fig. 4, the ground plays a huge role in the total
scattered magnetic flux densities when the source and
scattering object are on the ground.

V. MODEL #2
A lower-resolution model (Model #2) is now used
to perform simulations at the optimal frequency of 1 Hz.
Model #2 is the same as Model #1 except for three
changes:
(1) The grid resolution is 60 m in each Cartesian
direction rather than 15 m. This 60-m resolution is still

1

https://www.ngdc.noaa.gov/mgg/coastal/grddas02/html/gna37075.htm

sufficient to capture the size of the object, the 1.7 km
electromagnetic wavelength, and the 275 m skin depth
at 1 Hz in the ocean, but it relaxes the computational
requirements.

(2) Model #2 covers a larger spatial region, namely
7.4, 10.8, and 9.0 km in the X-, Y-, and Z-directions,
respectively. This allows the object to be placed at
further distances from the cable.

(3) The object size remains the same, but only one
electric component (E,,) is used to model the object at the
lower grid resolution.

Models #1 and #2 have been shown to provide
identical results for the 1 Hz result shown in Fig. 3 (not
shown here).
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Fig. 4. Scattered total magnetic flux density from the
object located at Y = 2 km and at 1 Hz for Model #2
(including the ground as in Fig. 3) and then for the case
wherein the ground is replaced with ocean (an all-ocean
model). The ground causes a significant amount of
reflection allow more scattering from the object.

V1. SCATTERING

Model #2 is now used to obtain scatterings from the
object located at different positions relative to the cable
source. A realistic bathymetry is added for the ocean
floor. Figure 5 displays the 2D and 1D plots of the
bathymetry added to Model #2. The bathymetry data
is a survey off the eastern coast of the U.S. The data
is directly from the NOAA National Centers for
Environmental Informational website (U.S. Coastal
Relief Model Vol. 21). To obtain the perturbation from
the scattering object, two sets of simulations are run as
in Section I11: the model is run with the object and then
without the object. Equations (8) and (11) are used to
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calculate the perturbation as the object is placed at
various locations in the model.

X Distance (km)

-2 -1 0 1 2 3 4 5
Y Distance (km)
(a)
2
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2 4 o 1 2 a4 s
Y Distance (km)
(b)

Fig. 5. (a) 2D top view of the bathymetry used in Model
#2. The color scale refers to the elevation depth from the
ocean surface. The red line represents where the cable
source is located. The red circles illustrated where the
scattering object is located for each simulation. (b) Is a
1D plot extending through the cable and scattering object
locations of (a) in order to show in more detail the
variance of the ocean floor.

Figure 6 illustrates the steady-state magnetic flux
density values at 1 Hz (maximum magnetic flux densities
achieved over all time steps at each grid cell). As
expected, the 1 Hz wave attenuates faster in the ocean (Z
> 0 km) than in the ground (Z < 0 km) due to the higher
conductivity of the ocean. Also seen in Fig. 6 is that the
much lower attenuation rate in the hill to the right of the
cable makes up for the relatively high reflection

ACES JOURNAL, Vol. 36, No. 5, May 2021

coefficient between the ocean/ground and ground/ ocean
interfaces. Also, there is diffraction around the hill. This
means that there are higher amplitudes observed in the
ocean on the far side of the hill relative to when there is
a flatter ground (as on the left side of the cable).

3

Z Distance (km)

-2

-2 -1 0 1 2 3 4 5

Y Distance (km)

Fig. 6. A YZ-plane of the grid at X = 0 of the steady-state
total magnetic flux density amplitudes with no object
present plotted on a log base 10 scale. The cable source
is located at (Y=0, Z=0). The units are in nanoTelsa. The
red markers indicate the ocean floor.

A. Object on the ground

For the first simulation, the object is placed on the
ocean floor at a distance of 1 km from the cable source.
The simulation with the object is rerun three more times,
with the object moved each time in 1 km increments
away from the source until it reached 4 km (when the
object is at Y = 2, the simulation scenario matches that
of Fig. 3). Figure 7 shows the placement of the object for
each of these four simulations.

Figure 8 shows a YZ-plane of total magnetic density
field perturbation values at X = 0 on a log scale as
calculated from (11) with the cable source at (Y=0, Z=0)
km and the object at (X=0, Y=1, Z=0) km. The presence
of the object is clearly visible, as well as the interaction
of the scattering caused by the object with the ground and
cable.

Figures 9 — 11 plot the total magnetic density field
perturbation on a log scale as calculated by (11) for all
four positions of the object along the ground. Figure 9
plots the perturbation along the Y-direction at X = 0
and Z = 0. As expected, the peak amplitude of AB,,
decreases as the object is moved further from the cable
source. Comparing the magnitudes of the four peaks
in Fig. 9, as well as additional simulations for a flat
ground, the presence of the hill does not diminish the
detectability of the object (at 1 km vs. further distances).
Also, note that the electromagnetic wavelength in the
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ocean water at 1 Hz is just 1.7 km, so when the object is
at a distance of 1 km, it is in the near field of the cable.

Y=(1, 2, 3, 4) km

Ground Zoomed in view

Fig. 7. Zoomed-in diagram illustrating where the object
(gray and dashed circles) is placed in each simulation. In
four separate simulations, the object is placed on the
ocean floor starting 1 km away from the cable and then
it is moved further away in increments of 1 km. The
object is represented by grey and dashed circles to
indicate that only a single object is included in each
simulation.

N
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'
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|
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-2 -1 0 1 2 3 4 5

Y Distance (km)

Fig. 8. A YZ-plane at X = 0 of AB,,, as calculated by Eq.
2. The object is placed at (X=0, Y=1, Z=0) km, and the
cable is at (Y=0, Z=0) km in the image. The units are in
nanoTesla. Note that the color scale is the same as in Fig.
6.

Figure 10 plots the perturbation along the X-
direction at Z = 0 and through the center of the object.
The background noise level (BNL) and magnetometer
sensitivity limit (SL) from Tables 1 and 2 are plotted

for comparison. Finally, Fig. 11 plots AB,,, along the Z-
direction at X = 0 and through the center of each object.
Negative Z positions correspond to positions in the
ground.
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Fig. 9. Zoomed-in 1-D plots of AB,,, from four separate
FDTD simulations with the object at distances of 1, 2, 3,
and 4 km away from the cable source in the Y-direction
and immediately above the ground. The values are
plotted along the Y-direction along the red line shown in
the diagram inset. The legend Y values correspond to the
location of the object. The dash (BNL) and solid (SL)
lines are the background noise level and sensor limits.
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Fig 10. Same as Fig. 9, but now plotted along the X-
directionat Y =1, 2, 3, and 4 km and Z = 0 km. The
legend Y values correspond to the location of the object.
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Fig. 11. Same as Fig. 9, but now plotted along the Z-
directionat Y =1, 2, 3, and 4 km and at X = 0 km. The
legend Y values correspond to the location of the object.

B. Object 1 km above the ground

Following the same procedure as in Section A,
Model #2 is now rerun with the object elevated 1 km
above the ocean floor. First, the object is placed
immediately above the cable source. The simulation with
the object is then rerun four more times, with the object
moved in 1 km increments horizontally away along the
Y-direction. Figure 12 shows the placement of the object
for each of these five simulations.

Y=(0, 1, 2, 3, 4) km

Ground Zoomed in view

Fig. 12. Zoomed-in diagrams illustrating where the
object (gray and dashed circles) is placed in each
simulation. On the right side, in five separate
simulations, the object is placed 1 km above the ocean
floor. The object is initially positioned directly above
the source and then it is moved horizontally away in
the Y-direction in increments of 1 km. The object is
represented by grey and dashed circles to indicate that
only a single object is included in each simulation.

Figures 13 and 14 plot the total magnetic density
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field perturbation on a log scale as calculated by (11) for
all five positions of the object. Figure 13 plots AB,,
along the Z-direction at X = 0 and through the center of
each object. Figure 14 plots the perturbation along the Y-
direction at X = 0 and Z = 1 km. Again, as expected, the
peak amplitude of AB,,, decreases as the object is moved
farther from the cable source.
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Fig. 13. Zoomed-in view of AB,,, from five separate
FDTD simulations with the object 1 km above the
ground and O, 1, 2, 3, and 4 km away from the source
in the Y direction. The values are recorded in the Z-
direction along the red lines of the diagram inset. The
legend Y values correspond to the location of the object
and Y-position of the recorded data. The dash (BNL) and
solid (SL) lines are the background noise level and
sensor limits.

102

=
%

Total Field Perturbation (nT)
8&;

-2 -1 0 2] 2 3 4 5

Distance along Y-Axis (km)

Fig. 14. Same as Fig. 13, but now along the Y-direction
at X =0and Z =1 km. The legend Y values correspond to
the location of the object. The dash (BNL) and solid (SL)
lines are the background noise level and sensor limits.
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C. Discussion

The results in Sections A and B are now used to
design a possible detection system. Using an undersea
cable operating with 10 mA and at a frequency of 1 Hz,
the object on the ground is observed to be detectable
at distances of at least 4 km from the cable source.
From Fig. 9, sensors would need to be placed at 1 km
increments on the ground away from the cable in the Y-
direction in order to detect the scatterings from the object
above the BNL and the DL of the sensor. From Fig. 10,
the sensors would also need to be in 1 km increments in
the X-direction at Y distances up to 2 km, but then every
~500 meters between 2 and 4 km. The possible sensor
array that accounts for the results from both Figs. 9 and
10 is shown in Fig. 15. Each sensor location would have
one 3-axis SQUID magnetometer.

The above analysis assumes the object is parallel to
the cable. The spacing of the sensor array may need to
be closer to 500 meters at all distances from the cable
and in both the X- and Y-directions if the object is
always oriented perpendicularly to the cable.

From Fig. 13, none of the (sinking) objects 1 km
above the ground are detectable on the ground, however,
it would be possible to detect the sinking objects 1 km
above the ground using sensors floating 1 km above the
ocean floor. Therefore, this detection system is ideal for
sunken airplanes and ships that lay on the ocean floor.

Fig. 15. Proposed sensor array for sensors (red circles)
located on the ground and used to detect objects on the
ground or located a relatively short distance above the
ground.

1V. CONCLUSION
Remote sensing of airplanes that have crashed into
the ocean is challenging due to the short skin depth of the
electromagnetic fields, especially at frequencies above
100 Hz. In this Paper, a remote-sensing system is
proposed that would involve three steps: (1) a subsea

cable would be used to generate electromagnetic waves
at 1 Hz; (2) the electromagnetic waves from the source
would propagate in the ocean water and scatter off of
objects (submerged airplanes modeled as being 60 m
long and having a diameter of 60 m), thereby perturbing
the background magnetic fields; and (3) the scatterings
off of the objects would be detected by an array of
sensors (spaced 1km apart closer to the cable and 500
further away from the cable) on the ocean floor. This
proposed remote-sensing system would detect any of the
sunken metallic objects within at least 4 km horizontally
away from the cable. Note, however, that the spacing of
the sensors may need to be slightly adjusted when the
ocean conductivity in the vicinity of the sensors is
different than the assumed 3.3 S/m used in this Paper
(i.e., the sensors may be spaced farther apart when the
ocean conductivity is lower than 3.3 S/m).

3-D FDTD models were used to design this remote-
sensing system. Specifically, they were used to obtain
the total magnetic flux density field perturbation from
the object located at various distances and positions from
the cable. The total field perturbation was extracted by
running the model first without and then with the object.
The FDTD models were also used to determine the
optimal operation frequency for the remote-sensing
system (1 Hz), which provides detection capabilities
over the largest distances from the source and also
permits the sensors to be located as far apart as possible.
A separate simulation showed that for objects located on
the ground, the presence of the ground improves the
detectability of the object.

The FDTD-calculated scatterings caused by the
object were compared with the expected background
noise level of the magnetic flux density in the ocean.
They were also compared with the sensitivity of a
SQUID magnetometer. For the object to be detectable,
the magnitude of the scatterings would need to be
above the BNL and DL of the sensor. Detectability
could possibly be improved by separately analyzing the
magnitude of each Cartesian component of the magnetic
flux density with the expected background noise level.
Detectability could also be improved by increasing the
current carried by the cable, and by using more sensitive
Sensors.

It is expected that the scatterings from an object
would be dependent on its size. For this study, the object
that was modeled is 60 meters in diameter and in length.
Larger objects should generate larger scatterings and
should be detectable at farther distances from the cable
and with sensors spaced farther apart. Smaller objects
would be expected to generate smaller scatterings. Future
work could investigate the effect of having different
sized objects.
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Abstract—Equivalence theorems in electromagnetic
field theory stipulate that farfield radiation pat-
tern/scattering profile of a source/scatterer can be eval-
uated from fictitious electric and magnetic surface cur-
rents on an equivalent imaginary surface enclosing the
source/scatterer. These surface currents are in turn cal-
culated from tangential (to the equivalent surface) mag-
netic and electric fields, respectively. However, due to
the staggered-in-space placement of electric and mag-
netic fields in FDTD Yee cell, selection of a single equiv-
alent surface harboring both tangential electric and mag-
netic fields is not feasible. The work-around is to se-
lect a closed surface with tangential electric (or mag-
netic) fields and interpolate the neighboring magnetic (or
electric) fields to bring approximate magnetic (or elec-
tric) fields onto the same surface. Interpolation schemes
available in the literature include averaging, geometric
mean and the mixed-surface approach. In this work, we
compare FDTD farfield scattering profiles of a dielectric
cube calculated from surface currents that are obtained
using various interpolation techniques. The results are
benchmarked with those obtained from integral equation
solvers available in the commercial packages FEKO and
HFESS.

Index Terms— Bistatic RCS, Equivalence theorem,
FDTD, Field interpolation, Near-to-farfield transforma-
tion, Total-field/Scattered-field (TF/SF).

I. INTRODUCTION

Equivalence theorems come very handy in effi-
ciently calculating farfields from a radiating source or
a scatterer. Extending the problem space to include
the farfield region is not often computationally feasible

Submitted On: June 28, 2019
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due to time and memory costs involved. Instead, the
nearfields in the form of fictitious surface currents on
equivalent surface are used to calculate the farfield mag-
netic and electric vector potentials A and F [1]. These
vector potentials are then used to obtain either radiation
pattern in case of sources or radar cross section (RCS) in
case of scatterers. The equivalent surface fully encloses
the sources/scatterers, and small enough to keep the com-
putational costs in budget. The whole process, called
near-to-farfield transformation (NTFF), requires calcu-
lation of unknown nearfields on an equivalent surface
using analytical or numerical methods depending on the
problem at hand. Nearfields of complex scattering struc-
tures, such as an airplane or a vessel, can only be solved
numerically using techniques such as FDTD, method of
moments (MoM) and finite element method (FEM).

In FDTD, one peculiar aspect about choosing the
equivalent surface is that it is not possible for any sin-
gle closed surface to house both the tangential electric
(E) and magnetic (H) nearfields that are used to calcu-
late surface currents J; and M;. The reason being, the E
and H fields are not co-located in the FDTD grid (stag-
gered in space along all three dimensions). This makes
it necessary to interpolate fields from neighboring Yee
cells in order to bring £ and H (and thereby J; and M)
onto the same surface.

Arithmetic averaging has been widely used in the
literature [2—4] to interpolate and bring fields onto the
same surface in the FDTD grid. Use of geometric mean
[5] for interpolation is also demonstrated to yield bet-
ter results for 2D scattering problems. Another radi-
cal method called the mixed-surface approach [6], that
does not involve any interpolation, is also shown to per-
form better for strong backward-scattering problems. In

https://doi.org/10.47037/2020.ACES.J.360502
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this work, we compare the bistatic RCS of a dielec-
tric cube, obtained in FDTD using aforementioned in-
terpolation techniques, with those obtained from integral
equations solvers in commercial packages FEKO and
HFSS-IE. A cube scatterer, that snaps to the electric field
FDTD grid, is chosen to avoid artifacts of stair-casing
in the FDTD-calculated RCS. In FEKO and HFSS-IE,
the planewave source is used to illuminate the scatterer
in a particular direction. In FDTD, we use the per-
fect total-field/scattered-field (TF/SF) technique [7-10]
for planewave illumination of scatterer. The TF/SF tech-
nique used is perfect in the sense that the spurious field
leakage into the scattered field region is essentially non-
existent. Moreover, it is possible to launch planewave in
almost any arbitrary direction.

Frequency domain NTFF transformation is used to
obtain farfield scattering profile (to be exact, bistatic
radar cross section, RCS), in the three planes XY, XZ
and YZ, of the dielectric cube at a single frequency. This
involves applying DFT (Discrete Fourier Transform) to
the time-domain surface currents (on the entire equiva-
lent surface) to obtain frequency domain currents at the
desired frequency. These frequency domain currents are
then used to calculate RCS at the desired frequency.

II. LEAKAGE-FREE TF/SF TECHNIQUE

FOR A PLANEWAVE SOURCE IN FDTD

In TF/SF formulation, the FDTD problem space is
divided into two regions: a total-field (TF) region and
a scattered-field (SF) region. The interface between the
two regions is used to introduce planewave sourcing con-
ditions that excite fields inside the TF region. This is also
an application of equivalence principle, that equivalent
sources are used here to recreate fields inside a volume
bounded by a closed surface.

Exciting planewaves using TF/SF formulation in-
volves two steps [7-10]: 1) propagate a planewave, ex-
ploiting its one dimensional nature, along an auxiliary
1D FDTD grid. 2) Use the fields computed on the aux-
iliary 1D grid to enforce source conditions, in the form
of consistency corrections to the main grid update equa-
tions, at the interface between the TF and SF regions.
These consistency corrections act as equivalent source
conditions and excite the planewave in the TF region of
the main grid.

If the fields on the 1D grid undergo the same numer-
ical dispersion as that of the main grid, it is possible to
perfectly confine the planewave to the TF region, without
any leakage into SF region. The above condition is satis-
fied, as shown by [9], when p;TAtx = 11;_3» = % = Ar (the
rational angle condition), where Pr = cos}p,-,w sin O,
Dy = sin @y, sinB,., and p, = cosb,. The angles 6;,.
and ¢;,. specify the direction of propagation of incident
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planewave. m,, m,, and m_ are some integers (all even or
all odd), and Ar is 1D grid spacing.

If we intend to excite a planewave that propagates
along certain direction 6;,. and ¢;,., then we choose some
integers that roughly satisfy the following:

my, m
1 Y _ -1 4
—, Oipc = cos

S S
m
x ,/m§+m§+m§

which are directly derived from the rational angle condi-
tion. Larger integers can be chosen to finely resolve the
angle of incidence.

The unique feature of this process is every field lo-
cation of the main grid can be mapped onto a 1D grid
(along the unit propagation vector of the planewave) and
vice-versa. This allows us to collapse the very 3D FDTD
update equations into a 1D form, thereby ensuring the
fields on the 1D grid undergo the same numerical disper-
sion as that of the main 3D grid. This in turn ensures
that the spurious leakage into SF region is negligible (as
low as =320 dB or at machine precision), as mentioned
earlier.

The polarization of the planewave is defined by E,
and E,, for example if Eg = 1 & E,; = 0, the planewave
will be theta-polarized. The polarization coefficients of
the electric and magnetic fields in the X, Y and Z direc-
tions are given by [4]:

Qine = tan”

(D

Einc,x = [E9 Cos(éinc) COS((sz) - E¢ Sin(&inc)]f(t)’
Eim‘,y = [E9 COS(é,‘m-) Sin(éinc) + E(/J COS(&inc)]f(t)’
inc,z —Eg Sin(éinc)f(t),

E
-1 ~ ~ Lo~
Him‘,x = %[Eqﬁ cos(Binc) COS(¢inC) + Ey Sln(¢inc)]f([)7 2)

H inc,y

-1 ~ - -
% [E¢ COS(Qjm-) Sin(‘pinc) - E(7‘ COS(¢inc)]f(t),
Hinc,z = lE(b Sin(éinc)f(t)9

o

where the function f() is a time-series having a suitable
profile for FDTD simulations that rises smoothly from
zero or negligible value, such as sufficiently delayed
Gaussian or modulated Gaussian pulses. The above co-
efficients are useful when hard-sourcing few initial grid
points, to initiate the planewave on the auxiliary 1D grid
of the TF/SF formulation [10]. Numerical angles (with
a ~,i.e. O and di,) are used to calculate these coef-
ficients. For the relationship between numerical angles
and those given in equation (1), refer to [8].

III. NTFF EQUIVALENT SURFACE FIELD
INTERPOLATION TECHNIQUES

The equivalent surface, on which near-to-farfield
transformation is performed, is placed in the scattered
field region as shown in Fig. 1. The scattered fields on



this equivalent surface are used to calculate surface cur-
rents, that are used in the surface integrals to calculate
vector potentials. However, a single equivalent surface
will not house both the tangential magnetic and electric
fields (or surface currents), because of the staggered field
locations in FDTD grid, as shown in Fig. 2.

Equivalent Surface

Farfield
Observation

T ¢ Point

g

r
TF/SF Interface

V|

Dielectric Cube

Total Field Region

Scattered Field Region

Fig. 1. Schematic of the FDTD problem space, showing
the dielectric scatterer, TF/SF regions and the Equivalent
surface.

Ax
~ 2.
Y | L
HZ Ex v_____—'—'—P"_'_ <
H, 1 p
e | e

)l

Z Ay 2
Y 2
X

Fig. 2. The tangential electric and magnetic fields on two
separate surfaces, red and blue.

One of the techniques to bring the surface currents
(Jy and M;) on to the same surface is to interpolate elec-
tric and magnetic fields using arithmetic average. Av-
erage of four H fields and two E fields (time-domain
fields) brings currents onto the same surface and to the
same location, as demonstrated in [4]. This is shown
in Fig. 3. Discrete Fourier transform (DFT) is applied
on the time-domain average to obtain frequency-domain
current components, at the desired frequencies. These
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frequency-domain currents are obtained at discrete loca-
tions, covering all the six faces of the equivalent surface.

Fig. 3. Top: Average of two electric field components
highlighted red gives magnetic current component M,.
Bottom: Average of four magnetic field components
highlighted red gives electric current component J,.

Geometric mean interpolation is another technique
that can also be performed on the same fields as used
by arithmetic averaging, shown in Fig. 3. However, a
different sequence of steps is followed. First, the DFT
is applied on the four time-domain H fields and the two
time-domain E fields at the desired frequencies, and then
the geometric mean of the complex-valued frequency-
domain currents are obtained at all the discrete locations
of the equivalent surface. Directly applying geometric
mean on time-domain fields would force us to take the
square root and fourth root of negative real values. Ap-
plying DFT first and then taking the geometric mean
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would help avoid this.

While taking the geometric mean of complex num-
bers, the following pitfall needs to be avoided. The
phases (angles of complex numbers) range between
[-m, ] in computational software by default. The an-
gles that are less than —x (such as —1.1x and —1.57) are
automatically wrapped-up by 2x (so that —1.1x becomes
0.97 and —1.57 becomes 0.57x). This makes it difficult to
interpolate angles (phases) to compute geometric mean
of complex numbers, since averaging the angles that are
combination of wrapped-up and those that are not pro-
duces inconsistent results. This is essentially the conun-
drum involved in choosing the correct root while taking
n' root of product of n complex numbers, i.e. the ge-
ometric mean of n complex numbers. One solution to
this problem is to first detect if there are any phase wraps
(negative angles wrapped to positive angles) among the
angles of complex numbers that we are trying to take the
geometric mean of. If there aren’t any phase wraps, sim-
ply use the average of phases of the complex numbers
to calculate geometric mean. If there are phase wraps,
we need to subtract 2 multiples of 27 from sum of the
phases before taking the average of phases. Here, 4 is the
number of positive phases among the complex operands
for geometric mean. This allows the complex geometric
mean to correctly bisect the angle between the two/four
complex operands.

Geometric mean approach theoretically produces no
nearfield error while interpolating fields of a planewave.
This can be shown using a simple example: consider the
four H fields in the bottom portion of Fig. 3. The po-
sition vectors of these four field locations starting with
bottom left location and going in anti-clockwise direc-
tion are (x,y + %Ay, 2), (x + Ax,y + %Ay, 2), (x + Ax,y +
$AY,z + A2), (x,y + 3Ay,z + Az). Also, consider a free
space planewave propagating in arbitrary direction repre-
sented in frequency domain form: e ~/**, here k is prop-
agation vector and r is position vector. If we want to
interpolate the planewave at the location of J, shown in
bottom portion of Fig. 3 using the geometric mean of
four H fields mentioned above, we obtain:

1
exp(]k'Z[(x+x+Ax+x+Ax+x)ax 3)

1 1 1 1
—A —A —A —Ay) a,
+(y+2 YEY+ A Y+ SAy+y+ S y) a,

+(Z+Z+Z+AZ+Z+AZ)3Z])
1 1 1
=exp|/k-[(x+ EA)c)a)r + @O+ EAy)ay +(z+ EAZ)aZ] ,

that is exactly the same as can be obtained by substituting
the position vector (x + $Ax,y + 1Ay, z + $Az) of J, in
the planewave representation.
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Another technique to overcome the staggered-nature
of planes containing tangential currents in FDTD for per-
forming near-to-farfield transformation is mixed-surface
approach introduced in [6]. Similarities exist between
mixed-surface approach and TF/SF formulation. For ex-
ample, the fictitious surface currents introduced at the
TF/SF interface in the TF/SF formulation, in the form of
consistency corrections to the FDTD update equations,
where they excite equivalent planewave fields inside the
total field region, required no interpolation. This mixed-
surface approach is a dual of the TF/SF formulation, in
the sense that it also does not use field interpolation to
launch equivalent farfields outside the equivalent surface.

During the consistency corrections to the electric
field in TF/SF formulation, for example, we add or sub-
tract incident magnetic field to the right hand side of the
update equation. This is analogous to placing a mag-
netic field-generated electric surface current at the elec-
tric field location, i.e. shifting the location of electric sur-
face current from the location of its associated magnetic
field. Similarly, the location of magnetic surface current
is changed from the location of its associated electric
field. This mixing of field and current locations, when
applied to near-to-farfield transformation, is referred the
Mixed-Surface approach [6].

The implementations of the mixed-surface approach
is shown in equations (4) and Fig. 4:

N= # i x Hlg, et Teds’ = # Jils, e eds’,

S/, Sh

L=- # fi x Els, e/ ThdS’ = # M5, et TidS”,

Se Se

4)

where S, and S, represent two surfaces on which the
tangential electric and magnetic fields are present, re-
spectively, in FDTD grid. When evaluating the sur-
face integral for N using the magnetic fields on S, the
surface electric currents caused by the magnetic fields
(Js = fi x H) are assumed to be placed on S,. There-
fore, the distance (between the reference point, i.e. the
center of the volume enclosed by equivalent surface, and
the current location on §,) r, is used in the exponential
inside integral.

Similarly, when evaluating the surface integral for L
using the electric fields on § ., the surface magnetic cur-
rents caused by the electric fields (M = —fi X E) are as-
sumed to be placed on Sj,. Thus, the distance r;z is used in
the exponential term inside integral. Finally, a separate-
surface approach, that does not involve any mixing of
field and current location and similar to mixed-surface
approach in all other aspects, is implemented.



Fig. 4. Top: Magnetic field-produced electric currents
are placed on S,. Bottom: Electric field-produced mag-
netic currents are placed on S,.

IV. FREQUENCY DOMAIN

NEAR-TO-FARFIELD TRANSFORMATION
IN FDTD

The frequency domain near-to-farfield projection is
defined in terms of vector potential functions A and F in
equations (5):

R poe "k # i poe K
A, w) = (', w)e™rds’ = N,
¥ ) 4nR i, w)e 4R
S
)
. €e kR # o e IR
F(, w) = M,(r’, w)e™ " dS’ = ——L.
(@) 4nR (', we 4nR
S

The above equations are functions of frequency and
farfield position unit vector £ along r shown in Fig. 1.
The unit vector also represents farfield angles 6 and ¢.
The closed surface integral is over the equivalent surface,
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and the frequency domain currents J; and M (complex-
valued) are functions of position on the equivalent sur-
face (represented by primed position vector r’ shown in
Fig. 1) and the frequency. R is the magnitude of the
vector R = r — r’, also shown in Fig. 1.

The auxiliary vectors N and L in equations (5), that
represent only the surface integrals, are then used to cal-
culate the 6 and ¢ components of electric field, given by
equations (6):

—JkR

e
Eg(8.6,0) = —2——(Ly + noNy),
_ Je—]kR
Ey(0.¢.0) = Z—(Lo = moNy).

Similarly, the 8 and ¢ components of RCS are given
by equations (7):

k? 2
RCS (6, ¢, w) = SMTIL» +1oNg| ",
mc (7)

k> 2
RCS 4(6, ¢, w) = 8ﬂ—|Lg — noNy|",

nOP inc
where k and 7 are the free-space wave-number and the
intrinsic impedance, respectively. The surface integra-
tion in equations (5) are carried as discrete summations
(Riemann sum). And, P;, is the power density of the in-
cident planewave, given by P;,. = %} (Eg + Eé) F(w)).
Here F(w) is the Fourier transform of time-series f(z),
defined in equations (2), sampled at the desired fre-
quency w. The 6 and ¢ components of the auxiliary vec-
tors N and L are defined by equations (8) [4]:

No = # (J cos(8) sin(¢) + Jy cos(8) sin(¢)
s
-J; Sin(@))eﬂ", cos¥) g g ',

Ny = # ( — Jysin(g) + Jy cos(qs))ef"" s s,

(®)

Ly = (Mx cos(f) sin(¢) + M,, cos(6) sin(¢p)

Mh@QM

— M_sin(6))e’" < ds’,

Ly = # ( — M, sin(¢) + M, cos(¢))e/kr’ cosW) 7§’
s

V. ERROR COMPARISON WITHOUT A
SCATTERER

As a way to benchmark the accuracy of the above in-
terpolation schemes, an empty region (no-scatterer) is il-
luminated by a planewave using discrete planewave tech-
nique with TF/SF formulation described earlier. Then,
the farfields are obtained from the nearfields which are
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interpolated using different schemes dealt with in the
previous section, and compared. Since the fields in the
scattered-field region for this case are down to the ma-
chine precision, the equivalent surface to perform NTFF
transformation is placed inside the total-field region. As
one might expect, the no-scatterer case should ideally re-
sult in zero farfield. Any electric farfield based on equa-
tion (6) observed is an error (the noise floor). Errors can
be because of: numerical dispersion inherent in FDTD,
approximations in calculation of J; and Mj, discrete sur-
face integration, discretization in space and time, and
truncation of fields (finite word length).

Although this work does not attempt to separate the
above mentioned error types, the farfield error caused by
the error in approximating (interpolating) the nearfield
surface currents J; and M, is the main differentiator.
This is because, all the other error contributors men-
tioned above are identical for all the interpolation tech-
niques. Therefore, it is expected that the interpolation
scheme that gives minimum farfield performs better than
the rest in terms of accuracy. The above interpolation
schemes are compared for three different simulation pa-
rameters: resolution of the FDTD grid, incident angle of
the planewave, and size of the equivalent surface.

A. Resolution sweep

Figure 5 shows how different interpolation schemes
compare for different resolution of the grid. The verti-
\/|Egl*+|Ey|? - At in dB ob-
served across angles in the farfield principal planes (XY,
XZ, and YZ planes). Here At is the FDTD discretization
time step. The horizontal axis is the grid resolution in
terms of cells per wavelength. The frequency at which
the farfields are calculated is 2 GHz.

cal axis is the maximum of

-180
—a— Arthmetic Mean
2200 f - e -Mixed Surface ||
-+ Separate Surface
200 --¢--Geometric Mean| |

10 15 20 25 30 35 40
Resolution, cells per wavelength

Fig. 5. Maximum farfield error in dB for different grid
resolutions.

On the other hand, Fig. 6 shows average of
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\JIEgl>+|Ey|* - At observed across angles in the farfield

principal planes.

180 i : ‘
—=— Arthmetic Mean
uol - e -Mixed Surface
-+ Separate Surface
ol --9--Geometric Mean| |

Resolution, cells per wavelength

Fig. 6. Average farfield error in dB for different grid res-
olutions.

The incident angle for the planewave is ¢, =
35.5°,6;,. = 38° and the size of equivalent surface is
(1), As expected, the farfield error decreases with in-
crease in resolution as the dicretization errors in FDTD
get minimized when the grid gets finer. The geometric
mean approach produces the lowest farfield as one might
expect because it interpolates the nearfields exactly as
shown in section III, closely followed by arithmetic and
mixed-surface approaches, followed by distant separate
surface approach.

B. Incident angle sweep

Figures 7 and 8 show how maximum and average
errors compare for different interpolation schemes at dif-
ferent incident angles of the planewave. The vertical
axis is the same as described before and the horizontal
axis specifies the 6;,. direction of the planewave while
the ¢;c = 23.2°.  The size of the equivalent surface is
(51)* and the grid resolution is 10 cells per wavelength.
The frequency at which the farfields are calculated is 2
GHz. The trend suggests that as incident planewave di-
rection gets close to the axes directions (6;,. = 0, 90%),
the farfield errors increase. This could be because of
FDTD numerical dispersion errors becoming worse for
waves propagating along the axes directions as demon-
strated in [11].

C. Equivalent surface size sweep

Figures 9 and 10 show how maximum and average
errors compare for different interpolation schemes for
different equivalent surface sizes. The vertical axis is
same as described before and the horizontal axis specifies
the size of equivalent surface as multiple of A in 6(n.1)%.
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Fig. 7. Maximum farfield error in dB for different

planewave incident angles.

The incident angle for the planewave iS ¢,
35.5%, 6, = 38%, and the grid resolution is 10 cells per
wavelength. The frequency at which the farfields are cal-
culated is 2 GHz. Again, the geometric mean performs
best, while arithmetic and mixed-surface approaches per-
form better than separate surface approach.

As expected, the farfield errors increase as size of
equivalent surface increases. This is because, the phase
errors in FDTD accumulate more as the wave travels in
the grid longer and longer. All the above comparisons
show that the geometric mean, mixed surface and arith-
metic mean interpolation schemes perform consistently
and considerably better when compared to the separate
surface approach. Importantly, the geometric mean ap-
proach produces minimum farfield error, and the arith-
metic & mixed surface approach produce similar errors.

-140 I I
—=— Arthmetic Mean
-160 - @ -Mixed Surface
=+ Separate Surface
-180 --¢--Geometric Mean | |
m -200 ]
o
_______ +
220 P * 1
LT TR I + + +
240 il
-260 ]
0 20 40 60 80 100
Incident angle (Ginc), degrees
Fig. 8. Average farfield error in dB for different

planewave incident angles.
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Fig. 9. Maximum farfield error in dB for various equiva-
lent surface sizes.

-180 - |—8— Arthmetic Mean
- @ -Mixed Surface

200 ||+ Separate Surface
--¢--Geometric Mean

o 220
o
2400
260
"T.---{:F __________ —3
& 4 t
2280 I I I I
0 2 4 6 8 10

Size of equiv. surface, n in 6(n)\)2

Fig. 10. Average farfield error in dB for various sizes of
equivalent surface.

VI. BISTATIC RCS COMPARISON FOR A
DIELECTRIC CUBE

To further validate the performance of different
FDTD interpolation schemes, the bistatic RCS of a di-
electric cube (¢, = 5, i, = 1) is calculated at a single fre-
quency of 1 GHz. This FDTD farfield scattering profile
is compared with those obtained from integral equation
solvers available in FEKO and HFSS.

The auxiliary vectors N and L in equations (5), that
represent only the surface integrals, are used to calcu-
late the # and ¢ components of RCS, given by equa-
tions (7). The dielectric cube of size 1/2 on each side
(at 1 GHz) is illuminated with a planewave incident at
Oine = 38.0° and ¢, = 35.5°. This incident angle is ren-
dered by the choice of integers (m,,my,m;) as (7,5,11)
in the perfect TF/SF formulation described in the ini-
tial sections. These angles in FDTD indicate the direc-
tion of planewave propagation (direction of propagation
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vector). Contrary to this, HFSS and FEKO would re-
quire the direction the planewave comes from (opposite
to the direction of propagation vector). Consequently,
the planewave arrival angles, 6,,ivqy = 180 — 8;,. and
Garrivat = 180 + ¢y, are used in these solvers. The
time-profile of the theta-polarized planewave is a modu-
lated Gaussian pulse, with frequency spectrum centered
around 1 GHz.

The RCS results from the four interpolation schemes
of interest —arithmetic averaging, geometric mean,
mixed-surface, separate-surface approach— are compared
with RCS profiles obtained from FEKO-MoM and
HFSS-IE in Fig. 11.

RCS,, dBm?
@

Separate-Surface
—O—Geometric Mean
T T

-150  -100 -50 0 50 100 150
Farfield &, degrees

0

5t
NE -10
m
15 )
m’a: 9 —8-FEKO-MoM \.J
O - - -HFSS-IE
&~ 20 —#— Arithmetic Averaging

-©-Mixed-Surface

— Separate-Surface
—0— Geometric Mean

»30 L L L L L L L
-150  -100 -50 0 50 100 150

Farfield 6, degrees

-10
“E 08
@ =20
o
n —&~FEKO-MoM
%a) -30¢ - - -HFSS-IE
—#— Arithmetic Averaging
-©-Mixed-Surface
40 + — Separate-Surface
—0—Geometric Mean

-150  -100  -50 0 50 100 150
Farfield 6, degrees

Fig. 11. The 6 component of bistatic RCS in different
farfield planes (XY, XZ and YZ respectively).

These figures show that the geometric mean, mixed
surface and arithmetic averaging schemes match very
close to each other and to at least one integral equation
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solution (FEKO in this case) confirming the clear advan-
tage they have over the separate surface approach. Here,
the FDTD grid resolution used is 40 cells/wavelength at
1 GHz. Also, only RCSy is shown on the three farfield
principal planes as the RCS 4 results do not deviate from
each other to a perceivable degree. The absorbing bound-
ary condition used is Convolutional Perfectly Matched
Layer (CPML) for the simulations involving dielectric
cube. The CPML depth is 10 cells and there is a 10-
cell gap between NTFF equivalent surface and CPML.
The dielectric cube case is presented as a practical case
to show how the errors in the FDTD NTFF formulation
manifest themselves in RCS for different interpolation
schemes, while keeping all other conditions (including
type of ABC and distance to ABC) exactly same. No
significant difference is observed between FDTD results
(obtained using geometric mean, arithmetic averaging,
mixed-surface approaches) and MoM-based FEKO re-
sults as shown in this section.

VII. SUMMARY AND CONCLUSION

Four interpolation approaches (arithmetic averag-
ing, mixed-surface, geometric mean and separate sur-
face scheme) for performing the frequency-domain near-
to-farfield transformation in 3D FDTD are compared in
terms of their baseline farfield errors and bistatic RCS
for a dielectric cube. The planewave is excited in the
FDTD grid using the error-free total-field/scatterd-field
technique. To establish the baseline for farfield error
comparison, nearfields without any scatterer in the total-
field region are transformed to farfields. In this com-
parison, the geometric mean interpolation produces min-
imum farfield error as expected, followed by compet-
ing arithmetic averaging and mixed surface approaches,
while the separate surface approach produces maximum
error. Also, the FDTD RCS profiles calculated using ge-
ometric mean, arithmetic averaging and mixed-surface
approaches for a dielectric cube match very close with
that calculated using integral equation technique.

REFERENCES

[1] C. A. Balanis, Advanced Engineering Electromag-
netics. New York: John Wiley, 1989.

[2] R. J. Luebbers, K. S. Kunz, M. Schneider, and
F. Hunsberger, “A Finite-Difference Time-Domain
Near Zone to Far Zone Transformation,” [EEE
Trans. Antennas Propag., vol. 39, no. 4, pp. 429-
433, Apr. 1991.

[3] M. J. Barth, R. R. McLeod, and R. W. Ziolkowski,
“A Near and Far-Field Projection Algorithm for
Finite-Difference Time-Domain Codes,” J. Electro-
magn. Waves Appl., vol. 6, no. 1, pp. 5-18, 1992.

[4] A. Z. Elsherbeni and V. Demir, The Finite Dif-
ference Time Domain Method for Electromagnetics



BOLLIMUNTHA, HADI, PIKET-MAY, ELSHERBENI: NEAR-TO-FAR FIELD TRANSFORMATION IN FDTD

(5]

(6]

(71

(8]

(9]

[10]

[11]

with MATLAB Simulations, 2nd ed., ACES Series
on Computational Electromagnetics and Engineer-
ing, SciTech Publishing Inc. an Imprint of the IET.
Edison, NJ, 2015.

D. J. Robinson and J. B. Schneider, “On the use
of the geometric mean in FDTD near-to-far-field
transformations,” IEEE Trans. Antennas Propag.,
vol. 55, no. 11, pp. 3204-3211, Nov. 2007.

T. Martin, “An improved near- to far-zone trans-
formation for the finite-difference time-domain
method,” IEEE Trans. Antennas Propag., vol. 46,
no. 9, pp. 1263-1271, Sep. 1998.

T. Tan and M. Potter, “I-D multipoint auxiliary
source propagator for the total-field/scattered- field
FDTD formulation,” IEEE Antennas Wirel. Propag.
Lett., vol. 6, pp. 144-148, 2007.

M. F. Hadi, “A Versatile Split-Field 1-D Propaga-
tor for Perfect FDTD Plane Wave Injection,” IEEE
Trans. Antennas Propag., vol. 57, no. 9, pp. 2691—
2697, Sep. 2009.

T. Tan and M. Potter, “FDTD Discrete Planewave
(FDTD-DPW) Formulation for a Perfectly
Matched Source in TFSF Simulations,” IEEE
Trans. Antennas Propag., vol. 58, no. 8, pp.
2641-2648, Aug. 2010.

R. C. Bollimuntha, M. F. Hadi, M. J. Piket-May,
and A. Z. Elsherbeni, “Dispersion optimised plane
wave sources for scattering analysis with integral
based high order finite difference time domain
methods,” IET Microwaves, Antennas Propag.,
vol. 10, no. 9, pp. 976-982, 2016.

A. Taflove and S. Hagness, Computational Elec-
trodynamics: The Finite-Difference Time-Domain
Method, 3 ed. Boston, MA: Artech House, 2005.

504



505

ACES JOURNAL, Vol. 36, No. 5, May 2021

A Physics-based Transient Simulation and Modeling Method for
Wide-frequency Electrical Overstress Including ESD

Ke Xu, Xing Chen, and Zhenzhen Chen

College of Electronics and Information Engineering
Sichuan University, Chengdu, Sichuan 610065, China
xingc@live.cn

Abstract — Circuits design that meets various IEC
electrical overstress (EOS) standards is still a challenge,
for that different kinds of EOS are at different frequency
bands. In this paper, a physics-based transient simulation
and modeling method is proposed, which can simulate
wide-frequency EOS including electrostatic discharge
(ESD) and AC characteristics. In this method, the
physical model is used to characterize the nonlinear
semiconductor devices in the finite-difference time-
domain (FDTD)-SPICE co-simulation. Moreover, the
modeling and physical parameters extraction method of
the ESD protect devices, the transient voltage suppressor
diode, is demonstrated. Taking an EOS protection circuit
for example, it is modeled and simulated by the proposed
method. Moreover, the circuit is also simulated by
the widely-used System-Efficient ESD Design (SEED)
method, in which the TVS diode is modeled based on
100 ns Transmission Line Pulse (TLP) measurements.
The experiments show that both this method and SEED
method can characterize the IEC system-level ESD
behaviors well. However, the error of the SEED is about
219.2% at 10 MHz AC characteristics, but the maximum
error of the proposed method is only 7.8%. Hence,
compared with the widely-used SEED method, this
method is more accurate when characterizing the EOS
event during AC operation and switching.

Index Terms — Electric overstress, electrostatic discharge
(ESD), transient simulation, wide-frequency.

I. INTRODUCTION

An electrical device suffers an EOS event when a
maximum limit for either the voltage across, the current
through, or power dissipated in the device is exceeded
[1]. EOS causes immediate damage or malfunction, or
latent damage resulting in an unpredictable reduction of
its lifetime. The worldwide survey results show greater
than 20% of total failures being EOS-related or 30%
of total electrical failures being EOS-related [2]. The
accurate simulation of EOS events enables the design of
reliable protection on the first attempt and avoids the
need for repeated design optimization tests [3]. The root
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causes leading to EOS include ESD [4], switching or
alternating current (AC) applications [5, 6], and so on.

Among the simulation of EOS events, system-level
ESD simulation is widely-concerned and well-studied.
The SEED methodology is widely used for system-level
ESD design. The SEED emphasizes the analysis of
the interaction between the quasi-static 1-V curve of
a vulnerable protection element. Li et al. model and
simulates transient response of a keypad backlight LED
circuit in a smartphone under IEC 61000-4-2 excitation
[7]. Scholz et al. present a TLP and HMM tests-based
methodology which combines on-wafer characterization
and transient simulation for the system-level ESD
protection design [8, 9]. Wei et al. adopt SEED method
to analyze interactions between external ESD protection
device and the on-chip ESD protection circuit in a high-
speed USB3.x 10 circuit [10]. However, these studies
only concern the ESD responses. That is to say, the
accuracy for simulating other kinds of EOS root cause
events is not validated, such as AC characteristics.
Because a circuit or product must meet all kinds of
EOS qualifications, and the accurate simulation of AC
characteristics is essential for characterizing the EOS
event during AC operation and switching.

Moreover, an accurate model of transient voltage
suppressor (TVS) devices is critical to decide if the
protection solutions are overdesigned or failed in the
EOS tests. In the existing studies, the ESD protection
components models are built by various methods. Zhang
et al. use Hardware Description Language to describe
the TLP-based behavioural model [11, 12]. Li et al.
model the ESD protection devices by consisting of
several compact model elements to accurately simulate
the device behaviours under ESD stress conditions [13].
Pan et al. develop a physics-based model to model the
conductivity modulation under an ESD stress [14].
Meng et al. present a piecewise-linear model with
transient relaxation to describe the nonlinear transient
characteristics of ESD protection devices [15]. But the
models in these existing studies have only been validated
by simulating responses to system-level IEC 61000-4-2
pulses, and the responses during AC operation are not
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simulated and validated.

In this paper, we adopt physics-based field-circuit
co-simulation to realize the EOS simulation. In this
method, the physical model is used to characterize
the nonlinear semiconductor devices, because physical
models show great advantages in analyzing the circuits
over wide frequencies [16, 17] and wide power ranges
[18, 19]. The physics-based circuit simulation solves the
carrier transport equations to model the semiconductor
devices, and then the semiconductor devices’ numerical
physical model is incorporated into an equivalent-model
based circuit simulation to analyze the whole circuits.
Then the lumped circuit simulation is hybridized with the
FDTD simulation by interfacing EM (electromagnetic)
field quantities with lumped-element quantities at each
timestep. The main feature that distinguishes this method
from the field-circuit coupling methods [20, 21] is the
physical modeling method of semiconductor devices.
The main feature that distinguishes this method from
the physical model-based methods [22, 23] is that this
method involves electromagnetic computation. Moreover,
the modeling and physical parameters extraction method
of the ESD protect devices, the transient voltage
suppressor diode, is demonstrated. Finally, taking an
ESD protection circuit for example, it is modeled and
simulated by the proposed method and also the widely-
used SEED method.

I1. SYSTEM-LEVEL EOS SIMULATION
METHOD

In the physics-based system-level EOS simulation
method, the simulation model is divided into two parts,
the full-wave part, and the nonlinear-circuit part. In each
timestep, the EM simulation and circuit simulation are
coupled by an FDTD-SPICE linking method.

In the linear full-wave part, such as distributed
electromagnetic structure such as the PCB circuit and the
air around the circuit, the FDTD method [24] is used to
solve Maxwell's equations, as (1-2):

oH
VXxE=-y—", (1)
o

VxH=J+elE. 2
ot

In the nonlinear circuit solving part, the physical
model-based lumped circuit simulation is used to solve
the circuit responses. Specifically, the Newton-Raphson
method is used to solve Kirchhoff's current equation, as
in (3). According to Kirchhoff's current equation, the
sum of all currents leaving a node is zero. Assume that a
circuit element is located between (k-1)"" and k" node,
the relationship between its current I; and node voltage
Uy and Uy is described in (4):

>'1,=0, ®3)
L=y, U._)- (4)
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Hence, each element in the nonlinear circuit is
characterized by the voltage-current relationship. For
a relatively simple circuit element, such as a resistor
or a capacitance, the relationship in (4) can be obtained
by the analytic equation. For a critical semiconductor
device, to obtain its voltage-current relationship in (4),
it is modeled by the drift-diffusion physical model, as the
equation group (5-9) [25]. The semiconductor device
physical model is adopted to characterize the nonlinear
semiconductor devices, and used to characterize the
behaviours of the electric field, electron concentration,
and hole concentration inside the nonlinear semiconductor
devices. The physical model is selected because it is
more applicable for simulating devices in high voltage
and large current operations [19]. The voltage-current
relationship of the semiconductor device can be obtained
by solving the discrete equations of (5-9) in time domain
by the finite difference method:

J,=qDVn—-qunVe, ®)
J,==qD,Vp-qu,pVe¢, (6)
onlot=qg*v-J,+G-R, (7
oplot=—q'V-J, +G-R, (©))
V(Vp)=qn-p+N,—-N,)- ©)

Equation (5) and (6) are current equations for
electrons and holes in a semiconductor, equation (7)
and (8) are continuity equations for electron and hole,
equation (9) is Poisson’s equation. Jy and J, are the
electron and hole current densities, g is the electronic
charge, D, and D, are the hole and electron diffusion
coefficients, n and p are the electron and hole density
respectively, «» and u, are the hole and electron mobility
respectively, ¢ is the electric potential, t is time, & is the
permittivity of the semiconductor material, R is electron-
hole recombination rate, G is electron-hole generation
rate, Na is acceptor impurity concentration, and Np is
donor impurity concentration.

For the simulation of the TVS diode in this work,
the ohmic contacts are implemented as boundary
conditions. Hence, the electron concentration, hole
concentration, and potential on the surface can be
expressed as equations (10-12),

n,=05-[N,~N,+(N,-N,) +4 , (10)

2

p, =i, (12)
nS
o, =V,~Inp,, 12)

where ns, ps, ¢s, Nie are the electron concentration,
hole concentration, potential, and Intrinsic carrier
concentration on the surface, respectively.

The initial values of the electron concentration, hole
concentration, and potential affect the solving time and
whether convergence can be achieved. Here, the dc
initial value at N type doping zone is as:
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n=N(x), (13)
1
ey 4
p=InN(x). (15)
The initial value at P type doping zone is as:
1 (16)
N(x)
p=—-N(x), 17
@ =—In[-N(x)]. (18)

After calculating the dc solution, the dc solution is used
in the AC analysis as initial values.

By using the boundary condition (10-12) and initial
value (13-15), the equations (5-9) are solved, so that the
voltage-current relationship of the semiconductor device
can be obtained.

| +
Physical model of
semiconductor |14
deviee b Ry s
Is ¢

Fig. 1. The parallel circuit formed in FDTD-SPCIE
linking procedure.

The FDTD-SPICE linking method [26] is used
to couple the EM simulation and nonlinear circuit
simulation. By discretization and transforming, equation
(2) can be transformed into:

Vi =[5 e 15 R g » (19)

where lem, Rgrig, and Is can equivalently form a parallel
lumped circuit, as shown in Fig. 1. Ryrig and lem are the
equivalent circuit model of the distributed electromagnetic
structure; Is is the current through the semiconductor
device. In the FDTD-SPICE linking procedure, Iem and
Ryrig are calculated and used to characterize the effect of
the "field" to "circuit” firstly. Then they are passed to the
nonlinear circuit solving part, and the formed parallel
circuit is calculated by the physical model-based lumped
circuit simulation. Hence, the current through the
semiconductor device Is can be obtained. Is characterizes
the influence of the “circuit” to “field. Then the electric
field is updated using Is at the location where the
semiconductor device is located. In this way, the
physical-model circuit simulation and FDTD field
simulation are integrated into a unified scheme. The
specifics of this method can be found in previous work
[27].

I11. TVS DIODE PHYSICAL MODEL

The TVS diode is modeled by the diode chip’s
physical model and the package’s equivalent circuit
model, as shown in Fig. 2.
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Q lead 1

anode
g
N PN junction
_7';):0.1 pF 2 pm
N type doping
2 um
cathode |

LL=0A6 nH Rs
O lead 2

Fig. 2. TVS diode chip’s physical model and package’s
equivalent circuit model.

In the package’s equivalent circuit model, Cp
represents the package capacitance, and L represents the
lead inductance. To obtain the values of the two package
circuit elements, the small-signal scattering parameters
of two TVS diode circuits are measured. The TVS diode
microstrip circuits are shown in Fig. 3. In the circuit of
Fig. 3 (a), the TVS diode is connected between the centre
of the microstrip line and a grounding via. In the circuit
of Fig. 3 (b), the TVS diode is connected among the
gap of the microstrip line. For the two circuits, the left
and right end of the microstrip is port 1 and port 2,
respectively. To measure the scattering parameters, the
two ports are connected to vector network analyser
Agilent N5230A through SMA connectors. Using the
genetic algorithm, the value of Cp and L. are adjusted,
so that the simulated scattering parameters can fit the
measured ones well.

To compute the scatting parameters of the limiter, a
unit amplitude modulated Gaussian pulse is injected to
the input port 1 as excitation, the reflection waveform at
input port 1, and transmitter voltage waveform at output
port 2 are calculated to obtain |S11| and |Sa1| respectively.
The extracted value of Cp is 0.1 pF, and the extracted
value of L is 0.6 nH. The measured and simulated |S11]
and |Sx| of the two circuits are shown in Fig. 4 (a) and 4
(b), respectively. The discrepancy at lower frequencies
in |Sy1| of Fig. 4 (b) is due to the imperfect extracted
component values.

L ;-;t e

Fig. 3. Microstrip circuit: (a) with a series TVS diode,
and (b) with a parallel TVS diode.
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Fig. 4. Scattering parameters of TVS diode microstrip
circuit: (a) series connection, and (b) parallel connection.

06 08

As shown in Fig. 2, the TVS diode chip is a P-N
semiconductor junction, which is a linearly-graded
junction. Hence, the unknown physical parameters that
need to be extracted include P type doping concentration
Na, N type doping concentration Np, P-N junction area
A, and the substrate resistance Rs.

The physical parameters of the diode are extracted
from the measurement results. The breakdown voltage of
TVS diode Vgr is 6.8V, which is decided by the P type
and N type doping concentration. Hence, the doping
concentration is extracted from the value of Vggr based
on the genetic algorithm. Np is 8.0e15 /cm?, and Np is
1.2e18 /cm?®. Moreover, based on the measured DC 1-V
curve, the junction area A and the substrate resistance Rs
are extracted, which are 0.3 mm?2and 0.25 Q, respectively.
The simulation is based on a 2-D rectangle model, and
its width is 2 um. Hence, we need to multiply the
calculated current value from the 2-D model by 1.5e5
times, so that the real diode current can be obtained.

By using the model and extracted physical
parameters of the diode chip, the DC I-V curve is
simulated, which agrees well with the measured curve,
as shown in Fig. 5. The DC I-V curve is simulated by
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solving semiconductor equations (5-9).

0.12
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0.00 o e g} : .
03 04 05 06 07 08 09 1.0
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Fig. 5. Simulated and measured forward DC I-V curves.

IV. THE SEED SIMULATION METHOD

In white paper 3, the Industry Council on ESD target
levels proposed the SEED methodology [2], which is
used for the design of off-chip ESD protection solutions
meeting system-level ESD specifications. When an
IEC61000-4-2 discharge is applied to an external pin on
the system board, the main ESD current flows directly to
the ground through the on-board TVS, but some current
will enter a connected I1C. To prevent damage to the IC,
it is important to assess the amount of current which
may enter the IC and the associated voltage across the
connected IC circuitry. Hence, it is clear that the design
of on-chip ESD protection and on-board system level
protection cannot be performed separately. By using the
SEED method, the TLP curves of the on-chip and off-
chip ESD protection devices are captured and compared.
Then estimate the current and voltage operating point of
the external pin for an ESD discharge event, and judge if
it is outside the SOA. Hence, we can know if additional
off-chip devices are required to obtain the desired
system-level protection level.

To model and simulate the ESD protection circuit
by SEED method, the TVS diode is modeled by both the
TLP test results and the datasheet. Using the modeling
method in [7], the model has two parts, as shown in Fig.
6. The factory-provided SPICE model is for nominal
current conditions. The two voltage-controlled resistances
are to mimic the high-current TLP I-V behaviour. Diode
2 was used as a unidirectional switch to separate the
positive and negative pulse injections. Diode 1 defines
the TLP |-V characteristics of the TVS diode under
negative pulses applied to its cathode. Diode 3 and the
switch determined the positive TLP I-V characteristics.
The measured and simulated 100 ns TLP I-V curves by
this model are shown in Fig. 7. The simulated curve
agrees well with the measured TLP curve.
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Fig. 6. TVS diode SPICE model.
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Fig. 7. TVS diode SPICE model simulation TLP results.

V. SIMULATION AND MEASUREMENT
RESULTS

To validate the simulation method, a typical EOS
protection circuit is simulated and measured, as shown
in Fig. 8. In the circuit, a 50 Q microstrip line is the EOS
transmission path. The left end of the line is the EOS
discharge point. The right end is connected to a load
resistance and an SMA connector, which is connected
to an oscilloscope to observe the voltage waveform.
Moreover, a commercial TVS diode is a protection
component and connected between the microstrip centre
and a grounded via. The modeling method of each circuit
element is as follows. Moreover, the ESD generator is
modeled by its equivalent circuit model [7], as shown in
Fig. 9. This model is selected because it can characterize
the effect of load impedance and simulate efficiently.

Various responses of this circuit are simulated by
the proposed method and the SEED method, including
DC I-V curves, system-level ESD discharge responses,
and AC characteristics. The simulated results are
compared with the measured results.

The reverse DC I-V curves simulated by solving
semiconductor equations (5-9) in this work, SEED
method, and the measured ones are shown in Fig. 10. The
simulated curve by this work shows that the breakdown
voltage is 6.8V, which is consistent with the measured
results. There is error between the simulated steepness
of the 1-V curve after the breakdown by this work and
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the measurement ones, because that the semiconductor
equations (5-9) don’t include the heat equation, so that
the heat generation and its influence on the current have
not been simulated. The breakdown voltage simulated by
the SEED method is 6.5 V, which is slightly different
with the measured results. The error from the SEED is
due to the TLP measurement error.

ESD
generator . .
microstrip line
|cath0de
| TVS diode | |50Qload
J_gnode J__
(a)

ESD discharge load
point

microstrip line \1'

P |

TVS diod 3
iode SMA /1 . ’
connector

(b)

Fig. 8. EOS protection circuit: (a) circuit diagram and (b)
circuit prototype.

|_N‘n’\—
=130 pF  4pH
1 MQ 270 Q

135Q (',=20 pF

4, 1 364 15 nH
L L

Rt

36Q

£ ¥ ESD discharge tip

Fig. 9. ESD generator equivalent circuit.
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Fig. 10. Reverse DC I-V curves of the TVS diode.
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Fig. 11. Voltage waveforms of load when ESD pulse
discharges. (a) 0.5 kV ESD pulse discharges. (b) 1 kV
ESD pulse discharges.

As shown in Fig. 11, the system-level IEC61000-4-
2 ESD discharge responses are also simulated and
measured. In each simulation timestep, the voltage value
is calculated by using the equivalent circuit in Fig. 9, and
is applied to the discharge point in the EOS protection
circuit. Then the voltage across the TVS diode at
this timestep is obtained by the proposed method. The
calculation process is repeated until the last timestep.
The voltage waveforms across the TVS diode are
also measured. In comparison with the measurement,
the simulated voltage clamping time is a little shorter,
which is caused by the imperfect generator model and
measurement error. But the proposed method and the
SEED method both can characterize the clamping
behaviours of the TVS diode well. Specifically, when the
pulse amplitude is 0.5 kV, the measured voltage is 6.82
V at 50 ns. The simulated voltage by this work is 7.17 V
with error of 5.0%, as shown in Fig. 11 (a). When the
pulse amplitude is 1 kV, the measured voltage is 6.91 V
at 50 ns, and the simulated voltage by this work is
7.23 V with error of 4.6%, as shown in Fig. 11 (b).

Figure 12 shows the simulated and measured AC

voltage waveforms across the load at different frequencies.

When calculating the AC characteristics, the input signal
is defined as a sine wave with amplitude of 1 V at
different working frequencies. As shown in Fig. 12
(@) and 12 (b), the diode shows the characteristic of
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rectification at low frequencies. Namely, it has low
resistance in one direction and has high resistance in the
opposite direction. Both the proposed method and the
SEED method can characterize the voltage waveforms at
1 kHz and 2 kHz. However, as the working frequency
increases, the voltage waveforms across the diode don’t
show the “rectification” characteristics. As shown in
Fig. 12 (c) and 12 (d), the voltage waveforms become
nearly sinusoidal. Meanwhile, the maximize voltages are
0.56 V and 0.29 V at 5 MHz and 10 MHz, respectively.
Namely, its amplitude decreases with the frequency
increases. Compared with measured results, the proposed
physics-based system-level EOS simulation method
agrees well with the measurement results, and can
characterize these AC nonlinear behaviours well. The
maximum relative error values of the simulated curves
by the proposed method in Fig. 12 (c) and 12 (d) are
0.34% and 7.8%, respectively. The proposed method
can accurately characterize the TVS diode impedance
characteristics at a wider frequency range, because
the TVS diode is modeled by its physical model,
which solves the semiconductor equations. However, the
maximum relative error values of the simulated curves
by the SEED method are 65.5% and 219.2%, respectively.
The SEED method is inaccurate at 5 MHz and 10 MHz,
because the TVS diode is modeled by its TLP tests,
which is equivalent to a nonlinear resistance and
cannot characterize the reactance characteristics of the
TVS diode. It indicates that the SEED method cannot
characterize nonlinear AC characteristics, which can lead
to totally wrong voltage calculations when characterizing
the EOS events during AC operation and switching.
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Fig. 12. AC voltage waveforms of the load at different
frequencies: (a) 1 kHz, (b) 2 kHz, (c) 5 MHz, and (d) 10
MHz.

V1. CONCLUSION

This paper adopts a physics-based transient
simulation and modeling method to simulate wide-
frequency electric overstress. The method is the
semiconductor device's physical model-based FDTD-
SPICE co-simulation. Moreover, the modeling method
of the TVS diodes is introduced. The experiments
show that the proposed method can characterize the
EOS protection circuit accurately, including DC, AC,
and system-level ESD responses. Compared with the
widely-used SEED method, this method can characterize
nonlinear AC characteristics more accurately. This
method shows advantages in designing a product that can
immune from EOS.
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Abstract — A second-order control volume finite
element method combined with the multiscale flux
approximation (CVFEM-MS) based on triangular
elements is proposed to numerically investigate the self-
heating effects of semiconductor devices. The multiscale
fluxes are combined with a selected set of second-order
vector basis functions to stabilize the discretization of
carrier continuity equations with respect to triangular
elements. Numerical results reveal that the proposed
method is robust and accurate, even on the mesh of
low-quality, where the detrimental impacts caused by
the severe self-heating on the terminal currents can be
obviously observed for a bipolar transistor model.

Index Terms —CVFEM-MS, self-heating effects,
semiconductor devices, triangular element.

I. INTRODUCTION

Nowadays, self-heating effects simulation plays a
vital role in the design of modern high-performance
semiconductor devices, because of the miniaturization
and integration of electron devices, as well as the newly
developed device architectures such as silicon-on-
insulator (SOI) transistors, FINFETSs and resistive random
access memory (RRAM) [1-3].

Physically, the carrier transport in semiconductor
devices can be described by the drift-diffusion equation
[1-6]. To deal with the strong advection effects, many
discretization schemes based on Scharfetter-Gummel (S-
G) upwinding were employed to enhance the stability
and to ease the requirement of a mesh of high quality,
such as the finite volume S-G (FVSG) method and
the control volume finite element with S-G upwinding
method (CVFEM-SG) [2-8]. In these methods, an
analytically derived one-dimensional solution is utilized
to generate an exponential type of upwinding.
Nevertheless, due to the additional diffusion originating
from the classical S-G upwinding, the above methods
can only deliver first-order accuracy, which limits their
ability to resolve the interior and boundary layers. To

Submitted On: November 13, 2020
Accepted On: April 29, 2021

overcome this limitation, many schemes were proposed,
such as the streamline-upwind Petrov-Galerkin method
(SUPG), the spectral element time-domain (SETD)
method, and the local discontinuous Galerkin (LDG)
method [9-13]. But these methods have their own
limitations. For example, the choice of stability
parameters in the SUPG is problem dependent; the
SETD is based on quadrilateral/hexahedron grids; and
the auxiliary variables related to fluxes are introduced to
generate a larger system in the LDG.

Recently, a parameter-free second-order control
volume finite element method combined with multiscale
flux approximation (CVFEM-MS) was proposed [14].
The quadrilateral elements were employed and the
currents were interpolated by second-order quadrilateral
edge elements with fluxes of second-order accuracy. It
has been proved that the additional diffusion can be
effectively suppressed. Generally, triangular elements
are more versatile than quadrilateral ones in modeling
complex structures. It is thus important to study
CVFEM-MS on triangular meshing. Therefore, in this
work, we implement the CVFEM-MS with respect to
triangular elements to solve drift-diffusion equations.
Different from the case of quadrilateral elements, the
number of vector basis functions are more than what are
required to expand the currents within an element. A
special form of second-order curl-conforming vector
basis functions is developed to remove the redundancy
without affecting the stabilization.

The rest of the paper is organized as follows. The
employed thermodynamic model is presented in Section
I1, and the discretization scheme is discussed in detail in
Section Ill. The simulation results are presented and
discussed in Section 1V and the conclusions are finally
drawn in Section V.

I1. PHYSICAL MODEL
The thermodynamic drift-diffusion model is utilized
in this paper to simulate the self-heating effects. The
employed equations can be written as [5,6],

https://doi.org/10.47037/2020.ACES.J.360504
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~V-eVy =q(p-n+N; —N; ), (1)
on
N _v.3 =qU.-G), 2
a7 »=-q(Y,-G,) 2
0

qu+V~Jp=—q(Up—Gp), ©)
pC%r—V-KVTZQ, )

where q is the elementary charge, ¢ is permittivity, v ,
n, p and T are electric potential, electron densities, hole
densities and lattice temperature respectively; N; and

N, are doping concentrations; J, denote electron/
wpand U, are generation and

recombination rates corresponding to electrons/holes; p ,

Cand « are, respectively, mass density, specific heat
capacity and thermal conductivity. Q is the generated
heat power, which is defined as [5,12]:

Q=(J,+J,) E+(U-G)(E, +3kT), (5
where E, is the energy gap, k, is the Boltzmann
constant, U =(U, +U )/2 and G = (G, +G,)/2.

In the above model, the electric currents J,, are

hole current densities; G

given as in [5],

J, =aqnu,E+qD,Vn+qnD VT, (6)
T
Jp = qp:upE_quvp_qupVT’ (7)
where 4., D,,, and Dg,p are the mobilities, diffusion

coefficients and thermal diffusion coefficients of electron/
holes respectively, and E is the electric field. According
to the Einstein relation, the diffusion coefficients are
connected with the mobilities D, =kgT #,,/q and

the coefficients for thermal diffusion are given by
D, D, /2T.

n/p =

I1l. OUR DISCRETIZATION SCHEME

The main difficulty in the numerical simulation of
the above model is the accurate and stable discretization
of equations (2) and (3). The performance of the widely
used FVSG method depends on the mesh quality [3]. To
ease the requirement on the mesh quality, CVFEM-SG
was proposed [8], but it can only deliver first-order
accuracy due to the additional artificial diffusion
originating from the classical S-G upwinding. Recently,
a second-order accurate scheme, denoted as CVFEM-
MS, was developed on the quadrilateral meshing [14].
Considering that triangular elements are more suitable in
modeling the complex structures, CVFEM-MS on the
triangular meshing is developed to discretize equations
(2) and (3) in this paper. Besides, the Galerkin finite
element method based on second-order nodal basis
functions is utilized to discretize equations (1) and (4),
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which has been detailed in many textbooks. Different
from what was discussed in [14] for quadrilateral
elements, this work defines the second-order accurate
multiscale edge currents in terms of triangular elements
to avoid unphysical oscillations in carrier continuity
equations by the so-called multiscale flux approximation.

A. Second-order basis functions with respect to
triangular elements
This subsection discusses the choice of the second-
order basis functions with respect to triangular elements
to construct the MS currents. To this end, a general drift-
diffusion equation is considered, which can be written as:
an +V.-J=-R,
ot ®)
J=DVn-Fn,
where n is carrier density, R is net recombination rate,
D and F are diffusion coefficient and drift coefficient
respectively, and J is the scaled current density which is
scaled by the elementary charge g.
Based on the conformal triangular meshing, the
configuration of a given interpolation point X , its control

volume C, and the intersection points m; on the control

volume boundary edges can be defined, as sketched in
Fig. 1 (a). The integration operation over (8) in terms of
the control volume C,; for point x; yield:

2[ o+] fadr--[ Rie. @

where 0C, and i are the boundary and the associated
outward normal vector respectively.

X m X, m X, X € X, (- K_.

@) Partriiion of control volumes I (b) Subedgéé

Si32
(c) Element segments

Fig. 1. Notations used in the discretization.

In the second-order CVFEM, the carrier densities n
are interpolated by second-order Lagrangian nodal basis
functions, while the current densities J are written as:

subedges
I=Y""NI (10)

e ij
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where J; are the tangential current components on the
subedge midpoints and N; are the second-order curl-

conforming vector basis functions corresponding to the
subedges e; . As illustrated in Fig. 1 (b), the subedges

e; with respect to triangular patches are defined by

triangle vertices or midpoints of element segments. If
the commonly used set of vector basis functions [15]
are employed, it is not trivial to construct the suitably
stabilized currents corresponding to the face basis
functions because the face interpolation point is located
at the barycenter of triangle. This is the reason why we
give up the well-defined basis functions in [15]. Similar
to what was done in [16], the midpoints of the subedges
are chosen as the interpolation points, thus the basis
functions have the form:

N13 = \le (2L1 _0-5)|1321 N32 = VV12 (2L2 _0-5)|132l

N24 = Wzo (2L2 _O'S)IZAO' N40 = Wzo (2L0 _0-5)|2401 (11)

Nos = W01 (ZLO _0-5)|0511 N51 = W01 (2L1 _0-5)|051’

Ng, =4W, L0|132' N, = 4W01|-2|0511 Ny =4W,, L1|240'
where W, = L,VL, —L,;VL, and tangential components

of these functions at associated interpolation points are
normalized by the lengths of segments s, .

As revealed in [15], the number of curl-conforming
vector basis functions to reach the second-order accuracy
for a triangle element is 8. In contrast, (11) defines
9 basis functions. It is obvious that one of them is
redundant. The reason lies in that the three basis functions
corresponding to e,,, e,;ande,, are not independent. A

common way to remove the redundancy is to discard one
of them, as in [15]. However, this method cannot offer
accurate result for our applications according to our
numerical experiments in Section IV. To solve the
problem, we establish nine equations by integrating (10)
over the subedges:

Z‘]ij o N; -&ds = e_J-e‘ijds. (12)

The right-hand side of (12) can be approximated
analytically through the currents on the subedges, whose
detailed discussion will be given in the next subsection.
In short, the interpolation quantities J; can be obtained

by solving (12). Since the matrix system of (12) is
singular due to the redundancy of basis functions, we
employ the Moore-Penrose pseudoinverse to solve it.

B. CVFEM-MS with respect to triangular elements
As shown in Fig. 1 (c), there are two types of
segments in the triangle. Accordingly, two types of
tangential current expressions should be defined. Similar
to what was done in [14], for segments connecting three
points s, , the multiscale current can be written as:
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Ji :i(nj _ni)_Fijk Ly K qijkky(_qijk)(ni -2n, +nk)’

ijk

) .+n, Dy
ijzlijk(nk*nj)*':ijk e qijk\P(qijk)(niiznj+nk)’

2 L

ijk
(13)
where the indices ijk €{132,240,051} , D, and F

are average diffusion coefficients and average drift
coefficients over the segment s, , I, is the segment
length, W(x) =(coth x+1)(xcothx—1)/x, and
Qi = Fijklijk /4Dijk'

For the segments connecting only two points as
shown in Fig. 1 (c), the tangential currents have no
counterparts in [14] due to the employment of the
triangle elements. Here, the classical S-G approximation
is used:

D. n+n.

_ i) ! J
J. _f(n. -n)-F,
" (14)
D,
+T(p" coth p; —1)(nj —ni),
ij
where the indices ij €{54,3543}, D; and F; are

average diffusion coefficients and average drift coefficients
over the segment s;, and p; = F;l; /2D, .

Similar to that in [14], the third term in the right-
hand side of (13) makes the numerical diffusion weaker
compared with the case of the traditional first-order S-G
current. Our proposed method is thus expected to resolve
the interior and boundary layer better than the CVFEM-
SG scheme for triangular elements, which will be
illustrated later by numerical results in Fig. 3. However,
the first-order S-G current (14) is used in (12), resulting
in a relative larger numerical diffusion compared with
the original CVFEM-MS for quadrilateral elements.
Further study should be carried out to remedy it.

Finally, the matrix form of (9) can be written as:

[M {3+ [K €} = {03}, (15)

where [M | is the mass matrix, [K ] is the stiffness matrix,

and the {b} is the right-hand side vector. Employing

the Backward Euler (BE) method, the time evolution
equation is written as:

([M ] +At[K]){n}t+At = [M ]{n}t +At{b}t+At’ (16)
where At is the time step.

In this work, Gummel iteration is employed to solve
the coupled nonlinear equations. The equations for
electrical properties are firstly solved self-consistently
to calculate the carrier and current distributions.
Subsequently, the heat generation rate is evaluated
according to equation (5). The temperature-dependent
parameters for electric potentials and carrier densities



are then updated through the obtained temperature
distribution. In the above process, the proposed method
is employed to handle the carrier continuity equations,
while the Poisson equation for electric potentials and
heat equation for temperatures are discretized by second-
order classical nodal FEM.

IV. RESULTS AND DISCUSSIONS

The validity and the numerical stability of the
developed algorithm are validated here. Numerical
experiments on the electrothermal characteristics of
the bipolar transistor are also presented to show the
performance of the developed method on the low-quality
mesh. In the computations, each single equation is solved
by the multifrontal sparse direct solver MUMPS [17].
Since all computations can be finished in short time, we
will not detail the CPU time in what follows.

Carrier Density ( lO'Scm‘}])

Y (um)

X(um) 1
(b) The numerical results

X

1 elj x} c:: X2 0
() N is removed
Fig. 2. The basis functions remained after removing one
basis function, and the profile of n of equation (8)
obtained by using these basis functions to expand the
currents.

)& Carrier Densit

Carrier Density (1( I()”"cm"‘l)

cm""l)

0 X(um) 0 X(um) 1
(@) 2nd-order SUPG-FEM (b) Quadrilateral CVFE-MS

Carrier Density ( l()'”cm"l) Carrier Density (10'®

-3
cm
1 l)

Y(um)

E
S ™
>

I() ( I()

0 X(pum) 1 0 X(pm) 1
(c) Triangular CVFE-SG (d)The proposed method

Fig. 3. The n of equation (8) obtained from different
schemes. In all the figures, the overshoots and undershoots
are highlighted in gray and black respectively. Note that
the SUPG-FEM results are obtained by COMSOL.
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We begin with a homogeneous test problem to
examine qualitatively the performance of the proposed
method for the carrier continuity equations by setting
R=0cm?®.s* where coefficients and boundary
conditions of (8) are pre-specified. In particular, less-
diffusive effect is considered by setting D =1x10"
cm?-s™ . The advective velocity and the boundary
conditions are given by:

F=(-sinz/6,cosz/6) cm-s™,
and
0, I U(Cg N{x<0.5um})
n= ,
1x10¥cm™®, T UT, U(Ty N{x=05um})

where the problem domain Q =[0,1zm]x[0,1um]; T+,
'y, I and I'; denote respectively the top, bottom,
left and right boundary of € . As stated in [14], the exact
solution of this problem is bounded between 0 and 1, and
has an internal layer corresponding to the discontinuity
at the boundary. The performance of our proposed
method to deal with the singular matrix system of (12) is
compared with the naive manner by removing one of the
three interior basis functions.

In naive computation, N,,, as depicted in Fig. 2
(a), is removed and the associated numerical result is
given in Fig. 2 (b). Apparently, tremendous unphysical
oscillations appear. The similar numerical instability can
be also observed when other two interior basis functions
are deleted respectively. Clearly, the singularity of the

matrix system of (12) cannot be overcome through
deleting the redundant basis functions directly.

Doping Concentration (cm™)
1 Jie

L B 1E20

Base. V), Emitter,V, Base,V, E 1E18
09umi Nt 7 03um| = ||

, F-—--E__4 > 1E16

m

U]

2.5m -1 1E14
Collector, ¥, 0.00 X (um) 1.25

(a) Schematic of the device  (b) Net doping profile
Fig. 4. The sketch of the bipolar transistor and the net
doping profile in the right side of the device.

Figure 3 compare the results obtained from different
schemes for the homogeneous test problem. The
unstructured grid is generated by SUPG-FEM in
COMSOL with the maximum edge length 0.01. The
comparison indicates that the proposed method resolves
the internal layer accurately. However, compared with
the CVFEM-MS with quadrilateral elements, our scheme
produces a wider internal layer due to the larger
numerical diffusion. The reason for it has been discussed
in Section Il11.B. One positive effect of the larger
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diffusion is that the unphysical oscillations in our method
are confined at the boundary discontinuity, as shown in
Fig. 3. In contrast, such oscillations in SUPG-FEM and
quadrilateral CVFEM-MS methods propagate along the
crosswind direction.

Temperature (K)

1310

Cao
‘(d{)lk\upld
+  Code 02 Coupled

E
0.10 A =
| / >-

300

“\

(a) Gummel plot
Temperature (K) 1310

(\» 4 3 -(%.00 X(pum) 1.25
(b) CVFEM-SG

Temperature (K)

1310

Y(um)
Y(um)

-1 300 -1
0.00 X(pm) 1.25 0.00

() FVM

X(pm) 1.25
(d) The proposed method

Fig. 5. The gummel plot for a base bias of V,,,, €[0,5V],
and the temperature distributions at V,,, =5V .

In the following, a more complicated model, e.g.,
a bipolar transistor is employed to demonstrate the
performance of the proposed method where the self-
heating effects play an important role. The sketch of
the example is given in Fig. 4 (a) and the doping profile
is shown in Fig. 4 (b). The doping-dependent and
temperature-dependent carrier mobilities are taken from
[18], which can be written as:

H (T) =887 %% + 1252Tn—2.33
+ (C /126 X 1017 Tn2_4 )O-BBT“

H (T) =54.3T7%7 + 407_'_”72'33

| 1+ (C /2.35x10" Tn2,4 )0.33Tn ;

where T, =T /300, C is the doping concentration. The
Auger process plays a vital role in this simulation,
Rager =U -G =¢, n(np n, )+cpp(np—ni2),
where n, is the
c,=2.8x10%cm®.s* and c, =9.9x10*cm®-s™ are
the Auger recombination coefficients. The thermal
conductivity is x(T)=354/(T —68)W/cm-K . In the
computations, the emitter is grounded and the collector
voltage V, is set to 0.5 V. All the terminals are treated

as ideal heat sink and the environment temperature is
fixed at 300 K throughout the simulations.

intrinsic  carrier concentration,
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As shown in Fig. 5 (a), the obtained temperature
distributions by the developed simulator agree well with
that generated by the COMSOL. The results show that
the base currents depend heavily on self-heating effects.
More specifically, the inhomogeneous temperature
distribution leads to lower terminal currents, especially
when the base voltage increases. According to the
temperature profiles at V,,, =5V, a hot spot with 1300

K appears in the area between the base and the collector.
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Fig. 6. Mesh qualities and the simulation results at
V... =18V . An element is an obtuse triangle if its

base

quality is less than 0.75, [19].

To study the performance of the proposed method
with bad mesh quality, we generate a set of low-quality
mesh with many randomly distributed obtuse triangles
for the bipolar transistor example. The mesh, as shown
in Fig. 6 (a), is generated by the Delaunay tessellation
method provided in COMSOL. According to the
maximum-angle-rule [19], an element is an obtuse
triangle if its quality is less than 0.75. In the Newton
solver of COMSOL, a sufficiently small step size
AV, =0.1V is chosen and the solutions of previous

base
steps are reused to improve its convergence. As
highlighted in Fig. 6 (c), the Newton iteration failed to
converge at V,,, =1.8V due to the low quality of the

mesh, whereas our method converges successfully. An
abrupt variation of electron concentration caused by
large electric potential gradients can be observed clearly
from our results, as shown in Fig. 6 (d). In contrast, the
obtuse triangles in the low-quality mesh makes the finite
volume method employed in COMSOL solver fail in
resolving such an internal layer, as depicted in Fig.
6 (c), and the resultant unphysical negative electron
concentration densities lead to the divergence of Newton



iteration. In brief, our proposed method can resolve the
internal layers successfully and deliver accurate results
even when the mesh becomes low in quality.

V. CONCLUSION

A control volume finite element method equipped
with the multiscale flux (CVFEM-MS) in terms of
triangular elements is developed to simulate the self-
heating effects on semiconductor devices by the
thermodynamic drift-diffusion model. The qualitative
numerical studies suggest that the proposed CVFEM-
MS with respect to triangular elements is acceptably
robust and accurate. The stability of our method is
superior to the widely used finite volume method,
especially on the low-quality mesh.
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Abstract — The aim of this paper is to design an
orthogonally integrated hybrid antenna to address
5G/Wi-Fi/C-V2X communication simultaneously in
one device. The proposed antenna consists of three
planar monopoles and a defected ground plane with a
dimension of 55x30x1.2mm3. High Frequency Structure
Simulator (HFSS) is employed to design the proposed
antenna, which resonates at three distinct frequencies
2.45 GHz (Wi-Fi), 3.5 GHz (5G), and 5.9 GHz. Further,
the prototype antenna is fabricated and experimentally
validated in comparing with simulation results. The
excellent agreement among the simulation and measured
results shows that the designed antenna operates
simultaneously at 5G/Wi-Fi/C-V2X frequency bands and
the isolation effects between the elements is less than
15dB.

Index Terms — C-V2X, defective ground, DGS, ECC,
hybrid antenna, vehicular communication.

L. INTRODUCTION

Wireless communication is integral to life of
common man that involves the necessity for public safety
communication. Intelligent Transportation Systems (ITS)
are a combination of cutting-edge information and
communication technologies used in transportation and
traffic management systems for safety improvement,
efficiency, and sustainability of transportation networks;
to minimize traffic congestion; and to enhance drivers’
experiences. Intelligent Transport Systems (ITS)
addresses these safety and environmental related issues
by incorporating government bodies, universities,
research organizations, and automotive industries [1].
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Recent development in the vehicles are connected to
each other through on-board-unit (OBU) and also
with the road-side-unit (RSU) to communicate the
information regarding the traffic for ITS. Cellular and
transportation networks, in partnership, can deliver
efficient smart transportation solutions through the way
of providing safer pedestrians and bicycling conditions,
reducing cut-through traffic, contribute to city-level
traffic planning, pre-trip information and multi-modal
choices Greening opportunities. Additionally, it ensures
the safety during land travel. Figure 1 shows the
different portfolios of communication in vehicular
communication services.

Many researchers have addressed different types
of antennas for vehicular communication which are
surveyed and analyzed. Numerous solutions are
proposed in the survey which addresses slot antennas,
inverted F antennas, and printed monopole antennas
with multiband operations for various vehicular
applications. Stacked antennas are developed to operate
in multiple frequencies and different structures of
monopole were addressed [2-6]. Many multi-band
frequency operating antennas and embedded antennas
were evolved for mobile communication [7-12], it
also impinges the challenges occur in the integrating
multiband antennas in a smaller volume. In [13], planar
inverted F antenna (PIFA) is integrated with “Y” shaped
monopole antenna to obtain the multiband operation. In
[14], author designed an antenna to address LTE and
C-V2X. A three-dimensional antenna addressing GPS,
LTE, WLAN, and DSRC is presented in [15-16]. In [17]
integrated monopole antenna is proposed to operate at
GPS and DSRC frequencies.

https://doi.org/10.47037/2020.ACES.J.360505
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Fig. 1. Different types of V2X.

Many other multi-band antennas have been proposed
for automotive applications including unmanned
automotive vehicle [18-24] by that a good intelligent
transportation system is evolved. Our innovative
technology enables the connected transportation
experience today. To be at the forefront of pioneering
technologies from vehicle communications to precise
positioning for the always connected.

For perfect intelligent transportation system, we
have proposed an integrated planar monopole hybrid
antenna which resonates at triple-bands addressing
5G/Wi-Fi/C-V2X communication simultaneously in a
single device. Initially, the planar monopole antenna
resonates at 2.4 GHz. Further, other antennas were
integrated to operate on 5.9 GHz and 3.5 GHz. When
each antenna element is placed closely located, another
challenge nurtures the researcher is the isolation effect
among elements. Various methods like defected ground
structure (DGS), EBG structure, stubs, parasitic elements
and novel 3D meta-material structures [12,25-28] to
improve the isolation and capacity enhancement of
vehicular antennas are found in the literature. In this
proposed work, the monopole antennas are integrated
orthogonally by that without incorporating any special
methods to have better isolation among the antennas.

This research article is divided into multiple
sections for clear explanation. Section I deals with a
general introduction to this research work, Section II
explains the design methodology, and Section III
explains the result analysis of the proposed work
followed by the conclusion.

II. DESIGN METHODLOGY

This work proposes a three port hybrid antenna
with an overall dimensions of 30x55, which operates at
three different frequencies to address SG/Wi-Fi/C-V2X.
The design of the antenna is evolved from a fundamental
micro strip antenna substrate dimensions. A monopole
antenna with A/4 dimension inspired with meander line
antenna is designed to operate at the lowest desired

ORTHOGONALLY INTEGRATED HYBRID ANTENNA

operating frequency. The single band (2.45 GHz) antenna
is shown in Fig. 2.

30mm

S55mm

IQJmm

Fig. 2. Structure of single band antenna.

The ground plane length is chosen based on the
parametric study and it is shown in Fig. 3. The designed
antenna operates at 2.45 GHz. This band is aimed
for Wi-Fi/V2l/Intra-vehicular applications. Another
monopole antenna with A/4 dimension is added to
operate at the highest desired operating frequency.
Figure 4 shows the structure of the antenna resonates at
two bands simultaneously.
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Fig. 3. Parametric analysis of single band antenna.

The antenna is placed orthogonal to the earlier one
to achieve better isolation. This frequency is suitable for
C-V2X applications. Figure 5 shows the performance of
dual band antenna with the parametric analysis of
second structure.

Furthermore, the monopole antenna with A/4
dimension is added to operate at the 3.5 GHz operating
frequency. This configuration provides tri-bands (2.45
GHz/3.5 GHZ/5.9 GHz) operation. The location of the
three different monopole antenna in a same substrate,
which comes under hybrid antennas. The antenna
dimensions are optimized to provide a better impedance
match at the desired tri-bands. Figure 6 shows the
structure of the proposed hybrid antenna and Fig. 7
shows its return loss characteristics of hybrid antenna
along with the parametric analysis of third antenna.
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Fig. 5. S-Parameter of dual band antenna.

III. RESULTS AND DISCUSSION
The designed antenna is printed on 1.2 mm
thickness FR4 substrate with the permittivity of 4.4, and
loss tangent (d)=0.0009. Field Fox Vector Network

Analyzer (N9952A) is been used to do near field
measurements. Figure 8 and Fig. 9 shows the prototype

of the designed antenna and measurement set-up.

30 mm

9.7 mmt

55 mm

39mm
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9.6 mm Fig. 7. Simulated and measured S-parameter of hybrid
antenna.
Fig. 4. Structure of dual band antenna.
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Fig. 8. Designed prototype.

A. S-parameters

Figure 9 shows the experimental setup of the
measurement of S-parameter. Figure 10 shows the
comparison of simulated and measured S-parameter
characteristics of the proposed Tri-band integrated
antenna. The graph reflects the excellent agreement
between simulated and measured results.

Fig. 9. Measurement setup.

>
9.6 mm

Fig. 6. Structure of Hybrid antenna.

The Fig. 10 clearly specifies the inference that the
proposed antenna has impedance bandwidth of 2.15
GHz to 3.05 GHz, 3.35 GHz to 3.75 GHz and 5.3 GHz
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to 6.8 GHz. There is a variation between the simulated
and measured impedance bandwidth. This may be due

to prototyping error
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Fig. 10. Simulated and measured S-parameter results.

B. Isolation characteristics
Figure 11 shows the isolation characteristics

comparison of the proposed antenna. The results show
that isolation is greater than 15 dB at all desired bands.
It conveys that there is a considerable amount of
isolation among the ports, and the possibility of
interference between the antennas are less.

S parameter

[=a=s13] -
=0 =512
-

4
Freuency (GHz)

Fig. 11. Measured isolation effects of hybrid antenna.

C. Radiation pattern
Figure 12, shows the far field measurement setup

of the tri-band antenna in the anechoic chamber. E field
and H Field patterns of the proposed antenna are shown
in the Fig. 13. It shows that the antenna has Omni-
directional radiation pattern at the desired frequencies.
It is observed that maximum of gain of 2.77 dB, 3.75
dB and 4.183 dB at 2.45 GHz, 3.5 GHz, and 5.9 GHz
respectively.

The comparison between various antennas with
proposed work is discussed in Table 1. It shows that the
proposed work gives better gain with smaller dimension
and proves the proposed work can be a better candidate
as integrated antenna for vehicular communication.

Fig. 13. Simulated and measured radiation pattern at tri-
bands.

Table 1: Comparison among the different antennas and

its performance
Reference Operating Dimensions Gain
Paper Frequency (mm?) (dB)
(GH2)
1.5, 2.4, 05—
[5] E g 59.5x44.3 25
2.54, 3.5,
[6] cg 90 x 90 5
[7] 51&6.7 | 35x52.2 2.45
2.5, 3.5, 0.75 -
[15] 45,55 50x50 4.15
2.77
Proposed 245,35, 55 x 30 375
work 5.9 418

D. Envelope correlation co-efficient

The envelope correlation co-efficient is essential
parameter to analysis the different ports of the hybrid
antenna. This parameter explains the correlation among
the different antennas at various ports and lower the
ECC means better performance of antenna. The value
of ECC<O0.5 is a desirable standard value for the hybrid

system. The ECC is given by equation (1):
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| 811*812 + 821*822 |2

p. = . (1
(1180 P =18, P)(1=1S, F =18, F)
Table 2: ECC between different antennas
. Envelope Correlation Coefficient
req
(GH2) Antenna | Antenna | Antenna Su
1,2 2,3 31
2.4 0.0374 0.00068 0.0319 -35dB
35 0.057 0.065 0.027 -18dB
5.9 0.0067 0.028 0.0026 -21dB

Table 2 explains the correlation between the
various antennas. The ECC value is less than 0.1 over
the different frequency ranges.

IV. CONCLUSION

The MIMO antenna is designed to address 5G/Wi-
Fi/C-V2X for vehicular Communication is presented
in this paper. The significant feature of the design
approach is its compactness of total substrate dimension
of 55 mm x 30 mm. There is good agreement between
simulated and measured results on S-parameters,
radiation patterns, gain and ECC Values. Further, it is
observed that the inter port isolation is achieved below
15 dB among antenna elements in the hybrid structure.
Thus, the proposed design is a suitable candidate for
vehicular applications.
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Abstract — The optimal design of a 4x4 multimode
interference (MMI) coupler as an optical 90° hybrid
based on a weakly-guided optical waveguide was
considered. Seven geometrical parameters of a 4x4 MMI
coupler were optimized by a real-coded micro-genetic
algorithm, and parallelized using a message-passing
interface. The beam-propagation method was used
to evaluate the fitness of the MMI coupler in the
optimization process. The optimized 4x4 MMI coupler
showed a common-mode rejection ratio greater than
28.9 dBe and a phase error less than 2.52° across a
wavelength range of 1520 to 1580 nm, which satisfied
typical system requirements. The optimization process
was executed on a Beowulf-style cluster comprising five
identical PCs, and its parallel efficiency was 0.78.

Index Terms — Beam-propagation method, finite element
method, genetic algorithm, multimode interference
coupler, optical waveguides, parallel computation.

I. INTRODUCTION

The optical 90° hybrid is a key component for
demodulating optical signals in coherent transmission
systems, and is considered to be a promising candidate
for next-generation high-capacity optical transmission
systems. Although some configurations for the
waveguide-based 90° hybrids have been proposed [1,2]
for photonic integrated circuits (PICs), those based
on 4x4 multimode interference (MMI) couplers have
attracted considerable attention because of their simple
and compact structures [3,4,5]. These MMI-based 90°
hybrids are based on high-index-contrast technologies
such as silicon-on-insulator (SOI) [3,4] and InP [5]
waveguides.

Silica is another attractive material for PICs because
of its extremely low propagation loss, low coupling loss
to single-mode fibers, and low polarization dependence,
and is widely used in PICs. In general, the self-imaging
theory [6], which relies on a parabolic distribution of
effective indices of eigenmodes in the MMI section, is
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used to design MMI couplers. However, it is difficult to
design accurate and high-performance MMI couplers
based on weakly-guided waveguides, such as silica-
based waveguides using the self-imaging theory is
difficult. This is because that the parabolic distribution
of the effective indices of eigenmodes in the MM section
cannot be assumed in weakly guided waveguides.

To realize high-performance MMI couplers based
on weakly guided waveguides, structural optimization
of MMI couplers using genetic algorithms (GAs) has
been considered [7,8,9]. Wang et al. [7], and West and
Honkanen [8] performed structural optimization of
weakly-guided MMI couplers operating at a single
wavelength. In their work, a simple GA and a mode
propagation analysis were employed for the optimization
and propagation analysis of optical waves, respectively.
Yasui et al. [9] demonstrated the structural optimization
of silica-based 2 x 2 MMI couplers operating at
wavelengths ranging from 1520 to 1580 nm, which
includes the C-band of optical transmission systems. A
real-coded micro-GA, which is a combination of a real-
coded GA and a micro-GA (uGA), was employed for the
structural optimization, and the two-dimensional beam-
propagation method (BPM) based on the finite element
method (FE-BPM) [10,11] was used for the propagation
analysis. The BPM analysis, which is a more accurate
but time-consuming method, was executed 750 times for
one optimization process.

In this study, we propose a parallelized optimization
method based on a real-coded pGA. Two-dimensional
FE-BPM was applied to the optimization of silica-based
4x4 MMI couplers as an optical 90° hybrid to satisfy
typical system requirements [4,5]. A 4 x 4 MMI coupler
optimized by the proposed method has a common-mode
rejection ratio (CMRR) greater than 28.9 dBe and a
phase error less than 2.52° across a wavelength range of
1520 to 1580 nm, which satisfies the system requirements.
In addition, the excess loss remained less than 0.68 dB.
The optimization process was executed on a Beowulf-
style cluster [12], which comprised five identical PCs,
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and its parallel efficiency was 0.78.

II. NUMERICAL METHODS

A. Parallelized u GA

A pGA is a GA with a small population, (typically
five), and reinitialization. It starts with a randomly
generated population. The production of individuals in the
next generation by a genetic operation is performed until
nominal convergence is reached. Subsequently, a new
population is generated by transferring the best individual
in the converged population to the new one, followed by
randomly generating the remaining individuals [9,13,14].

The flowchart of the proposed algorithm parallelized
with the message passing interface (MPI)[15,16] is shown
inFig. 1. Let N, be the population number, which is equal
to the number of MPI processes. First, an initial random
population is generated in process 0. The genes in the
population are broadcast to all the processes. Second, in
the i-th process, a BPM analysis is executed for a 4x4
MMI coupler represented by the i-th individual in the
population, and its fitness is evaluated. Here, the two-
dimensional FE-BPM [10,11] is utilized to an equivalent
two-dimensional 4x4 MMI coupler obtained by the
effective index method. After a barrier synchronization to
ensure that all the processes have reached the same point
in the code, all fitness values were gathered to process 0.
Third, if a termination condition is satisfied then the
optimization process is completed; otherwise, genes in the
next generation are generated. Here, the individual with
the largest fitness is carried to the next generation as the
elite (elitist strategy). If nominal convergence is reached,
the remaining N}, — 1 individuals in the next generation
are randomly generated; otherwise, the remaining N, — 1
individuals are produced by selection and crossover. The
second and third procedures are repeated until the
termination condition is satisfied.

B. Real-coded GA

In a real-coded GA, a chromosome is represented as
a vector of floating-point numbers, in which the elements
denote the values of the parameters to be optimized
[17,18]. In this study, we denote the chromosome of the
ith individual in the gth generation as:

x@) = (xfg'l),xég'l)

where N is the size of the chromosome

For the selection and crossover, a binary tournament
selection and the BLX-a strategy [9,17] were applied,
respectively.

(g l)) (1)

X

C. A brief review of FE-BPM

Herein, we briefly review the FE-BPM [10, 11]. We
consider an optical wave propagating in the +z-direction
in a two-dimensional planar optical waveguide uniform in
the x-direction. From Maxwell’s equations, we obtain the
following wave equation:
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d/ 00 d/ 00 g

@(pa)+£(pg)+koqcb—0, 2
where ® = E,, p = 1, ¢ = n? for the transverse electric
(TE) modes, and ® = H,, p=1/n?, g =1 for the
transverse magnetic (TM) modes, and n is the refractive
index. Substituting the solution of the form:

@(y,2) = @(v,2) exp (= jkono2z), @)
into Eq. (2), we obtain the following equation for the
slowly varying complex amplitude ¢:

0% ] dp 0 [ 0@

pﬁ—2]k0n0p5+ay( 6y) 4

+ ki (q — ngp)e = 0.

Applying the finite-element method to the cross-
section of the waveguide in the y-direction of Eq. (4), we
obtain:

d*{g} d{so}
[M]—- dz2 2]kono (M]—— (5)
+ ([K] — kgng[MD{g} = {0}

where {¢@} is the global electrlc or magnetic field vector,
and [K] and [M] are the finite-element matrices. Applying
the Crank-Nicholson algorithm for the z-direction after
introducing the Padé approximation [19] and the
transparent boundary condition [20] to Eq. (5), we finally
obtain the following fundamental equation of the BPM:
[Al{p}ir1 = [Blido}s (6)
where [4]; and [B]; are the beam-propagation matrices,
and the subscripts i and i + 1 denote the quantities related
to the ith and (i + 1)th propagation steps at z = iAz and
(i + 1)Az, respectively, and Az is the propagation step
size. When an incident field {@}, is given, the
propagating field can be calculated by solving Eq. (6).

Generate initial
population

| Broadcast genes

| Execute BPM \ 1! \ Execute BPM

f

I

|

|

|

I

|

|

|

|

|

I

I

I

! 1
: | Barrier synchronization
I
|
|
|
|
I
I
I
I
|
|
|
|
|
|
|
|
I
I
|
|

|

|

|bvaluate ﬂmess‘ ! ‘l;valuate ftness|
v

|

|

[ Gather fitness
T

_________

Nominal True

onvergence?

Regenerate
population

Selection
& Crossover

,,,,,,,,,,,,,,,,,

Fig. 1. Flow chart of the proposed parallelized pGA.
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111. NUMERICAL MODEL

Figure 2 (a) shows a three-dimensional model of an
optical 90° hybrid based on a 4 x 4 MMI coupler, whose
core and cladding materials are ZrO,-doped silica and
silica, respectively. Let W and L be the width and
length of the MMI section, respectively. The MMI has
,4 and four output

four input waveguides labeled 1, ...
waveguides labeled 5,...,8 . We note that

waveguides 2 and 4 are not used for optical 90° hybrids
[3]. The widths of the input and output waveguides were
identical and equal to w. The positions of the centers of
,8). In addition, we

these waveguides are y; (i =1, ...
assume y; = yjp4 fori =1, .. 4.

Figure 2 (b) shows an equivalent two-dimensional
model, which is obtained using the effective index
method, of a 4 x 4 MMI coupler. In this model, the
refractive index of the core region is expressed as the
effective index of a three-layer slab waveguide. The
BPM analyses in the proposed method were performed

for two-dimensional equivalent models.

(a)
silica

1.z

T<y 3Fum
Zr0,-doped silica
(b)
z

oy g % L
1 ﬂ _____ M W Y5 - = : ''

3= Y3 Y7 -z

JI I I S—
— 4 8 —
z|=0 I!

Fig. 2. Schematic structure of 4x4 MMI coupler for: (a)
a three-dimensional model, and (b) an equivalent two-

dimensional model.

The length of the MMI, L, and the positions of the
1,..,4), are, respectively,

input waveguides, y; (i =
given as follows:

3L,
L=T+AL )

and
2i—5
Vi = W + 4y, ®)
where AL and Ay; are the deviations of the length of
the MMI and the positions of the center of the input
waveguides, respectively. Here, L is the beat length in
the MMI and is given by:
T
L, = 9
"= BB ©)

where B, and B; denote the propagation constants of
the fundamental and first-order modes of the MMI,
respectively [6].

To evaluate the fitness of a 4x4 MMI coupler, we
define two properties of the coupler as follows: Let I =
{1,3}, 0 = {5,6,7,8}, and A be sets of the input ports,
output ports, and wavelengths for BPM analysis,
respectively. Let S;;(1) be the scattering parameter at
j € O for the input from i € I at wavelength 1 € A. We
define the imbalance I ; (1), and excess loss X} ; (1) by
the following equations, respectively:

IB,i(/‘l) {| | }
_ min {|S;;(D)|?*|j € 0 (10)
= —101logy, [max{|5ﬁ(/1)|2|j € 0}] [dB

and

X, (D)

Yjeol ,l(l)lz] (11)

101log,, P (D) [dB],
where P;,, (1) denotes the input power. The fitness of a
4x4 MMI coupler expressed as an individual is evaluated
as follows:

F = ex {—L
B GRTITVY } W

XY [Cinlsu@) + G XD

i€l A€EA
where |I| and |A| denote the number of elements in the

sets [ and A, respectively, and C,5; and Cy, are the
weighting coefficients that determine the relative
importance of I ;(4) and X, ;(4), respectively.

IV. NUMERICAL RESULTS

We consider silica-based 4x4 MMI couplers as
optical 90° hybrids. The operating wavelength ranged
from 1520 to 1580 nm. The relative refractive index
difference A, was 5.5% [21]. The wavelength-dependent
refractive index of the cladding is given by the Sellmeier
equation [22]: the thickness of the core was assumed to
be 3.0 um. The equivalent two-dimensional models
obtained by the effective index method were analyzed
using the BPM. The incident wave was assumed to
be the TE-polarized fundamental mode of the input
waveguides. The set of wavelengths used to evaluate the
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fitness was A = {1520, 1550, 1580 nm}. The values of
B, and B; for Eq. (9) were evaluated at 1550 nm. The
termination condition of the proposed GA was g = 50.
The genes in a chromosome, which represent a 4x4 MMI
coupler, and their search ranges are shown in Table 1.
The coefficients in Eq. (12) are assumed as C;53 = 1 and
Cy, = 0.5.

Table 1: Genes and their search ranges

] xj(g’l) Xjmin Xjmax
1 w 20 pm 40 pm
2 AL —10 pm 10 um
3 w 2.3 um 3.3 um
4 Ay, —1 ym 1 pm
5 Ay, —1 um 1 pum
6 Ay, —1 pym 1 ym
7 Ay, —1 pm 1 pm

The optimization processes were executed on a
Beowulf-style cluster [12] comprise five identical PCs.
Each PC had an Intel Core i7-8700 processor and a solid-
state disk. The code for the proposed optimization was
primarily developed in Python language with mpidpy
[15], which is a Python library for MPI. From the Python
code, a Fortran90 code for the BPM was executed on
each process as a subprocess. The population of the GA
N,, was assumed as 5; thus, each single process in Fig. 1
was assigned to one PC each.

The performance of an optical 90° hybrid is often
quantified in terms of the CMRR and phase error. The
CMRRs for the in-phase (1) and quadrature (Q) channels
are, respectively, defined as:

CMRR, (1) =
] IS5 |58i(A)|2|] (13)
20080 s P 1sa@r? [P
and
CMRR,; (1) =
IS = 1S DI (14)

—20log, [dBe],

L 1S6i (D12 + [S7: (D)2
for the input from i € I[4]. The phase error at the output
port j € O with respect to output port 5 is defined as:

Api(D) = @;(A) — @s(1) — (j — Ps). (15)
Here, @;(4) = £S8;5(4) — £5;; (A1), and §; (j =5, ...,8)
are the theoretical values of ¢;(4); in other words, @5 =
—45°, $g = 225°, $;, = 45°, and @g = 135° [3]. The
typical system requirements of these values were
CMRR = 20 dBe and |Ag;| < 5° [4,5].

Figure 3 shows the characteristics of an optimized
4x4 MMI coupler obtained through trials, and the
optimized parameters are summarized in Table 2. A
CMRR greater than 28.9 dBe and a phase error less
than 2.52° across the operation wavelength range, which
satisfied the system requirements, were achieved. In
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addition, the excess loss remained less than 0.68 dB.
Figure 4 shows the field distributions at the end of the
4x4 MMI coupler at wavelengths of 1520, 1550, and
1580 nm. A uniform field distribution among the output
ports was realized, and thus, good values of CMRR
were achieved. Conversely, we observed larger field
distributions between two adjacent output waveguides,
especially at wavelengths of 1520 and 1580 nm. This
caused a larger excess loss at the shorter and longer sides
of the operation wavelength range, as shown in Fig. 3 (c).
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Fig. 3. Performance of an optimized 4x4 MMI coupler
as an optical 90° hybrid: (a) CMRR, (b) phase error, and
(c) excess loss.

The computational time of the optimization executed
in parallel with five PCs was 330 s. Contrastingly, the
total computational time of the BPMs in serial execution
for all the individuals generated in the optimization
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process was 1287 s. The speedup and parallel efficiency
were 3.90, and 0.78, respectively. Here, the speedup is
the ratio of the sequential to parallel execution times, and
the parallel efficiency is equal to the speedup divided
by the number of processes. The speedup or parallel
efficiency was degraded by unbalanced computational
loads in the BPM analyses, executed in parallel. This
imbalance occurred, because the number of unknowns
and propagation steps in the BPM analyses depended on
the generated individuals in the optimization process.

more accurate than the typical fabrication tolerances,
which were of the order of 0.1 um for silica waveguides.
To verify the influence of the fabrication tolerances
on the optimized 4x4 MMI coupler, we subsequently
carried out an FE-BPM analysis for a 4x4 MMI coupler
having the parameters of the fabrication tolerance shown
in Table 3. The results are shown in Table 4 and
compared with those for the optimized model. Moreover,
this model satisfies the typical system requirements
of the CMRR and phase error. The excess loss is
comparable to that of the optimized structure. We can
see that the accuracy of the fabrication tolerance did not
degrade the performance of the optimized device.

Table 2: The optimized structural parameters

Parameter Value [um]
w 20.606524
L 459
w 2.982606
V1 —8.310509
Vs —2.643767
Vs 2.471436
Vs 8.202657

Table 3: Structural parameters with the accuracy of
fabrication tolerance
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Fig. 4. Field distributions at the end of the optimized 4x4
MMI coupler at wavelengths of: (a) 1520, (b) 1550, and
(c) 1580 nm. The boundaries of the output waveguides
are also shown by thin solid lines.

Because of using the real-coded GA was used, the
optimized structural parameters shown in Table 2 were

Parameter Value [um]
w 20.6
L 459
w 3.0
Vi —8.3
Y, —-2.6
V3 2.5
Va 8.2
Table 4: Comparison of performance
Structural Table 3 Table 2
Parameters
CMRR [dBe] > 289 > 289
Phase error [deg.] <246 <2.52
Excess loss [dB] 0.63 0.68

V. CONCLUSIONS

In this study, we proposed a parallelized structural
optimization method based on a real-coded pnGA for
weakly guided 4x4 MMI couplers for use as optical 90°
hybrids. The proposed method was applied to a silica-
based 4x4 MMI coupler with A = 5.5%. The optimized
4x4 MMI coupler showed a CMRR greater than 28.9
dBe and a phase error less than 2.52°, which satisfied the
typical system requirements over the wavelength range
of 1520 to 1580 nm. In addition, the excess loss remained
less than 0.68 dB over the wavelength range. The
optimization process was executed on a Beowulf-style

530



531

cluster comprises five identical PCs. As a result, the
speedup and parallel efficiency of the optimization
process were 3.90 and 0.78, respectively. A 4x4 MMI
coupler with structural parameter values close to the
optimized values within an accuracy of typical
fabrication tolerance was also analyzed using the FE-
BPM. This result is comparable to that of the optimized
4x4 MMI coupler.

ACKNOWLEDGMENT
This work was supported by JSPS KAKENHI
(Grant Number JP19K11997). We would like to thank
Editage (www.editage.com) for English language editing.

REFERENCES

[1] Y. Sakamaki, Y. Nasu, T. Hashimoto, K. Hattori,
T. Saida, and H. Takahashi, “Reduction of phase-
difference deviation in 90° optical hybrid over wide
wavelength range,” IEICE Electron. Express, vol.
7, no. 3, pp. 216-221, Feb. 2010.

[2] C.R. Doerr, D. M. Gill, A. H. Gnauck, L. L. Buhl,
P.J. Winzer, M. A. Cappuzzo, A. Wong-Foy, E. Y.
Chen, and L. T. Gomez, “Monolithic demodulator
for 40-Gb/s DQPSK using a star coupler,” J.
Lightw. Technol., vol. 24, no. 1, pp. 171-174, Jan.
2006.

[3] L. Zimmermann, K. Voigt, G. Winzer, K.
Petermann, and C. M. Weinert, “C-band optical
90°-hybrids based on silicon-on-insulator 4 x 4
waveguide couplers,” IEEE Photon. Technol. Lett.,
vol. 21, no. 3, pp. 143-145, Feb. 2009.

[4] R. Halir, G. Roelkens, A. O.-Monux, and J. G.
Wangiemert-Pérez, “High-performance 90° hybrid
based on a silicon-on-insulator multimode
interference coupler,” Opt. Lett., vol. 36, no. 2, pp.
178-180, Jan. 2011.

[5] J. S. Fandino and P. Munoz, “Manufacturing
tolerance analysis of an MMI-based 90° optical
hybrid for InP integrated coherent receivers,” IEEE
Photon. J., vol. 5, no. 2, pp. 7900512-7900512,
Apr. 2013.

[6] L. B. Soldano and E. C. M. Pennings, “Optical
multi-mode interference devices based on self-
imaging: Principles and applications,” J. Lightw.
Technol., vol. 13, no. 4, pp. 615-627, Apr. 1995.

[7] Q. Wang, J. Lu, and S. He, “Optimal design of a
multimode interference coupler using a genetic
algorithm,” Opt. Commu., vol. 209, no. 1, pp. 131-
136, Aug. 2002.

[8] B.R. West and S. Honkanen, “MMI devices with
weak guiding designed in three dimensions using a
genetic algorithm,” Opt. Express, vol. 12, no. 12,
pp. 2716-2722, June 2004.

[9] T. Yasui, J. Sugisaka, and K. Hirayama, “Structural
optimization of silica-based 2 x 2 multimode
interference coupler using a real-coded micro-

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

ACES JOURNAL, Vol. 36, No. 5, May 2021

genetic algorithm,” Progress in Electromagnetics
Research M, vol. 55, pp. 169-178, Apr. 2017.

Y. Tsuji and M. Koshiba, “A finite element beam
propagation method for strongly guiding and
longitudinally varying optical waveguides,” J.
Lightw. Technol., vol. 14, no. 2, pp. 217-222, Feb.
1996.

T. Yasui, M. Koshiba, and Y. Tsuji, “A wide-angle
finite element beam propagation method with
perfectly matched layers for nonlinear optical
waveguides,” J. Lightw. Technol., vol. 17, no. 10,
pp. 1909-1915, Oct. 1999.

M. El-Shenawee, C. M. Rappaport, D. Jiang, W.
M. Melsei, and D. R. Kaeli, “Electromagnetics
computations using the MPI parallel implementation
of the steepest descent fast multipole method
(SDFMM),” Applied Computational Electromag-
netics Society Journal, vol. 17, no. 2, pp. 112-122,
2002.

K. Krishnakumar, “Micro-genetic algorithms for
stationary and non-stationary function optimization,”
Proc. SPIE, Intelligent Control and Adaptive
Systems, vol. 1196, pp. 289-296, Feb. 1990.

C. A.C. Coelloand G. T. Pulido, ““A micro-genetic
algorithm for multiobjective optimization,” Lect.
Notes Comput. Sci., vol. 1993, pp. 126-140, July
2001.

W. Gropp, R. Thakur, and E. Lusk, Using MPI-2:
Advanced Features of the Message Passing
Interface, 2" ed., Cambridge, MA, USA: MIT
Press, 1999.

L. D. Dalcin, R. R. Paz, P. A. Kler, and A. Cosimo,
“Parallel distributed computing using python,”
Advances in Water Resources, vol. 34, no. 9, pp.
1124-1139, Sept. 2011.

F. Herrera, M. Lozano, and J. Verdegay, “Real-
coded genetic algorithms: Operators and tools for
behavioural analysis,” Artificial Intelligence Review,
vol. 12, pp. 265-319, Aug. 1998.

F. Zhang, K. Sonag, and Y. Fan, “Real-coded
genetic algorithm with differential evolution
operator for terahertz quasi-optical power divider/
combiner design,” Applied Computational Electro-
magnetcs Society Journal, vol. 32, no. 10, pp. 888-
894, Oct. 2017.

G. R. Hadley, “Wide-angle beam propagation
using Padé approximant operators,” Opt. Lett.,
vol.17, n0.20, pp.1426-1428, Oct. 1992.

G. R. Hadley, “Transparent boundary condition for
beam propagation,” Opt. Lett., vol. 16, no. 9, pp.
624-626, May 1991.

M. Takahashi, Y. Uchida, S. Yamasaki, J.
Hasegawa, and T. Yagi, “Compact and low-loss
coherent mixer based on high A ZrO,-SiO; PLC,”
J. Lightw. Technol., vol. 32, no. 17, pp. 3081-3088,
Sept. 2014.



YASUI, SUGISAKA, HIRAYAMA: OPTICAL 90 DEGREE HYBRID

[22] K. Okamoto, Fundamentals of Optical Waveguides,
2" ed., Cambridge, MA, USA: Academic Press,
2005.

Takashi Yasui graduated with the
B.S. degree in Electronic Engineering
from Fukui University, Fukui, Japan,
in 1997, and the M.S. and Ph.D.
degrees in Electronic Engineering
from Hokkaido University, Sapporo,
Japan, in 1999 and 2001, respectively.
From 1999 to 2002, he was a
Research Fellow of the Japan Society for the Promotion
of Science. In 2002, he joined Fujitsu Ltd., Chiba, Japan.
From 2004 to 2011, he was an Assistant Professor of
the Department of Electronic and Control Systems
Engineering, Shimane University, Matsue, Japan. Since
2011, he has been an Associate Professor of the Faculty
of Engineering, Kitami Institute of Technology, Kitami,
Japan. He has been engaged in research on wave
electronics. Yasui is a member of the IEEE, the Optical
Society of America (OSA), the Institute of Electronics,
Information and Communication Engineers (IEICE) of
Japan, and the Information Processing Society of Japan.
In 2018, he was awarded the Excellent Paper Award
from IEICE.

Jun-ichiro Sugisaka graduated
with the B.E., M.E., and Ph.D.
degrees in Optics and Photonics
from the University of Tsukuba,
Tsukuba, Japan, in 2005, 2007, and
2010, respectively. From 2008 to
2010, he was a research fellow at the
Japan Society for the Promotion of
Science. From 2010 to 2013, he joined the Center for
Optical Research Education at Utsunomiya University,
Utsunomiya, Japan, as a doctoral research fellow. From
2013 to 2019, he joined Kitami Institute of Technology
as an Assistant Professor. Thenceforth, he has been an
Associate Professor of Kitami Institute of Technology.
His research interests are in photonic crystals, diffraction,
scattering theory inverse problems, artificial intelligence,
and computational electromagnetics. Sugisaka is a
member of the Institute of Electronics, Information and
Communication Engineers (IEICE) of Japan, the Japan
Society of Applied Physics, IEEE, and the Optical
Society of America. In 2018, he was awarded the Best
Paper Award from the IEICE.

Koichi Hirayama received the B.S.,
M.S. and Ph.D. degrees in Electronic
Engineering from Hokkaido Univ-
ersity, Sapporo, Japan, in 1984,
1986 and 1989, respectively. In
1989, he joined the Department
of Electronic Engineering, Kushiro
National College of Technology,
Kushiro, Japan. In 1992, he became an Associate
Professor of Electronic Engineering at Kitami Institute
of Technology, Kitami, Japan, and in 2004 he became
a Professor. He has been interested in the analysis
and optimal design of electromagnetic and optical
waveguides. Hirayama is a senior member of IEEE. In
2018, he was awarded the Excellent Paper Award from
IEICE.

532



533

ACES JOURNAL, Vol. 36, No. 5, May 2021

Linear Pattern Correction Technique for Compensating the Effects of Mutual
Coupling and Deformation in Wedge-Shaped Conformal Antenna Arrays

Adnan Tariq, Shahid Khattak, Hina Munsif, Sohail Razzag, and Irfanullah”

Department of Electrical and Computer Engineering
COMSATS University Islamabad, Abbottabad Campus, Pakistan
*eengr@cuiatd.edu.pk

Abstract — In this paper, the effects of mutual coupling
and antenna surface deformity in a conformal wedge-
shaped antenna array are compensated using a linear
pattern correction technique. The problem is formulated
to reduce the absolute distance between the actual
(simulated) and the desired radiation patterns and to
allow for null positioning control. The individual field
patterns for the antenna elements are deformed due to
changes in mutual coupling and the conformal surface.
The deformed patterns of the individual antennas for
specific bend angles are stored as lookup tables and
interpolated to get the desired radiation pattern at
any arbitrary bend-angle. The problem is linearly and
quadratically constrained at the null points and
performance compared with unconstrained optimization.
The proposed solution for diminishing the effect of
mutual coupling and surface deformity is independent of
main lobe direction, type of individual antenna, array
geometry, and spacing between antenna elements. The
closed-form results are validated through Computer
Simulation Technology (CST) for the wedge-shaped
deformed dipole antenna array. The results for the
proposed scheme are also assessed with the traditional
Open Circuit Voltage Method (OCVM) and show
superior compensation for deformity and the mutual
coupling effects in conformal beam-forming arrays in
terms of main beam direction, position and depth of
nulls.

Index Terms — Aerial platform, conformal antenna array,
interpolation of patterns, least square estimation, mutual
coupling compensation, radiation pattern correction.

I. INTRODUCTION

Modern 5G networks comprise heterogeneous
systems overseeing massive data transfer capacities and
with the high frequency of access points. In order to
make these access points less noticeable to the natural
eye, they would be required to conform in shape to
everyday objects around us [1]. A conformal antenna
array can be defined as an array that follows the surface
of objects whose shape is defined by considerations other
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than electromagnetic [2].

Besides 5G wireless massive Multiple Input Multiple
Output (MIMO) systems, spatial filtering achieved by
conformal antenna array also has applications in radar,
and target tracking [3]. Additionally, conformal antenna
arrays can be used to replace numerous antennas
protuberant from the surface of modern aircraft which
are used for navigation, radar altimeter, instrument
landing systems and various communication systems
[1], [4]-[6] causing considerable mechanical strain and
increased fuel ingestion. The need for conformal reception
apparatuses is much higher for the large-sized openings
that are required for capacities like military airborne
observation radars and satellite correspondence [2].

The surfaces, on which the conformal antennas
are mounted, may not be sturdy structures and are
susceptible to physical deformation because of natural
changes. This flexing of surfaces will make the original
positions of the antenna component change, resulting in
changes in steering vector and Mutual Coupling (MC)
among them and producing the radiation pattern conduct
entirely unreliable [7], [8]. The subsequent pattern
alteration may shift the location of the main beam and
loss of null points which minimizes the expected gain of
the antenna array and may render any Signal-Not-of-
Interest (SNOI) avoidance through the shaping of the
radiation pattern. Researchers are, therefore, focusing on
compensation techniques in order to accurately recovere
the beam pattern and directivity of the antenna array to
direct the nulls and the main beam to any wanted
direction irrespective of the extent of the distortion of
the conformal surface. Through defined employment of
the broadside pattern and the nulls, with no power-driven
movement of the antenna elements [2], high signal to
noise plus interference ratio (SNIR) is attained.

The impact of MC on the wire antenna (monopole
antenna, dipole antenna etc.) in an array can be
demonstrated through variations in their input
impedances. This idea was first introduced by Gupta in
[9], where an impedance matrix was utilized to relieve
the impact of MC in a planar array of dipole antennas. In
[10], [11], this method was used for Direction of Arrival
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(DOA) signal estimation and adaptive nulling of
interference. Hui in [11] modelled the MC using
impedance matrix based on estimated current distribution
and it was shown that the new method for modelling
MC performs better in terms of DOA estimation.
Notwithstanding, the impedance matrix was assessed
under the supposition that the antenna will not radiate
while open-circuited in the Open-Circuit VVoltage Method
(OCVM), which limits this technique to wire antenna
elements only.

Another technique called Linear Pattern Correction
Method (LPCM) reduces the impacts of MC in antenna
arrays through pattern adjustment by limiting the Mean
Square Error (MSE) between the wanted and actual
patterns [10]-[16]. The outcomes show that the complex
excitations for array component assessed utilizing the
LPCM are more powerful in alleviating the impacts of
MC than OCVM [14],[19]. Since unconstrained LPCM
attempts to decrease the MSE between actual and wanted
patterns, its effect is less pronounced on patterns alongside
directions where signal quality is low, i.e., along with
null points.

In [17], the genetic algorithm is used to determine
the optimum antenna element excitation for a conformal
array. In [11], a framework for radiation pattern synthesis
is developed using convex optimization theory in order
to optimize dual-polarized conformal arrays. However,
both these techniques exhibit higher complexity than
LPCM and would bring only marginal performance
gains.

In [3], [17], the phase compensation procedure is
deployed to recovere the desired antenna array pattern
for conformal antennas after incorporating the surface
deformity and MC effect. In this method, the projection
technique has been utilized to ascertain the measure of
phase shift presented by every component in an array to
arrive at the reference plane, which is then consolidated
in the excitations to recovere the ideal pattern. No
exertion has been done to recovere the nulls in this
method and there is no control on the arrangement of
sidelobes. In [15], the LPCM is implemented to deformed
conformal antenna arrays utilizing the impedance matrix
of the distorted antenna array acquired from [7]. Direct
imperatives are additionally incorporated at the null
points so as to govern their position and depth. This
model when tried in CST for bigger deformations
gives insufficient compensation. The radiation pattern
compensation for conformal beamforming array with
precise control at the desired direction is, therefore, an
open research area and the focus of this paper.

In the introduced work, a practical procedure is
created and tested for absolutely controlling the array
pattern of deformed conformal antennas through
constrained optimization of LPCM. Both the linear and
quadratic constraints have been considered. The effect
of varying mutual coupling due to deformation is
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compensated using pre-calculated separately evaluated
antenna patterns at various bend angles. The technique
is independent of inter-element spacing and antenna
element type and has been tested successfully for
different deformation angles through interpolation of
patterns and for different main beam directions. Even
though the strategy is just tested here for wedge-shaped
surfaces, it is independent of the surface geometry as
long as the position and direction of the individual
antenna component are accurately characterized.

The remainder of the paper is organized as follows:
In Section 11, the problem is formulated. In Section IlI,
the proposed solution for deformity and MC reduction is
discussed. Section IV and V the results and their detailed
analysis are presented. Section VI finally concludes the
paper.

Notation: All matrices are shown in boldface capital
letters (E, A, V, etc.), vectors are represented by boldface
small-case letters (w, b etc.), while all the scaler quantities
are represented as normal letters. |-| represents the
absolute value and ||| represents the Euclidean norm.

I1. PROBLEM FORMULATION

The physical layout of an N -dipole conformal
antenna array mounted on a wedge shape surface, formed
along the XZ-plane, is shown in Fig. 1. The antenna
elements are equally divided on either side of the wedge
with equal inter-element spacing d . The individual
dipoles are oriented along Y-axis in order to increase
the MC between them so that the effectiveness of the
proposed algorithm can be better demonstrated. Bend
angle Y, between the surface of the wedge and X-axis,
can be varied, resulting in pattern distortions due to
change in antenna locations and orientations. This also
affects the relative distances between the antenna
elements and changes the MC.

Broadsides for

Radiation
% Pattern %

Fig. 1. A deformed wedge shape antenna array in XZ-
plane with eight dipole antennas and a bend angle Y.

The two planar wedge surfaces are considered
inflexible and the deformity only occurs as the bend
angle changes. The location of an individual element in
antenna array along X and Z directions is measured by
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the following equations respectively,
xa(@ ) = (=(N = D5+ (n — 1)d) cos (1), (1)
z@ ) = (- = D5+ (n - 1)d)| sin (Y),
where n =1,---,N. The position of all the antennas
along the Y direction is assumed fixed. A three-
dimensional steering matrix is formed V € CIM*/*N]
with each element v(m, j,n) given by:
v(@m, ¢>j,n)

—e —jZTn[xn(sinGmcos¢j)+yn (sinBmsing ;)+2zn(cosbm)]
)

@

where x,,, v, and z,, is the location of the nt* element in
the array, 6,, € {64, ...,0y} is the elevation steering
angle and ¢; € {¢,, ..., ¢;} is the azimuth steering angle.
M and J are the total numbers of elevation and azimuth
angle points respectively.

Individual element patterns for dipole antennas are
concatenated to form a three-dimensional matrix P such
that P € CIM*N*J1, The Array Pattern matrix A is given
as the element-wise product of matrix V and P, i.e.,
A = VQOP. The field pattern E at any arbitrary angle 6,,
and ¢; can be calculated as:

E(Om ¢;) = A(On, ;) W ©)
where w represent the complex excitations to the antenna
elements. For succeeding analysis, ¢; has been presumed
static and the resulting patterns have been observed for
the elevation angle 6 only.

When the bend angle Y changes due to external
conditions, the whole array pattern distorts due to changes
in MC and steering matrix V. The problem is to adapt the
weights w with changes in Y so as to compensate for any
radiation pattern errors due to distortion in the shape of
the conformal surface.

I11. PROPOSED SOLUTION

A. Procedure for compensation

The flowchart presented in Fig. 2 predicts the
approach implemented for deformity compensation and
reduction of the MC effect. Here, the deformity is
defined as changes in the position of individual antennas
elements as the ¥ changes. A single dipole antenna is
designed in CST Studio Suite and desired array pattern
Ages € CMN is shaped by the element-wise product of
the concatenated isolated pattern of individual element
(taken from CST Studio Suite) with the steering matrix
(V). The initial excitations w; given to each array
element are extracted by optimizing the pattern of the
antenna that minimizes w; while having the main beam
and null points at the desired positions. The optimization
problem is written as:

min Z Eqes @5,
wj i

s.t. Eges(0rar) = 1,
Edes (Hnull) <¢g

(4)
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where 0,4, and 0,,,,;; are the target and null directions
respectively and € is an arbitrary null depth. Eqes =
A 4esW; is the required field pattern. The constraints here
ensure that null point positions are precisely defined, and
nulls are of sufficient depth to test between the algorithms.
The compensation algorithms require individual antenna
patterns Py, incorporating the effect of deformation and
MC, the desired pattern of array and location of the
radiating antenna elements. It calculates the compensated
weights w,, which mitigates the effect of deformity and
MC. The compensated field pattern is given by E...

B. OCVM and LPCM

OCVM is the most commonly cited technique for
compensation of MC and deformity effect in conformal
arrays with wired antennas. In OCVM, dimensionless
normalized impedance matrix Z is used to compensate
for the MC by taking the product of its inverse ZZ* and
the open-circuited voltages v, as the terminal voltage
vy = Z:1v,. [9]. The closed-form expression for the
impedances for wired antennas is obtained by assuming
the antenna array as an N —port network as explained in
[13]. For more complex antenna elements, the moments
method is used for obtaining Z.. However, due to non-
zero antenna current under open-circuit, Z. fails to
accurately model the antenna behaviour. This method,
therefore, suffers from considerable error as the nulls are
not only filled up but their positions are also shifted. For
conformal antenna arrays, the situation gets even worse
as the effect of small approximation errors for individual
antennas is compounded as their patterns are combined
with less than optimal phases and amplitudes. As a result,
the final array pattern looks very different from the
desired one.

Desired Position Deformed Position
of Radiating of Radiating
Element Element
X\ Vi i Xi Y5024
Y l l Y
- Original Steering New Steering Actual Individual
IIEdIZ?rlleIEtdIID\Q g:fnl N Matrix V;, VectorV, Element Pattern
Array Pattern Array Pattern with MC
o Ades def def
Evaluating
Desired Pattern, Compensation
Weights Algorithm
Edes'wl
Radiation Pattern,
Compensated
Weights
EC,WC

Fig. 2. The procedure adopted for compensating the
effect of MC and surface deformity in conformal antenna
arrays.

A more accurate procedure for alleviating the MC



and deformation impact from array pattern is the Linear
Pattern Correction Method (LPCM) which attempts to
limit the Euclidean separation among actual and (Eges)
and desired (E4.s) field patterns. It aims to reduce the
Mean Square Error (MSE) between the simulated
deformed and desired APs as shown in the equation,

rr‘}vin ZG”Adefwc - Adeswillz- (5)

In [14], it has been observed that the distorted pattern is
recovered through matrix K obtained as:
K= (Adef)TAdem

w, = Kw,, (6)

E. = Ager We,
where t indicates the pseudoinverse and is defined as
(Adef)-r = Agef(Adengef)_l' Here Ager € "N is the
matrix containing defomed patterns of an individual
element in array and E, € CM*1 is the radiation pattern
of corrected element patterns. The vector w; contain the
initial excitations used to obtain desired array pattern, and
w, contain the recovered excitations which compensate
for MC and antenna deformity. It is suggested to use
the individual antenna patterns obtained from CST at
required bend angle Y values which are to be utilized as
a lookup table for pattern compensation. As LPCM
decreases the MSE between the patterns giving the same
weight to all angles, the comparative error between the
recovered pattern and desired one is much smaller at the
main beam than the ones at the nulls. This is evident in
the electric field radiation pattern plotted in dBs, where
the nulls can be seen as shifted and the algorithm is
shown to have little control over the depth of the nulls.

C. Linear and quadratic constrained LPCM

In order to precisely control the null depth and
position, LPCM is modified by introducing either linear
or quadratic constraints at those points on the pattern that
needs to be recovered precisely.

In Linearly Constrained (LC) LPCM, the Euclidean
distance between the simulated deformed pattern Eqe¢
and desired pattern Eg. is minimized while constraining
the pattern at some points (either null points or the peak
sidelobe points) to find the compensated weights w,.
The LC-LPCM optimization problem is written as:

nvlvicn ZgllAdefwc - APdeswillz' (7)

s.t. Aw,=Db,
where
AP = [Ager(61), Ader(02) =+ Ager(8)]",
Eges = AdesWi, (8)
b= [Edes(el)' Eges(62),+, Edes(eq)]T .
Here, A, € C7*N is a matrix containing the g constraint
vectors at desired constrained angles in the simulated
deformed individual element pattern matrix and b €
C9*1 is a vector of g constraint points on desired array
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pattern. To find out the solution for (7) the objective
function is expanded as:

[|AgerWe — Edes”2 = wé{Al(-iIefAdefwc -

wé-IAI(-ilefEdes - EdHesAdefwc + (9)

E(I:ilesEdes .

The Lagrangian of (7) is formed by:

HAwe, ) = w?AIz-jlefAdefwc - wé{AIc-iledees -
AgerWe + E(IilesEdes + u(Acwe —b),
where p is the Lagrangian multiplier.

The closed-form solution for the above optimization
problem is found by solving Karush-Kuhn-Tucker (KKT)
conditions [18]. which are given as:

1. Primal Constraint: Acw, —b = 0.

2. Dual Constraint: p = 0.

3. Complementary slackness: p(A.w, — b) = 0.

4. The gradient of Lagrangian with respect to w,

vanishes:

(10)

d
) = 0
aw, HAwe, W)
2WE Al A ger — 2EgdesAger + 1A, = 0.
Rewriting third and fourth KKT conditions in matrix
form give:
ZAlc_ilefAdef Ac] [Wc] — [ZEgesAdef]_
A, olln b
The above system of linear equations is solved for
w, as:

(1)

(12)

w. =A. b (13)
The linear constraints reduce the search space so that
the solution satisfying the constraint is the only possible
solution. Consequently, the compensated pattern performs
well at the null points (constraint points) but does not
care for the rest of the radiation pattern. As a result,
a higher side-lobe level at the edges, away from the
constraint points, can be observed. The error performance
of LC-LPCM, however, improves with increasing the
number of constraints chosen at the point evenly spread
over the radiation pattern. However, there is an upper
limit on the maximum number of constraint points g <
N.
The problem is therefore modified to Quadratically
Constrained Quadratic Programming (QCQP), which is
given as:

min. Z ”Adefwc - Adeswillz;
W¢ 2]

s. t. |Acw, —b|? < B,
here 0 < § < 1is a constraining factor, lower the value
of 8 smaller the search space. Since closed form solution
of QCQP do not exist, the Newton-Raphson method
is used to solve for the above optimization problem.
Quadratic constraint allows a good compromise,
enabling the corrected pattern to follow the desired

pattern more closely while at the same time ensuring that
the desired null depths are achieved.

(14)
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D. Using LUTSs to reduce complexity and storage cost

In order to deal with the difficulty of evaluating the
pattern of every element at different bend positions,
lookup tables (LUTSs) are used in computations in which
these patterns are pre-calculated. Lookup table stores the
patterns of each antenna element at all the combination
of angles ¢ and 4, as well as for different bend angles Y.
The Electric field pattern illustrated in Fig. 3 changes
with different bend angle Y for the first array element.

Clearly, at any angle (6), the behaviour changes
regularly with Y and in-between values can be evaluated
with interpolation. Different combinations of AY spacing
and interpolation schemes are experimented with. It is
found that the results generated with AY = 5° using
cubic interpolation is reasonably accurate. The significant
expense of figuring the individual array element pattern
in the presence of MC and the effect of deformation
occurred could be avoided by storing the simulated
deformed pattern in LUTSs for selected bend angles. The
patterns at the rest of the flex angles can be accurately
found through interpolation. Moreover, due to the
geometric symmetry of the wedge-shaped conformal
antennas only half of the patterns of the radiating element
are required to be stored because in wedge shape the
patterns of the elements are the flipped version of one
another.

Or

0°
| (— . 50
10°
5.5) S |
20°
\ 25?
30°

~
4
%

W
T

4
T
=

Linear E-field Patterns
(o))
ZiZ
N
Y

0 50 100 150 200
&

Fig. 3. Electric field pattern magnitude at different bend
angles for the leftmost (15¢) array element in an 8 element
wedge-shaped array at an inter-element spacing of 0.3A.

IV. RESULTS AND DISCUSSIONS

Eight element dipole antenna arrays have been
used for simulation and analysis purposes. Inter-element
spacing is kept at 0.3, so that the effect of MC is
pronounced and the effectiveness of the proposed
algorithm in mitigating it can be clearly demonstrated.
3D EM analysis software (CST) is used for verification
of the results. All the radiation patterns, such as desired,
deformed coupled and the compensated one, are first
evaluated in MATLAB and then validated through CST.
Two types of patterns have been recovered: a broadside
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pattern having nulls at 30° and -30° and one with a steered
the main beam towards 30° with nulls at 0° and 60°.

A. OCVM and unconstrained LPCM compensation

In Fig. 4 OCVM and unconstrained LPCM (UC-
LPCM) compensation results are shown when an 8-
element linear dipole array is deformed at 15° and 30°
bend-angles. The desired field pattern as shown in Figs.
4 (a) and 4 (b) is the optimized one for the linear array
minimizing the sidelobe level.
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Fig. 4. OCVM and UC-LPCM compensation with the
main beam at broadside for wedge shape dipole array at
bend angles: (a) 15° and (b) 30°.

Normalized Gain Pattern (dB)

In OCVM, an impedance matrix is employed to find
weights for deformed CBA for its pattern to approach the
desired pattern. One can see in Fig. 4 (b) that OCVM
is not very effective in compensating for deformation
and the MC effect. In fact, at greater deformation, the
impedance matrix fails to model the effect of these
impairments and the compensated pattern is very different
from the desired one. On the other hand, the pattern
recovery is very good when using the UC-LPCM method
for both small and medium deformation. The only



drawback is that the null positions have shifted by a few
degrees and its depth is also gone up to around -40dB
as against -60dB obtained for the desired pattern. Since
UC-LPCM assigns the same weight to errors at all the
angles, greater accuracy is exhibited at the peak values
in the log domain representation. It is, therefore, evident
from Fig. 4 that the peak to null power ratio of the
compensated radiation pattern has been greatly
compromised.

In Fig. 5, the results are presented for OCVM and
LPCM compensation, however, the main beam is now
shifted toward 30°. A wedge-shaped array is again flexed
at 15° and 30° in Fig. 5 (a) and Fig. 5 (b) respectively.
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position and depth of the null points.

The results of Figs. 4 and 5 shows that OCVM has
limitations for pattern recovery of severely deformed
wedge antennas. While the performance is bad along
the broadside, it becomes worse when the main beam is
steered away from it. On the other hand, UC-LPCM
gives good pattern recovery for both broadside and the
steered main beam, with good sidelobe suppression.
The null position and its depth, however, is greatly
compromised ( >-40dB ) for the steered main beam.

B. Linear and quadratically constrained LPCM

The algorithm works as long as the number of
constraint points is less than the size of the array. To have
a better trade-off between side-lobe level and nulls depth
QC-LPCM results are presented, which shows the good
recovery of constrained points as well as a lower side-
lobe level. The search space for QC-LPCM is reduced to
a hyperplane defined by the constraints. This results in a
solution that gives a better trade-off between the null
point recovery and the side-lobe levels.

Observation Angle (6°)

(@)
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(=}
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=60 | == Corrected using OCVM
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70 I !
-100 -80 -60 -40 -20 O 20 40 60 80 100
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Fig. 5. OCVM and UC-LPCM compensation with the
main beam centred at 30° for wedge shape dipole array
at bend angles: (a) 15° and (b) 30°.
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When the main beam is shifted from broadside to
any other angle, OCVM fails completely to recover the
pattern. It is evident that the nulls are completely lost and
the sidelobe levels are higher than -10dB. The results
indicate that the changed current distribution due to MC
and deformation cannot be accurately modelled by the
impedance matrix. The results improve considerably
for unconstrained LPCM with the sidelobes dropping
below -20dB. However, little control is exhibited on the
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Fig. 6. LC-LPCM and QC-LPCM compensation with the
main beam at broadside for wedge shape dipole array at
bend angles: (a) 15° and (b) 30°.
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Fig. 7. LC-LPCM and QC-LPCM compensation with the
main beam centred at 30° for wedge shape dipole array
at bend angles: (a) 15° and (b) 30°.

In Figs. 6 and 7, only the peak point on the main
beam and the first two nulls on either side of the main
beam are constrained. Although the mean square error
(MSE) is greater than the unconstrained LPCM as
expected, the main lobe to null difference is better
preserved in LC-LPCM and QC-LPCM.

C. Null depth comparison

The nulls approaching capability of the above-
mentioned techniques are compared in Table 1. For
broadside pattern, null at 30° and for steered main beam
null at 0° has been considered for comparison and the
desired null depth is assumed to be -60dB. Both LC-
LPCM and QC-LPCM give the best null recovery and
are better than UC-LPCM, especially for greater distortion
levels.

D. Interpolation of patterns

In order to show the effect of interpolation, a case
is considered in which radiation pattern for bend-angle
Y = 18°is recovered through the interpolation of pre-
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stored individual element patterns in Fig. 3. AY = 15°
together with cubic interpolation is compared with
UC-LPCM in Fig. 8 for pattern recovery. One can see
that there is not much difference between compensated
radiation patterns obtained from accurate pre-stored
individual antenna patterns at 18° and the interpolated
patterns. So interpolation can be used to reduce the
storage data requirements of the proposed algorithm.
However, the spacing between the bend angles AY needs
to be kept within a reasonable range for interpolation to
be reliable, as the results deteriorate greatly if AY > 10°.

Table 1: Null depth comparison of pattern recovery
techniques

Technique Broadside Main Beam at 30°
Y =15°| Y=30°| Y=15°| Y = 30°
OCVM -24dB -15dB -17dB -13dB
UC-LPCM | -53dB -34dB | -40dB | -27dB
LC-LPCM | -60dB -60dB -60dB -60dB
QC-LPCM | -55dB -51dB -55dB -52dB
10
0 TN
‘7';7,
10 - /

20t
30+

40 |
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Fig. 8. Effect of interpolation for 18° wedge deformed
dipole array.

V. GENERAL DISCUSSION

OCVM method is employed for the compensation
of MC and the effect of surface deformity on the array
radiation pattern. It is shown that only a partial broadside
radiation patterns recovery is obtained, and the results
for steered main-beam in directions away from broadside
are not good at all. This is because the impedance matrix
does not accurately model the effect of MC and
deformation and the problem compounds away from the
broadside.

Unconstrained linear pattern correction through
least square error (LSE) was also used to recover the
original pattern of the conformal wedge array. Although
pattern recovery was very accurate with the lowest MSE
between the desired and compensated radiation patterns,
there is little control on the position and depth of the



nulls. As a result, the nulls are partially filled up (-40dB
for broadside main-beam pattern) and displaced from
the required value by a few degrees. This is one of the
simplest methods to recover the desired array pattern
with analytical closed-form expressions for calculating
the compensated weights.

In order to achieve the maximum recovery at some
points in patterns (such as nulls and side-lobe level
points), LC-LPCM is investigated. Although the result is
promising at constraint points, the algorithm exhibits no
control at other points resulting in larger side-lobe levels.
This behaviour is because of the search space becoming
very limited with a small number of permissible solutions.
QC-LPCM gives a better compromise by increasing the
search space to hyper-surfaces formed by the constraints.
Not only the nulls are recovered while maintaining a low
side-lobe level, but a healthy gap between the main lobe
and nulls is also obtained.

Since the proposed methods require pre-stored
individual element radiation pattern to be available, the
effect of pattern interpolation is also investigated in order
to reduce the storage cost. It is shown that by using an
appropriate bend-angle spacing as pre-stored interpolation
points, radiation pattern could be recovered at any
arbitrary bend angle with only a marginal performance
loss.

V1. CONCLUSION

From the above discussion, one can conclude that
patterns can be recovered for wedge-shaped deformation
of antenna arrays at large flex angles (up to 30°) using
the constrained LPCM techniques. The proposed
techniques only require prior knowledge of individual
element patterns of desired and deformed arrays and can
be used for different types of resonators. It is shown that
the proposed QC-LPCM and LC-LPCM algorithm had
an increased peak to null power-ratio without unduly
degrading the LSE. It was also shown that a few pre-
stored individual antenna patterns can be used to give
the desired pattern at any arbitrary bend-angle through
interpolation.
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Abstract — In this paper, a frequency reconfigurable
antenna was presented. This antenna is made up of a
square loop and a microstrip line with a gap, in which the
few layer graphene (FLG) sheet is located to achieve
frequency reconfigurable. FLG is likes a lumped resistor
with resistance. And the surface impedance can be
adjusted by applying a direct current bias voltage, which
obtains two work modes that imitate switch. Additionally,
the experimental evidence show the proposed frequency
reconfigurable antenna can provide a tunable bandwidth.

Index Terms — Few layer graphene, frequency tunable,
microstrip structure.

I. INTRODUCTION

Reconfigurable antenna, with its advantages of
improving integration and space utilization, has been
widely used in the modern wireless communication
system. According to their functions, a reconfigurable
antenna can be designed in resonant frequency, radiation
pattern, and polarization. The method is usually achieved
by switches, such as PIN diodes [1], varactor diodes [2],
and micro-electromechanical systems (MEMS) [2].

Graphene, a flat monoatomic layer of carbon atoms
distributed in a 2-D honeycomb like lattice, which has
excellent electrical and thermal properties, will emerge
as a leading material for communication technologies [3,
4]. And with changing the bias voltage across graphene,
the resonant frequency of the antenna changes
significantly [5, 6]. In Ref. [7], Huang et al. studied the
performance of wearable antennas made of graphene ink
from 1 to 5GHz. In Ref. [8], Rajni studied the wearable
Graphene Based Curved Patch Antenna. However, the
performance of antenna may be affected by bending.
Fortunately, many scholars carry out some basic research
on the optimal design method and radiation efficiency of
the few layer graphene (FLG) [9, 10]. As experimental
evidence in Ref. [11], it is verified that the application of
a proper voltage through two bias tees changes the
surface resistivity of FLG. In Ref. [12], analyze the
optimization of the shorted microwave stub. Few layer
graphene was synthesized by CVD deposition techniques,
which the thickness less than 5 nm.
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In this paper, a novel frequency reconfigurable
antenna was presented. This antenna is made up of a
square loop with a microstrip structure, in which the FLG
sheet is set. This letter is structured as follows. Section
I1 will introduce the design and analyze of the proposed
antenna. And Section Il will introduce the Fabrication
and measurement of the proposed antenna.

I1. ANTENNA DESIGN AND ANALYZE

A. Configuration of antenna

The geometry of the presented antenna is shown in
the Fig. 1. The antenna has three layers, which are a
ground plate, a dielectric substrate, and a radiation layer.
As the Fig. 1 (a) shown was the front of antenna, which
is the radiation layer. The radiation patch comprised a
rectangular loop and a microstrip stub. The stub consists
of two microstrip lines and an FLG, which is connected
to the ground by a shorting pin. The gray part was the
dielectric substrate. The dielectric substrate is Duride
5880 with h=1.6mm, ¢ =2.2, tan5 =0.0009. As the Fig.

1 (b) shown was the back of antenna, which is the ground
plate. As shown in Fig. 1 (c), it is the voltage connection
method on the FLG. One port of bias DC voltage
connects the FLG sheet, the other port connects the
ground of antenna.
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Fig. 1. Geometry of presented frequency tunable antenna:

(@) the front geometry of antenna; (b) the back of
geometry antenna; (c) the DC voltage connection
method on the FLG. (L1=25, Lg=13, L2=11, Lgl1=4.5,
L3=1.5, W1=20, L4=0.7, W2=12, L5=4.5, W3=1,
L6=0.6, Wf=4.8, Lf=13, Wg1=3.5) (unit: millimeter).

B. The analysis of frequency reconfigurable structure
Based on existing research on few layer graphene,
the graphene flake can be modeled as an infinitely thin
resistive flake with a sheet resistance p (€2/sq), which is
likes a lumped resistor with resistance. And:
R=pL,/W,. (1)
R is the resistance of the FLG, L, and W is the length and
width, p is the resistivity. According to the Ref (2), the
p is 1360 (Q/sq) when the DC voltage is loaded to 0 V
(model), the p is 49.6 (€/sq) when the DC voltage is
loaded to 5.5V (mode2).

L3 L4 Ls
Zinl y
e C IR
b
Graphene Shorting via
@
1370 _Re 1570
zin o—{_}—/VVVVL Dﬁl
(b)

Fig. 2. The microstrip stub: (a) geometry of microstrip
structure; (b) circuit equivalent model of microstrip
structure.

The microstrip stub is shown in Fig. 2 (a). It includes
microstrip line, graphene fleet and shorting via which
connects the ground. As shown in Fig. 2 (b), the
microstrip stub is equivalent to the transmission line
circuit model. The input impedance of the transmission
line can be calculated by formula (2):

Z +jZ,tan(pL)
e =L0S s Bl )
o+ JZ, tan(BL)

7 =7 pL W, + jZ, tan(BL) + jZ, tan(BLs)

in—%0 - . 3)
Z,+(pL, W, + jZ,_tan(BLg))tan(AL,)

For this model, the input impedance Zi, of antenna can

be obtained by two calculations of Equation (2). In
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Equation (3), Zo is the characteristic impedance of
microstrip line, f is propagation constant. And the
following conditions (4) should be met:

L+L,+L,<10. )
In order to achieve the impedance matching of the entire
antenna, the ranges of L3, L4, and L5 is initially
estimated by equations (3) and (4) and (5).

C. Parameters optimization

According to the theoretical calculation results,
several parameters optimization have been carried out to
improve the performances of the proposed reconfigurable
antenna. Because of the diverse combination of
parameters, the better value was selected by multiple
simulation optimization tests, and the simulation result
of optimization was shown in Fig. 3. The simulation was
completed by 3D electromagnetic simulation software
HFSS17. Four parameters are optimized to improve
bandwidth of model and mode2. One of them is Ly,
which represents the length of the graphene flake that
connect with the microstrip line. Figure 3 (a) and Fig. 3
(b) intimate that with the variation of L4 from 0.5mm to
0.9mm, in two modes, S11 achieves the best value at
L4=0.7mm. The other are W3, L3, and Ls, they represent
the width and length of two microstrip line. Figures 3 (c)-
(h) show that with the variation of W5 from 0.8mm to
1.2mm, Lz from 1mm to 3mm, and Ls from 4mm to 6mm.
Consider the balance of the two modes, the values of
the three parameters were Ls = 0.7mm, W3 = 1mm, L3 =
1.5mm and Ls = 4.5mm respectively.
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Fig. 3. The S11 of parameters optimization: (a) model,
the variation of L4; (b) mode2, the variation of L4; (c)
model, the variation of W3; (d) mode2, the variation of
W3; (e) model, the variation of L3; (f) mode2, the
variation of L3; (g) model, the variation of L5; (h)
mode2, the variation of Lb5.

I1l. FABRICATION AND MEASUREMENT

A prototype of the frequency tunable antenna is
shown in Fig. 4. The scattering parameter is measured
using an Agilent N5230C vector network analyzer to
analysis impedance matching. Because of the processing
technology, the FLG sheet is large than the gap area. The
simulated and measured scattering parameter is shown
in Fig. 5. The measured resonance frequency is 4.9GHz
(from 3.9GHz to 5.45GHz) in model and 11.58GHz
(from 11.1GHz to 12.75GHz) in mode2. The S-parameter
in different modes verifies that it is feasible to achieve
frequency reconfigurable.
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Fig. 5. Simulated and measured S-parameter of the
proposed antenna: (a) model, simulated and measured
S-parameter, and (b) mode2, simulated and measured S-
parameter.
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Fig. 6. Far filed radiation patterns of the proposed
antenna: (@) model, measured radiation pattern at
4.9GHz, and (b) mode2, simulated radiation pattern at
11.6GHz.

Far filed radiation patterns of proposed antenna
which was measured in the satimo OTA system as shown
in Fig. 6. Figure 6 (a) was the measured radiation pattern
at 4.9GHz of mode 1. Figure 6 (b) was simulated
radiation pattern at 10.6GHz of mode 2. For both 4.9
GHz and 11.6 GHz, the antenna manifests a good
performance in radiation patterns. Comparing the two
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radiation patterns, it is found that the changes in different
modes were acceptable. The gain of the antenna is also
improved of the mode 2. The 3D radiation patterns are
shown following (Fig. 7). In mode 1, the maximum gain
of the antenna is 2.71dB. In mode 2, the maximum gain
of the antenna is 3.28dB. Compared to mode 1, 3D
radiation patterns of mode 2 have some variations.
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Fig. 7. 3D radiation patterns of antenna: (a) mode 1 3D
radiation patterns, and (b) mode2 3D radiation patterns.

Efficiency of the proposed antenna was shown in
Fig. 8. At 4.9 GHz, the efficiency of the antenna is 58%.
At 11.6 GHz, the efficiency of the antenna is about 41%.
The lower efficiency of the proposed antenna may be due
to the smaller radiation area of rectangular loop. In mode
2, the electromagnetic wave radiation was affected to
some extent, and the efficiency was also reduced.
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Fig. 8. Efficiency of the proposed antenna.



1V. CONCLUSION

This letter presents a frequency tunable antenna. It
was made up of a square loop with a microstrip structure
based on the few layer graphene, which the surface
impedance can be adjusted by applying a direct current
bias voltage. As experimental evidence, the resonant
frequency of the antenna can be modified from 4.9GHz to
10.6GHz. The proposed frequency reconfigurable antenna
may be great candidate for wireless communication
system in the future.
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Abstract — Halbach array magnets are widely used in
portable nuclear magnetic resonance (NMR) devices
that the homogeneity of the magnetic field generated by
the array affects the imaging quality. In this paper, we
propose some improvements to the construction of the
Halbach magnets to enhance magnetic field uniformity.
Using a Halbach array model comprising 16 magnets, all
the calculations are based on 3D finite element method
(FEM) analysis and optimized using the particle swarm
optimization (PSO) algorithm. Comparisons of the
results are shown to support the observations that the
optimized and improved constructions can generate a
more homogeneous magnetic field.

Index Terms — Halbach magnet, improved configuration,
particle swarm optimization, portable NMR.

I. INTRODUCTION

Portable nuclear magnetic resonance (NMR)
devices have been of interest since the early 1950s for
well-logging [1]. With the development of permanent
magnet materials such as Nd-Fe-B in the 1990s, new
prospects have emerged for portable NMR applications
[2]. The first portable magnetic resonance imaging
(MRI) system was proposed for mouse studies in 1995
[3]. Portable NMR devices must be relatively small in
size and light in weight, so most devices use permanent
magnets instead of superconducting magnets, which
generate relatively low magnetic field strengths but can
be used in outdoor environments and offer numerous
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applications.

Halbach magnets are widely used in portable NMR
systems and were first proposed by Klaus Halbach for
high-energy accelerators [4]; they have also been used in
other electromagnetic systems, such as motors, eddy
current brakes, and mobile MRI units [5-9]. Halbach
magnets have several advantages [10-11]: First, these
magnets are composed of small permanent magnet
blocks that generate strong and homogeneous fields.
Second, they produce a transverse magnetic field
distribution in an air gap, which allows the usage of
solenoid coils for NMR applications. Moreover, the stray
field is small, and the magnets can be produced easily
and economically. In particular, Halbach magnets satisfy
several of the requirements of portable NMR devices and
can be widely used [12].

The Halbach magnet generates a static magnetic
field that largely determines the final imaging quality.
The ideal Halbach magnet is theoretically expected to
provide a homogeneous field, but the inhomogeneities
are unavoidable. In this study, we consider some
improved constructions for the Halbach magnet array to
produce a homogeneous magnetic field. The simulation
model comprises an array of 16 magnets, and all
calculations are based on 3D finite element method
(FEM) analysis.

To obtain a more homogeneous magnetic field, the
proposed method improves the construction of the
Halbach magnet array and optimizes it. The optimization
procedure is a nonlinear and nonconvex problem with
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multipole points owing to the nonlinear characteristics
of the ferromagnetic materials. The conventional
optimization methods generally converge at local optima
and may be suitable for convex problems with single
extreme points, where it is difficult to find the global
optima in the optimization problems of electromagnetic
fields. Particle swarm optimization (PSO) [13] proposed
by Eberhart and Kennedy in 1995 is used to optimize the
improved construction of the Halbach array in this work;
PSO is one of the recently developed intelligent global
optimization methods that can handle many complex
optimization problems in engineering and science [14-
15].
Il. THEORY AND MODEL

A. Theory

The ideal Halbach magnet array is also known as a
magic ring and is an infinite long hollow cylinder made
of a permanent magnet material; the magnetization
characteristics change regularly and continuously along
the cylinder. The ideal and homogeneous magnetic field
inside the hollow cylinder is as shown in Fig. 1 (a). The
magnetic field intensity By [16] inside the ideal Halbach
magnet array can be defined as:

r

B, =B In== B =0, B, =0, 1)
where B; is the remanence of the magnetic material, and
Fouer aNd Tinner are the outer and inner radii of the
cylindrical magnet. In the ideal state, the magnetic field
components in the y- and z-directions can be considered
to be approximately 0.

Fig. 1. (a) Ideal halbach magnet; (b) mandhalas ring
magnet.

In reality, the magnetization characteristics cannot
change regularly and continuously along the cylinder,
and the length of the magnet cannot be infinite; thus,
inhomogeneities in the magnetic field cannot be avoided,
which may influence the NMR image quality. Several
Halbach array magnets made using discrete magnet
blocks have been proposed and produced based on the
theory of the ideal Halbach magnet. NMR-mandhalas
[10], i.e.,, magnet arrangements for novel discrete
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Halbach layout, which are ring magnets, were proposed
by Raich and Blumler in 2004, as shown in Fig. 1 (b);
this structure is composed of 16 magnet blocks with the
same sizes and magnetization characteristics. In this
work, the 16-mandhalas ring magnet is used as the model
for optimization.

The detailed theoretical description of the Halbach
magnet array is as follows [8, 10, 17]. The Halbach
magnet consists of permanent magnets with equal
magnetizations that are oriented and positioned according
to the analytic equations given below. There are two
predetermined parameters for the exact geometry of the
magnet arrangement: radius of the ring, r, and number of
magnets, n. The position of each magnet is determined
by its center (°P;), which is at a distance r from the origin,
as shown in Fig. 2.

¢ Pyl—=x

s w— B,

Fig. 2. Geometry of magnet coordinates.

The coordinates of the magnet centers are given as:
°X: sin g,

°Pi=[cx'j=r[ ﬂ'], @
y,) \cosp

where g =ia fori=0,1.,n-land « =27”.

Once the n magnets are spatially arranged, their size
a is scaled such that the densest possible arrangement
can be obtained. This results in the following coordinates
for the corners of the i-th magnet:

N 1Xij p, @ (cos;j
Uy, b2 sine
2 ZXI c a (=sing
P = =P t+—
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where &, =%—2ﬁi .

From the above equations, we can determine the
position and arrangement of each magnet, as shown in

Fig. 3.
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~
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Fig. 3. Schematic
coordinates.

representation of the magnet

The magnet size, a, is given by:
a=2rZ(a), (4)

cosa -Sino - Zsin(”—Zaj
4

2cos(j—2a)+x6

The inner and outer radii are given by:

where Z(a) =

Moo = r(l-\/EE(a)), (5)
Mo =T (1+ J2E (a)) . (6)

B. Initial Halbach array magnet model

Based on the above theory, we build the initial 3D
half-Halbach array model with n = 16 magnet blocks of
dimensions 22.2x22.2x200 mm?, The radius is r = 70
mm, inner radius is rimer = 54.3 mm, and outer radius is
Fouter = 85.7 mm. The model is shown in Fig. 4, and each
magnet is numbered consecutively for later use. The
black arrows represent the direction of magnetization.
The magnets are made from Nd-Fe—B (N40) permanent
magnet material with a coercivity of 939,014.18 A/m
and relative permeability of 1.085, assuming linear
dependence between B and H. The orientation of the
magnetic field, which unlike those of traditional
superconducting magnets is perpendicular to the ring
axis, defines the x-direction of the proposed reference
system, while the z-axis is directed along the bore.

\ | 4
f Rout (‘."" |
v \\\' ,-V’;S

Fig. 4. 3D model (a) initial half; (b) cross section.

In the design of the magnet, we focused on high field
homogeneity for the central part of the magnet, with a
cylindrical volume of 20 mm diameter and 20 mm
length. The field uniformity U is defined as:

U = B Brin | %)

Bavg
where Bmin, Bmax, and Bayg are the respective minimum,
maximum, and averaged magnetic flux densities of the
grid elements in a cylindrical volume of 20 mm diameter
and 20 mm length in the FEM calculations.

The 3D FEM analysis of the permanent magnet
was carried out using ANSYS 14.0 (www.ansys.com)
software, and a half model is considered here because of
the symmetry of the model. The conditions of the air-
field boundary in a long distance are set to zero flux, for
a distance that is five times the height and the outer
radius of the entire magnet. We choose the solid 117 type
element in ANSY'S for the edge-based FEM. The model
is divided using a free tetrahedral mesh. Based on
practical experience with meshing, to ensure reliability
of calculations, the components of concern or
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components with larger changes in the magnetic fields
need be divided into smaller grids [18]; hence, a fine
mesh is used in the center cylindrical imaging region.
The magnets are divided into larger grids in regions other
than the center imaging region, and the external air part
is meshed using a slightly coarse grid.
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.298878
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Fig. 5. The magnetic field distribution of the initial
model: (a) the cylindrical volume; (b) the yz plane (x=0);
(c) the xy plane (z=0).

For the initial model, a magnetic flux density of
0.2998 T and a field uniformity of 3393.88 parts per
million (ppm; 10°) are obtained through ANSYS. Figure
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5 shows the magnetic field distribution of the cylindrical
volume at the center of the magnet. The homogeneity of
the magnetic field at the imaging center is very important
for ensuring good imaging quality, so an effective
method should be used to improve the magnetic field in
the initial magnet model.

1H1. IMPROVED CONFIGURATIONS

Based on the 2D simulation models reported in a
previous work [19], two improved 2D constructions of
Halbach magnet using PSO algorithm have been
proposed. We extend these methods from the 2D model
to the 3D model in this work, namely method 1 and
method 2, as follows. The 2D models are based on the
assumption that the z-direction is infinite; however, as
the magnet has finite length with complex considerations
in the 3D model, weaker magnetic fields may be
observed at the ends of the cylindrical volume. The other
methods will be taken into consideration for the finite
length, such as stack structure, addition of shim units
and so on.

A. Method 1: Changes to the sizes of the magnets

In theory, all the magnets are of the same size and
have similar magnetization characteristics. If we change
the sizes of some of the magnets, the magnetic field at
the center will be changed. Because most of the magnets
are rotated at a theoretical angle, we only consider
magnets 0, 4, and 8, whose positions can be easily
controlled, as shown in Fig. 6 (a); the additional parts
are made of the same magnetic material as the original
magnets. The magnet on the right has an increased
thickness of W1, and the top and bottom magnets have
thicknesses increased by W2. The values of W1 and W2
are obtained by optimization later.

YiaMm2 vy EmW2
0 \1 0 b= \1
o I 2 | I 2
7’ 7’
D = . B .
M1 / W1
N\ s \ s
N - all
g = ',7 i 8= '[7 i
T|\/|2 .
(@) (b)

Fig. 6. Schematic cross section of: (a) changing the size
of the magnets; (b) moving the position of the magnet
towards outside.



B. Method 2: Moving the positions of the magnets

In another paper [12], it is noted that the "magic
ring" is shifted outward by 5 mm from the center along
the radius. If we want to change the magnetic field at the
center, it can be achieved by moving the magnets
outward or inward. Here, only the magnets numbered 0,
4, and 8 are considered as their positions can be easily
controlled, as shown in Fig. 6 (b). A positive value of
M1/M2 in Fig. 6 (b) implies moving outward, and a
negative value implies moving inward. The values of M1
and M2 are determined by PSO, as shown later.

C. Method 3: Stack structure

The first two methods change only the radial
distances of the magnets to improve the uniformity at the
center of the magnetic field. However, when the model
is extended to three dimensions, the axial direction must
also be considered in addition to the radial direction. The
most important problem with the 3D magnet model is
that the imaging center has a weaker magnetic field at
the ends but is stronger in the middle because of the
finite length of the magnet. In a previous work [10], a
stack structure also called as a "sandwich", was proposed
comprising several short mandhala rings in the z-
direction. The short mandhala rings are supported by an
aluminum frame, with air gaps between the rings to
ensure a more uniform magnetic field. Stacking more
than six "magic rings" improves the field homogeneity
within the stack but increases the weight and cost [20].

Airgap: H

Fig. 7. Schematic representation of stack structure.

Considering the complexity of modeling, magnet
weight, and manufacturing cost, we explore a two-ring
stack structure where the magnet is divided into the
upper and lower parts by an air gap of height H, as shown
in Fig. 7. The stack structure can weaken the strength of
the magnetic field in the middle, which will generate a
more uniform field over the cylindrical volume.

D. Method 4: Addition of shim units
The weaker magnetic field at the ends of the magnet

CHENG, SU, HAIL HUI, LI, XIA: IMPROVED CONFIGURATION OF HALBACH MAGNETS

can be enhanced through adding some shim units to
improve the uniformity of the center imaging volume.
Two smaller rings with smaller magnets at the top and
bottom of the cylinder are added to provide end-
correction fields to offset the fall-off of the finite array
in the z-direction [7, 21]. Because the magnet model
used in this study is relatively small, we added eight shim
units, four each at the top and bottom of the magnet. The
positions of the four units are symmetrically distributed
along the x and y axes, as shown in Fig. 8. The cross
section of the shim unit is square, with a side length
of 10 mm, height UAZ, and the positions (determined
by DX and DY) optimized later. The material of the
shim units is identical to that of the magnet, and the
magnetization direction is same as those of the adjacent
magnets.

Y
N
Sr\/\
E UA 1
UAZ
| A

DY A

S
1_ —m
DX

a0
< <

@ (b)

Fig. 8. Schematic representation of adding shim units:
(a) cross-section; (b) half model.

E. Combination of several methods

The methods mentioned above are not mutually
exclusive, so it is possible to optimize with a combination
of these methods, e.g., combination of Methods 1 and 3,
combination of Methods 2, 3, and 4. All the parameters
in these methods can be optimized at the same time. By
combining the optimizations of these methods, we hope
to find a relatively optimal structure that can generate a
uniform magnetic field in the imaging area.

IV. SIMULATION AND OPTIMIZATION

In this study, the 3D FEM analysis of permanent
magnets is carried out using ANSYS (version 14.0,
www.ansys.com). Owing to the symmetry of the magnet
model, only a half model is considered. To obtain the
homogeneous DSV, the parameters of the methods
mentioned above are optimized using the PSO algorithm,
which is programmed in MATLAB R2009b (The
MathWorks, Natick, MA, USA). The optimized design
parameters obtained by PSO are then used to calculate
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the magnetic field of model. The optimized variables and
constrains are listed in Table 1.

V. RESULTS
A. Results of Method 1, Method 2, Method 3 and

Table 1: Optimization variables and constraints

Method 4
We provide the results of Method 3, i.e., the stack

Methods Optimization | Constrains structure first. There is only one parameter in Method 3,
: Variables (mm) and we calculate the magnetic field values for air gap
Method 1: W1, W2 [0.2,10] values of H = 1, 2, 3, 4, 5, and 6 mm; these results are
Change size shown in Fig. 9.
Method 2. M1, M2 [-5, 5]
Move position 0.305 4000
Method 3: H 15 i -=Magnetic flux density
Stack structure [1.5] 03 | -+«Field uniformity - 3500
) —~ ’ | =3
';Aﬁt:qofn?{ DX, DY [30, 45] L;zo 205 3000 5
UAZ [5, 20] 2 500 S
S 0.29 'E
In the PSO algorithm, we choose the uniformity of < 2000 5
the cylindrical volume of 20 mm diameter and 20 mm 20285 | 1500 S
length as the objective function and fitness of PSO. The S 0.8 e
optimization can be expressed as: é ' - 1000 .2
Minimize §0.275 | 500
Bmax(xl’ L, Xk)_Bmin(xi’ L, %) g
U= , (8) 027 L : : : : : : 0
Bavg (% Ly %) o 1 2 3 4 5 6
where x; to x¢ are the optimization parameters or H (mm)

variables from the different methods listed in Table 1.
Based on the number of optimization parameters
using the different methods, the population size of the
PSO algorithm may differ. According to the rule that
more parameters have a greater number of groups, the
detailed population sizes of the different methods are
shown in the Table 2 below. In addition, the number of
iterations for the different methods is set to 100.

Table 2: Optimization parameters and population sizes

Fig. 9. The magnetic field with different air gaps in the
stack structure.

The initial model with H =0 mm is compared to the
others. The strength of the magnetic field is weakened
according to the increase in the gap height, and the
uniformity is improved correspondingly; however, this
air gap cannot be increased continuously. When the air
gap is 3 mm, the magnetic field is most uniform, as

Optimized Populati shown in Fig. 10. These results show that the magnet
Methods Parameters by PSO O%L.’ 2 1on with the stack structure can generate a more uniform
(mm) 1263 magnetic field than the initial model, but the uniformity
Method 1: W1 W2 20 cannot meet the demands of imaging. We therefore
Change size ‘ combine the stack structure with other methods, and the
Method 2: M1 M2 20 optimization range of the air gap is restricted to the range
Move position ' of [1 mm, 5 mm] based on the results of optimization.
Method 4: DX, DY, UAZ 30
Shim unit
Method 1+3:
Change size + Stack W1, w2, H 30
Method 2+3:
Move position + Stack M1, M2, H 30
Method 3+4:
Stack + Shim unit DX, DY, UAZ H 40
Method 1+3+4:
Change DX, DY, UAZ 30
size+Stack+Shim unit
Method 2+3+4:
Move
position+Stack+Shim DX, DY, UAZ 30
unit
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B. Results of Methods 1+3, Methods 2+3, and Methods
3+4

The previous section presents the results of the four
methods separately, and the uniformities of the magnetic
field are marginally improved in each case. We therefore
combine these methods for optimization, i.e., Method
3 with each of the other methods. Based on these
combinations, an extra optimization parameter is added
to Methods 1, 2, and 4, namely the height of the air gap,
H, of the stack structure. After iterative calculation of the
PSO, the obtained results are shown in Table 4.

Table 4: Optimization results

—
.289912 .2899602 .290013
.289836 .289887 289937 .289988 .290038
X
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Fig. 10. The magnetic field distribution with H=3 mm air
gap. (a) the cylindrical volume; (b) the yz plane (x=0);
(c) the xy plane (z=0).

The parameters of Methods 1, 2, and 4 are optimized
by iterative calculations of the PSO, and the comparisons
are displayed in Table 3. From these results, we see that
the uniformities of the obtained magnetic fields are much
better than those when using the methods individually,
especially in the combinations of Methods 1 and 2 with
Method 3. The magnetic flux densities are observed to
be weakened slightly owing to the air gap of the stack
structure.

Table 3: Optimization results

Optimized | Magnetic Field
Methods Parameters by Flux Uniformity
PSO (mm) |Density (T)| (ppm)
Initial half model NULL 0.2988 | 3393.8817
Method 1+3: W1=2.0568
Change size + W2=4,2943 0.2955 246.2565
Stack H=3.3908
Method 2+3: M1=-0.0532
Move position + | M2=-1.2619 0.2908 258.2889
Stack H=3.3229
DX=35.8377
Method 3+4: DY=36.9083
Stack + Shim unit| UAZ=19.3052 0.2898 498.0765
H=3.1307

C. Results of Methods 1+3+4 and Methods 2+3+4

Adding the shim units does not conflict with
Methods 1+3 and 2+3; hence, we combined the addition
of the shim units with the optimization models of
Methods 1+3 and 2+3. The positions and heights of the
shim units are optimized by PSO to obtain the final
results shown in Table 5.

Table 5: Optimization results

Optimized | Magnetic Field
Methods |Parameters by Flux Uniformity
PSO (mm) |Density (T) (ppm)
Initial model NULL 0.2988 3393.8817
Method 1: W1=1.7574
Change size | W2=6.5851 0.3077 28632789
Method 2: M1=-0.0221
Move position| M2=-3.8119 0.3063 2752.3956
. DX=42.6497
'g"ﬁitr?]ol‘j'n‘i‘t' DY=33.6686 | 0.2998 | 2976.2469
UAZ=19.8297

Optimized | Magnetic Field
Methods Parameters Flux Uniformity
by PSO (mm)|Density (T)| (ppm)
Method 1+3+4: | DX=34.7569
Change size+ | DY=39.9797 | 0.2955 284.1458
Stack+Shim unit| UAZ=5.1494
Method 2+3+4: | DX=31.6021
Move position+ | DY=44.3450 | 0.2909 249.9071
Stack+Shim unit| UAZ=5.0169

From the results in Table 5, we can see that the
magnetic field uniformity is not better but worse after
adding the shim units, which is increased by about 40
ppm, so it's infeasible that adding the shim units to
the improved configuration optimized by Method 1+3.
Besides, the other improved configuration optimized by
Method 2+3, generate a stronger and more uniform
magnetic field after adding the shim units.
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D. Comparisons of some results

(1) Comparisons of Weight

Beside the flux density and homogeneity, the mass
of the magnet is an important design criterion, especially
for portable applications. The density of the magnet
material is known (Nd—-Fe-B: p=7.5 g-cm® as a reference),
and we can estimate the weight of magnets roughly as a
reference, as shown in Fig. 11. The weight estimations
include only that of the permanent magnet material used
in the model and not those of the support structures and
other components used in the actual device.

125
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Fig. 11. Weight of the whole magnets model.

The weight of the permanent magnet material used
in the initial whole magnet is about 11.8282 kg. Some
methods do not change the weight of the magnet, such as
the methods involving moving the position and the stack
structure, because no extra material is added. However,
weight increment is inevitable in the methods involving
changing the size and adding the shim units; in
particular, the weight increases more in the method of
changing the size of the magnet (about 0.5 kg).

These calculations only consider the weight of the
permanent magnet materials used in the model, but there
are the mutual attractive and repulsive forces between
the magnets in practice, so an external framework is
needed to maintain the arrangement of the magnets. This
framework must made of a light material, such as
aluminum, to minimize the overall weight of the system.

(2) Comparisons of Three Combinations

Among the previous attempts at optimization, we
choose the three most improved combinations of the
Halbach magnet array that have better uniformities for
imaging compared with the initial model. These are
Methods 1+3, 2+3, and 2+3+4.

In the above work, we focused on the field density

ACES JOURNAL, Vol. 36, No. 5, May 2021

and uniformity in a cylindrical volume of 20 mm
diameter and 20 mm length. Now, we calculate the
magnetic field at the center of the ring for different
cylindrical volumes. All these cylindrical volumes have
the origin of the coordinate system as the center, and the
diameters and heights are varied from 8 mm to 20 mm.
We obtain the minimum, maximum, and average
magnetic flux density from these calculations, and the
statistical results are shown in Fig. 12.

The magnetic field of the initial model is as shown
in Fig. 12 (a), and the average magnetic flux density is
about 0.2993 T. The deviation over a small cylindrical
volume is smaller, which means that the uniformity
is better than that of a large cylindrical volume. The
deviations over different cylindrical volumes are smaller
for the three improved Halbach magnet arrays than those
for the initial configuration, indicating that all three
optimized methods generate more uniform magnetic
fields. Compared to Fig. 12 (c), shim units are added
in the configuration of Fig. 12 (d); thus, the average
magnetic flux density increases.
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Fig. 12. The average magnetic flux density and standard
deviation over different cylindrical volumes of the center
imaging. (a) the initial model; (b) method 1+3: change
size + stack; (¢) method 2+3: move position + stack; (d)
method 2+3+4: Move position + Stack + Shim unit.

There are no considerable differences among the
three improved Halbach magnet arrays over different
cylindrical volumes, as shown in Fig. 13. Here, we do
not recommend the improved magnet with the shim units
because the shim units involve uncertainties that affect
the quality of the magnetic field, such as accuracies of
location and size, magnetization characteristics, and so
on. At the same time, the shim units occupy some of
the inner space in the magnet, which will affect the
arrangement of the gradient and radio frequency (RF)
coils. In comparison, the other two improved Halbach
magnet configurations have relatively simple structures
and are recommended.
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Fig. 13. The magnetic field uniformity over different
cylindrical volumes.

V1. DISCUSSION AND CONCLUSION

In this study, a few different optimized
configurations of the Halbach magnet array are
proposed. Simulations were performed to validate the
designs and show that the optimized constructions could
significantly improve the magnetic field uniformity.

The design and optimization of the magnet are
improved along the radial and axial directions at the
same time. Method 1 involving changing the sizes of
some of the magnets and Method 2 involving moving the
positions of some of the magnets are extended from a 2D
model to a 3D model along the radial direction. Method
3 involving the stack structure and Method 4 involving
addition of shim units are based on the axial direction;
hence, we combine these methods to obtain three
improved configurations with low nonuniformities.

In the proposed optimized configurations, there are
only two layers in the stack structure. More layers in the
stack will generate more uniform magnetic fields, but
these complex structures will have increased cost and
more factors need to be controlled. Adding shim units
should be carefully considered because the location and
size as well as magnetization characteristics of the shim
units might affect the accuracy of shimming directly.
The design and simulations are based on improvement of
configuration of the magnets that have more limitations,
so shimming coils can be used for further improvement
of the homogeneity, which is easier and more practical.

In future work, more comparisons can be performed
using conventional optimization methods and PSO. In
addition, improved configurations of the Halbach
magnet array with homogeneous magnetic fields can be
compared with other published results.
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Abstract — In this paper, we propose a novel design of
low-profile fractal chipless tags with unique specific
electromagnetic responses. The tags are designed using
cellular automata (Game of Life) technique to ensure
the randomness of the generated fractal tags. The
tags are simulated in CST Microwave Studio for the
frequency range of 2 to 10 GHz. The tags are realized
on FR4 substrate and their radar cross-section (RCS)
characteristics are analyzed for the nine different tags
for the three different polarizations (horizontal, vertical,
and oblique). Each tag shows a unique signature
resonance response. The obtained results of coding
capacity (16-20 bits), coding spatial capacity (1-1.25
bits/cm?), coding spectral capacity (2.15-2.9 bits/GHz),
and coding density (0.15-0.18 bits/=GHz x cm?) of
realized tags are very good. The presented tags could be
used for the development of secure RFID systems.

Index Terms — Cellular automata, chipless RFID, fractal
tags, game of life.

I. INTRODUCTION

Radiofrequency identification (RFID) tags are the
backbone of the Internet of Things (1oT). These tags are
also widely used in supply chain (inventory management,
shipment tracking, etc.), biomedical, document security,
and various civil and military applications [1-3]. Chipless
RFID tags emerged as a low-cost solution because of
their miniaturized size and no need for battery-powered
components. The security of the data transfer has been
a vital issue in RFID. Therefore, the exchange of
information using RFID must be protected from hackers
to ensure the safe usage of RFID in the aforementioned
applications [4, 5].

Passive fractal chipless RFID tags have gained a
lot of interest recently for wireless data transmission.
Fractal tags exhibit interesting characteristics of multiband
operation and broadband resonances in a limited size as

Submitted On: April 4, 2021
Accepted On: May 16, 2021

well as good radiation characteristics, as compared to
conventional non-fractal large size chipless tags [1, 6-8].
The broadband resonance characteristics in small size
enhance the surface coding density of fractal tags.

40 mm

Substrate
(FR-4)

Copper d

Fig. 1. (a) 2D form of game of life in Matlab; (b) CST
structure of applied game of life on the chipless RFID tag.
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The unique wideband resonance characteristics of
irregular RFID tags which are used for the accurate
detection of the tag, cannot be recognized by traditional
readers. These interesting features of fractal tags make
them a superior candidate for the security and safety
applications such as authorized access control,
counterfeiting, weapons recognition, passport system at
airports, classified documents, currency notes, and
cheques identifications; along with other wide range of
conventional RFID applications [1, 2, 4-7].

For the non-fractal tags, the coding capacity (# of
bits) and density are dependent on the number of the
resonators in the tags. Although utilization of the bi-
statics (dual polarization) measurements data and hybrid
encoding procedure in the conventional (patch, split
ring, slot, etc. [9-12]) resonators-based frequency domain
(FD) tags could enhance their encoding capacities.
However, for higher coding density, large size tags are
required to increase the number of resonators in tags.

Many studies are available in the literature on the
design of fractal RFID tags. Sultan implemented the
polygon fractal loops for the UHF RFID applications
[1]. Padmini et al. [7] presented the simulation-based
design of Vicsek square fractal (square shape) passive
tags. The findings of [7] suggested that the second
iteration design of the Vicsek fractal provides better
resonance characteristics for the detection of the
designed tag. The authors in [8] used the micro-genetic
algorithm (m-GA) for the shape optimization of the
passive fractal RFID tags based on self-similar fractal
line and patch. The Hilbert-curve fractal space-filling
technique is used for the designing of the card-type
dual-band loop tag for HF and UHF RFID applications
in [9]. Rmili et al. [13] reported the fractal-jet fluid
patch type chipless RFID-tag for security applications
and suggested that encoding density of fractal tags
can be enhanced by analyzing the both magnitude and
phase of the reflection coefficient of the tag. Mouse
et al. [14] proposed the simulation-based microstrip
open resonator-based tags with two orthogonal fractal
antennas for short-range RFID applications. The space-
filling (Peano and Hilbert curved) based tags are reported
in [15].

In this study, we propose a novel design of low-
profile fractal chipless tags with specific electromagnetic
responses that can be used for secure RFID systems.
We investigate the design of new chipless tags based on
the cellular automata (Game of Life) concept. We have
considered a regular patch which we have modified by
applying a sequence of programming procedures based
on the cellular automata concept as illustrated in Fig. 1.
The electromagnetic signature of RFID chipless tag and
cellular automata geometries are usually self-similar
and offer the possibility to increase the resonating
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length inside a limited area. We have obtained 100
tags with different structures of random square-shaped
patches, which we have analyzed numerically by
determining their radar cross-section (RCS) when
illuminated with an incident electromagnetic wave
within the range of 2-10 GHz. Computer Simulation
Technology (CST) software was used for the numerical
analysis of the tags. The selected designed structures
out of 100 were then analyzed in terms of the capacity
of coding by determining their coding density and RCS
characteristics.

I1. DESIGN OF TAGS USING CELLULAR
AUTOMATA

A. Cellular automata and Game of Life (GoL)

The term cellular automata is plural and cellular
automaton is its singular form. The concept was
proposed by Stanislaw Ulam and John von Neumann in
the 1940s [16]. The cellular automata is used in building
a system of a large number of objects with varying
states over time [17]. Cellular automata (cellular
automaton singular) originates from automata theory in
model computation, which is discrete [16]. A cellular
automaton constitutes a grid of cells in which each cell
exhibits a finite number of states (alive or dead). The
states of each cell are changed, after defining its initial
condition at time t =0, depending on the characteristics
of its neighboring cell through a set of rules [16].

The concept was evolved by Conway in the 1970s
in terms of two-dimensional cellular automaton which
was referred to as Game of Life (GoL) [18]. In GolL,
the size of the neighborhood cells increases for the
design of more random and complex applications.
Initially, the Game of life appeared as an article in
Scientific American in 1970 and soon has applied in the
display of LEDs, screens, projection surfaces, and so on
[18]. The main principles of the Game of life are
directly related to simulation of the natural world with
code such as creating a simulation that illustrates the
characteristics and behaviors of biological systems of
reproduction. Opposite to Von Neumann that generated
an extremely complex system of states and rules,
Conway wanted to get a similar “lifelike” result applying
the simplest set of rules possible. The concept of Game
of Life is applied in this study for the design of random
fractal RFID tags.

B. Tag designs

Figure 1 shows the application of Game of life,
which was firstly applied in Matlab as a 2D image.
Figure 1 (a) shows a Matlab image of random cells in
2D form. The Matlab was linked to CST. Firstly, an
application interface for CST-Matlab is required for
applying the game of life. Once the game of life is
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created as a 2D image in Matlab. Then the game of life
will be executed in CST and the result will be as a 3D
shape utilizing the API for CST-Matlab. The following
notes are detailed steps for generating the game of life
in the CST and Matlab.
< A full pack of an Application Interface (API)
for CST-Matlab is available.
% Create/develop the game of life algorithm in
Matlab.

+«+ Generate/produce a 2D image of the game of
life in Matlab.

(d)

(9)

7
0.0

ACES JOURNAL, Vol. 36, No. 5, May 2021

Create/develop the final sequence of code for
chipless RFID tag and code for generation of
the 2D image of the game of life in Matlab,
then connect them with the CST in the presence
of API for CST-Matlab.

After the RFID tags are obtained in the
CST thus perform simulation and further
investigation in the CST for each generated
tag.

Select the best tags regarding their coding
capacity or coding density.

(i)

Fig. 2. CST structure of applied Game of life on the Chipless RFID tags: (a) Tag 1; (b) Tag 2; (c) Tag 3; (d) Tag 4;

(e) Tag 5; () Tag 6; (g) Tag 7; (h) Tag 8; (i) Tag 9.



Figure 1 (b) illustrates the implementation of Game
of life on the tag in CST. Each tag cell has dimensions
of 1 mm x 1 mm with a thickness of 0.04 mm. The
random shape of the metallic copper tag is etched on
an FR4 substrate having a thickness of 1.6 m. The
dimensions of the used FR4 substrate are 40 mm x 40
mm X 1.6 mm. The dimensions of all parameters of the
realized tags are depicted in Table 1.

The geometries of the studied tags are illustrated in
Fig. 2. The first structure (Fig. 2 (2)) is obtained next to
the first iteration where the game of life is applied to
the main structure. Additionally, the second, third, and
fourth structure is obtained using the game of life from
cellular automata. By repeating the same procedure,
we obtain more structures with randomly shaped RFID
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tags utilizing the game of life as shown in Fig. 2.
One hundred (100) such structures were realized
and simulated in CST MWS. However, only a few
structures of Fig. 2 are discussed here which shows
good performance in terms of sensitivity and higher
coding density as compared to other structures.

Table 1: Dimension of the realized tags

Parameter Dimension
Substrate Dimensions 40 mm x 40 mm
Substrate thickness 1.6 mm
Substrate Dielectric constant 4.3 [F/m]
Conductor thickness 0.04 mm

Fig. 3. Surface current distribution of realzied Chipless RFID tags in vertical polarization: (a) Tag 1 at f = 3.79 GHz,
Jmax = 0.219 A/m; (b) Tag 2 at f = 4.09 GHz, Jmax = 0.258 A/m; (c) Tag 3 at f = 5.84 GHz, Jnax = 0.134 A/m; (d) Tag
4 at f=5.07 GHz, Jmax = 0.162 A/m ; (e) Tag 5 at f = 3.42 GHz, Jnax = 0.205 A/m; (f) Tag 6 at f = 2.72 GHz, Jmax =
0.299 A/m; (g) Tag 7 at f = 2.25 GHz, Jmax = 0.275 A/m; (h) Tag 8 at f = 3.34 GHz, Jmax = 0.241 A/m; (i) Tag 9 at

f=7.9 GHz, Jmnax = 0.093 A/m.
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The passive chipless RFID tag is excited with
plane waves which induce the particular surface current
distribution on the tag according to its structure. The
analysis is performed for the frequency range of 2 to 10
GHz. The detection procedure of the passive chipless
RFID tag is based on the analysis of the unique signature
resonances in the received broadband backscattered
signal from the designed tag at the RFID reader [7-9].

ACES JOURNAL, Vol. 36, No. 5, May 2021

The presence of a large number of multiband resonances
in the reflected signal from the fractal tag geometries
provides additional security features to these tags
compared to conventional chipless RFID tags [1-4].
The RCS characteristics are numerically investigated
for each tag for three different polarization of horizontal,
vertical, and oblique respectively.

Fig. 4. Surface current distribution of realzied Chipless RFID tags in horizontal polarization: (a) Tag 1 at f = 7.26
GHz, Jmax= 0.046 A/m; (b) Tag 2 at f = 5.79 GHz, Jmax = 0.119 A/m; (c) Tag 3 at f = 3.94 GHz, Jmax = 0.139 A/m;
(d) Tag 4 at f = 6.03 GHz, Jmax = 0.169 A/m; (e) Tag 5 f = 3.50 GHz, Jmnax = 0.157 A/m; (f) Tag 6 at f = 3.55 GHz,
Jmax = 0.127 A/m; (g) Tag 7 at f = 4.45 GHz, Jmax = 0.118 A/m; (h) Tag 8 at f = 2.14 GHz, Jmax = 0.234 A/m; (i) Tag

9atf=>5.78 GHz, Jna = 0.046 A/m.

I1l. RESULTS AND DISCUSSION

A. Surface current distribution analysis

The surface current distributions of nine selected
tags at their selected respective resonance frequencies
in vertical polarization are depicted in Fig. 3. The
distributions of Fig. 3 are obtained at the frequencies

where the minimum RCS values were recorded for each
tag. The current distribution results are plotted for the
resonance frequencies of 3.79 GHz, 4.09 GHz, 5.84
GHz, 5.07 GHz, 3.42 GHz, 2.72 GHz, 2.25 GHz, 3.34
GHz, and 7.9 GHz for Tag 1, Tag 2, Tag 3, Tag 4, Tag
5, Tag 6, Tag 7, Tag 8, and Tag 9 respectively. Figures



4 and 5 illustrate the current distribution results in
the horizontal and oblique polarizations. The obtained
results of Figs. 4 and 5 are at their respective resonance
frequencies in horizontal and oblique polarization for
each tag.

The red color in Figs. 3, 4, and 5 graphs represent
highly concentrated surface current areas. It shows
the exciting parts of the tags at the selected frequencies.
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As can be noticed from Fig. 3 (a) that for Tag 1 the
maximum value of surface current density at the
resonance frequency of 3.79 GHz is 0.219 A/m (in the
red portion) in vertical polarization. The maxim value
of Jmax for Tag 2 is 0.258 A/m which is obtained at the
resonance frequency of 4.09 GHz. The metallic islands
of the tags resonate at different frequencies depending
on their size compared to the wavelength.

Fig. 5. Surface current distribution of realzied Chipless RFID tags in oblique polarization: (a) Tag 1 at f = 6.95 GHz,
Jmax=0.066 A/m; (b) Tag 2 at f = 7.17 GHz, Jmax = 0.087 A/m; (c) Tag 3 at f = 9.89 GHz, Jmax = 0.051 A/m; (d) Tag
4 at f = 6.66 GHz, Jnax = 0.131 A/m; (e) Tag 5 f = 3.54 GHz, Jnax = 0.109 A/m; (f) Tag 6 at f = 5.67 GHz, Jnax =
0.137 A/m; (g) Tag 7 at f = 9.69 GHz, Jmax = 0.046 A/m; (h) Tag 8 at f = 2.14 GHz, Jnax = 0.173 A/m; (i) Tag 9 at

f =3.86 GHz, Jmax = 0.149 A/m.

The tags resonance frequency changes with the
change in the polarization to horizontal and oblique.
This can be noticed from the current distribution’s maps
of Figs. 4 and 5 for each tag. Tag 1 resonance frequency
changes to 7.26 GHz and 6.95 GHz in horizontal and
oblique polarization respectively. This changes the
spreading of current around the metallic parts of the tag

as can be noticed from Figs. 4 (a) and 5 (a) respectively
for Tag 1. The current distribution of Tag 1 in horizontal
and oblique polarization is quite different than its
distribution in vertical polarization. Similar observations
can be made for the Tags 2-9 by comparing their
current distributions from Figs. 3-5 respectively.
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This change in the current distribution depending
on the fractal irregular shape of tags produce different
unique RCS characteristics of each tag in each analyzed
polarization.

B. RCS analysis

Figure 6 shows the RCS results of the nine realized
tags for horizontal, vertical, and oblique polarizations.
For Tag 1 from Fig. 6 (a), the resonant frequencies dips
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can be noticed at 4.25 GHz, 5.6 GHz, 5.84 GHz, 6.86
GHz, 7.26 GHz, and 8.67 GHz in horizontal polarization,
at 2.98 GHz, 3.79 GHz, 4.27 GHz, 7.62 GHz, and 9.11
GHz in vertical polarization, and at 3.26 GHz, 4.24
GHz, 6.22 GHz, 6.95 GHz, 8.95 GHz, 9.09 GHz, and
9.58 GHz in oblique polarization respectively. Similar
observations can be made for other realized tags in
Fig. 2.
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Fig. 6. RCS results of realzied Chipless RFID tags: (a) Tag 1; (b) Tag 2; (c) Tag 3; (d) Tag 4; (e) Tag 5; (f) Tag 6;

(9) Tag 7; (h) Tag 8; (i) Tag 9.

Table 2 summarizes all resonance frequencies of
all investigated tags of Fig. 2. We observe that each tag
has its unique resonance characteristics in all three
polarizations. The number of horizontal, vertical, and
oblique polarization resonant frequencies changes for

each realized tag. These resonance characteristics
represent the different signatures of each fractal tag
which can be used for its identification. The change in
the fractal geometry of the tags due to the applied game
of life concept ensures the randomness of the tags. This



results in unique current distribution on the metallic
structure of the tag for the incident plane wave as can
be noticed in Figs. 3, 4, and 5. Thus, a unique signature
resonance response of each tag is obtained as can be
observed from the signature resonance frequencies of
each Tag in Table 2.

Table 3 compares the performance of analyzed tags
in terms of the overall operating frequency range,
coding capacity (bits), coding spatial capacity (bits/cm?),
coding spectral capacity (bits /GHz), and coding density
(bits/GHz x cm?). The overall operational frequency
range of Tag 1 is 2.98 to 9.58 GHz (the range in which
maximum resonance frequencies are recorded). There is
a total of 18 resonance frequencies for these tags in
three analyzed polarization which represent its 18-bit
coding capacity. The observed coding spatial capacity,
coding spectral capacity, and coding density for Tag 1

ZAQUMIL YOUSAF, ZAROUAN, HUSSAINI, RMILI: PASSIVE FRACTAL CHIPLESS RFID TAGS

are 1.125 bits/ cm?, 2.727 bits /GHz, and 0.17 bits/ GHz
X cm? respectively. Similar observations can be made
for other tags in Table 3. All investigated tags have a
coding spatial capacity of more than 1 bit/cm? while
the values of coding spectral capacity are greater than
2 bits/GHz for all tags. Among the analyzed tags,
the highest coding spatial capacity (1.25 bits/cm?) is
recorded for Tags 4 and 8 respectively. The reason for
these tags’ superior performance is the availability
of higher backscattered resonance frequencies from
their randomized metallic structure based on GOL as
compared to other tags. Tag 4 also outperforms all
other tags in terms of coding spectral capacity (2.861
bits/GHz) and coding density (0.178 bit/GHz x cm?).
The summary of Table 3 reflects that the overall
performance of the presented tags is very good in terms
of the analyzed critical parameters of Table 3.

Table 2: Resonance frequency in ( GHz) of characteristics of realized Chipless RFID tags of Fig. 2 and Fig. 6

Polarization
T2 HH W Oblique
1 | 425 56,584, 6.86,7.26, 8.67 2.98,3.79, 4.27,7.62, 9.11 3.26,6.22, 6'93’54é24' 8.95,9.09,
2 5.79,5.05, 7.11, 9.85, 8.07 2.95, 4.0, 433, 5.05, 7.11, 8.44 5571 717, 8.22
3 | 271,394, 3'43’%'89’ 6.03,7.34, | 578 343,3.94,5.84,7.65.9.624 | 2.78,3.92, 4.87, 5.99, 8.08, 9.89
2.76,3.49, 5.03, 6.03, 6.65, 7.88, 2.76.350.5.07,6.29, 7.76
4 20 S0 71 2.75, 3.50. 5.02, 6.26, 6.66, 9.14
5 3.50,5.78, 6.78, 8.34, 9.51 3.42, 4.22,5.03, 8.38, 9.61 3.54,5, 5'78’965590' 7.14,8.30,
5 | 271,355 4.73,575,623, 684 2.72.3.54. 4.0 2.74, 354, 4.72, 5.67, 5.29
8.19 5.33 6.18.6.97 9.44
7 | 2.78,4.45.5.67, 6.54, 7.62, 9.69 2.25,2.8,7.05 8.14 4.06, 4.50, 5.62, 6.53, 7.61, 9.69
2.14,3.33.4.34,5.88, 6.75,8.38, | 2.92, 3.34,4.32, 5.65, 6.93, 7.26,
8 o o oo 2.14, 3.34, 4.32,5.97, 6.66, 9.17
9 | 299 3.86,578 6.52,7.89.9.91 | 229 2.99, 3.86,58, 7.00,8.89 | 298 386, 5'98’56445' 1.96,8.92,

Table 3: Comparison of different characteristics of the realized nine Tags

Tag # Frequency Coding Coding Spatial Coding Spectral Coding Density

Range (GHz) | Capacity (bits) | Capacity (bits/cm?) | Capacity (bits/GHz) | (bits/GHz x cm?)
1 2.98-9.58 18 1.125 2.727 0.17
2 2.95-9.58 16 1 2.413 0.15
3 2.77-9.89 19 1.188 2.668 0.166
4 2.75-9.74 20 1.25 2.861 0.178
5 3.42-9.51 17 1.063 2.791 0.174
6 2.71-9.44 19 1.188 2.823 0.176
7 2.25-9.69 16 1 2.15 0.134
8 2.14-9.57 20 1.25 2.691 0.168
9 2.29-9.54 19 1.188 2.620 0.164
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The uniqueness of the presented tags is the random
fractal structure of each obtained tag. This provides
additional security features to the presented tags as their
characteristics cannot be decoded using a conventional
RFID scanner or readers.

IV. CONCLUSION

This study has presented a novel design of fractal
chipless RFID tags which were realized using the
cellular automata concept for the secure RFID systems.
The results of nine tags, out of realized 100 tags, are
discussed. The obtained results show the unique
signature random EM characteristics of each realized
tag, adding additional security features to the presented
chipless tags. The presented tags show good results in
terms of coding capacity (16-20 bits), coding spatial
capacity (1-1.25 bits/cm?), coding spectral capacity
(2.15-2.9 bits /GHz), and coding density (0.15-0.18
bits/GHz x cm?). The presented tags could be used
for potential applications in document security, bank
cheques along other applications in 10T devices.
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Abstract — In this article, a pentaband rectangular DRA
is explored and presented. The proposed antenna has a
crescent-shaped radiating element with defected ground
structure and it is feed by 50-Q microstrip line. The
RDRA invariably has two similar dielectric resonators
made up of RT5870 is positioned on top of the crescent-
shaped patch. With the use of a dielectric resonator, the
proposed structure has good improvement in impedance
bandwidth and gain. The proposed rectangular DRA has
penta operating frequency bands with resonant frequency
at 1.49 GHz, 2.00 GHz, 2.50 GHz, 5.49 GHz, and 7.75
GHz. The projected structure exhibits the broadside
radiation pattern with the maximum gain and directivity
of 4 dBi and 4.5 dBi, respectively. The gig of the projected
RDRA is validated with the help of simulated results
by CST software. The observed results of the proposed
antenna indicate that it can be a potential candidate for
GPS, PCS, UMTS, ISM, WLAN, Wi-MAX applications.

Index Terms — GPS, ISM, mobile, rectangular DRA,
RT5780, wireless application, WLAN.

I. INTRODUCTION

In the last two decades, the demand for multiband
antennas has increased because of the rapid increase in
wireless communication and miniaturization of wireless
devices [1-3]. To properly equip with the modern
wireless device requirement, there is a high demand for
the new antenna technology. Multiband antenna is the
new antenna technology that plays a vital role in
satisfying the need for modern wireless communication
systems. The multiband is achieved with the needed help
of a wide variety of practical techniques such as defected
ground structure, meandering the patches, introduction
of slots, metamaterial [4-8], and DRA [9-12]. Because of
the high radiation efficiency and compactness without
any losses, the Dielectric Resonator antenna (DRAS) has
naturally attracted more antenna researchers.

For Modern wireless communication systems, the
DRA is the Competent antenna technique because of
its advantage, such as large bandwidth, decreased
production cost, and fabrication difficulty. The relative
dielectric permittivity used in DRA, its shape, size, and
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operating modes [11-13] decides the DRA's resonant
frequency. It is excited by various feeding structures
with the help of coupling. When low permittivity is used,
the DRA will be larger, while that is not the case in high
permittivity dielectric. Various shapes are reported in
the literature for the DRA, like rectangular, Cylindrical,
and hemispherical. Compact DRA [14-16]is designed
with the help of printing the conducting material on the
dielectric, but the resonant frequency and the bandwidth
are highly reduced. The impedance bandwidth can be
enhanced by placing the DRA on a patch [17,18]. The
major challenge for design the antenna for modern
wireless communication is its multiband operation along
with compact size, the resonator shapes decide the
reasoning band, and radiation pattern will be changed
[19]. Various unique geometries [20] are proposed for
the DRA, such as triangular, conical, and biconical,
to enhance the antenna's bandwidth. Stacking [21-24]
two DRAs results in an improvement in impedance
bandwidth. In [25], cross-shaped DRA with coaxial feed
and a metal strip is proposed for wideband circular
polarized performance. In [26], a dual circular polarized
band is achieved by incorporating the metal strip at the
sides of the DRA, and the bandwidth enhancement with
the help of parasitic patches on DRA is proposed in [27].
Still, the major drawback is the low-profile nature of
DRA is not maintained, and there is an increase in
fabrication difficulty. In [28], two layers of sapphire is
used as a dielectric resonator to achieve dual-band. The
gain improvement is achieved with the metamaterial
superstrate, which is reported in [29]. In [30], MIMO
DRA is proposed for UWB application. In [31], dual-
band DRA is proposed with a ring-shaped DRA made
up of alumina, and in [32], H shape DRA is proposed
with microstrip feed for triple-band wireless application.
In [33], a filtering feed network is proposed for single
wideband operation, and in [34], with the help of
metallic strips along with DR, the Penta band DRA is
reported. In [35], a triple-band antenna with CPW slotted
feed and foam is reported.

In this paper, a multiband Rectangular DRA
(RDRA) is proposed for mobile wireless applications
[36]. With the help of CST electromagnetic software, the

https://doi.org/10.47037/2020.ACES.J.360511
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optimization of the RDRA is done. The structural
complexity of the proposed antenna is very less. The
entire structure is fed with a simple microstrip patch
antenna. The dielectric resonator [37-39] improves the
impedance bandwidth and gain of the proposed structure.
The size of the dielectric resonator used is very small and
chemical glue is used for bonding. The combination of
the simple crescent shape patch along with DRA, makes
the proposed DRA as a Hybrid RDRA for wireless radio
communication. The anticipated structure has a dimension
of 37.5 x 57 x 0.8 mm?3. The proposed rectangular DRA
has operating bands 1.38 GHz to 1.70 GHz, 1.90 GHz to
2.09 GHz, 2.36 GHz to 2.87 GHz, 5.18 GHz t0 5.93 GHz
and 7.61 GHz to 7.88 GHz. Section 2 gives the theory
regarding the Design of RDRA, Section 3 & 4 presents
the geometry, and DRA experimental results and Section
5 is the conclusion.

Il. THEORETICAL FACET OF RDRA

Figure 1 represents the 3-D of Rectangular DRA.
The RDRA has a rectangular dielectric resonator of &r
relative dielectric constant, presents width, b represents
the length, and h represents the substantial height of the
RDRA. Because of the three geometrical parameters
independent of each other, the rectangular DRA offered
more design suppleness than a cylindrical-shaped DRA.
The Rectangular DRA [40-43] is analyzed with the
needed help of a dielectric waveguide model. The TE1s,
which is the resonant frequency of RDRA, is calculated
from the equations shown below [3]:

C
fo= e K+ IG+IZ, L)

Ko=) )

L 3)

d= %tanh (‘;—Yy" , 4)

kyo = /k; +Kk2. (5)
st

/
/

Ground
" plane

" Substrate

Fig. 1. 3D view of microstrip feed rectangular DRA.
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I1l. RDRA FOR MOBILE WIRELESS
APPLICATION

In this paper, a multiband DRA is proposed. In this
intricate design, two similar dielectric resonators are
placed on a top extreme of the Crescent-shaped patch,
which is correctly fed microstrip line of 50-ohm. The
various stages of Rectangular DRA are presented in Fig.
2. The proposed structure possesses a defective ground
structure with the ground dimension of Ig X wg x t mm?.
A slot of size Is x wsx t mm? is etched from the top upper
left corner of the ground to make it as defective ground
structure. The defective ground structure is created in
order to match the impedance at the resonating bands.
The Projected DRA structure has four stages of
evolution, such as Antenna I, Antenna Il, Antenna IlI,
and Antenna IV. In Fig. 3, the back view of Antenna I,
Il, I, and IV are depicted, and a perspective view in
the CST design environment is presented in Fig. 4. The
final antenna design, along with its parameters, is shown
in Fig. 5, and the parameter values are listed in Table 1.
The antenna | is a single crescent patch antenna with
microstrip feed and defected ground structure, and it
resonates at dual-band from 1.34 GHz to 2.43 GHz
and 5.17 GHz to 6.22 GHz. Antenna Il is designed by
including another crescent ring, which is electromagnetic
couple to the first ring and this structure is having Penta
band response from 1.40 GHz to 1.70 GHz, 2.03 GHz to
2.40 GHz, 4.24 GHz to 4.40 GHz, 5.26 GHz to 6.09 GHz
and 7.01 GHz to 7.46 GHz. In Antenna Ill, both the
crescent rings are directly connected to the feed line, and
the structure operates at the Penta band from 1.42 GHz
to 1.77 GHz, 2.02 GHz to 2.13 GHz, 2.42 GHz to 2.90
GHz, 5.23 GHz t0 6.00 GHz and 8.14 GHz to 8.43 GHz.
Antenna 1V, the proposed RDRA, in which two similar
dielectrics are placed on the crescent-shaped patch.

I\

Antenna | Antenna Il Antenna Il || Antenna IV
Fig. 2. Front view of Antenna I, I1, Il and IV.
Fig. 3. Back view of Antenna I, 11, 11, and IV.
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Fig. 4. Perspective view of the proposed DRA.

The dielectric resonator is made up of the material
with relative permittivity of 2.33, and the size of the DR
is a Xx b x h mm3 The proposed Rectangular DRA
operates in the Penta band from 1.38 GHz to 1.70 GHz,
1.90 GHz to 2.09 GHz, 2.36 GHz to 2.87 GHz, 5.18 GHz
to 5.93 GHz, and 7.61 GHz to 7.88 GHz. The antenna
geometry, along with its parameters, is presented in
Fig. 5. Taking the 1.7 GHz as the base frequency, the
maximum dimension of the 0.68 Ao. The entire structure
is fabricated 4.4 dielectric constant FR4 substrates.
Section of two circles with different radius constitutes
the radiator. A part of the ground near the feeding point
is etched, which helps in tuning the multiple resonances.
The outer radius is designed for the 1.7 GHz, and it can
be evident from the surface current plot presented in Fig.
11 (a) with the optimized defected ground structure the
5.2GHz is achieved. Then the second ring is responsible
for the 2.2 GHz band, which is proved with the help of
surface current density in Fig. 11, in which it is seen that
the maximum surface current is associated with the inner
ring. Then the feed line is extended to the inner ring so
that the coupling is increased, which results in the
impedance matching and additional frequency resonance
due to change in the current flow direction. Further, the
performance of the antenna is enhanced with the help of
DRA.

wil
w2

Front View Back View

wg

Fig. 5. Parameters of proposed RDRA for mobile wireless
application.
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Table 1: Antenna design parameter value in mm

Wy Ig Ws Is wfy | wf, ¢ Ry
375 57 26.25 | 24.75 8.5 9.5 17.9 11
Rz a b u \% 5 t h
8 7.5 4 4 5 2 0.035 1

Figure 6 depicts the Si1 characteristics plot of
Antenna I, I1, I1l, and I1V. The Antenna | is operated in
two bands with a single crescent ring. The Antenna Il is
designed by adding another crescent ring. The inner ring
and outer ring are not directly connected. This structure
has an addition to resonance because of the second
crescent ring. Then in Antenna Ill, both the rings are
connected to each other through the feed line. The
current is directly transferred to both the rings, and as a
result, reliable impedance matching is achieved. Then
the two symmetrical DRA is placed at the optimized
position so that the antenna performance is slightly
improved, and the DRA has a direct effect on the higher
resonant frequency. The comparison of the operating
frequency band with DRA and without DRA is presented
in Table 2. On observing that, it is pragmatic that with
the inclusion of the dielectric resonator, there is a slight
increase in the bandwidth with a small reduction in the
impedance matching, which is due to coupling loss.

== = Antennai
== «Antenna 2
= = Antenna 3
= Antenna 4

-10 4

20

s11 (dB)

-30

-40 1

o 2 4 6 8 10
Frequency (GHz)

Fig. 6. S11 characteristics - various stages of proposed
antenna.

All this analysis is depicted in Figure 7. Similarly,
the parameters of the dielectric resonator are analyzed
for deciding the optimum dimensions. The a, b, and h are
varied, and its return loss characteristics are studied. In
Fig. 8, the return loss plot for various dimensions of
the dielectric resonator is presented. From which it is
carefully observed that h=1mm, has an excellent
performance in terms of impedance bandwidth in higher-
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order resonating bands, and therefore, is chosen as the
dielectric resonator height. The impedance matching
gets reduced as the increase in the height of the
dielectric. The reason is due to the larger ratio of volume
to the surface at higher-order modes, so h = 1 mm is
chosen for the final design.

Table 2: Antenna Ill vs Antenna IV

Antenna 111 Proposed RDRA (Antenna V)
slal|l=]| 8 £ sl el =] 8 £ =
125 2a|SE|E|E|5|20| 228
o 9, E—?, E o T > =4 Q, 9 E k=) T > =

I > 27| §<| ® T = 27| §| ®
L g q V] - L] Q
142 | 1.77 | -14.34 354 3.01 | 138|172 | -15.32 340 (427

2.02 | 213 | -134 119 135 | 19 | 209 | -11.93 190 [2.62

242 | 29 | -40.99 449 141 | 2.36 | 2.87 | -31.32 510 |[2.66

523 | 6 -21.19 744 | 251|518 | 593 | -18.24 750 [3.77

8.14 | 8.43 | -19.79 282 |[-0.34| 761|788 | -1531 270 p.912

Band 5 | Band 4 | Band 3 | Band 2 | Band 1

The dimension "a' has a direct impact on the higher
resonant frequency, and 'b' has a very profound effect
on a lower frequency. The values a=4mm and b=7.5mm
is chosen for the final design since it has very good
impedance matching in all the resonating bands. At 7.75
GHz band alone, the impedance matching provided
by a=6mm is high, for all the other bands a=4mm is
providing slightly higher impedance matching. So, a=4
mm is chosen for final design.
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outer ring 5= 3mm|
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Fig. 7. Parametric analysis of patch dimensions and

substrate types.
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——b=75mm radiation pattern except at the higher mode resonant
— —b=8.5mm frequencies.

04 - = «b=9.5mm
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Fig. 9. S11 plot of proposed RDRA.
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Fig. 8. Sy variation concerning the DR dimensions. Fig. 10. VSWR of proposed RDRA.

IV. RESULT AND DISCUSSION

In Fig. 9, the S11 of the RDRA is presented; from the
figure, we can observe that the proposed rectangular
dielectric resonator antenna is having Penta operating
frequency bands with resonant frequency at 1.49 GHz,
2.00 GHz, 2.50 GHz, 5.49 GHz, and 7.75 GHz. In Figure
10, the simulated and measured VSWR of the proposed
antenna is presented, which is observed from that the
VSWR is lower than 2 in all the operating bands. This
desired result shows that the proposed structure is having
very decent impedance matching in the resonating bands.

In Fig. 11, the surface current distribution of the
RDRA for mobile wireless applications at various
resonating frequencies is presented. From the figure, we
can see that the surface current is concentrated maximum
on the crescent-shaped patch which couples with the
dielectric resonator, is placed at the top of the patch. In
Fig. 12, the simulated and measured radiation pattern at
various frequencies is presented, from which we can i
observe that the proposed structure has an omnidirectional (c) 2.5 GHz (d) 5.49 GHz
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(€) 7.75 GHz

Fig. 11. Surface current of proposed antenna.
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Fig. 16. Measured result vs. simulated result of proposed
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In Table 3, the proposed work is compared with
DRA available in the literature, and from the table, we
can observe that the proposed DRA outperforms all the
reported DRA. In Fig. 15, the fabricated antenna is
depicted and measured using network analyzer N5230A.
The simulated results are accurately related to the
measured result and presented in Fig. 16. In Table 4, the
measured and simulated Si; and bandwidth results are
tabulated.
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Table 3: Comparison with literature

Ref. No. of | Feeding |Resonating Band| DRA 2::;'2
No Bands | Method (GHz) Material (mm)
Dual . . 2.28-2.93, 13.5x
31 band Microstrip 4.96-4.65 Alumna 13
. 40.5 x
Triple | Aperture | 1.89-2.64,4.13-
32 Alumna | 31x
band couple 5.47,5.54-5.59 19.68
. . 18.5x
33 Single | Filter feed 2934 RT TMM 185 x
band | network 10
15.3
2.38-2.42,3.41- 18 x
34 Penta Microstri 3.62,3.93-4.26, | Roger 18 x
band P 4.75-4.94,5.01- | RT6010
9
5.39
35 Triple | Slotted | 3.3-3.7, 4.8-5.0, Foam 10x11
band CPW 5.8-5.9 X7
1.38-1.70 GHz,
Proposed | Penta . .| 1.90-2.09, 2.36- 4x
work | band | MICTOSUIP | 587 5 18.5.93, | RTO870 | 7549
7.61-7.88
Table 4: Simulated vs. measured results
Simulated Results Measured Results
—~ oy —~ Iy
g = 5] (3 = | s
= | = 1 .|l s-|=m| 8| % I| 3
S I - B - R - R - s| 5
13 5] [14 @
o o

[
o1
N

138 | 172 | -15.32 340 139 | 174 | -16.7 350
19 | 2.09 | -11.93 190 2.00 |[1.954|2.053 | -14.38 99 2.00
2.36 | 2.87 | -31.32 510 250 |(23323.142| -32.36 810 2.52
518 | 593 | -18.24 750 542 |5.112| 6.17 |-20.015| 1058 5.43
7.61 | 7.88 | -15.31 270 7.731 [7.723| 7.91 | -15.77 187 7.82

=
o
=}

V. CONCLUSION

A rectangular DRA is proposed for the radio
application. The proposed antenna is designed in four
stages. Antenna I is a simple microstrip fed with a single
crescent patch antenna with a defected ground structure.
Antenna Il is designed by including another crescent
ring which is electromagnetic couple to the first ring,
Antenna |11 both the crescent rings are directly coupled
to the feed line, and Antenna IV is the proposed RDRA,
in which two similar dielectric resonators made up of
RT5870 is placed on a crescent-shaped patch in order
to achieve multiband with good impedance bandwidth.
The performance of the proposed RDRA supported by
the simulated results. The proposed rectangular DRA has
Penta operating frequency bands with resonant frequency
at 1.49 GHz, 2.00 GHz, 2.50 GHz, 5.49 GHz, and 7.75
GHz, which covers the GPS, PCS, UMTS, ISM, WLAN,
and Wi-MAX applications
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Abstract — In the high-speed Internet of Things (10T)
era, the aircraft on-board is one of the few places that
lacks high speed network access. The speed of this
communication link between the ground station and the
aircraft is limited by the transmitting antenna power,
cost, latency and available infrastructure. The Direct Air
to Ground (DATG) is a much-guaranteed technique
which can provide a high-speed link between the ground
station and aircraft. This paper describes a novel
conformal microstrip patch antenna design which
provides fourfold increase in bandwidth. As the
bandwidth of an antenna mounted on the fuselage of
aircraft is crucial to achieve higher data rate, this antenna
performance is promising and suits better for DATG
application. The proposed antenna with a size of (6.81 X
7.21cm) achieves a bandwidth of ~700MHz (5.032GHz
to 5.73GHz) and max Gain of 9.53dB with max radiation
efficiency of 93%. As this antenna is to be mounted on
the aircraft fuselage, a substrate material, RT duroid
5880 with a thickness of 0.787mm is selected to have
better conformability, low loss and high gain. This paper
explains the different performance metrics involved in
the DATG system and derives the specification for the
proposed antenna structure. Also, the detailed structural
analysis with the support of parametric and
Characteristic Mode Analysis (CMA) is provided to get
the physical insight of the designed antenna.

Index Terms — Characteristic mode analysis, direct air
to ground, internet of things.

I. INTRODUCTION

The global liberalization of trade has increased the
movement of people from one continent to another, one
country to another and one city to another more
frequently. The major medium of transport is through air,
as it is more efficient in terms of travel time. The number
of passengers as well as the number of carriers also
growing year by year. The statistics [1] shows that more
than 4.1 Billion passengers had been travelled in the
commercial aircraft in 2017. Another statistic [2] shows
that it may increase to 8.2 Billion in 2037. There are total
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of 1303 airlines all over the world which operates
approximately 32000 fleets [3] per annum. As the
business have spread throughout the world due to
globalization, it has become necessary for the people to
be connected in order to meet the deadlines, as the
competition has grown exponentially. In this competitive
world when someone does a business travel from one
place to another, doesn’t want to miss the business
updates. Another aspect of internet availability inside the
aircraft is streaming the videos, movies etc. to keep the
kids engaged which helps in smooth travel experience
with family.

The aircraft uses an on-board radio equipment with
different types of antenna operating at different
frequency bands. There are two broad classification of
aircraft communication with respect to the distance of
communication, Short range aircraft communication
systems and Long-range communication systems [4]. The
short-range communication uses Very High Frequency
(VHF) band of 118 to 137MHz, to communicate with the
air traffic control stations. The communication is limited
to a line of sight (LOS) distance within the earth
curvature change. The LOS distance for these short-
range communications can be calculated as shown in
[4]. Also, the antenna used for this communication is
usually Omni-directional and vertically polarized with
approximate power rating of 5 to 30W. The long-range
communication is traditionally carried out through High
Frequency (HF) band of 3 to 30MHz [4]. Since this
communication channel supports the distance beyond the
LOS distance, the transmitted waves undergo multiple
reflections from the earth surface before reaching the
destination, thus requires lot of power (300 — 1000W) in
the transmitter.

Another method of long-range communication is
adopted along with the development in satellite
communication. In satellite communication method [5],
the smaller aperture antenna arrays are mounted on top
of the aircraft fuselage with the ability of rotating the
main lobe direction in order to keep the connection intact
while the carrier is moving. This method of satellite
communication uses relatively lesser power. The major

https://doi.org/10.47037/2020.ACES.J.360512
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drawbacks of the system are the limited data rates,
latency and the cost. This communication system uses
either Geostationary or Non-Geostationary orbital
satellites. The communication link through satellite is
inevitable for those aircrafts flying between continents
which are separated by a large ocean surface. But, for
those inter-continent aircraft there is another way to
communicate with the ground station which is called
Direct Air to Ground (DATG). In this method, the
transmitter antenna is mounted in the bottom of aircraft
fuselage through which it connects to a series of ground
station antennas separated by a distance of ~10 to
200km. The antenna used for DATG should also have
adaptive beam-forming feature to provide the continuous
network connectivity.

The Electronic Communication Committee (ECC)
has recommended few frequency bands to be used in
DATG communication [6], [7]. These recommendations
are the result of few case studies carried out by ECC.
It is also mentioned that the frequencies below 6GHz
is suitable for this communication. As this technology
is not widely available around the world, there is
no common frequency band available for this
communication. In this design the frequency band of 5
to 5.8GHz is selected for designing the antenna. Every
communication channel has three bands, up-link, down-
link and guard band. Usually the up-link uses the higher
frequency band as this require more power because of
environmental loss. As of now the data rate of this
DATG communication channel is limited to 3 to 4MHz
[8]. In this design the targeted data rate is ~500Mbps
in order to support the future need of live cock-pit
video, remote control, flight data transmission, on-board
internet access etc., This paper concentrates on a unit
antenna design for DATG applications. As this antenna
is intended to be mounted on the fuselage of aircraft, the
conformability nature of the antenna is also important.
So, the designed antenna in conformed to different radius
of curvatures, 20 to 30cm, during the simulation and
measurement. In order to achieve the conformability, the
RT Duroid 5880 with a thickness of 0.787mm is used as
a substrate material.

In this proposed work a novel structure of conformal
micro-strip patch antenna is designed, fabricated and
tested. It achieves better bandwidth to meet the DATG
system requirement. Also, the maximum antenna gain of
10dB at 5.3GHz is achieved which helps in reducing
number of elements in the final phased array. The design
is carried out with RT Duroid 5880 as a substrate with a
thickness of 0.787mm. The system requirements, antenna
geometry, structural analysis of designed antenna with
the help of parametric study and Characteristic mode
analysis are presented in Section I1. Experimental results
are discussed in Section Il and finally the conclusion
and future work is discussed in Section IV.
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I1. DESCRIPTION OF THE ANTENNA
STRUCTURE

A. System requirements

In DATG communication channel, both the Ground
station (GS) and the aircraft are always in the LOS
region. The important parameters of a communication
system are path loss, required transmitter gain,
modulation scheme, Bandwidth, coverage distance and
transmitter gain. The path loss or fading is the time
varying attenuation of the transmitted signal before
reaching the receiver. This time varying attenuation is
mainly because of the changing environment. It is
important to know the path loss because the transmitting
power has to be derived based on the path loss
calculation. The path loss is dependent on the distance
between the transmitter and the receiver. The mean path
loss in free space is expressed below, [9,10]:

L(d) =10 *y*log,o(d) + (20 — 10 *y) *

logy0(dg) + 20 * log,o(f) + 32.5dB. (1)
Where d is the distance between aircraft and GS (km), do
is the reference distance for which the path loss is
known, ‘f’ is the transmitting signal frequency (GHz), ‘y’
is the propagation constant (is 2 for free space). The
above equation can be used to estimate the free space
path loss at different frequencies and distance. For
instance, with a separation of 80km and the signal
frequency of 5.2GHz the path loss can be calculated
as, ~145dB. The loss due to shadowing effect is not
considered for this analysis.

The required bandwidth is dependent on the
modulation scheme. For the required bit rate of 500Mbps,
the needed bandwidth for different modulation scheme
can be calculated using equation (2). The require
bandwidths are, BPSK (M = 2) is 500MHz, QPSK
(M=4) is 250MHz, QAM-16 (M=8) is 166MHz and
QAM-64 (M=6) is 83MHz. Though the higher order
modulation seems more efficient in terms of bandwidth,
it has its own limitations such that the need of higher
signal to noise ratio and bit more complicated receiver
design. But the higher order modulation schemes help
is accommodating large number of users within the
available bandwidth. For instance, with QAM-64 and
700MHz transmitter bandwidth, approximately 8 users
can access a speed of 500Mbps. As per the key
performance indicators proposed for 5G DATG by
NGMN Alliance [11] the required internet speed per user
is estimated as ~15Mbps. If the fraction of achieved
bandwidth 300MHz in combination with QAM-64
modulation scheme is assumed for the download link,
then 120 on-board users can enjoy the internet speed of

15Mbps:
_ Rb(1+a)
B= ( log,M ) (2)
Where B is the transmitter bandwidth, Ry is the bit rate
and M is the number of symbols used or constellation
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points. The estimation of the signal to noise ratio is
important because it helps in calculating the minimum
signal power at the receiver and the required antenna
gain to achieve it:

_ Ep Rp
SNR = {2+ 10log; (%) aB. 3)

Where E; is the energy per Bit, N, is the Noise power
spectral density. The minimum signal power required at
receiver end can be estimated using below equation, if
the receiver system noise figure (NF) is known [12]. The
noise figure parameter helps in identifying the amount of
noise contributed by the components present in the
receiver channel:
Prx = SNR * KT, * NF * B. (4)
Where Prx is the Receiver power, SNR is the Signal to
Noise ratio of the channel, K is the Boltzmann constant,
T, is the temperature (300K). The link budget equation
for a LOS communication channel can be written as,
Prx = Prx — Lrx + Grx — L(d) + Ggx —
Lgx(dBm). ®)
Where Prx represents the transmitted power, Lrx
represents the transmitter system loss, Grx represents the
gain of the antenna mounted on aircraft fuselage, Grx
represents the Gain of the ground station antenna and
Lrx represents the receiver system loss. This equation
can be re-written to calculate the required gain of the
antenna mounted on aircraft. By assuming typical values
for the above-mentioned parameters, NF = 2dB, Ggx
10dB, Bit error rate (BER) = 10¢, Ltx = 10dB, Lrx
5dB, the calculated values are SNR = 62dB, Pgrx
-87dbm. From these values the required gain of the
antenna is calculated as 36.28dB for a 1W of transmitted
power. It falls down to 26.28dB if the transmitted power
is 10W. These gain values are, to be achieved using the
micro-strip phased array structure. The gain value of a
unit element antenna in an array that determines the
number of required elements and thus decides the
antenna size [13]. So, achieving higher gain in a unit
antenna helps in reducing the array size. Theoretically
the gain increases by 3dB for every doubling of unit
antenna element in the phased array. In order to achieve
the required gain of 36.28dB the total number of unit
antennas, with a gain of 10dB, needed are ~512. It is
approximately a phased array structure of 24 X 24. The
calculation in equation (6) shows the estimated transmitter
antenna gain for the assumed conditions:
Grx = —87dBm — 30dBm — 5.72 + 145 + 15
= 36.28dB. (6)

B. Antenna design

The geometry and CST design model of the
proposed micro-strip patch antenna is shown in Figs.
1 and 2. Alike regular patch antenna, this proposed
structure also has only three layers, ground plane,
substrate and the top patch. It doesn’t possess any defect
in the ground plane as that technique is not suitable for
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the aircraft mounting. It uses RT Duroid 5880 as
substrate with a thickness of 0.787mm in order to support
the conformability. The top layer exhibits very distinct
structural changes compare to its basic single patch
antenna. The proposed antennas dimension is designed
as per the design equations explained in [14]. The
various dimensions of this proposed structure are
explained below.

|'ITRI

I-GAP DCIRCLE

Fig. 2. CST simulation model of antenna structure.

Firstly, the bottom patch resembles the conventional
single patch structure. Lg and Wz represents the length
and width of the bottom patch. In this design inset feed
is incorporated as it helps in easy integration with the
other microwave circuitry. Fyand B illustrates the depth
and the spacing of inset feed. Wgr and Lgr represents the
width and length of the 50Q micro-strip feed line.
Secondly, there are two patches instead of one in the
conventional single patch structure. The dimension of
these two patches can be same or it differs slightly based
on the final optimization. Ly and Wr illustrates the length
and width of the top patch. The top patch is connected
to the bottom patch through a small micro-strip



transmission line feed with a length Lgap and width Wrr.
Thirdly, the top patch has a triangular cut in the right and
left bottom corners. The dimensions, height and breadth,
of the right-angle triangular cuts are illustrated as Hrg;
and Brri. The height and breadth of these cuts are not
equal. Fourthly, the top and bottom patches exhibit
multiple half circular cuts or wedges in its respective
bottom edges. These circular cuts present in both the
sides of the top and bottom feed line till the triangular
edge. The number of cuts and its X-plane (Horizontal)
location are same for both bottom and upper patches. The
diameter of this circular cut is represented as DcircLe.
These circular wedges overlap with each other along
its perimeter. The proposed structure is approximately
double the size of single patch structure. But, this
increase in size is outweighed by the benefit it provides,
in terms of ~ 3dB increase in gain and approximately 4
times increase in bandwidth.

The Patch antenna is fed through a 50€Q microstrip
feed to match the edge impedance. Then using the
general patch antenna equations, the dimension of
bottom and top patches are estimated. The feedline
connecting both bottom and top patch is roughly sized as
M20 and then optimized for better performance. The
triangular cuts at the bottom has to be optimized to get
dual resonance within the bandwidth. The spacing
between the two patches has to be optimized for adding
an additional resonance. The circular wedges are sized
and spaced optimally to provide higher bandwidth.

The designed antenna measures 6.81cm (Length) *
7.21cm (Width) (inclusive of ground plane) is conformed
to a curvature of 20-30cm to be placed in the aircraft
fuselage.

C. Structural analysis

The bandwidth of the proposed structure is 700MHz
that is approximately 13% of its center frequency,
5.4GHz. It is slightly more than four times the bandwidth
of single patch antenna with same substrate thickness
and material. This higher bandwidth is achieved through
the structural changes mentioned above. In this section,
the proposed antenna structure is disintegrated into
multiple sub-structures and their return loss curve is
observed for the resonance. Also, the parametric analysis
is carried out for certain sub structures to get better
understanding of the performance. It is also supported
with the respective characteristic mode analysis results
to get more physical insight of the behavior. For each
sub structure the input is fed from the source with
an impedance of 50Q. These sub-structures are also
conformed to a cylindrical fuselage made of Aluminum
(Al) with a radius of curvature 25cm, in order to mimic
the actual aircraft environment.

The first sub-structure to be analyzed is the
standalone bottom patch without any circular cuts as
shown in Fig. 3. This resembles the basic single patch
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antenna structure. The structure for analysis and its
return loss curve is shown in Fig. 4. These simulation
results clearly illustrate that this structure exhibits a
single resonance at 5.16GHz. The return loss also has the
second dip as the impedance is not properly matched
with 50Q feed. As it is a sub-structure, the impedance
will change when it is integrated with other structural
changes. Also, the CMA analysis is not critical for this
single patch because it has a single feeding point through
a micro-strip line which defines the current flow from the
bottom edge to the top edge.

The second sub-structure is illustrated in Fig. 5.
Structurally it exhibits a very minimal change of having
small circular shape wedges at the bottom edge
compared to a standalone single patch. As certain portion
of copper is etched away in the bottom edge, it is
expected to shift the resonant frequency upwards.
Instead, it marginally reduces the resonant frequency to
5.12GHz as shown in Fig. 4.
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Fig. 3. Sub structure 1 - Bottom patch standalone.
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Fig. 4. Return loss curve - Structural changes in bottom
patch.

The travel distance of the current in a patch decides
the resonant frequency as the length of the patch is
directly related to the wavelength. So, in order to reduce
the resonant frequency, the current travel distance has to
be longer than usual. Because of the presence of this
circular wedges, certain portion of current components
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travels around the perimeter of these circular wedges
before resonating back. Therefore, the effective travel
distance of the surface current is increased slightly. It can
be clearly observed in the surface current plot shown in
Fig. 6. The inclusion of this circular wedges helps in
adjusting the resonant frequency slightly once this sub-
structure is integrated into the proposed structure.

Fig. 5. Sub structure 2 - Bottom Patch with circular
wedges.

Fig. 6. Sub structure 2 - Surface current in the bottom
patch with circular wedges.
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Fig. 7. Return loss curve - Structural changes in top
patch.

The third sub-structure to be analyzed is the
standalone top patch that has similar structure as
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standalone bottom patch shown in Fig. 3. The return loss
curve corresponds to this structure is shown in Fig. 7.
The length and width of this top patch structure matches
with the standalone bottom patch dimensions. So,
the resonant frequency of this structure, 5.15GHz is
matching with the bottom patch. But this structure
undergoes multiple structural changes unlike the bottom
patch. The effect of these structural changes on top patch
structure are discussed further in this section.

The fourth analysis is carried out on the sub-
structure shown in Fig. 8. In this structure the rectangular
patch is having a triangular cut in its bottom corners. The
return loss curve corresponds to this structure is shown
in Fig. 7. Though the return loss value is not higher than
10dB because of the standalone analysis, it provides
information about the resonant points. The two resonant
point are at 5.33GHz and 5.66GHz. The dimensions of
this triangular cut also have significant impact on these
resonant points. In order to understand the effect of Hrg)
and Brri, parametric analysis is carried out and the
results are shown in Fig. 9 and Fig. 10. Three major
observations can be made from this parametric analysis.
The first one is, the resonant point doesn’t change much
with both the parameters. The second observation is, as
the Brri value comes closer or below the Hrg, value, the
matching is good and the return loss curve goes above
10dB. It also indirectly means that the Brgri modulates
the edge impedance of the patch. The third observation
is, as the Hrri value moves closer or higher than Brg, the
resonance is lost. Based on these observations, it can be
stated that the Hrri has to be lesser than Brg to have a
better matching with 50Q source impedance.

So, these two parameters can be used as a trimming
option in order to achieve optimized performance after
the complete integration of structure. All the above
observations are true only if the feed is provided at
the bottom center edge and the current travels in the
longitudinal direction. In the final integrated structure,
this top patch is not fed directly by the source through
micro-strip edge feeding instead it receives energy
through the bottom patch. So, the direction of current
entering into this top patch is not necessarily in
longitudinal direction. So, carrying out an analysis using
CMA will provide very useful insight on possible current
flow directions on top patch and its corresponding
resonant frequency. The details of CMA and its
parameters can be found in literature [15-18]. The CMA
is very useful in bringing up the hidden characteristics of
patch antenna. The performance of any patch antenna
has a direct relationship with the surface current flow. In
CMA, different possible combinations of current flow
are assumed and the corresponding parameters are
estimated. These parameters are useful in fine tuning the
antenna shape, size and feed location.



Hrri

4+

Brri

Fig. 8. Sub structure 4 - Top patch with triangular cuts.
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Fig. 10. Sub structure 4 - Return loss curve by sweeping
HTRI and BTRI =8 mm.

The vector form of characteristic mode is
represented as follows,

X(fn) = An R(Tn)- )
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Where j, represents the Eigen characteristic current
modes, A, is the eigen value, R and X are the resistive
and reactive parts of impedance operator. Along with
Eigen value (4, ), the other two forms also used to

estimate the characteristics of each current mode:
Modal Significance (MS) a 1+j,l : (8)

Characteristic Angle (CA) =180°-arctan(4,,).  (9)
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Fig. 11. Sub structure 4 - CMA current modes.

As this paper concentrates on bandwidth
improvement, identifying the position of multiple
resonant points are important. The resonant frequency of
each current mode is represented differently by these
three parameters.

1. Zero crossing frequency of Eigen value.

2. Peak frequency of Modal Significance.

3. 180° crossing frequency of CA.

In this paper only Modal Significance (MS)
parameter and the respective surface current plots are
used for analysis. Figure 11 and Fig. 12 show the
different current modes and its corresponding MS curve
across frequency. The frequency at which the MS curve
reaches its peak value of unity depicts the resonant point
of that particular current mode. The different current
modes show the assumed direction of the surface current
components.

This analysis clearly explains that the top patch
structure can exhibit multiple resonant points depends on
the direction and length of the current flow. The resonant
point corresponds to mode 1 matches closely with the
sub-structure of standalone edge fed top patch without
any structural changes. The mode 3 exhibits matched
resonant frequency with the sub-structure of standalone
top patch with triangular cuts. The mode 4 resonates at
much higher frequency as the current path is very short.
So, it is very much clear that the top patch can have
multiple resonant points depending on the direction of
current injection.

The fifth sub-structure to be analyzed is the
standalone top patch with both triangular cut and the
circular wedges is shown in Fig. 13. The presence of
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circular wedges slightly reduces the resonant frequency
as shown in Fig. 7. The impact of the radius of these
circular wedges are analyzed as a part of next sub
structure.

The sixth structure to be analyzed is the integrated
top and bottom patch without any structural modifications
is shown in Fig. 14. The corresponding return loss curve
is shown in Fig. 15. In this structure, the two patches with
same dimensions are stitched together vertically through
a narrow micro-strip line. The energy from the source
has to travel through the bottom patch before exciting the
top patch. So, there is a higher possibility that the top
patch can receive the energy in different path and
direction. One of such known paths is through the feed
line connecting the two patches and another is through
the overlapping edges. So, the important parameter to be
analyzed in this structure is the gap between top and
bottom patch and the width of the narrow feed line. The
return loss graph is obtained for different gap values
through simulation as shown in Fig. 16. Lowering the
gap separates two resonant points and increasing the gap
brings the two resonant points closer. This observation is
very straightforward as the gap increases the magnitude
of parasitic capacitance between the bottom and top
patch reduces and thus turning this structure into a single
patch. Therefore, further increase in gap merges the two
resonant points into one. Another important parameter is
the width of the feed line connecting two patches. The
return loss curve is observed for different values of this
feed line width. The parametric result is shown in Fig.
17. It can be observed that the change in width alters only
the matching, i.e., the edge impedance at the input port.

The analysis of sixth sub-structure is further
extended with CMA. Figure 18 shows 4 different current
modes having a resonant frequency in the vicinity of
expected bandwidth range. In the first current mode the
current travels mostly in the lower patch and the amount
of energy transferred to the upper patch is less. In the
second current mode the current distribution is
approximately equal in both the patches which means
that there is a coupling between lower patch and the
upper patch. This is directly visible from the resonant
points of respective modes shown in Table 1, where the
first mode possesses higher resonant frequency compare
to the second mode. In third mode the current travels
diagonally towards the horizontal edges, in both top and
bottom patches, and thus the travel distance is less that
results in little higher resonant frequency. In fourth
current mode the current travels from one corner of the
patch to another which results in shorter distance and
thus results in higher resonant frequency. Also, the
current distribution in both lower and upper patch is
same in the fourth current mode. The separation between
the mode 3 and mode 4 resonant point is ~280MHz in
this structure. Similarly, the separation between mode 1
and mode 3 resonant point is ~290MHz. In order to keep
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the return loss higher than 10dB the resonant points
have to be placed within a certain optimum distance.
This structure tends to keep more distance between the
resonant points and thus resulting in return loss below
10dB within the bandwidth. In order to improve the
bandwidth, the placement of multiple resonant points has
to be closer.
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Fig. 12. Sub structure 4 - Modal significance curve.
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Fig. 13. Sub structure 5 - Top patch with triangular cuts
and circular wedges.

Fig. 14. Sub structure 6 - Integrated patch without any
structural changes.

The seventh structure is the integrated top and
bottom patch with triangular cuts on the bottom corner
of top patch as shown in Fig. 19. The return loss curve



MONICA, JOTHILAKSHMI: CONFORMAL PATCH ANTENNA FOR AIRCRAFT APPLICATION 584

for this structure is shown in Fig. 15. This structure has S
slightly lesser bandwidth compare to the final structure.
The respective current modes and its modal significant
curves are shown in Fig. 20 and Fig. 21. The resonant
points for each sub structure is listed in Table 1 and
Table 2. This structure moves the mode 1 resonant point
towards the mode 3 resonant point whereas the mode 3
resonant point is moved towards the mode 4 resonant
point. Thus, the distance between mode 3 and mode 1

eeee Gap=0.11 mm
s Gap = 0.61 mm
=== Gap = 1.11

S11 parameter (dB)

resonant point is further increased to ~330MHz. So, this ) e
structure tends to exhibit better performance but the g T

middle portion of return loss curve bump towards 10dB 2 ‘

point. The distance between each resonant point for all 0 4 50 55 60 o5 0
these sub-structures can be obtained from summary Frequency (GHz)

Table 2. Another important observation is that this

structure lacks a resonant point in between and thus Fig. 16. Sub structure 6 - Return loss of parametric
providing lesser bandwidth. Also, the return loss curve is analysis Leap.

hovering around the threshold point of 10dB. This is a
result of widely separated resonant points. Therefore, an
optimized structure should possess more resonant points
spaced efficiently in order to get better bandwidth.

The next sub structure shown in Fig. 22, is the full
integrated structure with only circular wedges at the
bottom edge of top and bottom patch. This eighth
structure exhibits similar behavior as the sixth structure
except there is a little shift in the lower resonant points
as shown in Table 2. The important parameter of this
sub-structure is the diameter of the circular wedges. The ] e e e
parametric study is carried out by varying the diameter | i ¥ i
of circular wedges in this sub-structure and the 40
corresponding return loss curve is shown in Fig. 23. The -
parametric study shows that the diameter of these Frequency (GHz)
circular wedges affects the lower resonant points and
thus moves the lower resonant points towards lower  Fig. 17. Sub structure 6 - Return loss of parametric

esee W

= 0.05 mm

e W= 0.3 mm

S,, parameter (dB)

4.5 5.0 55 6.0 6.5

frequency as the diameter increases. analysis Wre.
=,
=2 (
=
-’
10 J
g 2
D
£ {
ﬁ 20
= - Mode 1 Mode 2
[=%
™ @ @ Sub Structure - 6
VT ®eeee Sub Structure-7
@@ e Sub Structure - 8
@ ee® Sub Structure -9
40 2 T - T ™
4.0 45 5.0 55 6.0 65 7.0
Frequency (GHz)

Mode 3 Mode 4
Fig. 15. Return loss curve - Integrated structure with
different structural changes. Fig. 18. Sub structure 6 - CMA current modes.
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The ninth and final structure is the complete
integrated structure with all the modifications as shown
in Fig. 1. The return loss curve in Fig. 15, shows that this
integrated structure possesses better bandwidth compare
to all other sub structures. Also, the MS curve from
the CMA analysis shows that the resonant points of
four different current modes in Table 2 are spaced
approximately at an equal distance. The distance
between mode 1 and mode 2 resonant point is ~210MHz.
The distance between mode 1 and mode 3 resonant point
is ~270MHz. The distance between mode 3 and mode 4
resonant point is ~170MHz. This clearly explains the
reason for exhibiting better performance compare to
other sub structures.

Fig. 19. Sub structure 7 - Integrated patch with only
triangular cuts.
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Fig. 20. CMA current modes for sub-structures 7, 8 and
9.
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Fig. 21. CMA modal significance curve for sub-structures:
(@) 6, (b) 7, (c) 8, and (d) 9.

Fig. 22. Sub structure 8 - Integrated patch with only
circular wedges.
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Fig. 24. Sub structure 9 - Return loss curve by sweeping
the radius of curvature of fuselage.

Table 1: Resonant points of sub-structures 1 to 5

Sub Structure 1 2 3 4 5
5.33

Frequency (GHz) | 5.16 | 512 | 516 | & | 5.08
5.66

Table 2: Resonant points of sub-structures 6 to 9 obtained

through CMA
Sub Structure 6 7 8 9
Model (GHz) 518 | 521 | 5.16 5.3
Mode2 (GHz) 5.063 | 51 | 5.035 | 5.074
Mode3 (GHz) 547 | 5.64 | 545 | 557
Mode4 (GHz) 5756 | 5.76 | 5.74 | 5.74
Mode5 (GHz) X X X X

As this antenna is meant for aircraft application and
will be mounted on the aircraft fuselage in the end
application, it is important to analyze the return loss
curve for different radius of curvature. The return loss
curve for different radius of curvature is shown in
Fig. 24. At different radius of curvature, the separation
between the intermediate resonant points tend to move
and bumps the return loss curve towards 10dB point. Still
the return loss magnitude is kept higher than 10dB within
the bandwidth. To improve the performance further
across different radius of curvature, the parameters has
to optimized independently for each radius of curvature.

I11. RESULTS AND DISCUSSIONS
The proposed design is manufactured and tested for
its performance. The manufactured antenna is conformed
on top of two different cylindrical structures made of
Aluminum (Al) and Carbon Fiber Composites (CFC)
before taking the measurement as shown in Fig. 25.
Mounting on these materials is very important because
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in the actual application this antenna is intended to be
mounted on the aircraft fuselage. The aircraft fuselage is
made of these composite materials in order to reduce
the weight and thus to improve the payload [19]. The
conventional techniques (e.g., increasing the thickness of
substrate and Defected ground structure) used for
improving micro-strip antenna bandwidth is not suitable
for aircraft applications as the structure needs to support
the conformability and also the fuselage is made of
electrically conducting material (Al & CFC).

The return loss performance is measured with the
help of network analyzer and the result is shown in Fig.
26. The measured return loss curves with both Al and
CFC as fuselage, show good agreement with simulation
results. This specific design achieves approximately
400% more bandwidths compare to a single patch
antenna with a same substrate material and thickness.
The maximum measured gain of 9.53dB is 76% more
than a single patch gain of 7.1dB. It helps in reducing the
transmitter power. The gain characteristics of the
proposed antenna with different fuselage material mount
is included in the Table 3. The measured antenna gain
and the radiation efficiency at different frequency points
inside the bandwidth is shown in Fig. 27. The reason for
the difference in gain across frequency is the variation in
current flow. The gain is more at frequencies where the
current flows in both the patches and the gain is less
where the current flows in only one patch. The radiation
pattern of the antenna is depicted in Fig. 28 and Fig. 29.

The power requirement of the system is estimated
again using the equations 1 to 6. With the proposed
antenna having a gain of 9.53dB, the required transmitter
power is calculated to be ~600W. Assuming a formation
of 23X23 phased array structure with the proposed
antenna, the estimated gain would be ~36.53dB. Therefore,
it would require approximately 1W of transmitting
power for this phased array structure.

Fig. 25. Fabricated antenna conformed to aluminum and
CFC cylindrical structure.
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Fig. 26. The measured and simulated return loss plot of
the antenna.

Table 3: Gain characteristics of proposed antenna at
5.3GHz with different substrate materials

Simulation/ Fuselage | Gain | Efficiency
Measured Material | (dB) (%)
Simulation Aluminum 9.3 92.7
Measured Aluminum | 9.15 925
Measured CFC 9.53 93
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Fig. 27. Gain and efficiency curve across bandwidth.
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Fig. 28. Radiation pattern E-co.
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Fig. 29. Radiation pattern H-cross.

IV. CONCLUSION

A unit conformal micro-strip patch antenna is
designed to provide a bandwidth of 700MHz and a gain
of 9.53dB. With the increased bandwidth and conformal
nature this design perfectly suits for DATG application.
The achieved bandwidth helps in improving the data
rate of internet connectivity inside the aircraft. The
simulation results and measurement data are closely
matching. In future, this work can be extended to phased
array with beam steering capability. This phased array
can be integrated into a DATG system to provide high
speed internet or a communication link between the
ground station and the aircraft. Also, this proposed
structure can be analyzed further by changing the
circular wedges and triangular cuts into different shapes
to improve the performance.
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Abstract — A novel compact printed broadband circularly
polarized slot antenna is proposed in this paper. The
antenna consists of an inverted L-shaped coplanar
waveguide feed structure and a square ground plate
loaded with three rectangular slots. The antenna achieves
good impedance matching and circular polarization
characteristics by adjusting the size of the L-shaped band
and the rectangular slot. The simulation results show
that the antenna has a 10-dB impedance bandwidth of
1360 MHz (690-2050 MHz) and a 3 dB axial ratio (AR)
bandwidth of 490 MHz (770-1260 MHz). Additionally,
the maximum gain reached 4.02 dBi. The antenna
proposed in this paper can be applied to UHF RFID and
GPS frequency bands.

Index Terms — Axial Ratio (AR), Coplanar Waveguide
(CPW), Circularly Polarized (CP), Global Positioning
System (GPS), RFID reader, Ultrahigh Frequency (UHF).

I. INTRODUCTION

Radio Frequency Identification (RFID) technology
is a non-contact automatic identification technology [1],
which uses the spatial coupling effect of electromagnetic
waves to send and receive information between the
electronic tag and the reader. RFID can be used in various
harsh environments and high-speed moving objects and
can identify multiple electronic tags simultaneously [2].
It has the advantages of waterproof, anti-magnetic, high-
temperature resistance, and ample storage data capacity.
At present, RFID technology has been widely used in
supermarkets, automated production, logistics, access
control, transportation, and other fields [3].

The tags and readers of the RFID system have their
antennas. In actual use, the tag antenna is mostly linearly
polarized (LP) [4]. While the circularly polarized antenna
can receive electromagnetic waves of any polarization
type signal and reduce space loss caused by multipath
effects, RFID reader antennas are mostly circularly
polarized (CP) antennas.

At present, the frequency bands used by RFID in
each country have strict standards. For example, the
UHF RFID frequency bands used in China are 840.5-
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844.5 MHz and 920.5-924.5 MHz, and North America
are 902-928 MHz, Japan is 950-955 MHz, Europe is
866-869 MHz, and South Korea is 908.5-914 MHz [5-6],
etc. Given the different frequency band standards of
various countries, we need to design a reader antenna
applied to all UHF frequency bands.

In recent years, people have done a lot of research
on RFID reader antennas. In [7], a circularly polarized
reader antenna using coaxial line feed was proposed. In
[8-9], a patch antenna with an asymmetric circular slot
was presented, and the size of the antenna was reduced
by slotting. In [10], the air dielectric layer is used to
broaden the impedance bandwidth. However, the above-
mentioned antenna structure has the disadvantages of too
narrow bandwidth and too large volume. To achieve full
coverage of the UHF frequency band, in [11-13], a wide
frequency band was achieved by using a laminated
structure, while these antennas also face problems such
as excessive size and complex feeding structure. The
use of CPW-fed slot antennas solves the problems
mentioned above to a certain extent. In [14-15], the
bandwidth to cover the UHF band was obtained by using
a suitable CPW feed structure and loading slots on the
floor.

Global Positioning System (GPS) is a high-
precision positioning system based on artificial earth
satellites. In the working frequency band of the GPS,
the L2 frequency band (1.215-1.237 GHz) is used for
military operations, and the L1 frequency band (1.575
GHz) is used in the civil field [16], and the L5 frequency
band (1176.45 MHz) is used for high-precision
positioning. In recent years, there has been some
research work focusing on the integration of RFID and
GPS antennas. In [17-18], a dual-frequency circularly
polarized antenna applied to RFID and GPS frequency
bands was presented, while the AR bandwidth and
impedance bandwidth of the proposed antenna only
cover a part of the RFID. A planar tri-band antenna for
RFID, GPS, and WLAN was proposed in [19], while the
antenna did not achieve circular polarization and the
bandwidth only covered part of the RFID frequency band.

In this paper, we present a compact printed

https://doi.org/10.47037/2020.ACES.J.360513
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broadband circularly polarized slot antenna for universal
UHF RFID readers and GPS. By adjusting the size of the
L-shaped patch and the rectangular slots loaded on the
floor achieves wider impedance bandwidth and good
AR bandwidth. The experimental results show that the
proposed antenna obtains a 10-dB return loss bandwidth
of 1360 MHz (690-2050 MHz) and a 3-dB AR bandwidth
of about 490 MHz (770-1260 MHz), and the impedance
bandwidth and AR bandwidth of the antenna cover RFID
UHF and GPS L2 and L5 frequency bands.

I1. PROPOSED ANTENNA
CONFIGURATION

Figure 1 shows the geometric structure of the
compact printed broadband circularly polarized slot
antenna proposed in this paper. The antenna is etched on
an FR4 substrate with a relative dielectric constant of 4.4,
loss tangent value of 0.02, and thickness of 1.6 mm. The
side length of the substrate is L=120 mm, and a square
groove with a side length of W=94 mm is engraved in
the middle of the substrate. A rectangular slot with a
size of W7 x L8 in the square ring to place the antenna's
feeder, and three rectangular slots of different sizes were
loaded on the right side of the square ring. The size of
the proposed antenna can be roughly estimated by the
following formula [6]:

_C 2
2f Sr +1 '
where gy is the dielectric permittivity, c is the speed of

light in free space, and f is the resonant frequency.

In order to understand the principle of the proposed
antenna model clearly, we present the three-step design
process of the antenna prototype (Ant.1, Ant.2, and Ant.3)
in Fig. 2. The simulation results of impedance bandwidth
and axial ratio at each stage are shown in Fig. 3. Ant.1 is
the most original antenna that consists of a reverse L-
shaped strip and a square floor with rectangular slots on
the right. From Fig. 3 (a), we can see that the reflection
coefficients S;1 of Ant.1 near 825 MHz and 1.57 GHz is
less than -10dB, while the polarization type of the antenna
is linear polarization. To improve the performance of the
antenna, a rectangular slot (L4 x W4) was loaded base
on Ant.1 to obtain Ant.2, and then Ant.2 expands the
impedance bandwidth generated by the two resonance
points of Ant.1, and generates a hew resonance point near
700 MHz, thereby expanding the impedance bandwidth
of the antenna. It can be seen from Fig. 3 (b) that the
Ant.2 achieves circular polarization around 1.25 GHz.
The third step is to introduce a rectangular slot (L5 W5)
on the basis of Ant.2 to obtain the final Ant.3. The Ant.3
has good impedance bandwidth and circular polarization
characteristics. Table 1 lists the dimensions of the
proposed antenna, and the physical diagram of the
proposed antenna is shown in Fig. 1 (c).

(1)
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FR4 Substrate i

590

Fig. 1. The geometric structure and physical picture of the
proposed antenna: (a) geometry (top view), (b) geometry
(side view), and (c) physical picture.

Table 1: Parameters of the proposed antenna (unit: mm)

Parameter Size Parameter Size
L 120 \ 92
L1 30 Wl 20
L2 20 W2 25
L3 52 W3 19.5
L4 25 W4 50
L5 11.5 W5 39.5
L6 10 W6 2
L7 5 W7 5
L8 14 W8 4
g 0.5 h 1.6
Ant.1 Ant.2 Ant.3

Fig. 2. Three step design process of the circularly
polarized slot antenna.
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Fig. 3. Simulated reflection coefficients Si; (a) and axial
ratio (b) for Ant 1, 2, and 3(proposed antenna).

111. PARAMETERS ANALYSIS AND
DISCUSSION

In this paper, the simulation software Ansoft HFSS
18 is used to simulate the antenna. To determine the best
antenna parameters, a detailed simulation analysis of
each parameter is required. When analyzing the influence
of a specific parameter on the antenna performance,
other parameters remain unchanged.

Figure 4 shows the effect of the L1 change on
impedance bandwidth. We can see that the resonance
point of the antenna's low-frequency part shifts to the
right when L1 increases from 25 mm to 35 mm, and the
impedance matching becomes worse, on the contrary,
the impedance matching of the high-frequency part
becomes better. Therefore, we can adjust the value of L1
to obtain good impedance matching characteristics for
the antenna.

The influence of adjusting the length of W1 on the
simulated reflection coefficient Si1 is shown in Fig. 5.
When W1=16 mm, the reflection coefficient Si; of the
antenna is only from 0.7 GHz to 1.6 GHz, and when
W1 is increased to 20 mm, the antenna obtains a good
impedance bandwidth. Meanwhile, we noticed that when
W1 continues to increase to 24 mm, the impedance
matching of the antenna will become very awful at 1.25
GHz.

The effect of changing the length of W6 on the
reflection coefficient Si1 of the antenna is shown in Fig.
6. It can be noted that changing the value of W6 has

ACES JOURNAL, Vol. 36, No. 5, May 2021

significant impact on the resonance depth of the Si;
parameter. When W6 is increased from 1 mm to 2 mm,
the impedance bandwidth of the antenna becomes more
expansive. Adjusting W6 helps to broaden the impedance
bandwidth of the antenna.

0 = = L1=25mm

5 \ ===L_1=30mm (Proposed)

.10 = L1=35mm
g. o PRY I Ny A
— -20 ” W\ -
? s . " o \

-30 ' VI

-35 .

-40

06 08 10 12 14 16 18 20
Frequency(GHz)

Fig. 4. Simulated reflection coefficients Si; with different
L1.
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Fig. 5. Simulated reflection coefficients S1; with different
W1.
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Fig. 6. Simulated reflection coefficients Si; with different
We.

Figure 7 shows the effect of W4 on the simulated
AR bandwidth. As shown in the figure, when the value
of W4 increases, it mainly affects the starting frequency
of the AR bandwidth without influence the cut-off
frequency of the antenna AR bandwidth. When W4=50
mm, the antenna obtains the best AR bandwidth, and



when W4 increases to 52 mm, the AR bandwidth of the
antenna becomes very poor. Therefore, adjusting W4 is
beneficial to control the starting frequency of the AR
bandwidth.
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Fig. 7. Simulated results of axial ratio with different W4,
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Fig. 8. Simulated results of axial ratio with different W5.
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Fig. 9. Simulated results of axial ratio with different L5.

Figure 8 shows the influence of W5 on the simulated
axial ratio bandwidth. It can be seen that the change in
length of W5 mainly affects the low-frequency part of
the axial ratio, while the impact on the axial ratio of
cutoff frequency has less influence. Therefore, we can
obtain the best axial ratio bandwidth by adjusting the
length of W5.

As shown in Fig. 9, the value of L5 increased has a
significant influence on the axial ratio between 0.77-1.1

CHEN, FENG: COMPACT BROADBAND CIRCULARLY POLARIZED SLOT ANTENNA

GHz, while has a slight effect on the axial ratio after 1.1
GHz. Therefore, the starting frequency of the axial ratio
bandwidth can be controlled by adjusting the value of
L5.

IV. RESULTS AND DISCUSSION

Figure 10 shows the comparison between simulated
and measured results of reflection coefficient and axial
ratio. As shown in Fig. 10 (a), the antenna’s impedance
bandwidth simulated result is 1360 MHz (690-2050
MHz), and the measured result is 1420 MHz (680-2100
MHz). We notice that the simulated results of the
reflection coefficient Si; are similar to the measured
results, however, due to the differences between the
simulation conditions and the measured environment, as
well as the manufacturing tolerance, the resonance
frequency of the reflection coefficient Sy1 shifts slightly
to the right. It should be noted that the reflection
coefficient Si; is measured by the vector network
analyzer model of Agilent E5071C.

Figure 10 (b) illustrates the comparison between
the simulated and measured results of the axial ratio
bandwidth. As shown in the figure, the simulated axial
ratio bandwidth is 490 MHz (770-1260 MHz), while the
measured axial ratio bandwidth is 393 MHz (870-1263
MHz). The discrepancy between the simulated and the
measured results at the starting frequency is mainly due
to the antenna measuring system effect and tolerances in
the manufacturing process, while the rest of the AR
simulation and test results have a good consistency. It
can be seen from Fig. 10 that the impedance bandwidth
and axial ratio bandwidth of the proposed antenna have
covered the RFID UHF frequency band and the L2 and
15 frequency bands of GPS. The far-field data of the
antenna is measured in the anechoic chamber.

The simulated and measured maximum gain of the
proposed antenna is shown in Fig. 11. It can be seen
that the antenna gain in the entire circular polarization
frequency band is greater than 2.5 dBi, and the gain in
the GPS L2 and L5 frequency bands is greater than 3 dBi.
The simulation and measurement results of maximum
gain show good consistency.

In Table 2, we compare some antennas that work in
the global UHF RFID and GPS frequency bands. As
shown in Table 2, the antennas proposed in [11-12] and
[15, 20, 21] use a stacked structure to obtain high gain,
but there are problems of complex design and large
volume. In addition, although the antenna in [22] has a
small volume, its bandwidth only covers a part of the
RFID UHF frequency band and GPS L5 frequency band,

and it does not achieve circular polarization characteristics.

Compared to above-mentioned antennas, the proposed
antenna has achieved wider impedance and axial ratio
bandwidth with a simpler and smaller structure.
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Fig. 11. Simulated and measured gain of the proposed
antenna.

In order to understand the principle of circular
polarization of the proposed antenna fully, Fig. 12 shows
the simulated current distribution of the antenna in the
four phases of 0°, 90°, 180°, and 270° at 900 MHz.
As shown in the figure, with the increase of the
phase angle, the current distribution on the antenna
surface from the +z direction propagates in the clockwise
direction. The currents at 0° and 90° have the same
amplitude, but the phase is opposite, and the currents at
0° and 180° have the same amplitude and a relative phase
shift of 180°, and then the antenna obtains left-handed
circular polarization (LHCP) radiation in the +z direction.

ACES JOURNAL, Vol. 36, No. 5, May 2021

Table 2: Comparison of the referenced and proposed

antenna
10-dB 3-dB Gain Size
Ref. | RLBW | ARBW | Ani| 5
(MHz, %) | (MHz, %)
758-983 | 838-959 250x250
[11] 25.8 135 86 | Lo45
760-963 | 818-964 250250
[12] 25.6 16.4 8.3 x35
685-1125 | 836-986 250250
[151 | “4g6 165 86 | 60
833-960 | 846-926 150x150
[20] | "y 9.3 73 1 s
730-990 | 760-970 150x150
[21] 30.2 24.2 53 | o1
900-1610 . 123x31x
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Fig. 12. Distribution of the surface current at 900 MHz
with four phase angles: (a) 0°, (b) 90°, (c) 180°, and (d)

270°.

Figure 13 shows the simulated and measured

radiation pattern of the proposed antenna at the XZ- plane
(Phi=0°) and YZ-plane (phi=90°) at 0.9 GHz and 1.23
GHz. As shown in the figure, the simulated and measured
radiation patterns are approximately equal to each other.
It can be observed from Fig. 13 that the proposed antenna
exhibits left-handed circular polarization (LHCP) in the
+z direction and right-handed circular polarization
(RHCP) in the -z direction. Therefore, the proposed
antenna has good bidirectional radiation characteristics.
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Fig. 13. Simulated and measured radiation patterns at: (a)
0.9 GHz and (b) 1.23 GHz of the proposed antenna.

V. CONCLUSION

In this paper, a compact broadband circular
polarization slot antenna is proposed, which can work in
RFID UHF and GPS L2 and L5 bands. The antenna
consists of a reverse L-shaped CPW feeder and a square
floor loaded with three rectangular slots. By adjusting
the L-shaped strip and rectangular slot, the antenna can
obtain good impedance matching and circular polarization
characteristics. The simulation results show that the
proposed antenna can achieve a 10-dB impedance
bandwidth of 1360 MHz (690-2050 MHz) and a 3-dB
axial ratio bandwidth of 490 MHz (770-1260 MHz), and
the maximum gain reached 4.02 dBi. Compared with
antennas of similar dimensions, the proposed antenna
has achieved wider impedance and axial ratio bandwidth
with simpler and smaller structure.
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Abstract — In this article, I propose a new method for
calculating and visualizing the pulse radiation within the
depth range commonly used by Ground Penetrating
Radar (GPR). The text describes the method and
illustrates the propagation with several examples. One
conventional method is also applied for a quick
comparison. The method can be used to optimize GPR
antennas and transmit pulse shapes.

Index Terms — Antennas, FDTD, Ground Penetrating
Radar (GPR), patch antenna, propagation, UWB.

I. INTRODUCTION

When using Ground Penetrating Radar (GPR), it
is important to know the pulse propagation behavior
in the range normally used by GPR. Both the antenna
design and the excitation pulse shape affect the radar
performance. The proposed method relates to recent
research: [1] describes what they call “near field
directivity”; [2] uses near field distribution; [3] shows
single-frequency far field patterns in dielectric half-space
and also discusses the antenna footprint approximation;
the total (received pulse) energy concept is used in [4] and
[5]; pulse radiation visualizations also exist, e.g., in [6];
ongoing pulse shape research is suggested in [7].

The GPR range is roughly twenty wavelengths
downwards into the medium [1]. The radiated field
behavior is not trivial that close to the antenna. The
antenna and target size and the depth are all of similar
magnitude. The wide spectrum means that at a specific
point the reactive near field, diffractive (Fresnel) and
far field (Fraunhofer) exist simultaneously at various
frequencies. [3] mentions: “Near the antennas the fields
are more complex and require numerical simulation”.
According to [7], the GPR radiation patterns do not
exhibit far-field behavior. Summing up, new analysis
methods should be explored.

In this article, | introduce a new method to calculate
the radiation in the ground and to visualize it: the peak
amplitude of the simulated pulse (maximal magnitude of
the electric field passing the point/pixel/voxel) is stored.
That information can be used to create a map of the
radiation: a quantitative radiation topography, and it is
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available for various kinds of postprocessing.

No similar method exists so far to my knowledge, but
my method visually resembles those where the contours
show color as path loss at height and distance points
in the radio propagation, revealing ducting and other
possible features [8]. Simulations for the fields near the
antenna in the ground have been available for decades,
but this kind of calculation of the maximal field value
in each point is new. It allows quick estimation of
the propagation, although the time and frequency
information are lost. One can expect that this calculation
method adds a new variable for the research and design:
it provides important information to improve the GPR
antennas, optimize the transmit pulse, and for the
tomography/inverse processing.

The paper is organized as follows. Section Il
describes the new method. In Section Ill, there are
examples of the calculations, comparing the Gopher
antenna [9] with a loaded dipole model. Section IV shows
examples for a combined schematic pattern of
a bistatic radar antenna. Section V illustrates the effect
of the pulse width on radiation topography. Section VI
presents conventional pulse radiation solutions applied to
the GPR range, and Section VII the far field radiation
pattern for comparison. Section VIII discusses a field
measurement example. Section 1X concludes the article
with an evaluation.

Il. THE METHOD

The Finite-Difference Time-Domain (FDTD)
method with a Gaussian pulse is commonly applied to
indicate the wideband spectrum and phase behavior of the
electromagnetic waves. Now | am proposing a procedure
that stores the highest electric field magnitude
(combination of all three field components) during the
FDTD simulation in each pixel in a defined plane. As
time passes in the FDTD simulation with Gaussian pulse
excitation, at each time step in each cell or voxel the
field strength is compared to the maximum thus far
encountered. If larger, then it becomes the new maximal
value. The maximal field strengths in the maps do not
occur at the same instant of time. One must interpret it the
same way as ducting is visualized in [8]. Commercial and
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academic FDTD codes are available, also for GPR, for
example [10] but they cannot be modified by the users.
Thus, | have modified the code in [11] for the FDTD
simulation. The result can be visualized and used for
postprocessing. However, this visualization method
does not inform about the time, phase and propagation
direction of the signal. Nevertheless, the explorative
expectation is that the pulse shape stays reasonably
similar in the area of interest. This expectation is
evaluated in Section IX.

The Gopher antenna structure in Fig. 1 was used in
the simulations. The Gopher antenna is described in [9].
The spacing between the Gopher antenna pair is 100 mm.
For comparison, a loaded center-fed wire dipole is
defined here as a reasonable representative corresponding
to the common commercial loaded dipoles. The dipole
used for the comparison is 450 mm long and the dipole
pair spacing is 120 mm. The material has a conductivity
of 30 S/m in order to achieve a sufficient bandwidth using
the low conductivity as an evenly distributed resistive
load.

Patch and
feed 30
mm above
ground

d Patch 80x80 mm

Feed
(brown)

vy

Ground plate 250x200 mm

Gap between cabécitor plates 5 mm, air fill,
marked with yellow
Capacitor plates height 5 mm, width 40 mm

Fig. 1. Gopher antenna structure drawing with
dimensions. Material is copper plate 0.5 mm. In FDTD
simulations, the perfect electric conductor was used as
material.

In this study, the Gopher antenna is filled with
neoprene, & = 6.7 to lower the central frequency of the
antenna and to improve the matching to the ground

ACES JOURNAL, Vol. 36, No. 5, May 2021

(commonly & = 6-8 in the ground). Both the dipole and
the Gopher antennas have a wide spectrum and a good
Gaussian pulse response: the central frequency of the
Gopher antenna with the neoprene fill is 440 MHz, and
the spectrum with the -10 dB of the maximal power limit
is 220-630 MHz. The central frequency of the loaded
dipole antenna is 300 MHz and the spectrum with the
-10 dB of the maximal power limit is 120-630 MHz. The
simulations in Sections Il and IV use a Gaussian pulse.
The pulse is 1.4 ns at 50% of the maximal amplitude. In
order to have the same transmit power in both antennas,
the excitation voltage is 1 V for the Gopher antenna, and
3.4V for the loaded dipole.

The simulated ground volume is 600 mm deep with
an 800x800 mm? footprint, using 5 mm voxels. Antennas
are 20 mm above the ground, as [7] concurs. The
permittivity er = 6.7 is used in the ground. The simulation
space above the ground is air and contains two identical
antennas in each simulation: either Gopher or dipole
antennas.

The absorbing boundary is convolutional perfectly
matched layer (CPML) as in [11], but the simulation
space is in direct contact with the CPML, without the air
gap between. The time step is calculated in the code
resulting At = 8.7 picoseconds. That is optimal for the air
although oversampling in neoprene. If ten times the
distance between two grid points (10-5 mm =50 mm) is
used to define the minimal wavelength in one dimension
[12], then the minimal wavelength Amin = + 3:50 mm =87
mm in a cube in air. Then the maximal frequency when
the FDTD grid is valid fmax= ¢/(Amin - ¥ &r) = 1.3 GHz.

All the simulations have two antennas in the
simulation space, except the simulations used to create
Fig. 15. The simulation spaces are shown in Fig. 3 and
Fig. 4. An enlargement of the simulation space in the yz-
plane is in Fig. 2. showing the antenna section and the
neoprene fill in and around it.

Fig. 2. Gopher antenna in the simulation space, yz-plane,
showing the neoprene fill around the antenna and in the
ground in gray. The gap between the antenna and the
ground is 20 mm.
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Fig. 3. Gopher antenna simulation space. Two antennas
side-by-side, 100 mm gap between them. Xz-plane is in
the middle of the gap parallel to the short edges of the
antennas, and yz-plane goes through the centers of the
antennas.

Fig. 4. Dipole antenna simulation space. Two antennas
side-by-side, 120 mm gap between them. Xz-plane is in
the middle of the gap parallel to the antennas, and yz-
plane goes across the centers of the antennas.

111. GOPHER ANTENNA AND LOADED
DIPOLE RADIATION

The calculation results illustrated in Fig. 5 and Fig. 6
show the electric field maximal magnitude with the
1.4 ns transmit pulse in the yz plane. The yz plane is
electrically the E-plane for the Gopher antenna, and H-
plane for the dipole. The colorbar is in dB and 0 dB is
6 V/m in all pictures 5-12.

E-plane single antenna max field strength map

100 |"‘|iiiiii;;;;;;;;;;i“‘i““‘|““‘|i

-400 -200 200
Dlstance (mm)

Fig. 5. Gopher antenna yz-plane (E-plane) max field
strength map by a 1.4 ns transmit pulse, through the
antenna centers.

H-plane single antenna max field strength m

&

-400 -200 200 400
Dlstance (mm)

0
__-100

-200
5 -300
-400
-500
-600

mm

Dep

Fig. 6. Dipole antenna yz-plane (H-plane) max field
strength map by a 1.4 ns transmit pulse, through the
antenna centers.

Below Fig. 7 and Fig. 8 show the electric field
maximal magnitude in the xz plane between the antenna
pair.

H-plane antenna max field strength map

100“;

-400 -200 200
Dlstance (mm)

Fig. 7. Gopher antenna xz-plane (H-plane) max field
strength map by a 1.4 ns transmit pulse, through the
antenna centers.
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E-plane antenna max field strength m8p

-10
i-15
-20

Fig. 8. Dipole antenna xz-plane (E-plane) max field
strength map by a 1.4 ns transmit pulse, through the
antenna centers.
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-600
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400 -200 O 200 400
Distance (mm)

1IV. EXAMPLES OF A COMBINED
PATTERN

In a monostatic radar, the gain is the square of the
antenna gain. In a bistatic radar, the case is more complex.
Here | approximate the combined radiation topography
by multiplying the transmit and receiver antenna radiation
values at each point (voxel). Figure 9 and Fig. 10 show
the results, and they can be compared with Fig. 5 and Fig.
6, respectively.

Comparable cases are very rare in the literature.
For the dipole, one comparable case is in [5] (design
information in [13]), where the 6 dB beam (two-way gain,
corresponds to the 3 dB beam in my simulation) is 75°
wide in materials with & = 5 and 10. In my simulation the
dipole antenna pair 3 dB beam is 80° wide, as inferred
from Fig. 10 at the 600 mm depth.

Another comparable case is in [1] where the E-plane
dipole pair beam at 11 ns travel distance in oil (er = 2.1)
is 38° wide (my estimation from the picture, assuming the
picture represents received power from two-way travel).
In my simulation the corresponding beam is 32° wide.

E-plane antenna pair max field strengths productomap

-400 -200 O 200 400
Distance (mm)

Fig. 9. Gopher antenna E-plane, combined radiation
topography. Corresponds approximately to the 3dB 50°
beamwidth at 0.6 m depth.
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H-plane antenna pair max field strengths productomap

0
_-100
€ 200
<-300
-400
-500
-600

Depth

400 -200 O 200 400
Distance (mm)

Fig. 10. Dipole antenna H-plane, combined radiation
topography. Corresponds approximately to the 3dB 80°
beamwidth at 0.6 m depth.

V. EFFECT OF THE PULSE WIDTH
The central frequency of these antennas in the air is
below 500 MHz. Here a short Gaussian pulse of 0.47 ns
is applied to see its effect to the radiation topography. The
central frequency of the pulse spectrum is 1140 MHz,
thus well above the central frequency of the antenna. The
results are shown in Fig. 11 and Fig. 12.

E-plane single antenna max field strength maé)

100 I
5

0
’E\-100

1-10
I-15
-20

£-200

‘-q?;)-soo
Q -400
-500
-600

400 -200 O 200 400

Fig. 11. A short Gaussian pulse of 0.47 ns with Gopher

antenna E-plane (yz). E-Plane goes through the antenna

center. Compare to 0.

Distance (mm)

E-plane single antenna max field strength map

0
5

-10
-15
-20

-400 -200 0 200 400
Distance (mm)

Fig. 12. A short Gaussian pulse of 0.47 ns with dipole
antenna E-plane (xz). The E-plane is between antennas.
Compare to Fig. 8.
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The pulse pattern radiation topography visualization
can be very beneficial for optimizing the pulse width for
the desired purposes. A narrow beam as in Fig. 9 is good
for point or line targets, like a pipeline in the sand. A
reasonably wide beam is good for a synthetic aperture
radar [2].

V1. CONVENTIONAL PULSE RADIATION
VISUALIZATION APPLIED FOR THE GPR
RANGE

In order to collect quantitative information of the
radiating pulse, it is possible to record the field strength
at defined points as a function of time. The pulse pattern
for various angles at constant distance can be visualized
using one or more of these: maximal cross-correlation
(pulse fidelity factor), amplitude and spectrum.
Variations of these can be seen in, e.g., [6] and [14].
Some visualization examples are further discussed below.

The amplitude of the electric field E, was calculated
in the yz plane, perpendicular to the radius. The possible
radial component was ignored as in [7]. The calculation
results are shown in Table 1. It provides quantitative
relative values on the pulse strength and quality in
different directions at the constant distance of 300 mm.

The maximal normalized absolute cross-correlation
depends on the pulse chosen for the comparison. In this
case, the first derivative of the transmitted Gaussian pulse
gave the highest results compared to the Gaussian or to
the second derivative Gaussian pulse.

Table 1: Field values at 300 mm distance

Angle 240° | 210° | 180° | 150° | 120°
MaxEfield | 431 | 045 | 0.62 | 0.60 | 0.20
Vim

Max Cross- | 560 | 0.85 | 093 | 0.94 | 095
Correlation

Figure 13 shows the pulse versus time graphs in the
same locations as in Table 1. The amplitude is easy to
see, but the quality of the pulse is not easy to discern with
the human eye. Figure 14 displays the same results with
arrows. Line width is relative to the maximal power
density at 300 mm from the antenna. Color is related to
the maximal cross-correlation: lowest orange, highest
cyan. One other possibility could be to show colored
circles in the yz rectangular grid, the size of the circle

relative to the power, and the circle color showing the
quality.

120°

Fig. 13. Electric field versus time, yz plane, at 300 mm
from the antenna. Simulation space section in the top
center. Compare to 0.

Fig. 14. Field magnitude and pulse quality combined.
Line width is relative to the maximal field magnitude
at 300 mm from the antenna. The arrow orientations
correspond to Fig. 13. Color is related to the maximal
cross-correlation: lowest orange, highest cyan. Compare
to Fig. 5. Data is from Table 1.

VII. COMPARISON WITH THE FAR FIELD
NARROWBAND RADIATION PATTERNS

Figure 15 shows the far field pattern of the single
Gopher antenna in narrowband frequencies in neoprene.
Generally, it conforms with the pulse radiation
topography. The maximal directivity and gain is 9.6 dBi
at 0.4 GHz. Gain drops on upper and lower frequencies
while directivity can be good.
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Gopher antenna far field directivity in neoprene
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Fig. 15. Gopher antenna narrowband far field radiation
pattern set: directivity Dy versus frequency in the
neoprene. ¢ = 90°, yz plane pattern. Angle 3 corresponds
to an antenna upside down towards the ground with the
patch on the right side on the feed. 180° is downwards,
90° to the right, thus corresponding to the angles in Table
1andin Figs. 13 and 14.

VIIl. MEASURED PROFILE

Figure 16 is an example of a measured profile in a
lake using the Gopher antenna. In the middle, there is a
boat haven under the water. It is an approximately two
meters wide trench where the bottom is approximately at
one 0.8 m depth. Roundish stones are piled on both sides.
In the profile the hyperbolas and the other artifacts are
minimal, thus — although one cannot prove that — it can
be considered implying a narrow beam or small radiation
footprint. The radar pulse is 2 ns long and the permittivity
of water & ~ 81.

Lake measurement profile 11

Time (ns)
[$)]
o

100

20 30
Distance along the beach (m)

Fig. 16. Measured lake bottom profile crossing a boat
haven submerged in the lake. It is an approximately two
meters wide trench where the bottom is approximately at
0.8 m depth. Roundish stones are piled on both sides.
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Approximate horizontal distance values. 100 ns time
corresponds to the depth approximately 1.6 m.

IX. EVALUATION OF THE FINDINGS AND
CONCLUSION

Table 1 shows that to some directions the cross-
correlation deteriorates with the strength of the pulse. It
means that the explorative expectation mentioned in
Section 1 does not strictly speaking hold. A low quality
pulse shape means that the target is not recognizable even
when the signal is strong. Quantifying the combination of
these two properties of the pulse radiation is an important
item for further study.

In this paper, | have proposed a new method to
characterize GPR radiation in the ground: it stores
the highest electric field magnitude during the FDTD
simulation in each pixel in a defined plane. The method
adds to the available tool set, although it can be utilized
on its own. This visualization can be utilized effectively
in the GPR antenna development. This method provides
a new perspective for GPR antenna design, helps
customize the transmit pulse and opens new opportunities
for future research.
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Abstract — Some articles reported that Wi-Fi radiation
induced oxidative stress (OS) in cells and vital organs.
However, the possible effects of Wi-Fi electromagnetic
fields (EMFs) on bone cells have not yet been
investigated. MC3T3-E1 cells were cultured in cell
incubators during induced differentiation and placed 3
cm from Wi-Fi antenna. A 2.45-GHz Wi-Fi signal,
transmitted between a Wi-Fi router and a laptop Wi-Fi
antenna, radiated on cells for 30 min/day over a 7-day
period. The two modes of the Wi-Fi irradiation were 100
mW and 500 mW. The specific absorption rates (SARS)
in the cell layer by 100 mW and 500 mW Wi-Fi were
0.1671 W/kg and 0.8356 W/kg, respectively, represented
as SARa and SARb, and the cell layer temperature
increased by 0.065°C and 0.32°C, respectively, after
30 min of irradiation by finite difference-time domain
(FDTD) simulation. The cell oxidative stress indexes
were measured by a microplate reader, and the calcified
nodules were examined by alizarin red S staining. At a
3-cm close range, 2.45-GHz Wi-Fi radiation increased
Reactive oxygen species (ROS) and glutathione (GSH)
levels in osteoblasts with the increase of irradiation time,
and the quantity of mineralization slightly depended on
the radiation intensity.

Index Terms — FDTD, GSH, in vitro, MC3T3-E1 cell,
ROS, SAR, temperature.

I. INTRODUCTION

The extensive presence of Wi-Fi in domestic
premises and public spaces has aroused concern among
the general public, especially after 2011, when the World
Health Organization (WHO) and the International
Association of Research on Cancer (IARC) classified
radio-frequency radiation as “possibly carcinogenic to
humans” (Group 2B; limited evidence of carcinogenicity
in humans and less than sufficient evidence of

Submitted On: May 19, 2020
Accepted On: March 6, 2021

carcinogenicity in experimental animals) based on
epidemiological evidence of a connection between brain
tumors and mobile phone use [1].

The study of biological electromagnetic effect needs
to reveal the electromagnetic mechanism as well as
the biological mechanism. Therefore, a large number
of biological experiments are required to verify the
theoretical mechanism between biological response
and electromagnetic parameters. For in vitro bio-
electromagnetic experiments with microwave (MW),
cells are usually in plastic culture containers, such as
tubes [2], culture flasks [3] and Petri dishes [4], filled
with a culture medium and set close to a wave source.
Due to the culture medium above the cells and the high-
water content of biological cells, the attenuation of
MW is rapid, presenting a challenge for temperature
measurements and calculations in a thin adherent cell
layer at the bottom of a cell container.

Kunt [5] confirmed that long-term exposure to
electromagnetic fields could affect bone metabolism and
increase OS by increasing the total oxidant status and
decreasing the antioxidant status. OS induced by Wi-Fi
irradiation on organs in vivo, such as the uterus [6] and
brain [7], and on cells in vitro [2] has also been affirmed.
OS could disturb the bone remodeling process and lead
to skeletal system disorders. It is reasonable to speculate
that bone, as the largest organ of the body, might also
be affected by Wi-Fi EMFs. Osteoblasts, the primary
bone-forming cells, control the synthesis, secretion and
mineralization of bone matrix and maintain the metabolism
of mature bone. MC3T3-E1 cells, preosteoblastic cells
derived from mice, were employed in this study, which
have been used in researches of EMFs biological effects
on osteoblasts [8]. This study was designed to analysis
the effects of 2.45-GHz Wi-Fi on OS indexes and
mineralization of osteoblasts in vitro.

https://doi.org/10.47037/2020.ACES.J.360515
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I1. MATERIALS AND METHODS

A. Exposure system and experimental design

MC3T3-El cells (iCell Bioscience Inc., Shanghai,
China) of the clone-14 preosteoblastic murine cell line
were induced in a Forma Series IT 3110 water jacketed
CO; incubator (Thermo Fisher Scientific Inc., Waltham,
Massachusetts, USA) with 5% CO, at 37°C. Four
milliliters of a-minimal essential medium (a-MEM; Gibco
Invitrogen, Grand Island, New York, USA) containing
100 IU/mL penicillin, 100 pg/mL streptomycin, 10% fetal
calf serum (a-MEM-FCS), 10 mmol/L B-phosphoglycerol,
10" mol/L dexamethasone and 50 pg/mL ascorbic acid
was changed every 48 h. A Wi-Fi router, six 60-mm cell
culture dishes, and a notebook with an antenna were
placed in a cell incubator during the experiment (Fig. 1).
The distance between the router antenna and the cell
dishes was 3 cm. Both the wireless access point and the
wireless network card of the notebook were connected by
standard 3 dB gain antenna. The front end of the wireless
access point was driven by a gain-adjustable power
amplifier which transmits signals according to the IEEE
802.11b protocol, and the signals were received by
the notebook computer. After the Wi-Fi connection
established, Internet Control Message Protocol (ICMP)
packet was sent by the notebook test program to ensure
that the power of Wi-Fi was maintained at a certain power
value. In the control groups, the Wi-Fi router and
computer were placed in the cell incubator without data
transmission.

Fig. 1. Photo of the exposure system.

Table 1: SAR of the cell monolayers
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The metallic incubator will lead to resonances, but it

could also shield the external electromagnetic interference,

equivalent to the transverse electro-magnetic cells (TEM)
model, which meets the requirements of the radiation
environment standard of biological electromagnetic
experiment.

B. FDTD simulation

The computing method of SAR and temperature rise
in the cell monolayers of this model has been described in
our previous article [9].

The SAR and electric field distributions in the cell
layers at the bottom of 60-mm diameter Petri dishes were
illustrated in Fig. 2. The mean SAR for the six dishes was
0.1671 W/kg for 100 mW Wi-Fi and 0.8356 W/kg for 500
mW Wi-Fi (Table 1). The temperature variation in the cell
layers in 30 min of irradiation was shown in Fig. 3. The
average temperature of the cell layer in each dish after
30 min of irradiation was shown in Table 2.
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Fig. 2. SAR and electric field distributions of the cell
layer plane. (a) SAR distribution and (b) electric field
distribution.

Incident Power SAR in the Cell Layer of a Single Dish Mean SAR

1 2 4 5 6 of 6 Dishes
01w Average (W/kg) 0.2519 0.2519 0.1387 0.1387 0.1107 0.1107 0.1671
Standard deviation 0.2081 0.2081 0.1093 0.1093 0.0866 0.0866 0.0669
0.5 W Average (W/kg) 1.2594 1.2595 0.6936 0.6936 0.5537 0.5537 0.8356
Standard deviation 1.0405 1.0405 0.5465 0.5465 0.4328 0.4328 0.334
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Table 2: Temperature of the cell monolayers after 30 min of irradiation

. Temperature in the Cell Layer of a Single Dish Mean Temperature
Incident Power .
1 2 4 5 6 of 6 Dishes
0.1W Average (°C) 0.0973 0.0973 0.0535 0.0535 0.0427 0.0428 0.0645
’ Standard deviation 0.0209 0.0209 0.0118 0.0118 0.0091 0.0091 0.0279
0.5W Average (°C) 0.4866 0.4867 0.2674 0.2674 0.2137 0.2138 0.3226
' deviation 0.1045 0.1044 0.0591 0.0590 0.0453 0.0453 0.1394

The left six graphs show the temperature distribution of 100mw.The right six graphs show the temperature distribution of 500 mw.
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Fig. 3. Temperature in the cell layers. (a) Temperature distribution of the cell layer plane in each dish after 30 min. (b)
Average temperature changes in cell monolayers of 6 dishes in 30 min.

C.ROS

After 72 h of induction in osteogenic medium (50
pg/mL ascorbic acid, 10® mol/L dexamethasone, and 10
mmol/L B-glycerophosphate), the cells were digested with
0.25% Trypsin-0.53 mM EDTA and then seeded into a
96-well plate at a density of 5x10* cells/mL in 100 uL
of osteogenic medium, which was changed every 48 h.
2’,7’-Dichlorofluorescein diacetate (KeyGen Biotech
Co., NanJing, Jiangsu, China) was added to each well
according to the manufacturer’s instructions. After 45
min of incubation in the dark, the cells were exposed to
Wi-Fi radiation. The ROS levels were then determined
by measuring the fluorescence intensity at 518-nm
excitation and 605-nm emission using a spectrophotometer
plate reader (Spectra Max M3, Molecular Devices,
California, USA).

D. GSH

Cells were seeded on 60-mm culture dishes at a
density of 5x10* cells/mL in 4 mL of osteogenic medium,
which was changed every 48 h. After 72 h, the cells were
exposed to Wi-Fi radiation. Then, the cells were digested
with 0.25% Trypsin-0.53 mM EDTA. After centrifugation
(3500 g, 10 min), the cell supernatant was added to a 96-
well culture plate. Cellular GSH levels were determined
using a GSH assay kit (KeyGen Biotech Co.) according
to the manufacturer’s instructions. The optical absorbance
values were measured by a microplate reader at 405 nm
(SpectraMax M3).

E. Alizarin red S staining

MC3T3-EL1 cells were seeded at 3x10° cells/mL in
60-mm culture dishes and cultured in 4 mL of osteogenic
medium in incubators. After 72 h, the cells were
irradiated with Wi-Fi for 30 min/day for 7 days. On day
21, the cells were fixed with 4% paraformaldehyde for
20 min at room temperature. After being washed with
1x PBS (pH 7.2, without calcium or magnesium), the
samples were covered with alizarin red S staining
solution (pH 8.3, KeyGen Biotech Co.) without light
exposure for 90 min at 37 °C and then rinsed with 1x PBS
(pH 7.2, without calcium or magnesium). Subsequently,
images were acquired by an inverted fluorescence
microscope (OLYMPUS TH4-200, Tokyo, Japan).

F. Statistical analysis

The data were expressed as the mean * standard
deviation (SD) of three or more independent experiments.
Significant differences were determined using factorial
analysis of variance (ANOVA). Statistical analysis was
performed using SPSS 13.0 software (SPSS Inc., Chicago,
Illinois, USA), and a value of P<0.05 was considered as
statistically significant.

I11. RESULTS

A. Alizarin red S staining on day 21 (Fig. 4)

The calcification of the SARDb group was slightly
greater than that of the sham and SARa groups. However,
the SARa group displayed no significant difference from
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revealed that Wi-Fi radiation could

the sham group.
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Fig. 4. Mineralized nodule analysis: (a) Sham; (b) SARa;
(c) SARD; (d) mineralization relative to sham (P<0.05 *).

B. GSH and ROS (Fig. 5)

The ROS levels were elevated on day 3 and were
even higher on day 6. The ROS level on the 3rd day in
the SARDb group was higher than that in the SARa group,
but the ROS level in the SARb group on the 6th day had
no significant difference with that in the SARa group.
Despite the similar trends like ROS, the GSH level of the
SARDb group was higher than that of the SARa group on
day 6, and the GSH levels of the SARa group showed no
significant difference with that in the SARb group on day
3. Neither the ROS nor the GSH levels showed obvious
changes on the 1st day after 30 min of Wi-Fi radiation.

IV. DISCUSSION

The cell layer temperature increases in vitro caused
by the 2.45-GHz Wi-Fi EMFs generally does not exceed
1°C by simulation or actual observation [10-12]. Collin
A. [11] calculated temperature rises using FDTD, and the
maximum temperature rise was approximately 1°C at
2.45 GHz for a SAR of 16 W/kg. Paffi [12] calculated
the maximum temperature changes for plane wave
exposures (100 V/m incident electric field at 0.9, 1.8, or
2.5 GHz) by CST simulation and concluded that the
temperature increased by approximately 1°C at thermal
equilibrium. In our experiment, because the irradiation
time was only 30 minutes, the temperature changes were
small, which were 0.065°C for 100 mW incident power
and 0.32°C for 500 mW incident power respectively by
FDTD simulation. Consequently, the effects on OS and
mineralization were more likely initiated by the non-
thermal effects of Wi-Fi. Furthermore, other studies have
reported adverse effects of Wi-Fi radiation within the
safety threshold on biological tissue [13]. Some studies

impact the
reproductive system [14], laryngotracheal mucosa [15],
liver [16], brain [7], and fetal tissue [6], partly due to OS
[15] and DNA damage [17].

ROS R S

N

ROS relative activity

o [

o v~k WU

]

- - - - - -

3

I

H ]*

I -

_]

day 1 day 3 day 6
Sham mSARa mSARb
(@)
*
GSH CIoIIoIITTTTo
%k Xk
1 [ * 1
3 . A )
= . i
E 25 ! ....... Kunnunn
= T e B
: 2 1 . = —
2 15 L
g 1 — T T
% 0.5
© o0
day 1 day 3 day 6

Sham mSARa mSARb
(b)

Fig. 5. ROS and GSH levels in MC3T3-EL1 cells on days
1/3/6 after 30-min Wi-Fi exposure. (a) Relative OD of
ROS. (b) Relative OD of GSH (P>0.05 -, P<0.05 *,
P<0.01 **).

Among all the biological effects of Wi-Fi irradiation,
OS mechanisms have received the most attention. The
primary cause of OS is the overproduction of ROS. ROS
is the general name of a class of molecules or ions with
high chemical reactivity and high oxidation activities
[18]. In certain unfavorable conditions, such as hunger,
nutritional deficits, drug stimulation, severe environmental
changes, bacterial infections and various diseases, the
ROS levels in cells would increase significantly.
Elevated ROS levels could damage proteins, lipids and
DNA, and eventually trigger apoptosis and lead to cell
death [19]. In an in vitro experiment, Ghazizadeh [20]
isolated hippocampal and dorsal root ganglion (DRG)
neurons from rats and exposed the neurons to a 2.45-
GHz Wi-Fi (12 pW/cm? SAR: 0.52+0.05 mW/kg) for
1 hr. It was found that Wi-Fi caused Ca?* influx and OS-
induced hippocampal and DRG death. Subsequently, to
elucidate the electromagnetic effect of radiation from
mobile phones (900 and 1800 MHz) and 2.45-GHz Wi-
Fi on cells and the relationship between the biological
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effects and distance, Cig B. [2] set 6 tubes of MCF-7
breast cancer cells at different distances (0 cm, 1 cm, 5
cm, 10 cm, 20 cm and 25 cm) from the radiant (the same
appliance as used by Ghazizadeh V.) for 1 hr. Cig B.
found that cytosolic ROS production, Ca?* concentrations,
apoptosis and caspase-3 and caspase-9 values were
higher in 900 and 1800 MHz mobile phone groups as
well as in 2.45-GHz Wi-Fi groups at distances less than
10 cm. In our study, the ROS levels increased in both the
100 mW and 500 mW groups after 3-6 days of Wi-Fi
exposure at a distance of 3 cm. Hence, Wi-Fi radiation
might be an exogenous OS stimulus to osteoblasts.

Multiple studies have shown that EMFs could
rapidly induce ROS, and some even showed the time-
dependent and SAR-dependent manners [21]. Similarly,
we found that the ROS level increased on day 3 in the
500 mW group and rose higher on day 6 in both the 100
mW and 500 mW groups, presenting a time-dependent
manner. Moreover, the ROS level of the 500 mW group
was higher than that of the 100 mW group, showing a
SAR-dependent trend.

Ozorak [14] reported that 2.45-GHz Wi-Fi and 900-
and 1800-MHz mobile phone exposure of 1 hr/day for
120-180 days induced OS in the kidneys of rats during
pregnancy by reducing GSH and GSH-Px levels. In
contrast, Fahmy [22] confirmed that 2.45-GHz Wi-Fi
(SAR 0.01 W/Kg, 24 hr/day for 40 days) emitted from an
indoor Wi-Fi device increased GSH levels in kidney
tissues. Similar to Fahmy, the increased GSH levels were
also observed in our study, along with increased ROS
levels. It was previously confirmed that EMFs could
promote MC3T3-E1 cell mineralization [23]. Our results
showed that the calcification of the 500 mW group was
greater than that of the sham and 100 mW groups. A
high level of ROS could induce apoptosis and reduce
osteoblast activity, differentiation, mineralization and
osteogenesis, however, antioxidants could activate the
differentiation and mineralization of osteoblasts either
directly or by counteracting the action of oxidants [18].
Thus, it is possible that the drastic GSH increase in the
500 mW group in the later period of this experiment
might contribute to calcification, since GSH could serve
as a direct ROS scavenger to restore the dynamic balance
between ROS generation and elimination in cells [21].

The obvious change in ROS and GSH levels
presented on day 3 and day 6, but not on day 1, which
might be related to the “cumulative effects” [24] or
“window effects” [25].

V. CONCLUSIONS
ROS, GSH and mineralization changes in osteoblasts
were caused by non-thermal effect of 2.45-GHz Wi-Fi,
and displayed a SAR-dependent trend. The cumulative
effect of repeated exposure could aggravate the degree
of cellular reaction. Long-time, high-intensity, close-
range contact with Wi-Fi signal radiation sources and

ACES JOURNAL, Vol. 36, No. 5, May 2021

equipment should be avoided. In the future, the
experiment can be predicted using adaptive algorithms
under MIMO environments [26-30].
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