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Z. N. Jiang, R. S. Chen, Z. H. Fan, S. G. Shen, and X. Q. Hu<br>Department of Communication Engineering<br>Nanjing University of Science and Technology, Nanjing, China, 210094<br>eechenrs@mail.njust.edu.cn


#### Abstract

A large dense complex linear system can be obtained when solving an electromagnetic scattering problem with the surface integral equation approach. To analyze the large dense complex linear system efficiently, the multilevel compressed block decomposition (MLCBD) is used to accelerate the matrix-vector multiplication operations. Although the MLCBD is efficient compared with the direct method of moments, it is still less efficient for the large-scale electromagnetic problems. Therefore, an efficient version of MLCBD is proposed in this paper. It utilizes the asymptotic phasefront extraction (APE) to reduce the exorbitant dependence on computer storage and solution time in the MLCBD for analyzing the large-scale electromagnetic problems. The numerical results demonstrate that the APE combined with MLCBD is much more efficient than conventional MLCBD for analyzing the large-scale electromagnetic scattering problems.


Index terms- Asymptotic phasefront extraction (APE), electromagnetic scattering, multilevel compressed block decomposition (MLCBD).

## I. INTRODUCTION

In electromagnetic wave scattering calculations, a classical problem is to compute the equivalent surface currents induced by a given incident plane wave. Such calculations, relying on the Maxwell
equations, are required in the simulation of many industrial processes ranging from antenna design, electromagnetic compatibility, computation of back-scattered fields, and so on. All these simulations require fast and efficient numerical methods to compute an approximate solution of Maxwell's equations. The method of moments (MoM) [1-2] is one of the most widely used techniques for electromagnetic problems. However, It is basically impractical to solve electric-field integral-equation (EFIE) matrix equations using MoM because its memory requirement and computational complexity are of the orders of $O\left(N^{2}\right)$ and $O\left(N^{3}\right)$, respectively, where $N$ is the number of unknowns.

To alleviate this problem, many fast solution algorithms have been developed. The first kind of algorithms is the fast iterative solution. The most popular fast iterative solution includes the multilevel fast multipole algorithm (MLFMA) [3-4], with $O(N \log N)$ complexity for a given accuracy. Though efficient and accurate, this algorithm is highly technical. It utilizes a large number of tools, such as partial wave expansion, exponential expansion, filtering, and interpolation of spherical harmonics. MDA-SVD is another popular iterative solution used to analyze the scattering/radiation [5-6], which exploits the well known fact that for well separated sub-scatterers, the corresponding sub-matrices are low rank and can be compressed. The second kind of algorithms
is the fast direct solution. The $H$-matrix technique [7] is one of the most popular fast direct solutions, which is based on a data-sparse representation. [8] introduces a popular direct solution, which is based on the adaptive cross approximation (ACA). The MLCBD algorithm [9-11] is another popular direct solution. It is based on a blockwise compression of the impedance matrix, by the same technique as used in the matrix decomposition algorithm (MDA) [12-13]. The numerical complexity of the algorithm is shown to be $O\left(N^{2}\right)$ and the storage requirements scale with $O\left(N^{1.5}\right)$ [11].

Although both the numerical complexity and the storage requirement of the fast iterative solution are less than that of the fast direct solution, the convergence rate of iterative methods can vary in an unpredictable way. The complexity of the iterative solution method is depending on the matrix condition number. Iterative solvers may be quite satisfactory for only a few right-hand sides (RHS) such as antenna or bistatic problems, but become expensive for monostatic scattering with many required sampling angles. It is well known that the matrix condition number of EFIE for electrically large problem is large [14]. Therefore, the system has poor convergence history.

The aim of this paper is to present a more efficient MLCBD for the large-scale electromagnetic problems. It utilizes the APE method [15-21] to reduce the number of unknowns. Simulation results show that the proposed method is computationally more efficient than for the conventional MLCBD.

The remainder of this paper is organized as follows. Section II gives the theory of APE. Section III describes the theory and implementation of MLCBD in more details. Numerical experiments are presented to demonstrate the efficiency of this proposed
method in Section IV. Conclusions are provided in Section V.

## I. The Theory of APE

## A. The formulation of EFIE

In the work proposed for this paper, the electric field integral equation (EFIE) formulation is adopted [2]. The formulation of EFIE can be expressed as

$$
\begin{equation*}
\hat{t} \cdot \int_{S} \vec{G}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \mathbf{J}\left(\mathbf{r}^{\prime}\right) d S^{\prime}=\frac{4 \pi i}{k \eta} \hat{\hat{t}} \cdot \mathbf{E}^{i}(\mathbf{r}) . \tag{1}
\end{equation*}
$$

Here, $\vec{G}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ refers to the dyadic Green's
function, $\hat{t}$ is any unit tangential vector to $S$ at $\boldsymbol{r}$, $\boldsymbol{E}^{\boldsymbol{i}}(\mathbf{r})$ is the incident excitation plane wave, and $\eta$ and $k$ denote the free space impendence and wave number, respectively. $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ is the induced current density on $S$, which is the unknown of the problem.

## B. Asymptotic phasefront extraction

According to the formulation of the conventional MoM [2], the induced current $\mathbf{J}$ is expanded in terms of subsectional basis functions. On the smooth regions $S$ of the object, where the induced surface currents present an asymptotic behavior [22], the current density is expanded in terms of the proposed asymptotic phasefront extraction (APE) basis functions. Since the dominant phase variation is included within the function formulation, the current density in these regions can be efficiently represented using a low number of basis functions. The formulation of the asymptotic phasefront extraction (APE) basis functions is given as follows:

$$
f_{n}(r)=\left\{\begin{array}{ll}
\Lambda_{n}^{+} e^{-j k_{n}^{+}\left(\rho_{n}^{+}-\rho_{n c}^{+}\right)} & r \text { in } T_{n}^{+}  \tag{2}\\
\Lambda_{n}^{-}-j e_{n}^{-j\left(\rho_{n}^{-}-\rho_{n c}^{-}\right)} & r \text { in } T_{n}^{-} \\
0 & \text { otherwise }
\end{array},\right.
$$

where $\Lambda_{n}^{ \pm}$are the RWG vector basis functions [23], defined by

$$
\begin{equation*}
\Lambda_{n}^{ \pm}= \pm \frac{l_{n}}{2 A_{n}^{ \pm}} \rho_{n}^{ \pm}, \quad r \text { in } T_{n}^{ \pm} . \tag{3}
\end{equation*}
$$

The $l_{n}$ is the length of the common edge to the triangles $T_{n}^{ \pm}$conforming the basis function, $A_{n}^{ \pm}$ is the area of each triangle, $\rho_{n}^{ \pm}$is the corresponding vector from the free vertex of $T_{n}^{ \pm}$ to a point $r$ on the triangle, and $\rho_{n c}^{ \pm}$is the vector from the free vertex of the triangle $T_{n}^{ \pm}$to the midpoint of the common edge $r_{n c}$. Finally, $k_{n}$ is the vector wavenumber associated to the phase of the current density on the function. Thus, including the incident phase in the RWG basis functions should allow a reduction in the density of the mesh for regions away from discontinuities.

Away from the smooth parts, where the asymptotic representation becomes invalid, the current density can be accurately modeled using a higher density of ordinary RWG basis functions. Then, the impedance matrix which is gained through the EFIE equation can be symbolically rewritten as:

$$
\begin{equation*}
Z I=V . \tag{4}
\end{equation*}
$$

To solve the above matrix equation by a direct method, a fast method is needed. In this paper, the multilevel compressed block decomposition (MLCBD) is used.

## II. Multilevel Compressed Block Decomposition

## A. Block decomposition

When the equation (4) is solved by the fast
iterative solution, the convergence rate can vary in an unpredictable way. Therefore, the multilevel compressed block decomposition (MLCBD) is used, which is independent on the matrix condition number. Take three dimensional problems into account; MLCBD is based on the data structure of the binary trees. The binary trees are obtained by subdividing an index set into two subsets recursively. In Fig. 1, the box enclosing the object is subdivided into smaller boxes at multiple levels, in the form of a binary tree. The far interaction boxes [9] are analyzed by MDA-SVD at each level. Consider there exists two boxes at the same level, one is a source box $i$ which contains $m_{1}$ basis functions and the other is an observation box $j$ which contains $m_{2}$ test functions. The impedance matrix between two well-separated boxes can be expressed through low rank representations [10-11].


Fig. 1. Sketch of the binary trees structure.

MDA utilizes this low rank nature of the interaction between two well-separated boxes. In MDA implementation, the impedance matrix of the two well-separated boxes can be expressed as three small matrices [10-11]

$$
\begin{equation*}
\left[Z_{i j}\right]_{m_{1} m_{2}}=\left[\tilde{U}_{i j}\right]_{m_{r} r}\left[\tilde{\omega}_{i j}\right]_{r r r}^{-1}\left[\tilde{V}_{i j}\right]_{m_{r} r}^{T}, \tag{5}
\end{equation*}
$$

where $\left[Z_{i j}\right]_{n_{1} m_{2}}$ is the interaction matrix between observation and source boxes. $r$ denotes the number of equivalent RWG sources [10-11], which is much smaller than $m_{1}$ and $m_{2}$.

Since the matrices $\left[\tilde{U}_{i j}\right]_{m_{r} r}$ and $\left[\tilde{V}_{i j}\right]_{m_{2} r}^{T}$ generated by MDA are usually not orthogonal, they may contain redundancies, which can be removed by the following algebraic recompression technique. This method may be regarded as the singular value decomposition optimized for rank-k matrices. Utilize QR and SVD to reorthonormalize $\left[\tilde{U}_{i j}\right]_{m_{1} r}$ and $\left[\tilde{V}_{i j}\right]_{m_{2} r}^{T}$ and the equation (5) can be obtained as

$$
\begin{equation*}
\left[Z_{i j}\right]_{m_{1} m_{2}}=\left[U_{i j}\right]_{m_{1} r}\left[\omega_{i j}\right]_{r r}^{-1}\left[V_{i j}\right]_{m_{2} r}^{T}, \tag{6}
\end{equation*}
$$

where $\left[U_{i j}\right]_{m_{1} r}$ and $\left[V_{i j}\right]_{m_{2} r}^{T}$ are both orthogonal.
These techniques can reduce the required amount of storage of MDA, while the asymptotic complexity of the approximation remains the same.

At the finest level, blocks (which do not include the self-interaction blocks) representing interactions between adjacent source and observation boxes are compressed by SVD (T) compression. The details of the SVD (T) compression are shown in [23]. The impedance matrix can be expressed as that shown in Fig. 2 (a). The $A$ and $B$ blocks of the impedance matrix are stored in compressed form as the product of three matrices (6).

(a)

(b)

Fig. 2. Transformation from blocked impedance matrix to block inverse.

## B. The theory of CBD

The procedure of the CBD is shown in this part. According to [23], CBD is based on the blockwise

The details of the CBD is shown in following,

Algorithm CBD (M blocks)

1) $\Pi_{0}=C_{0}^{-1}$
2) For $i=1$ to $\mathrm{M}-1$ do
3)For $j=1$ to $i$ do
3) $P_{i j}=\gamma_{j-1}\left(B_{i j}-\sum_{k=1}^{j-1} \alpha_{j-1, k} B_{i, k}\right)$
4) $Q_{j j}=\left(A_{i j}-\sum_{k=1}^{j-1} A_{i, k} \beta_{j-1, k}\right) \gamma_{j-1}$
5) reorthonormalize $P_{j j}$ and $Q_{i j}$
7)For $k=1$ to $j-1$ do
6) $P_{j k}=P_{j-1, k}-\beta_{j-1, k} P_{j j}$
7) $Q_{j k}=Q_{j-1, k}-Q_{j j} P_{j-1, k}$
8) reorthonormalize $P_{j k}$ and $Q_{j k}$
9) $\operatorname{End}(\mathrm{k})$
10) $\operatorname{End}(\mathrm{j})$
13)For $k=1$ to i do; $\beta_{i k}=P_{i k} ; \alpha_{i k}=Q_{i k} ; \operatorname{End}(k)$
11) $\gamma_{i}=\left(C_{i}-\sum_{j=1}^{i} A_{i j} \beta_{i j}\right)^{-1}$
12) $\operatorname{End}(\mathrm{i})$

Steps 6) and 10) of the algorithm are explained in [23]. In order to use the decomposed matrix to an independent vector X to obtain the linear system solution $y$, the independent vector is subdivided according to the blocks of the impedance matrix, yielding a set of vectors $X_{0}, \cdots, X_{M-1}$. Then the algorithm Apply_CBD given in the following is used to compute the solution block by block.

Algorithm Apply_CBD (X)
1)For $i=0$ to $M-1$ do
2) $y_{i}=\gamma_{i}\left(X_{i}-\sum_{j=1}^{i} \alpha_{i j} X_{j-1}\right)$
3)For $i=0$ to $M-1$ do
4) $y_{j-1}=y_{j-1}-\beta_{i j} y_{i}$
5) End ( $j$ )
6) End (i) compressed matrix which is shown in Fig. 2 (a).

## C. The multilevel CBD

When the size of solving problem increases, the computational costs of the step 14) of the algorithm is very large [9]. The remedy is to subdivide again the self-interaction matrix into several smaller submatrices. This procedure is called the multilevel version of CBD [9-11], which is shown in Fig. 3.


Fig. 3. The procedure of recursive sub-division of the self-interaction matrices.

## III. NUMERICAL RESULTS

To validate and demonstrate the accuracy and efficiency of the proposed method, some numerical results are presented in this section. It is because of that that the impedance matrix formed by asymptotic phase is not symmetrical; the impedance matrix of the proposed method is not symmetrical. All the computations are carried out on $\operatorname{Intel}(\mathrm{R})$ Core(TM) 2 Quad CPU at 2.83 GHz and 8 GB of RAM in double precision and the truncating tolerance of the MDA-SVD is $10^{-3}$ relative to the largest singular value.

## A. Sphere

First, we consider the scattering of a perfectly electrically conducting (PEC) sphere with radius
$1.6 \lambda$ at 300 MHz . The incident direction is $\theta_{i}=0^{\circ}, \phi_{i}=0^{\circ}$ and the scattered angles vary from $0^{\circ}$ to $180^{\circ}$ in the azimuthal direction when the pitch angle is fixed at $0^{\circ}$. The conventional MLCBD solution needs 10107 unknowns with $0.1 \lambda$ patch size, while the proposed method only needs 396 unknowns with $0.5 \lambda$ patch size. The number of the binary trees is $L=7$. Figure 4 compares the analytical Mie solution with the results of the proposed method. There is a good agreement between them.

Table I summarizes the matrix building and inversion time and the matrix building and inversion memory of the conventional MLCBD and the proposed method. It can be observed that the time and memory of the matrix building and inversion time of the proposed method are much less than that of the conventional MLCBD. The matrix building and inversion time and the matrix building and inversion memory of the proposed method for the sphere at 1 GHz are also shown in the Tab. I. The sphere is discretized with 115707 unknowns with $0.1 \lambda$ patch size by using the conventional MLCBD, while it is discretized with only 1689 unknowns with $0.8 \lambda$ patch size by using the proposed method. The number of the unknowns by using the conventional MLCBD is very large, which can not be analyzed on the computer used in this paper. It can be observed that the memory and time of the proposed are very few for the $10.6 \lambda$ sphere.


Fig. 4. Bistatic scattering cross section of the sphere.

Table 1: The matrix building and inversion time and the matrix building and inversion memory of the proposed method for the sphere

| Frequency | Algorithms | Matrix building |  | Matrix inversion |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Memory (MB) | Time (S) | Memory (MB) | Time (S) |
| 300 MHz | Proposed method | 4 | 8 | 5 | 49 |
|  | MLCBD | 222 | 151 | 219 | 753 |
| 1 GHz | Proposed method | 56 | 100 | 106 | 428 |
|  | MLCBD | $\sim$ | $\sim$ | $\sim$ | $\sim$ |

## B. Plane

The second example is a plane. The dimension of the structure is $4 \mathrm{~m} \times 2 \mathrm{~m}$. The rotation axis of plane geometry is $z$-axis. The incident and scattered angles are ( $\left.\theta_{i}=0^{\circ}, \phi_{i}=0^{\circ}\right)$ and $\left(0^{\circ} \leq \phi_{s} \leq 180^{\circ}, \theta_{s}=90^{\circ}\right)$, respectively.

The frequency is 3 GHz . The conventional MLCBD solution needs 276606 unknowns with $0.1 \lambda$ patch size, while the proposed method only needs 5691 unknowns with the middle part of the plane is discretized with $0.9 \lambda$. The number of the binary trees is $L=9$. The bistatic RCS by use of the proposed method is shown in Fig. 5, and is agreed well with that of the MLFMA.

Table 2 shows the matrix building and inversion
time and the matrix building and inversion memory of the proposed method. It can be found that the proposed method needs much less memory and time for analyzing the $40 \lambda$ plane.


Fig. 5. Bistatic scattering cross section of plane.

Table 2: The matrix building and inversion time and the matrix building and inversion memory of the proposed method for plane

| Algorithms | Matrix building |  | Matrix inversion |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Memory <br> $(\mathrm{MB})$ | Time <br> $(\mathrm{s})$ | Memory <br> $(\mathrm{MB})$ | Time <br> $(\mathrm{s})$ |
|  | 130 | 326 |  |  |

## C. Airplane

The last example is the airplane model. The dimension of the structure is $10 \mathrm{~m} \times 8.5 \mathrm{~m} \times 2.75 \mathrm{~m}$.

The rotation axis of the airplane geometry is the $x$-axis. The incident and scattered angles are ( $\left.\theta_{i}=90^{\circ}, \phi_{i}=0^{\circ}\right)$ and ( $0^{\circ} \leq \phi_{s} \leq 180^{\circ}, \theta_{s}=90^{\circ}$ ),
respectively. The frequency is 600 MHz . The conventional MLCBD solution needs 99795 unknowns with $0.1 \lambda$ patch size, while the proposed method only needs 6246 unknowns with
the smooth parts of the airplane discretized with $0.8 \lambda$. The number of the binary trees is $L=9$. The bistatic RCS by using the proposed method is shown in Fig. 6, which is compared with the results of the MLFMA. It can be found that the results of the proposed method are well agreed with that of the MLFMA.

The matrix building and inversion time and the matrix building and inversion memory of the proposed method are also given in the Tab. III. It can be seen that the proposed method needs much less memory and time for analyzing the $20 \lambda$ airplane.


Fig. 6. Bistatic scattering cross section of airplane.

## IV. CONCLUSIONS

In this paper, an efficient version of MLCBD is introduced. It utilizes the APE method to represent the unknown surface currents in very large scatters using a low number of unknowns. The numerical results demonstrate that the efficient version of the MLCBD is efficient for the EFIE analysis of large-scale electromagnetic scatterings. Compared with the conventional MLCBD, the efficient version of MLCBD can reduce the solution time and memory requirement significantly.

Table 3: The matrix building and inversion time and the matrix building and inversion memory of the proposed method for airplane

| Algorithms | Matrix building |  | Matrix inversion |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Memory <br> $(M B)$ | Time <br> (s) | Memory <br> $(M B)$ | Time <br> (s) |
|  | 215 | 614 | 292 | 1154 |
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#### Abstract

In this paper, the equivalent dipole-moment method (EDM) is extended and applied in the analysis of electromagnetic (EM) scattering by the arbitrarily shaped perfect electric conductor (PEC) targets coated with EM anisotropic media. At first, the volume integral equation and surface integral equation are built in the EM anisotropic material region and on the conducting surface, respectively. Then, the method of moments ( MoM ) is used to convert the integral equation into a matrix equation and the EDM is employed to reduce the CPU time of the matrix filling procedure. Numerical results are given to demonstrate the versatility of the proposed approach in handing with the EM scattering by arbitrarily shaped PEC targets coated with EM anisotropic media.


Index Terms - Equivalent dipole moment (EDM), EM anisotropic material, method of moments (MOM), radar cross section (RCS), volume-surface integral equation (VSIE).

## I. INTRODUCTION

EM scattering from composite bodies consisting of both conductor and coated anisotropic medium is an important and challenging problem in computational electromagnetics. Many effective methods have been proposed, among which the physical optics ( PO ) method [1], the finite difference time domain FDTD method [2], and the MoM [3] are used commonly. However, the PO solution is approximate and show bigger error when solving the EM scattering from coated targets. FDTD has significant accumulated errors from numerical dispersion. The MoM and its accelerated methods can overcome these disadvantages and many previous works [3-10] have been done to investigate the scattering
problems of composite bodies consisting of both conductor and coated anisotropic medium.

However, when computing the impedance matrix elements, the conventional MoM consumes a considerable portion of the total solution time and memory. Moreover, this problem becomes even more serious in the analysis of anisotropic media. In recent researches, the EDM [11-12] based on the volumesurface integration equations (VSIE) has been put forward to compute the RCSs of arbitrarily shaped PEC targets coated with electric anisotropic media. It is demonstrated that the EDM can save matrix-filling time efficiently. However, in [11-12], only electric anisotropic media is considered. In many applications, such as stealth materials, both electric and magnetic anisotropic media are often used. So, in this paper, the equivalent dipole-moment method is extended and applied to model arbitrary targets covered by arbitrary electric and magnetic anisotropic media.

The article is organized as follows: Section II presents the MOM associated with VSIE and introduces the EDM in detail for 3-D arbitrary shaped conducting objects covered with EM anisotropic materials, respectively; numerical results are given in Sections III and some conclusions are drawn in the final section.

## II. FORMULATIONS

## A. Introduction of VSIE and MOM

For generalizing the proposed method, we refer to scattering from an arbitrary shaped 3-D conducting object coated with anisotropic media, shown in Fig. 1. Region V is an anisotropic medium characterized by relative permittivity $\overline{\bar{\varepsilon}}_{r}$ and permeability $\overline{\bar{\mu}}_{r}$ as:

$$
\overline{\overline{\varepsilon_{r}}}=\left[\begin{array}{ccc}
\varepsilon_{\mathrm{xx}} & \varepsilon_{\mathrm{xy}} & \varepsilon_{\mathrm{xz}}  \tag{1}\\
\varepsilon_{\mathrm{yx}} & \varepsilon_{\mathrm{yy}} & \varepsilon_{\mathrm{yz}} \\
\varepsilon_{\mathrm{zx}} & \varepsilon_{\mathrm{zy}} & \varepsilon_{\mathrm{zz}}
\end{array}\right], \overline{\bar{\mu}}_{\mathrm{r}}=\left[\begin{array}{lll}
\mu_{\mathrm{xx}} & \mu_{\mathrm{xy}} & \mu_{\mathrm{xz}} \\
\mu_{\mathrm{yx}} & \mu_{\mathrm{yy}} & \mu_{\mathrm{yz}} \\
\mu_{\mathrm{zx}} & \mu_{\mathrm{zy}} & \mu_{\mathrm{zz}}
\end{array}\right] .
$$



Fig. 1. Arbitrarily shaped conducting/anisotropic mixed body illuminated by a plane wave.

Let S denote the surface of a PEC object with unit normal vector n and the incident fields $\mathbf{E}^{\mathrm{i}}, \mathbf{H}^{\mathrm{i}}$ are due to an impressed source in the absence of the target. Hence, the EM field on the surface of the conducting object and in the volume of the anisotropic media must satisfy the equations below,

$$
\begin{array}{ll}
\mathbf{n} \times\left[\mathbf{E}^{\mathrm{i}}+\mathbf{E}^{s}\left(\mathbf{J}_{s}\right)+\mathbf{E}^{s}\left(\mathbf{J}_{v}^{D}\right)+\mathbf{E}^{s}\left(\mathbf{J}_{v}^{M}\right)\right]=0, & \text { on } \mathrm{S}(2 \\
\mathbf{E}=\mathbf{E}^{i}+\mathbf{E}^{s}\left(\mathbf{J}_{s}\right)+\mathbf{E}^{s}\left(\mathbf{J}_{v}^{D}\right)+\mathbf{E}^{s}\left(\mathbf{J}_{v}^{M}\right), & \text { in V }(3 \\
\mathbf{H}=\mathbf{H}^{\mathrm{i}}+\mathbf{H}^{\mathrm{s}}\left(\mathbf{J}_{s}\right)+\mathbf{H}^{\mathrm{s}}\left(\mathbf{J}_{v}^{D}\right)+\mathbf{H}^{\mathrm{s}}\left(\mathbf{J}_{v}^{M}\right), & \text { in V }(4 \tag{4}
\end{array}
$$

where $\mathbf{E}$ and $\mathbf{H}$ are the total electrical field and magnetic field. $\mathbf{E}^{s}\left(\mathbf{J}_{s}\right)$ and $\mathbf{H}^{s}\left(\mathbf{J}_{s}\right)$ are the scattered electric and magnetic field due to the surface polarization current $\mathbf{J}_{s}$ on the conducting surface. $\mathbf{E}^{s}\left(\mathbf{J}_{v}^{t}\right)$ and $\mathbf{H}^{s}\left(\mathbf{J}_{v}^{t}\right)(t=D, M)$ are the scattered electric and magnetic fields due to the volume polarization current $\mathbf{J}_{v}^{t}$ in the medium. Equations (3) and (4) are volume-integral equations (VIE), and equation (2) by setting the tangential electric field to zero on the conducting surface is the electric field surface-integral equation (SIE), these three equations constitute the coupled volume-surface integral equations (VSIE), which will be used for the numerical solution in this work.

The surface current $\mathbf{J}_{s}$ on $S$ can be represented by vector basis functions RWG [13], namely

$$
\begin{equation*}
\mathbf{J}_{s} \approx \sum_{n=1}^{N_{s}} I_{s, n}^{J} \mathbf{f}_{s, n}(\boldsymbol{r}), \quad \boldsymbol{r} \in S \tag{5}
\end{equation*}
$$

where $I_{s, n}^{J}$ is the unknown expansion coefficient, $\mathbf{f}_{s, n}$ represents the nth face basis function for the nth common edge and $N_{s}$ is the total number of the common edges.

The volume electric current $\mathbf{J}_{v}^{\mathrm{D}}$ and magnetic current $\mathbf{J}_{v}^{\mathrm{M}}$ within V can be then expressed by vector basis function SWG [14] as

$$
\begin{array}{ll}
\mathbf{J}_{v}^{M}=\sum_{n=1}^{N_{v}} I_{v, n}^{M} \overline{\bar{\kappa}}^{m}(\mathbf{r}) \cdot\left(\eta_{0} \mathbf{f}_{v, n}(\mathbf{r})\right), & \mathbf{r} \in V \\
\mathbf{J}_{v}^{M}=\sum_{n=1}^{N_{v}} I_{v, n}^{M} \overline{\bar{\kappa}}^{m}(\mathbf{r}) \cdot\left(\eta_{0} \mathbf{f}_{v, n}(\mathbf{r})\right), & \mathbf{r} \in V \tag{7}
\end{array}
$$

where $I_{v, n}^{D}$ and $I_{v, n}^{M}$ are the unknown expansion coefficients for the electric and magnetic currents in the dielectric volume, respectively. $\mathbf{f}_{v, n}$ denotes the basis function for the nth face of the tetrahedral model of V , and $N_{v}$ is the number of common faces. $\overline{\bar{\kappa}}^{e}(\mathbf{r})$ and $\overline{\bar{\kappa}}^{m}(\mathbf{r})$ are the contrast ratio tensor defined by

$$
\begin{align*}
& \overline{\bar{\kappa}}^{e}(\mathbf{r})=\left(\overline{\bar{\varepsilon}}_{r}-\overline{\bar{I}}\right) \cdot \bar{\varepsilon}_{r}^{-1}  \tag{8}\\
& \overline{\bar{\kappa}}^{m}(\mathbf{r})=\left(\overline{\bar{\mu}}_{r}-\overline{\bar{I}}\right) \cdot \bar{\mu}_{r}^{-1} \tag{9}
\end{align*}
$$

It's necessary to note that the introduction of wave impedance $\eta_{0}$ is to achieve well conditioned systems and accurate solutions.

Using the extended Galerkin's method and substituting the equations (5), (6), and (7) into (2), (3), and (4), respectively, we can test (2) with the surface basis function $\mathbf{f}_{s, m}$, (3) with the volume basis function $\mathbf{f}_{v, m}$, and (4) with the volume basis function $\eta_{0} \mathbf{f}_{v, m}$. And finally a linear system consisting of $N_{s}+2 N_{v}$ independent equations is obtained, which can be written in a matrix form as

$$
\left[\begin{array}{lcc}
\mathbf{Z}^{J J} & \mathbf{Z}^{J D} & \eta_{0} \mathbf{Z}^{J M}  \tag{10}\\
\mathbf{Z}^{D J} & \mathbf{Z}^{D D} & \eta_{0} \mathbf{Z}^{D M} \\
\eta_{0} \mathbf{Z}^{M J} & \eta_{0} \mathbf{Z}^{M D} & \eta_{0}^{2} \mathbf{Z}^{M M}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{I}^{J} \\
\boldsymbol{I}^{D} \\
\boldsymbol{I}^{M}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{V}^{J} \\
\boldsymbol{V}^{D} \\
\eta_{0} \boldsymbol{V}^{M}
\end{array}\right],
$$

where $\mathbf{Z}^{J J}, \mathbf{Z}^{J D}, \mathbf{Z}^{J M}, \mathbf{Z}^{D J}, \mathbf{Z}^{D D}, \mathbf{Z}^{D M}, \mathbf{Z}^{M J}, \mathbf{Z}^{M D}$, and $\boldsymbol{Z}^{M M}$ are the impedance sub-matrices with the
dimension of $N_{s} \times N_{s}, N_{s} \times N_{v}, N_{s} \times N_{v}, N_{v} \times N_{s}$, $N_{v} \times N_{v}, N_{v} \times N_{v}, N_{v} \times N_{s}, N_{v} \times N_{v}$ and $N_{v} \times N_{v} . I^{J}$ is the column vector of length $N_{s}$, while $\boldsymbol{I}^{D}$ and $\boldsymbol{I}^{M}$ are column vectors of length $N_{v}$. Similarly, $\boldsymbol{V}^{J}$ is the column vector of length $N_{s}$, while $\boldsymbol{V}^{\boldsymbol{D}}$ and $\boldsymbol{V}^{M}$ are column vectors of length $N_{v}$. Then, we can obtain the entries of the impendence matrix blocks as

$$
\begin{align*}
& Z_{m n}^{J J}=-\left\langle\mathbf{f}_{s, m}, \mathbf{E}^{s}\left(\mathbf{f}_{s, n}\right)\right\rangle, m, n=1,2 \cdots N_{s},  \tag{11}\\
& Z_{m n}^{J D}=-\left\langle\mathbf{f}_{s, m}, \mathbf{E}^{s}\left(\overline{\bar{\kappa}}^{e} \cdot \mathbf{f}_{v, n}\right)\right\rangle, \quad m=1,2 \cdots N_{s},  \tag{12}\\
& n=1,2 \cdots N_{v}, \\
& Z_{m n}^{J M}=-\left\langle\mathbf{f}_{s, m}, \mathbf{E}^{s}\left(\overline{\bar{K}}^{m} \cdot \mathbf{f}_{v, n}\right)\right\rangle, m=1,2 \cdots N_{s},  \tag{13}\\
& n=1,2 \cdots N_{v}, \\
& Z_{m n}^{D J}=-\left\langle\mathbf{f}_{v, m}, \mathbf{E}^{s}\left(\mathbf{f}_{s, n}\right)>, \quad m=1,2, \cdots N_{v},\right.  \tag{14}\\
& n=1,2, \cdots N_{s}, \\
& Z_{m n}^{D D}=\left\langle\mathbf{f}_{v, m}, \frac{\overline{\bar{\varepsilon}}_{r}^{-1} \cdot \mathbf{f}_{v, n}}{j \omega \varepsilon_{0}}\right\rangle-\left\langle\mathbf{f}_{v, m}, \mathbf{E}^{s}\left(\overline{\bar{\kappa}}^{e} \cdot \mathbf{f}_{v, n}\right)\right\rangle,  \tag{15}\\
& m, n=1,2, \cdots N_{v}, \\
& Z_{m n}^{D M}=-<\mathbf{f}_{v, m}, \mathbf{E}^{s}\left(\overline{\bar{\kappa}}^{m} \cdot \mathbf{f}_{v, n}\right)>, m, n=1,2, \cdots N_{v},  \tag{16}\\
& Z_{m n}^{M J}=-\left\langle\mathbf{f}_{v, m}, \mathbf{H}^{s}\left(\mathbf{f}_{s, n}\right)\right\rangle, \quad m=1,2, \cdots N_{v},  \tag{17}\\
& n=1,2, \cdots N_{s}, \\
& Z_{m n}^{M D}=-\left\langle\mathbf{f}_{v, m}, \mathbf{H}^{s}\left(\overline{\bar{\kappa}}^{e} \cdot \mathbf{f}_{v, n}\right)\right\rangle, m, n=1,2, \cdots N_{v},  \tag{18}\\
& Z_{m n}^{M M}=\left\langle\mathbf{f}_{v, m} \frac{\overline{\bar{\mu}}_{r}^{-1} \cdot \mathbf{f}_{v, n}}{j \omega \mu_{0}}\right\rangle-\left\langle\mathbf{f}_{v, m}, \mathbf{H}^{s}\left(\overline{\bar{\kappa}}^{m} \cdot \mathbf{f}_{v, n}\right)\right\rangle,  \tag{19}\\
& m, n=1,2, \cdots N_{v} .
\end{align*}
$$

The excitation column entries contain the following integrals:

$$
\begin{align*}
V_{m}^{J} & =\int_{S} d S \mathbf{f}_{s, m} \cdot \mathbf{E}^{\mathrm{i}},  \tag{20}\\
V_{m}^{D} & =\int_{V} d V \mathbf{f}_{v, m} \cdot \mathbf{E}^{\mathrm{i}},  \tag{21}\\
V_{m}^{M} & =\int_{V} d V \mathbf{f}_{v, m} \cdot \mathbf{H}^{\mathrm{i}} . \tag{22}
\end{align*}
$$

## B. The application of EDM to accelerate the MOM

The conducting surface S is first meshed into triangles and each triangle pair can be represented by a RWG element, the medium V can also be discretized into tetrahedrons and each tetrahedron pair can be represented by a SWG element. The nth face electric
dipole moment $\mathbf{m}_{n}^{J}$ corresponds to a pair of triangle patches, the nth volume electric dipole moment $\mathbf{m}_{n}^{D}$ corresponds to tetrahedrons and their scattered fields can be found in [12]. The nth volume magnetic dipole moment can be written as
$\mathbf{m}_{n}^{M}=\left\{\begin{array}{ll}a_{v, n} \overline{\bar{\kappa}}^{m} \cdot\left(\mathbf{r}_{v, n}^{c-}-\mathbf{r}_{v, n}^{c+}\right) & T_{v, n}^{ \pm} \in V \\ a_{v, n} \overline{\bar{K}}^{m} \cdot\left(\mathbf{r}_{n s}^{c}-\mathbf{r}_{v, n}^{c+}\right) & T_{v, n}^{+} \in V \text { and } T_{v, n}^{-} \notin V\end{array}\right.$.
Here, $\mathbf{r}_{v, n}^{c \pm}$ and $\mathbf{r}_{n s}^{c}$ are the centroid radius vector of a pair of tetrahedrons $T_{v, n}^{ \pm}$and the $n$th boundary face, respectively. $a_{v, n}$ is the area of the common face associated with $T_{v, n}^{ \pm}$or the area of the $n$th boundary face associated with $T_{v, n}^{+}$. Referring to [12] and electricmagnetic duality, the scattered fields of the nth infinitesimal magnetic dipole at the centroid radius vector $\mathbf{r}_{u, m}(u=s, v)$ are

$\mathbf{H}^{s}\left(\mathbf{m}_{n}^{M}\right)=\left.\frac{1}{4 \pi \eta}\left[\left(\mathbf{M}_{n}^{M}-\mathbf{m}_{n}^{M}\right)\left(\frac{j k}{R}+C\right)+2 \mathbf{M}_{n}^{M} C\right] e^{-j k R}\right|_{\text {R|twatern }}$,
where $\boldsymbol{r}_{u, m}$ and $\boldsymbol{r}_{v, n}^{\prime}$ are the center radius vectors of the $m$ th and the $n$th equivalent dipole model, respectively.

$$
\begin{equation*}
C=\frac{1}{R^{2}}\left[1+\frac{1}{j k R}\right] \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{n}^{M}=\frac{\left(\mathbf{R} \cdot \mathbf{m}_{n}^{M}\right) \mathbf{R}}{R^{2}} . \tag{27}
\end{equation*}
$$

Here, $\mathbf{R}=\mathbf{r}_{u, m}-\mathbf{r}_{v, n}^{\prime}$ and $R=|\mathbf{R}|$. Equations (24) and (25) are the exact expressions and valid at arbitrary distances from the dipole. Considering the accuracy and efficiency of the algorithm, the critical distance between the source and the testing function locations is chosen as $0.15 \lambda_{g}$, where $\lambda_{g}$ is the wavelength in dielectric body [11-12]. The MOM matrix elements are computed by the EDM method directly for a separation distance of greater than the critical distance. Substituting (24) into (13) and (16), (25) into (17)-(19), and associated with paper [12], the expressions of the impedance matrix elements are calculated by

$$
\begin{array}{ll}
Z_{m n}^{J J}=-l_{s, m} \mathbf{E}^{s}\left(\mathbf{m}_{n}^{J}\right) \cdot\left(\mathbf{r}_{s, m}^{\mathrm{c}-}-\mathbf{r}_{s, m}^{\mathrm{c}+}\right), & T_{s, m}^{ \pm} \in S \\
Z_{m n}^{J D}=-l_{s, m} \mathbf{E}^{s}\left(\mathbf{m}_{n}^{D}\right) \cdot\left(\mathbf{r}_{s, m}^{c-}-\mathbf{r}_{s, m}^{c+}\right), & T_{s, m}^{ \pm} \in S \\
Z_{m n}^{J M}=-l_{s, m} \mathbf{E}^{s}\left(\mathbf{m}_{n}^{M}\right) \cdot\left(\mathbf{r}_{s, m}^{c-}-\mathbf{r}_{s, m}^{c+}\right), & T_{s, m}^{ \pm} \in S \tag{30}
\end{array}
$$

$$
\begin{align*}
& Z_{m n}^{D J}=\left\{\begin{array}{l}
-a_{v, m} \mathbf{E}^{\mathrm{s}}\left(\mathbf{m}_{n}^{J}\right) \cdot\left(\mathbf{r}_{v, m}^{\mathrm{c}-}-\mathbf{r}_{v, m}^{\mathrm{c}+}\right) \\
-a_{v, m} \mathbf{E}_{v, m}^{ \pm} \in V \\
\left.\mathbf{m}_{n}^{J}\right) \cdot\left(\mathbf{r}_{m s}^{\mathrm{c}-}-\mathbf{r}_{v, m}^{\mathrm{c}}\right), T_{v, m}^{+} \in V \text { and } T_{v, m}^{-} \notin V
\end{array}\right. \\
& Z_{m n}^{D D}=\left\{\begin{array}{l}
-a_{v, m} \mathbf{E}^{s}\left(\mathbf{m}_{n}^{D}\right) \cdot\left(\mathbf{r}_{v, m}^{\mathrm{c}-}-\mathbf{r}_{v, m}^{\mathrm{c}+}\right) \quad T_{v, m}^{ \pm} \in V \\
-a_{v, m} \mathbf{E}^{s}\left(\mathbf{m}_{n}^{D}\right) \cdot\left(\mathbf{r}_{m s}^{c-}-\mathbf{r}_{v, m}^{c+}\right), \quad T_{v, m}^{+} \in V \text { and } T_{v, m}^{-} \notin V
\end{array}\right.  \tag{31}\\
& Z_{m n}^{D M}=\left\{\begin{array}{l}
-a_{v, m} \mathbf{E}^{s}\left(\mathbf{m}_{n}^{M}\right) \cdot\left(\mathbf{r}_{v, m}^{\mathrm{c}-}-\mathbf{r}_{v, m}^{\mathrm{c}+}\right) T_{v, m}^{ \pm} \in V \\
-a_{v, m} \mathbf{E}^{S}\left(\mathbf{m}_{n}^{M}\right) \cdot\left(\mathbf{r}_{m s}^{\mathrm{c}-}-\mathbf{r}_{v, m}^{\mathrm{c}+}\right), T_{v, m}^{+} \in V \text { and } T_{v, m}^{-} \notin V
\end{array}\right.  \tag{32}\\
& Z_{m n}^{M J}=\left\{\begin{array}{l}
-a_{v, m} \mathbf{H}^{s}\left(\boldsymbol{m}_{n}^{J}\right) \cdot\left(\mathbf{r}_{v, m}^{c-}-\mathbf{r}_{v, m}^{c+}\right) T_{v, m}^{ \pm} \in V \\
-a_{v, m} \mathbf{H}^{s}\left(\boldsymbol{m}_{n}^{J}\right) \cdot\left(\mathbf{r}_{m s}^{c-}-\mathbf{r}_{v, m}^{c+}\right), T_{v, m}^{+} \in V \text { and } T_{v, m}^{-} \notin V
\end{array}\right.  \tag{33}\\
& Z_{n n}^{M D}=\left\{\begin{array}{l}
-a_{v, m} \mathbf{H}^{s}\left(\boldsymbol{m}_{n}^{D}\right) \cdot\left(\mathbf{r}_{v, m}^{c-}-\mathbf{r}_{v, m}^{\mathrm{c}+}\right) \quad T_{v, m}^{ \pm} \in V \\
-a_{v, m} \mathbf{H}^{s}\left(\boldsymbol{m}_{n}^{D}\right) \cdot\left(\mathbf{r}_{m s}^{c-}-\mathbf{r}_{v, m}^{c+}\right), T_{v, m}^{+} \in V \text { and } T_{v, m}^{-} \notin V
\end{array}\right.  \tag{35}\\
& Z_{n m}^{M M}= \begin{cases}-a_{v, m} \mathbf{H}_{n}^{5}\left(\boldsymbol{m}_{n}^{M}\right) \cdot\left(\mathbf{r}_{v, m}^{c-}-\mathbf{r}_{v, m}^{c+}\right) & T_{v, m}^{ \pm} \in V \\
-a_{v, m} \mathbf{H}_{n}^{s}\left(\boldsymbol{m}_{n}^{M}\right) \cdot\left(\mathbf{r}_{m s}^{c-}-\mathbf{r}_{v, m}^{c,}\right), & T_{v, m}^{+} \in V \text { and } T_{v, m}^{-} \notin V\end{cases} \tag{36}
\end{align*}
$$

where $l_{s . m}$ is the length of $m^{\text {th }}$ common edge associated with a pair of triangle patches $T_{s, m}^{ \pm}$and $\mathbf{r}_{s, m}^{c \pm}$ is the centroid radius vector of $T_{s, m}^{ \pm}$[12].

Equations (28)-(36) are universal that it is unnecessary to treat the boundary condition on the surface of the mixed body, so the EDM method can be constructed by using a simple procedure and the impedance matrix's generation is very efficient. From the above equations, it can be concluded that the EDM method has two advantages over the conventional MOM: one is that the EDM method does not require evaluating the usual integrals involving the expansion and testing functions, thus reducing the computational complexity. Another is the reduction of the computation time for the calculations of each impedance matrix element, which can be obtained by one multiplication in the EDM method, while four multiplications in the conventional MOM using 1-point integration algorithm.

## III. NUMERICAL RESULTS

In this section, three numerical results are presented to validate the algorithm and demonstrate the efficiency of the method. We remark that all the simulations are solved on a processor with 2.2 GHz dual CPU speed. All coated structures are excited by a plane wave with the frequency of 0.3 GHz propagating along the -z direction.

In the first example, we consider a coated sphere shown in Fig. 2, where the electric dimension of the inner and outer spherical radius is $\mathrm{k}_{0} \mathrm{a}_{1}=0.2 \pi$ and
$\mathrm{k}_{0} \mathrm{a}_{2}=0.3 \pi$, respectively, while the relative tensor elements of the uniaxial anisotropic material are $\varepsilon_{x x}=\varepsilon_{y y}=1.5-0.5 j \quad, \quad \varepsilon_{z z}=2-j \quad, \quad$ and $\mu_{x x}=\mu_{y y}=1.5-0.5 j, \mu_{z z}=2-j$, the others are zero.
The curves of Fig. 2 clearly show that the bistatic RCSs calculated in three different ways (the EDM method, the conventional MOM, HFSS) are in good agreement in both the xoz-plane and yoz-plane, thus validating the correctness and applicability of our method and the code.


Fig. 2. Bistatic RCS of a conducting sphere coated with anisotropic uniaxial material.

Then, we consider a conducting sheet, which is coated with two-layer anisotropic materials. The relative tensor elements of the first layer sub1 are $\varepsilon_{x x}=\varepsilon_{y y}=1.5$ , $\varepsilon_{z z}=2, \varepsilon_{x y}=j, \varepsilon_{y x}=-j$ and $\mu_{x x}=\mu_{y y}=\mu_{z z}=2-j$ and the others are zero. The relative tensor elements of the second layer sub2 are $\varepsilon_{x x}=\varepsilon_{y y}=\varepsilon_{z z}=2-j$ and $\mu_{x x}=\mu_{y y}=1.5, \mu_{z z}=2, \mu_{x y}=j, \mu_{y x}=-j$ and the others are zero. The configuration and its geometrical parameters are $\mathrm{W}=\mathrm{L}=0.5 \mathrm{~m}, \mathrm{H}_{1}=\mathrm{H}_{2}=0.05 \mathrm{~m}$, shown in Fig. 3. We remark here that the magnetic current unknowns could be paired with their corresponding electric current unknowns, thus resulting in total 6214 unknowns. The results of MOM are plotted in solid line, and the results of EDM are plotted in dotted line. It is observed that the results of the EDM method agree well with those of the conventional MOM, shown in Fig. 3. The total CPU time is 2249 seconds for EDM method and 4644 seconds for conventional method, respectively, which yields a reduction of $51.6 \%$ of the total computation time.


Fig. 3. Bistatic RCS of a metallic sheet coated with two-layer anisotropic off-diagonal materials.

In the last example, we consider the scattering from a coated connecting-ring, which is shown in Fig. 4 (a), and the geometrical parameters are $\mathrm{D}_{1}=100 \mathrm{~mm}, \mathrm{D}_{2}=150 \mathrm{~mm}$, $\mathrm{D}_{3}=200 \mathrm{~mm}, \mathrm{D}_{4}=500 \mathrm{~mm}, \mathrm{H}=500 \mathrm{~mm}$. The material of the coated layer of the model is uniaxial anisotropic lossy material with the relative tensors $\varepsilon_{x x}=\varepsilon_{y y}=2-j$, $\varepsilon_{z z}=1.5-0.75 j$ and $\mu_{x x}=\mu_{y y}=1.5-0.75 j, \mu_{z z}=2-j$, the others are zero. The unknowns (including triangles for perfect conductor and tetrahedrons for dielectric material) are 7011 in all. The RCS of the metallic connecting-ring coated with material is computed by both the conventional MOM (dashed line) and the EDM (dotted line), as shown in Fig. 4 (b) and (c), their results are in good agreement with each other. The total CPU time is 36915 seconds for conventional method and 24361 seconds for EDM method, respectively, which yields a reduction of $34 \%$ of the total computation time. We can also see from Fig. 4 (b) and (c), the presence of the uniaxial lossy material leads to the reduction of RCS in both xoz-plane and yoz-plane polarization in the scattering angle from $0^{\circ}$ to $90^{\circ}$ and $270^{\circ}$ to $360^{\circ}$ be about 7 dB lower than those of the metallic connecting-ring without coating material (solid line).



Fig. 4. (a) The connect-ring and its corresponding geometrical parameters, (b) bistatic RCS (xozplane) of a connecting-ring non-coated and coated with uniaxial material, (c) bistatic RCS (yozplane) of a connecting-ring non-coated and coated with uniaxial material.

## IV. CONCLUSION

In this work, the EDM method has been successfully extended and applied in the analysis of the EM scattering characteristics of arbitrarily shaped PEC targets coated with arbitrary electric and magnetic anisotropic media. The application of the EDM method significantly reduces the computational complexity of the impedance matrix as well as the CPU time. All in all, the algorithm presented in this paper can be applied to analyze arbitrary shaped complex target coated with arbitrary thickness of EM anisotropic materials. In future work, we will focus on the application of the EDM method for the computation of the RCS of arbitrary shaped targets coated with bi-anisotropic materials.
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#### Abstract

In this paper, an efficient approach for calculating the far field pattern of one-dimensional (1-D) and two-dimensional (2-D) finite patch arrays is proposed. Based on the active element factor (AEF) defined specifically for scattering problems, this proposed method takes into account the effects of mutual couplings and array edges. From the induced current distribution on an array with odd or even elements, the array is divided into different parts and neglects the weak mutual coupling affected by far elements for each part. Thus, the element-varying AEF method changes a large array problem into a superposition of various simplified subarray problems. Three examples verify the accuracy and efficiency of the proposed method. Furthermore, the results show that the proposed method with the element-varying AEF technique has the ability to solve the scattering problems of rather large arrays whereas other methods become incapable due to computer hardware limitations.


Index Terms - Active element factor, far field pattern, mutual coupling, subarray.

## I. INTRODUCTION

Numerical methods, such as the method of moments (MoM) [1], finite element method (FEM) [2], finite-difference time-domain (FDTD) method [3], multilevel fast multipole algorithm (MLFMA) [4], characteristic basis function method (CBFM) [5], and hybrid methods [6] are employed to calculate the electromagnetic scattering. Direct numerical simulations for a small array mounted on an arbitrary platform result in an accurate and effective solution. For an infinite periodic array, only an element is required to be extracted for calculation with the Floquet's
theorem or periodic Green function [7-8]. The numerical methods, however, become inefficient or even infeasible for rather large finite arrays when considering the mutual coupling effects in the whole array environment because of the computer hardware limitations. In this case, approximate methods are needed to reduce the large memory and time requirement for the array calculation and analysis.

Over the past years, an active element pattern (AEP) technique was used for prediction of the performance of large array antennas [9-11]. With the pattern taken with a feed at a single element in the array and all other elements terminated in matched loads, the AEP technique considers mutual coupling effects between array elements and expresses the radiated pattern effectively and efficiently. From the AEP theorem, the active element factor (AEF) defined as the current distribution induced on a particular aperture is intended for scattering problems [12-13]. In [13], an average AEF with the reduced window array (RWA) approximation is introduced to analyze the scattering characteristics of finite arrays in an infinite ground plane.

In this paper, the scattering performance of finite patch arrays in a finite ground plane is studied with an element-varying AEF method. Due to the finite grounds in this study, the induced current distribution on an array with odd elements is quite different from that with even elements. Based on the element-varying AEF method, this paper presents how an array is divided into various subarrays according to the induced current distribution. The whole array elements are divided into edge elements, interior elements, and adjacent edge elements. The AEFs of edge elements can be approximated by a small subarray when neglecting
the weak mutual coupling affected by far elements. The similar subarrays are also applied to AEFs of interior elements and adjacent edge elements. Thus, the far field pattern of a rather large finite array can be calculated by a superposition of these three types of the elementvarying AEF from a subarray. After the current distribution of a small array is quickly gotten with the commercial software FEKO [14], the varied AEFs of each element in a subarray can easily be obtained to calculate the far field scattering pattern of a rather large array. The element-varying AEF method can greatly reduce the computing time and simplify the operational procedure. The onedimensional (1-D) and two-dimensional (2-D) examples show that the results are actually quite good over a broad angular range and only deteriorate for angles that approach grazing.

## II. THEORIES

## A. Far electric field pattern of a finite array

The far electric field scattered by an array can be expressed as

$$
\begin{equation*}
\boldsymbol{E}_{\text {total }}=\sum_{n=1}^{N} \boldsymbol{E}_{n}(\theta, \varphi), \tag{1}
\end{equation*}
$$

where $\boldsymbol{E}_{n}$ is the far electric field scattered by the $n$th element aperture with an entire array illuminated by an incident wave source. Induced currents on each element aperture are excited by the incident wave and contain all the effects of the mutual coupling and the array environment. Using the equivalence principle, $\boldsymbol{E}_{n}$ can be written as

$$
\begin{align*}
\boldsymbol{E}_{n}(\boldsymbol{J}, \boldsymbol{M})= & -\frac{j \omega \mu}{4 \pi} \int_{s} \boldsymbol{J} \frac{e^{-j k\left|r-r^{\prime}\right|}}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} d s^{\prime} \\
& +\frac{1}{4 \pi \mathrm{j} \omega \varepsilon} \nabla \int_{s} \nabla^{\prime} \cdot \boldsymbol{J} \frac{e^{-j k r-r^{\prime} \mid}}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} d s^{\prime},  \tag{2}\\
& -\frac{1}{4 \pi} \nabla \times \int_{s} \boldsymbol{M} \frac{e^{-j k\left|r-r^{\prime}\right|}}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} d s^{\prime}
\end{align*}
$$

where $\boldsymbol{r}$ and $\boldsymbol{r}^{\prime}$ are the position vectors of the observation and source points with respect to a global coordinate, the electric current $\boldsymbol{J}$ consists of $\boldsymbol{J}_{\mathrm{c}}$ and $\boldsymbol{J}_{\mathrm{d}}$ which are the equivalent surface electric currents induced on the conducting and dielectric surfaces of the $n$th element aperture, and the magnetic current $\boldsymbol{M}$ is the equivalent surface magnetic current induced on the dielectric surface of the $n$th element aperture.

In this study, $\boldsymbol{J}_{\mathrm{c}}, \boldsymbol{J}_{\mathrm{d}}$ and $\boldsymbol{M}$ can be gotten with the commercial software FEKO, which is a powerful and convenient tool. The current information is stored in ${ }^{*}$.os file and mesh information in ${ }^{*}$.stl file after the MoM-based simulation of FEKO. Thus, $\boldsymbol{E}_{n}$ can be easily calculated by applying the corresponding current and mesh data to equation (2).

## B. Element-varying AEF method

Figure 1 plots a 1-D homogeneous finite periodic array illuminated by a plane wave source. Currents are induced on the structure. Besides the mutual couple effects, there are edge effects introduced by the bounded nature of the finite array [15-16]. Since the currents induced on each element are varied, all $\boldsymbol{E}_{n}$ are needed to be calculated from (2) to complete the superposition of all elements' scattering patterns in (1).


Fig. 1. 1-D finite periodic array and its elements.
Considering the element-varying AEF scheme, a fast approximation is proposed to obtain the accurate scattering performance in this paper. Once knowing the currents induced on a small array with the numerical simulation, the far field pattern of a rather large finite array can be easily calculated.

Generally, all elements of an array are divided into edge elements, interior elements, and adjacent edge elements, as shown in Figure 1. Equation (1) can therefore be rewritten as [16]

$$
\begin{align*}
& \boldsymbol{E}_{\text {toal }}=\boldsymbol{E}_{\mathrm{E}}(\theta, \varphi)+\boldsymbol{E}_{\mathrm{I}}(\theta, \varphi)+\boldsymbol{E}_{\mathrm{AE}}(\theta, \varphi),  \tag{3}\\
& \boldsymbol{E}_{\mathrm{E}}=\sum_{e=1}^{N e} \boldsymbol{E}_{e}(\theta, \varphi) e^{j \hat{r} \hat{r_{e}}},  \tag{4}\\
& \boldsymbol{E}_{\mathrm{I}}=\sum_{i=1}^{N i} \boldsymbol{E}_{i}(\theta, \varphi) e^{j \hat{\boldsymbol{r} \cdot \boldsymbol{r}_{\boldsymbol{r}}},}  \tag{5}\\
& \boldsymbol{E}_{\mathrm{AE}}=\sum_{a=1}^{N a} \boldsymbol{E}_{a}(\theta, \varphi) e^{j \hat{r} \hat{r} \boldsymbol{r}_{a}}, \tag{6}
\end{align*}
$$

where $\boldsymbol{E}_{\mathrm{E}}, \boldsymbol{E}_{\mathrm{I}}$ and $\boldsymbol{E}_{\mathrm{AE}}$ are the superposition of AEP of all edge elements, all interior elements and all adjacent edge elements, respectively. $N_{\mathrm{e}}, N_{\mathrm{i}}$
and $N_{\mathrm{a}}$ are the numbers of all edge elements, all interior elements and all adjacent edge elements, respectively. $\boldsymbol{E}_{\mathrm{e}}(\theta, \varphi), \boldsymbol{E}_{\mathrm{i}}(\theta, \varphi)$ and $\boldsymbol{E}_{\mathrm{a}}(\theta, \varphi)$ are obtained from the local subarrays, respectively. $e^{j k \hat{r} r_{e}}$ is the spatial phase factor, where $\hat{\boldsymbol{r}}$ is the unit radius vector from the origin to the observation, and $\boldsymbol{r}_{n}(n=\mathrm{e}, \mathrm{i}, \mathrm{a})$ is a position vector from the origin to the center of the $n$th element.

## C. Arrays with odd and even elements

In the light of boundary condition and symmetry influence, the induced current distribution on an array with odd elements is quite different from that with even elements. In order to calculate AEFs of a rather large array from those of a small array accurately, it is required to calculate the two cases of odd elements and even elements, separately.


Fig. 2. Current density on odd-element and evenelement arrays. (Arrows denote current densities.)

For example, Fig. 2 shows the induced current density on two finite patch arrays with five (odd) elements and six (even) elements from the FEKO simulation. The elements of the 1-D patch array are uniformly placed along the $y$-axis. And the two arrays are respectively illuminated by a vertical incident plane wave with $y$ polarization. For the two cases, the symmetrical structure and the vertical plane wave source result in a symmetrical induced current distribution. However, the symmetry line along the $y$-direction of the odd-element array passes through one patch, but it is between two patches for the even-element array. The two different boundary conditions lead to the separate analysis of the odd-element array and even-element array. From Fig. 2, it can be seen that the current density on the array with odd elements is quite different from that with even elements.

## III. EXAMPLES AND DISCUSSIONS

## A. Far field calculation for 1-D arrays

In this section, various results are obtained by using the formulation presented in Section II. A 10 -element period structure illuminated by a plane wave with $\theta_{0}=0$ and $\varphi_{0}=90$ is shown in Fig. 3. Each patch dimension is chosen to be $w \times l$ ( $w=55.5 \mathrm{~mm}, l=60.6 \mathrm{~mm}$ ). The thickness of the substrate $h=0.762 \mathrm{~mm}$ and relative permittivity is chosen as $\varepsilon_{\mathrm{r}}=1.0$ for simplicity. Each element is uniformly spaced from its neighbors by a distance of $d=0.51 \lambda_{0}$ in the $y$-direction. The central operating frequency is 1.42 GHz .


Fig. 3. A 1-D 10-element array.


Fig. 4. Patterns calculated with isolated element and AEFs.

Figure 4 shows the isolated element pattern and varied AEFs involving all elements. It is clear that the isolated element pattern is different from the pattern of the AEFs because of the mutualcoupling effects.

The following is to determine the number of elements in a subarray involved to calculate AEFs of edge elements, adjacent edge elements and
interior elements. Firstly, the far field pattern of left edge element is investigated. Figure 5 shows the far field pattern in the E-plane of left edge element in the subarray. The left edge pattern of the 4 -element subarray is almost coinciding with that of the 6 -element subarray. Therefore, the left edge element pattern can be determined by a 4 element subarray. Secondly, the far field pattern of the left adjacent element can be determined by a 6 element subarray from Fig. 6. Thirdly, the far field pattern of the odd interior element can be obtained by a 6 -element subarray from Fig. 7. The elements on the right side can be treated in a similar way.

Therefore, only a 6 -element subarray is involved to obtain all three kinds of AEF for the even-element arrays no matter how large the total element number is.


Fig. 5. AEFs of the left edge element by using different subarrays.


Fig. 6. AEFs of the left adjacent element by using different subarrays.

Based on the 6 -element subarray, Fig. 8 plots the far field patterns of a 1-D 10-element patch array using the element-varying AEF method and
the whole-array simulation with FEKO, respectively.


Fig. 7. AEFs of the odd interior element by using different subarrays.


Fig. 8. Far-field pattern for the 1-D 10-element array.

The same analysis applies to an array with odd elements. Only a 5 -element subarray is required to calculate the far field scattering of rather large odd-element arrays. Figure 9 plots the far field patterns of a 1-D 51-element patch array. The results show that the pattern with the elementvarying AEFs method closely matches that with the whole-array simulation.

Table 1 presents the computing time comparison between the proposed method and the whole-array simulation with FEKO for the studied arrays. The proposed method shows a significant improvement in computational efficiency. All calculations are performed with an Intel Pentium Dual-Core 2.93 GHz computer having 2.0 GB of RAM.


Fig. 9. Far-field pattern for the 1-D 51-element array by FEKO's simulation and the elementvarying AEFs method.

Table 1: A comparison of the computing time between our method and the 1-D whole-array simulation with FEKO

| 10-element array | Our <br> method | FEKO |
| :--- | :---: | :---: |
| Subarray simulation (s) | 1.78 <br> AEP superposition (s) | $-07 \times 10^{-2}$ <br> 1.78 |
| Total time (s) | - |  |
| 51-element array | Our <br> method | FEKO |
| Subarray simulation (s) | 1.22 | - |
| AEP superposition (s) | 0.01 | - |
| Total time (s) | 1.23 | 153.75 |

## C. Far field calculation of 2-D finite array

The geometry of a 2-D $5 \times 5$ array illuminated by a plane wave with $\theta_{0}=0$ and $\varphi_{0}=90$ is shown in Figure 10. The materials and patch sizes are the same as the $1-\mathrm{D}$ cases. Similar to a 1-D array, the array elements can be divided into corner elements, edge elements and interior elements. The analysis procedure is the same as that for a 1D array. Thus, only a $5 \times 5$-element subarray is required to calculate a 2 -D rather large oddelement array. Figure 11 illustrates the far field patterns for a 2-D $11 \times 11$-element array using the element-varying AEF method and the whole-array simulation with FEKO.

Table 2 shows that the proposed method for the 2-D $11 \times 11$-element array gets a significant improvement in computational efficiency compared to the whole-array simulation.


Fig. 10. Geometry of a 2-D $5 \times 5$-element array and its elements.


Fig. 11. Far-field pattern for an $11 \times 11$-element array.

Table 2: A comparison of the computing time between our method and the whole-array simulation with FEKO

|  | Our <br> method | FEKO |
| :--- | :---: | :---: |
| Subarray simulation (s) | 39.14 | - |
| AEP superposition (s) | 0.15 | - |
| Total time (s) | 39.29 | 10254.05 |

## VI. CONCLUSION

In this paper, we introduce a convenient and efficient method for calculating the far field pattern of finite periodic arrays. The elementvarying AEF method, considering the effects of mutual coupling and edge surroundings, involves the edge, adjacent and interior element factor patterns. Thus, it merely needs to simulate a small subarray to obtain the scattering pattern of rather large arrays. The numerical examples show that the proposed method is valid and efficient for calculating the far field scattering pattern.
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#### Abstract

The present study aims at applying different methods for predicting the cleaning efficiency of the electromagnetic filtration process $(\psi)$ in the mixtures of water and corrosion particles (rust) of low concentrations. In our study, artificial neural network (ANN), multivariable least square regression (MLSR), and mechanistic modelling approaches were applied and compared for prediction of the cleaning efficiency for the electromagnetic filtration process. The results clearly show that the use of ANN led to more accurate results than the mechanistic filtration and MLSR models. Therefore, it is expected that this study can be a contribution to the cleaning efficiency.


Index Terms - ANN, electromagnetic filtration, MLSR.

## I. INTRODUCTION

Some of the known impurities in water used in the industry are mostly Feand its various compounds. In water, high concentrations of ferrous compounds cause serious problems. The ferrous compounds that accumulated in pipeline by separating on the capture surface over time to cause water pollution. Ferrous compounds result in
undesirable color and turbidity.It causes to plug and the shrinkage of cross-section by accumulation inside the pipe.It is stained on the clothes and porcelain.The waters with high ferrous concentration are undesirable in various areas such as paper, leather, textile, plastic, and food industries because it leads to vary color and taste of productions.

Magnetic ferrous compounds are $\mathrm{Fe}_{3} \mathrm{O}_{4}$ and $\gamma$ $\mathrm{Fe}_{2} \mathrm{O}_{3}$. These are called also as corrosive productions. Especially, magnetite $\left(\mathrm{Fe}_{3} \mathrm{O}_{4}\right)$ is a basic compound of corrosive productions. In the water and wastewaters, there are low concentrations and micron-sized dispersed particles, showing various magnetic characteristics. Various separation methods can be applied such as membrane filtration, coagulation, ion ex-changer, and precipitation. They depend on the characteristics of the solids and the ratio of the solid/liquid in the suspension. However, if the particle concentration is around $10^{-3}-10^{-5} \mathrm{~g} / \mathrm{kg}$ and their sizes are lower than $1 \mu \mathrm{~m}$, the conventional methods cannot be applied for a required separation degree. In the waters, it can be easily separated from magnetic particles using electromagnetic filters and from non-magnetic particles using other effective methods in order to use them in the plants.

Electromagnetic filtration is a rather simple and quite environment-friendly separation process, as it does not require any chemical or biological reagents and heavy conditions such as high temperature or pressure. Also, these filters can be simply set up and cleaned. Owing to the advantages, electromagnetic filtration is anuseful separation technique employed to separate micron and submicron magnetic particles from the carrier medium with high efficiency.For this reason, electromagnetic filters have used for the separation of heavy metal ions, phosphates, corrosion products, such as the rusts in mining, glass, ceramic, oil, power, and nuclear power generation industries [1-7].The matrix of the electromagnetic filter is composed of the magnetic packed beds, easily magnetized within an external magnetic field. The packing elements are usually balls, steel wools, metal rods, and wires. The high gradient fields are locally formed around these packing elements with an effect of the magnetic field. When liquids or gases are passing through the filter elements in the external magnetic field, the magnetic particles contained are exposed to strong sedimentation forces and most of them accumulate in the granular media of the filter elements, there it appears high gradient magnetic fields at local zones which are called capture-sections of the filter. Purification of a liquid or a gas is accomplished by passing the suspension and holding the micron sized magnetic dispersed particles in the capture-sections of the filter [1, 3, 8-13]. As magnetic filters can withstand high temperatures, corrosive and radioactive mediums, mechanical and hydro dynamical effects, these packed beds can be effectively used in the separation processes of many industrial brunches.

The electromagnetic filtration efficiency depends on several factors such as hydrodynamic, magnetic, rheological, and geometrical parameters of the system and physicochemical properties of a medium. The electromagnetic filtration efficiency is thus a multi-variable stochastic function $[1-4,14$, 15]. In order to suggest a general theory for this process, effects of all these parameters must be known.

For predicting effects of the parameters such as the external magnetic field strength, diameter of the filter elements, filter length, viscosity of the suspension and the filtration velocity on the cleaning efficiency ( $\psi$ ), one approach could be the identification of an input-output relationship
between the involved variables based on the experimental measurements. From this perspective, artificial neural networks (ANNs) are powerful tools having the abilities to recognize underlying complex relationships from input-output data only [16].

An artificial neural network is an information processing system that imitates the behavior of a human brain by emulating the operations and connectivity of biological neurons [17]. It performs a human-like reasoning, learns the attitude, and stores the relationship of the processes based on a representative data set. In general, the neural networks do not need much of a detailed description or formulation of the underlying process, and thus, appeal to practicing engineers who tend to rely on their own data [16]. Recently, neural networks have been successfully applied to process modelingand control [18-22].

The main aim of this study is to develop a suitable ANN model by considering the feedforward back propagation learning algorithm in the estimation of the cleaning efficiencyin the system from external magnetic field strength, filter length, diameter of the filter elements, the filtration velocity, and the viscosity of suspension parameters. Moreover, its performance comparison with the mechanistic model that was developed by Abbasov [1], and multivariate least squares regression approach are important.

## II. EXPERIMENTAL METHOD

The electromagnetic filter used in the experimental studies is consisting of a non magnetic filter body and the stainless steel balls as the filter elements. As the external magnetizing medium, multipurpose electromagnetic magnetizing equipment ( $\mathrm{AC} / \mathrm{DC}, 0-220 \mathrm{~V}$, and 0 $10 \mathrm{~A})$ has been used. The experimental studies have been carried out by placing an electromagnetic filter into this equipment, which has a 48 mm diameter. Magnetic field intensity (B) was within the range of 0-0.5 T.

The most important characteristic of the electromagnetic filters that make them more useful and popular compared to classical filters is their ability to separate micron and submicron magnetic particles from the carrier medium with high efficiency.

Experiments were carried for various conditions, such as the filtration velocity of $0.10-$ $0.95 \mathrm{~m} / \mathrm{s}$, suspension viscosity of $0.8-10.96 \mathrm{cp}$,
external magnetic field strength of175-279 kA/m, diameter of the filter elements of $4-14 \mathrm{~mm}$, and filter length of $1-10 \mathrm{~cm}$ (Table 1).

Table 1: Parameters of the data considered for the present study

| Parameters | Min. | Max. | Average | Std. <br> dev. |
| :---: | :---: | :---: | :---: | :---: |
| $H(\mathrm{kA} / \mathrm{m})$ | 175.070 | 278.521 | 224.500 | 40.618 |
| $L(\mathrm{~m})$ | 0.0100 | 0.1000 | 0.0908 | 0.0236 |
| $d(\mathrm{~m})$ | 0.00475 | 0.014 | 0.0077 | 0.0027 |
| $\mathrm{~V}(\mathrm{~m} / \mathrm{s})$ | 0.1000 | 0.9500 | 0.1862 | 0.1398 |
| $\mu(\mathrm{~kg} / \mathrm{m} \cdot \mathrm{s})$ | 0.00008 | 0.01096 | 0.00123 | 0.00197 |
| $\psi$ | 0.1800 | 0.8300 | 0.6733 | 0.1247 |
| $H:$ external magnetic field strength, $L:$ filter length, |  |  |  |  |
| diameter of the filter elements, $V_{f}:$ the filtration velocity, <br> $\mu:$ viscosity of suspension |  |  |  |  |

In order to prevent the coalescence of the rust particles, a continuous mixing was applied. The filter and balls were washed and dried at the end of each experiment. After determining the total Fe amount by atomic absorption spectroscopy (AAS) analysis, the cleaning efficiency of the filtration process $(\psi)$, was determined using the following equation:

$$
\begin{equation*}
\psi=\frac{C_{i}-C_{0}}{C_{i}} \lambda, \tag{1}
\end{equation*}
$$

where, $\lambda$, the ferromagnetic fraction of the mixture, $C_{i}$ and $C_{0}$ are the total Fe amount at the inlet and outlet respectively ( $\mathrm{mg} / \mathrm{L}$ ).

The total Fe amount at the inlet is constant. A 10 g portion of particles was spread over a permanent magnet and the fraction of particles having magnetic properties was weighed. The procedure was replicated. It was determined that $85 \%$ of the corrosion products showed magnetic properties. Thus, it was determined that the magnetic fraction of the mixture ( $\lambda$ ), was 0.85 .

## III. MODELLING PROCEDURE

## A. Artificial neural network (ANN)model

By using the experimental observations as the input data set to identify the effects of operating parameters on the cleaning efficiency, an artificial neural network (ANN) model was created. A
three-layered feed forward and a back propagation algorithm with 5 neurons in the first layer, 4 neurons in the interim layer and 1 neuron in the last layer were chosen. The network had one input layer, one hidden layer and one output layer as shown in Fig. 1. The first layer has five hyperbolic tangent sigmoid neurons, the second layer has four logarithmic sigmoid neurons, and the last layer has one linear neuron. In the course of training, which was based on the Levenberg-Marquardt method, the number of hidden layers, the number of neurons in the hidden layer, training accuracy, and the number of iterations were determined by using the trial and error method.


Fig.1.Schematic diagram of ANN model.
The ANN model consists of five input nodes corresponding to
(a) external magnetic field strength
(b) filter length
(c) diameter of the filter elements
(d) the filtration velocity
(e) viscosity of suspension.

The single output was the cleaning efficiency $(\psi)$ in the system.

To develop an ANN model for estimating cleaning efficiency, the data set was partitioned into a training set and a test set. Out of 53 data sets available, 35 were used for training, and the remaining for testing. The performance function was the sum of the squares of the difference between output of ANN and observations of laboratory analysis. Training was preceded for 500 epochs. MATLAB 7.0 [23] software was used for all computations.

## B. Multivariable least squares regression (MLSR)

Multivariable regression by the method of least squares is an extension of the least squares simple linear regression model. The multivariate regression methods allow the interrelationship between the response and several independent variables to be evaluated simultaneously. It also allows non-linear relationship between the response variable and the independent variables to be evaluated. The multivariable least squares regression equation is shown in equation (2).

$$
\begin{equation*}
y_{i}=\beta_{0}+\beta_{1} x_{i, 1}+\ldots+\beta_{n-1} x_{i, n-1}+\varepsilon_{i}, \tag{2}
\end{equation*}
$$

where $y_{i}$ is the $i^{\text {th }}$ response. $\beta_{0}, \beta_{1}, \ldots, \beta_{n-1}$ are the regression parameters. $x_{i, 1}, \ldots, x_{i, n-1}$ are the $i^{\text {th }}$ individual's set of predictors. $\varepsilon_{i}$ is the independent random error associated with the $i^{\text {th }}$ response, typically assumed to be distributed $\mathrm{N}(0, \sigma)$. After being built on available data, the model will probably be used for predicting the values taken by the response variable for new data points $\{x\}$ that are not in the original data set (predictive modelling).

## C. Model filtration theory

In general, the magnetic filtration theory can become in the basic methods of classic filtrations [24,25]. Besides other forces acting on capturing particles in the pores on magnetic filters (inertia, Archimedes density, drag etc.), the relative magnitudes of magnetic forces are the dominant mechanism in the capturing process. For this reason, the efficiency of magnetic filtration is higher than other filters [1-4]. In general, the efficiency of the magnetic filtration depends on the magnetic, rheological, geometric, and hydrodynamic parameters. On the other hand, physicochemical properties of a medium depend on these parameters determining magnetic filtration efficiency, which is a multi-variable stochastic function.

It faces toomany difficulties in the modelling and optimization of magnetic filtration performance as a variety of parameters affectsthe magnetic filtration process. But the approximation model of the filtration theory that can consider optimization of the change of magnetic filtration efficiency is in the limitation conditions. The detailed theoretical and practical investigations of
the magnetic filters are reported in the literature. From the results of these studies, $\psi$ is the cleaning efficiency as follows (equation (3)):

$$
\begin{equation*}
\psi=\lambda[1-\exp (-\alpha L)] . \tag{3}
\end{equation*}
$$

where, $L$ is the filter length, $\lambda$ is the ferromagnetic fraction of the mixture, $\alpha$ is the fraction (coefficient) of the captured particles which depend on the magnetic, hydrodynamic, geometric, and the rheological properties of the filter. By adding the effect of diameter of the filter elements, external magnetic field strength, the filtration velocity, and the viscosity of suspension, the equation (4) can be given

$$
\begin{equation*}
\psi=0.85\left(1-\exp \left\{-A\left[\frac{H^{0.75} L}{\mu d^{2} V_{f}}\right]\right\}\right) . \tag{4}
\end{equation*}
$$

where, $A$ is rational constant, $\mu$ is the viscosity of suspension, $H$ is magnetic field strength, $d$ is the diameter of the filter element (stainless steel ball), $V_{f}$ is the filtration velocity. It is obvious that the separation efficiency of an electromagnetic filter will depend on the operating levels of the relevant variables. In this work, we aimed at the optimization of the external magnetic field, diameter of the filter elements, filter length, and filtration velocity for the separation efficiency of the magnetic particles in the electromagnetic filters.

## IV. RESULTS AND DISCUSSION

In this study, the proposed models aim to assess the effects of operating parameters on estimating the cleaning efficiency. Thus, these models were created by considering the cleaning efficiency in the mixtures of water and corrosion particles of low concentrations.

For development of the neural network model, the Neural Network Toolbox and MATLAB 7.0 were used. A MATLAB script was written, loaded the data file, trained and validated the network, and saved the model architecture.

The input data was made of the external magnetic field strength, diameter of the filter element, filter length, viscosity of the suspension, and the filtration velocity. The output data was made of the cleaning efficiency. The input data and the output data were normalized and denormalized before and after the actual application
in the network. Thus, the model was trained for input-output behavior of the system.

The neural network (NN) is exported to Simulink environment using the 'gensim' command after the training is finished. The block diagram in Fig. 2 shows the NN in Simulink [23].


Fig. 2. Three layers of the neural network block diagram.

Figure 3 shows that the block diagram representation of the neural network model for input layer [23].Block diagrams of the neural network model for hidden layer and output layer are shown in Figs. 4 and 5, respectively [23].


Fig. 3.Input layer simulation.


Fig. 4.Hidden layer simulation.


Fig. 5.Output layer simulation.
The transfer functions tansig and logsig used in this study are given in equation (5) and equation (6), respectively.

$$
\begin{align*}
& y_{i}=\frac{2}{1+e^{-2 z_{i}}}-1,  \tag{5}\\
& y_{i}=\frac{1}{1+e^{-z_{i}}}, \tag{6}
\end{align*}
$$

where $z_{i}$ is the input of the neuron in the hidden layer and $y_{i}$ is the output of neuron while calculating $z_{i}$, $\operatorname{logsig}$ transfer function was calculated a layer's output from its net input [23].

IW, LW, and $b$ are defined as input weight, layer weight, and bias, respectively. In this study, values of IW, LW, and $b$ for NN layers are given in Tables 2, 3, and 4 [23].

Table 2: Weights and bias values for input layer

| IW $\{\mathbf{1 , 1}\}$ |  |  |  |  | $\mathbf{b}\{\mathbf{1}\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -0.0146 | -0.1923 | 0.0820 | -0.7444 | -0.1297 | 0.0626 |
| -0.3359 | -1.6946 | 0.3514 | -0.9232 | 0.9588 | -1.1541 |
| -0.0231 | 0.8443 | -0.0010 | 0.2818 | -0.9518 | -0.1249 |
| 0.1286 | 0.4234 | -0.2894 | 0.1692 | -0.4117 | -1.5776 |
| 0.4185 | 0.7018 | -0.8372 | 0.2380 | -0.4048 | 1.9692 |

Table 3: Weights and bias values for hidden layer

| $\mathbf{L W}\{\mathbf{2}, \mathbf{1}\}$ |  |  |  | $\mathbf{b}\{\mathbf{2}\}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.3408 | -0.4659 | 0.4341 | 0.4329 | 0.0911 |
| -0.7031 | 1.0237 | -0.9640 | -0.9616 | -0.2155 |
| -0.5071 | 0.6775 | -0.6480 | -0.6468 | 0.1957 |
| 0.8026 | -0.9064 | 0.8920 | 0.8926 |  |
| -0.9699 | 1.1218 | -1.1010 | -1.1015 | 0.1947 |

Table 4: Weights and bias values for output layer

| $\mathbf{L W}\{\mathbf{3}, \mathbf{2}\}$ | $\mathbf{b}\{\mathbf{3}\}$ |
| :---: | :---: |
| -1.6987 |  |
| 2.2956 | 0.1829 |
| -2.1251 |  |
| -2.1241 |  |

The ANN model is summarized in the following equations (7, 8\&9) [23];

$$
\begin{align*}
& y_{1}=\operatorname{tansig}\left[\operatorname{IW}\{1,1\} * p+b_{1}\right],  \tag{7}\\
& y_{2}=\operatorname{logsig}\left[\operatorname{LW}\{2,1\} * y_{1}+b_{2}\right],  \tag{8}\\
& y_{3}=\operatorname{purelin}\left[\operatorname{LW}\{3,2\} * y_{2}+b_{3}\right], \tag{9}
\end{align*}
$$

where $y_{i}$ are $i^{\text {th }}$ output of layers. ANN model output is defined as $y_{3}$.

The preliminary results are shown in Fig. 6. The behavior of the network for the test data is shown in the following Fig. 7. As detected from Fig. 7, the network model results are compatible with the observations.


Fig. 6.ANN training results.


Fig.7. ANN testing results.
The MLSR analysis was performed on the training set, used to develop the neural networks. The regression parameters of the MLSR model are given in Table 5.

Prediction capability of the mechanistic model was performed on the testing data set, used to performance evaluation of the ANN and MLSR. Fig. 9 depicted the results of the mechanistic model.

Table 5: The regression parameters(in equation 2)

| $\boldsymbol{i}$ | $\boldsymbol{\beta}_{\boldsymbol{i}}$ |
| :---: | :---: |
| 0 | 0.3730 |
| 1 | 0.3131 |
| 2 | 0.0318 |
| 3 | -0.0022 |
| 4 | -0.2443 |
| 5 | -0.0096 |

The test data set was used to performances of the MLSR equations. The result of MLSR model is shown in Fig. 8.


Fig.8.MLSR results for testing data.
Three parameters namely correlation coefficient (R), mean absolute percentage error (MAPE), and root mean square error (RMSE) values were used for the performance evaluation of the models.

A higher value of the correlation coefficient and the smaller values of MAPE and RMSE mean a better performance of the model. Correlation coefficients calculated for training and testing of network were 0.93 and 0.94 , respectively. MAPE values were found as $4.67 \%$ and $5.8 \%$.

The results suggest better performances by the artificial neural network as well as the other two approaches. Moreover, ANN is relatively more accurate than MLSR and the mechanistic model by Abbasov [1] in predicting the cleaning efficiency in the system. The results are tabulated in Table 6.


Fig.9.Mechanistic model results for testing data.
Table 6: Performance indexes achieved using ANN, MLSR and Mechanistic model during training and validation periods

| Training data |  |  |  | Test data |  |  |
| :---: | :---: | :---: | :--- | :---: | :---: | :---: |
| Model | $\mathbf{R}$ | MAPE <br> $\mathbf{( \% )}$ | $\mathbf{R M S E}$ | $\mathbf{R}$ | MAPE <br> $\mathbf{( \% )}$ | $\mathbf{R M S E}$ |
| ANN | 0.93 | 4.67 | 0.042 | 0.94 | 5.8 | 0.050 |
| MLSR | 0.74 | 9.26 | 0.076 | 0.92 | 12.9 | 0.077 |
| Abbasov[1] | - | - | - | 0.86 | 15.3 | 0.126 |

## V. CONCLUSIONS

The proposed ANN model predicts the cleaning efficiency $(\psi)$ in the mixtures of water and corrosion particles of low concentrations, when the external magnetic field strength, diameter of the filter elements, filter length, viscosity of the suspension, and the filtration velocity are given. The errors for MLRS (12.9 \%) and the mechanistic model ( $15.3 \%$ ) are higher than the error obtained for ANN ( $5.8 \%$ ) as the capability of ANN is more than MLRS and mechanistic model in predicting the quality factor which is a complex and nonlinear process. These results showed that the ANN model is useful for the prediction of cleaning efficiency for electromagnetic filtration process. Estimation of the mechanistic model constants using a powerful optimization techniquecan give better results.
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#### Abstract

We present novel designs of compact lowpass filters (LPF) and bandpass filters (BPF) based on defected ground structures (DGS) using two complementary split ring resonators (CSRR) that are etched in the ground plane. The geometries of the two CSRRs, of unequal areas, are optimized for a LPF with sharp cutoff and wide stop band. For the design of the BPF, a gap capacitor is added in series with the main transmission line and the two or three etched CSRRs are designed to achieve a given bandwidth, and a wide rejection band. Simulation results on the SEMCAD-X software are compared with circuit models and measurements on fabricated lowpass and bandpass filters.


Index Terms - Defected ground structures, microstrip circuit, microwave filters.

## I. INTRODUCTION

Modern wireless communication systems call for compact size, low cost, and high performance components. Microwave filters are essential components in such systems and much effort has been spent recently to design compact lowpass and bandpass filters with sharp cutoff and wide stop band performance. One technique to shape filter response is to include photonic band gap (PBG) structures in filter design. This is done by etching a set of periodic defects in the ground plane of a microstrip structure. These PBG structures have the character of producing band gaps or stop bands that shape the filter response [1-3]. In addition to their stop band behavior, they have the property of slowing down the propagating electromagnetic waves, which tends to reduce the filter dimensions. However, in order to show their band gap effect, the PBG structures require the presence of many periodic cells [4, 5], which ousts the
design compactness. Recently, new DGS shapes have been proposed by several authors as means of filter design by using only one or few cells. Commonly used DGS shapes include the dumbbell shape [5], the H-shape [6], the interdigital slot [7] and the split ring resonator [8-14].

A cell of such DGS disturbs the shield current in the ground plane and can increase the inductance and capacitance of the strip line. A single dumbbell defect has been modeled as a parallel L-C circuit connected in series with the line [5] and therefore acts as a one-pole lowpass filter. A similar model has been adopted for the H defect and other defects [15]. The slow wave factor caused by one or more DGS has been studied in [16].

A LPF with wide stop band has been designed on a ground plane with two dumbbell defects in [5] and with three dumbbell defects in [4]. A bandpass filter based on three sections of coupled lines on a three dumbbell defected ground has been presented in [17]. The DGSs enhance the coupling between coupled lines, which increases the filter bandwidth from $14 \%$ with no DGSs to $42 \%$.

The use of H-shaped defect is found to result in a more compact LPF compared to one using dumbbell defects $[6,15,18]$. A crescent shape DGS structure has been utilized to design a lowpass filter [19]. A microstrip bandpass filter has been designed based on folded tri-section step impedance resonator and slotted ground defects [20].

The split ring resonator (SRR) is a building block in periodic structures behaving as metamaterial with negative permeability around its resonant frequency [11, 12]. The complimentary split ring resonator (CSRR) has been utilized as a DGS for filter design [13, 14]. The CSRR has
been modeled as a parallel L-C circuit connected between the line capacitor and the ground $[8,10]$. A LPF with sharp rejection has been designed based on the use of 3 CSRRs in [21]. The filter stop band has been increased by properly orienting the CSRR relative to the printed line [22]. A bandpass filter based on a pair of coupled lines and three CSRRs DGS is presented in [23]. The CSRRs tend to increase the coupling between the lines and increase the filter bandwidth. A bandwidth of 1 GHz about a center frequency of 3.5 GHz has been reported [23].

In this paper, we present a simple design of compact LPF using two or three CSRR DGS. The microstrip transmission line joining the input to the output is a uniform $50 \Omega$ line with no discontinuities or connected stubs. The distances between the defects and their areas are optimized to obtain a filter with sharp cutoff and wide stop band. In addition, a bandpass filter is designed by using two or three CSRRs and a gap capacitor connected in series with the main printed line.

The proposed LPF is introduced in the next section along with an equivalent circuit model. The latter is compared with simulation results taken on SEMCAD-X software. Similarly, the proposed BPF is presented in Section III along with its circuit model and simulation results. The capability of enhancing the rejection band is illustrated in this section by adding a third CSRR defect. Several versions of the LPF and BPF are built and tested. Measurements on both filters are compared with simulations in Section IV. The conclusions are drawn in Section V.

## II. DESIGN AND GEOMETRY OF THE LOWPASS FILTER

The geometry of the proposed LPF is shown in Fig. 1a, where a $50 \Omega$ strip line is printed on the dielectric layer surface and two CSRRs are etched in the ground plane. The two complementary SRRs are similar to one another except that the smaller ring (A2) is rotated by $90^{\circ}$ relative to the larger ring (A1). The area of both rings and the spacing between them are design parameters that must be properly chosen in order to obtain a favorable filter response. The CSRR main parameters are shown in the inset of Fig. 1a. These are the slot width ( t ), the slot gap ( g ), the spacing (c) between inner and outer rings, and the side
length (a). The role of these parameters in shaping the LPF response has been studied in $[8,16]$. The circuit model of the LPF is shown in Fig. 1b, where each ring is modeled by a parallel L-C circuit (L3, C3 and L4, C4) connected in series with the line capacitance [8]. The distance between the centers of the CSRRs is modeled by a transmission line (TL) of a given electrical length $(\theta)$ at the cutoff frequency.


Fig. 1. (a) Geometry of the proposed lowpass filter. (b) Equivalent circuit model.

Using the simulation tool SEMCAD X, we have designed a LPF with the response shown in Fig. 2. The notch frequency of $\mathrm{S}_{21}$ at $\mathrm{f}=2.7 \mathrm{GHz}$ is mainly determined by the dimensions of ring (A1), which is the first (larger) CSRR. The second notch frequency at 3.45 GHz is mainly determined by ring (A2) whose linear dimensions are $85 \%$ of ring (A1). The dimensions of ring (A2) influence the stop band, which extends up to 4.75 GHz . The flatness of the pass band response is affected by the dimensions $(\mathrm{t}),(\mathrm{g})$, and (c) of the two CSRRs. The simulated $\mathrm{S}_{11}$ response lies below -10 dB in the passband. The dimensions of the two CSRRs
used in the LPF of Fig. 2 are tabulated in Table 1 along with the spacing (D) between the centers of the two rings. It is important to note that the rotation of the smaller CSRR by $90^{\circ}$ relative to the first one has a major role in achieving the low response level over the wide stop band of the filter. The total length of the filter is about 40 mm . This amounts to one third of the free space wavelength at the $3-\mathrm{dB}$ cutoff frequency ( 2.5 GHz ).

To obtain the equivalent circuit model of the presented LPF, we optimize the circuit elements of Fig. 1b on the Agilent's advanced design system (ADS) software so as to match the simulated $\mathrm{S}_{21}$ response. The inferred circuit model $\mathrm{S}_{21}$ response is compared with the simulated one in Fig. 2. A good match is observed, particularly in the pass band region. The corresponding values of the circuit elements are tabulated in Table 2. In particular, we note that the electrical length between the centers of the two CSRRs is 140 degrees at 2 GHz . This is certainly influenced by the slow wave effect caused by the CSRR defects [10]. Namely, the effective relative permittivity is about 4.66 in the presence of the defects. Finally, we note that as (A2) is reduced in area while (A1) is kept fixed, the stop band extends to higher frequencies, but the response can exceed the -10 dB limit. A good design ratio of $\mathrm{a} 2 / \mathrm{a} 1$ is found to lie between 0.75 and 0.85 .


Fig. 2. Comparison between simulated $\mathrm{S}_{21}$ (solid line) and circuit model (dashed line) results of the proposed lowpass filter. The simulated $\mathrm{S}_{11}$ is shown as dash-dot line. The substrate used has thickness $\mathrm{h}=1.5 \mathrm{~mm}$ and dielectric constant of 2.55 .

Table 1: Geometric design parameter details of the proposed lowpass filter in millimeter

| a 1 | t 1 | s 1 | c 1 |  |  |
| :---: | :---: | :---: | :---: | :--- | :--- |
| 10 | 1 | 1 | 1 |  |  |
| a 2 | t 2 | s 2 | c 2 | $\mathrm{~W}_{\mathrm{o}}$ | D |
| 8.5 | 0.85 | 0.85 | 0.85 | 4.19 | 27 |

Table 2: Extracted equivalent circuit parameters of the proposed lowpass filter (Capacitors in ( pF ), Inductors in ( nH ) )

| C 1 | L 1 | C 2 | L 2 |  |
| :---: | :---: | :---: | :---: | :---: |
| 0.912 | 2.5 | 1.02 | 2.16 |  |
| C3 | L3 | C4 | L 4 | $\theta$ |
| 1.26 | 1.62 | 1.136 | 0.973 | $140^{\circ}$ |

It is worth comparing our lowpass filter response with that introduced in [8]. While the two filter responses are comparable to each other our proposed filter does not require any open stubs loading the conductor line.


Fig. 3. Simulation results of $S_{21}$ and $S_{11}$ of the three CSRRs LPF. The third ring is $97 \%$ of the second ring and is spaced by 20 mm from the second ring.

In order to extend the stop band to higher frequencies, a third CSRR is etched down the line. The added ring size and distance from the second ring are optimized for extended stop band. The simulated result for $S_{21}$ and $S_{11}$ is shown in Fig. 3. The $\mathrm{S}_{21}$ is maintained below -15.5 dB in the stop band that extends to 5.1 GHz . This is a definite improvement to the two-CSRR design. The total length of the filter has been increased by $55 \%$ compared with the filter using two CSRR defects. It is instructive to compare our three-CSRR with that given in [21] in which the same number of

CSRR's is used. The frequency responses are comparable except that the transition to the stop band is sharper in our design In addition; the strip line in our design is uniform in contrast with the non-uniform line in [21].

## III. DESIGN AND GEOMETRY OF THE BANDPASS FILTER

The geometry of the proposed bandpass filter (BPF) is shown in Fig. 4a, where a 50 Ohm line is printed on the dielectric layer and two CSRRs are etched in the metallic ground plane. The line has a series capacitance in the form of an L-shaped gap as shown in the inset of the figure. The two CSRRs are similar in shape and orientation, but have different areas; the second one down the line being the smaller ring $\left(b_{2} / b_{1}<1\right)$. The design parameters shown in Fig. 4a can be carefully adjusted to obtain the desired bandpass filter response.


Fig. 4. (a) Geometry of the proposed bandpass filter. (b) Equivalent circuit model.

The design parameters given in Table 3 are the result of a series of simulations using SEMCAD-X software to reach the bandpass response shown in Fig. 5. The L like gap and the large CSRR (B1)
influence the low frequency notch at 1.8 GHz , and the attenuation level of the lower band. The smaller CSRR (B2) determines the second notch at 3.7 GHz . It should be pointed out that the two CSRRs must have the same orientation in order to obtain a flat bandpass response. The EM simulated $\mathrm{S}_{11}$ is well below -10 dB in the passband. The total filter length is about 45 mm , which amounts to 0.41 of the free wavelength at the midband frequency ( 2.75 GHz ).

An equivalent circuit model of the proposed bandpass filter is shown in Fig. 4b. It clearly resembles that of the LPF (in Fig.1b) except for the added series capacitor (Cc) that represents the L cut. The values of the equivalent inductors, capacitors, as well as the transmission line length between the centers of the two rings were optimized so as to match the simulated $\mathrm{S}_{21}$ filter response by using the ADS software. The optimized circuit parameters are summarized in Table 4. The response of the simulated and modeled bandpass filter show good agreement of $\mathrm{S}_{21}$ as observed in Fig. 5.


Fig. 5. Comparison between simulation (solid line) and circuit model (dashed line) results for $\mathrm{S}_{21}$ of the proposed bandpass filter. The simulated $S_{11}$ is shown by the dash-dotted line. The substrate used has thickness $\mathrm{h}=1.5 \mathrm{~mm}$ and dielectric constant of 2.55 .

In an attempt to extend the stop band to higher frequencies, we have added a third CSRR defect down the line. The added CSRR has smaller dimensions and is rotated by $90^{\circ}$ relative to the other two rings. This result is an extension of the stop band up to 5.52 GHz compared to 4.5 GHz for the case of two rings; the attenuation level was also improved as shown in Fig. 6.


Fig. 6. Simulation results of $S_{21}$ and $S_{11}$ of the three CSRRs BPF with wide stop band (solid lines) compared to the two CSRRs BPF (dotted lines). The third ring is $86.67 \%$ of the second ring and is spaced by 21 mm from the second ring.

Table 3: Geometric design parameter details of the proposed bandpass filter in millimeter

| b 1 | t 1 | s 1 | c 1 | b 2 | t 2 | s 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 12 | 1.2 | 1.2 | 1.2 | 7.5 | 0.75 | 0.75 |


| c 2 | $\mathrm{~W}_{\mathrm{o}}$ | D | L | W 1 | W 2 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.75 | 4.19 | 31 | 10 | 0.6 | 1 |

Table 4: Extracted equivalent circuit parameters of the proposed bandpass filter (Capacitors in ( pF ), Inductors in (nH))

| C1 | L1 | C2 | L2 | C3 |
| :---: | :---: | :---: | :---: | :---: |
| 1.77 | 2.86 | 0.73 | 1.82 | 1.44 |


| L3 | C4 | L4 | Cc | $\theta$ |
| :---: | :---: | :---: | :---: | :---: |
| 2.43 | 0.91 | 1.13 | 0.86 | $111.6^{\circ}$ |

## IV. FABRICATIONS AND MEASUREMENTS

In order to verify the design method of the proposed filters, several lowpass and bandpass filters were fabricated and tested using a network analyzer. All of the lowpass and bandpass filter designs were implemented on Taconix/TLX-8 substrate with dielectric constant $\varepsilon r=2.55$, height $\mathrm{h}=1.5 \mathrm{~mm}$, and loss tangent $=0.002$. These values are the same as those used for all of the simulations.

Figure 7 shows photographs of the top side (a) and bottom side (b) of the manufactured lowpass.

The 90 degree rotation of the smaller CSRR can be seen. Two lowpass filters were fabricated and measured. The first one is the implementation of the one given in Fig. 2. The second fabricated lowpass filter has a larger ring (A1) which was scaled up by about $15 \%$ (so that $a_{2}$ was increased from 10 to 11.5 mm ). The electromagnetic simulation and the measured results of these two filters are shown in Fig. 8a and 8b, respectively. A good agreement is observed between the measurements and simulations. We note that the cutoff frequency of the second LPF (Fig. 8b) is lower than that for the one in Fig. 8a. This is a result of the larger dimensions of the (A1) ring.

Figure 9 shows photographs of the top side (a) and bottom side (b) of the fabricated bandpass filter of Fig. 5 with the parameters listed in Table 3. The simulated and measured results for this bandpass filter are presented in Fig. 10a and good agreement is observed. The measured 3 dB bandwidth of the first filter is 1.38 GHz , while the best insertion loss is 0.86 dB measured at 2.06 GHz.

Another BPF with scaled down second ring (B2) by $6.7 \%\left(b_{2}\right.$ is reduced 7 mm ) is built and measured. The simulation and measurement results of this filter are shown in Fig. 10b. Notice that the second notch frequency is shifted to a higher frequency relative to that in Fig. 10a as one would expect. The measured 3 dB bandwidth of this filter is 1.6 GHz , while the best insertion loss is 0.82 dB measured at 2.25 GHz .

## V. CONCLUSION

We have presented novel and simple designs of compact LPF and BPF based on DGS using two or three CSRRs of different areas. The desired filter responses are achieved by using a simple 50 ohms transmission line, without the need for step impedances or any junction discontinuity which yield design simplicity. The performance of these filters has been verified by simulations, circuit models, and measurements on fabricated prototypes. The smaller CSRR in the proposed LPF is rotated by $90^{\circ}$ relative to the larger one. This is necessary to obtain an acceptable stop band response. It is demonstrated that the cutoff frequency of the LPF is mainly controlled by the geometry and the area of the larger CSRR, while the second CSRR determines the extent of the stop band. Adding a third ring will extend the stop band
as well as improve the attenuation level in the rejection band.

The proposed BPF contains two CSRR ground defects of different areas but having the same orientation. In addition, a gap capacitor is connected in a series with the main printed line. It is demonstrated that the gap capacitor and the first CSRR defect (B1) control the low frequency response and the first cutoff frequency (fc1) while the second CSRR defect (B2) controls the higher cutoff frequency (fc2), hence the filter bandwidth. It has been demonstrated that a third smaller CSRR defect, added down the line, can significantly improve the upper stop band and extends it to higher frequencies (Fig. 6). The measured filter responses on manufactured LPFs and BPFs have shown excellent agreement with simulated results.
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Fig. 7. Photographs of the fabricated lowpass filter (a) Top side. (b) Bottom side.


Fig. 8a. Simulation results compared to measured results of the proposed lowpass filter of Fig. 2. Simulated $\mathrm{S}_{21}$ and $\mathrm{S}_{11}$ are shown as (solid), (dashdot) lines, respectively. Measured $\mathrm{S}_{21}$ and $\mathrm{S}_{11}$ are shown as (dashed) and (dotted) lines, respectively.


Fig. 8b. Same as Fig. 8a except for a larger $\mathrm{A}_{1}$ ring ( $a_{1}$ is increased from 10 to 11.5 mm )


Fig. 9a. Photographs of the top side of fabricated bandpass filter.


Fig. 9b. Photographs of the bottom side of fabricated bandpass filter.


Fig. 10a. Simulation results compared to measured results of the proposed bandpass filters of Fig. 5. Simulated $S_{21}$ and $S_{11}$ are shown as (solid), (dash-dot) lines, respectively. Measured $\mathrm{S}_{21}$ and $\mathrm{S}_{11}$ are shown as (dashed) and (dotted) lines, respectively.


Fig. 10b. Same as Fig. 10a except for a larger (B2) ring.
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#### Abstract

The influence of the material inclusions on the input impedance of the loaded dipoles excited by a delta function is analytically investigated. Novel and accurate analytical expressions for the input impedance of the loaded dipoles are proposed based on the mode matching technique. The boundary conditions are also enforced to obtain several simultaneous equations for the discrete modal coefficients inside the radiating region. Study of the input impedance of the whole multilayered structure is accomplished by the cascade connection of mediums as characterized by their constitutive parameters. The derived formulas are successfully validated through a proper comparison with the results obtained with the commercial software CST Microwave Studio.


Index Terms - Loaded dipole, mode-matching.

## I. INTRODUCTION

In recent years, the introduction of metamaterials (MTMs) opened the way for many research groups to enhance antenna performances. Due to unique electromagnetic properties, MTMs have been widely considered in monopole and dipole antennas to improve their performance [15]. The problem of dielectric loaded wire antenna is heretofore analyzed using numerical methods, e.g., method of moment (MoM) [6], finite difference time domain (FDTD) [7], and simulations based on commercial software [8]. However, the analytical analysis of the dielectric loaded dipole antennas has not been reported in the literature.

The novelty of this paper is to introduce a mode-matching analysis of a dipole antenna loaded with material inclusions. The concept of the MTM loaded dipole is very important and, as to the authors' best knowledge, there are no papers reporting analytical expressions and full-wave analysis of this class of loaded antennas. In this paper, a theoretical formulation for a multiply dielectric loaded slotted spherical antenna is proposed based on the mode-matching method, to predict the behavior of the loaded dipole. It is worth noting that the radiation pattern of a finite length small angle biconical antenna differs only slightly from the pattern of a dipole [9]. Here, since the biconical antenna can be exactly analyzed and it also reduces, in the limiting case, to a cylindrical dipole antenna [10], this structure is considered for the analytical investigations. The obtained analytical formulas confirm the general conclusions recently presented in $[7,8]$, regarding the effect of material inclusions on the dipole antenna performance. It is demonstrated that the inclusion influence on the input impedance of a dipole is significant only for double-negative (DNG) MTM inclusions. The analytical results have been successfully validated through a comparison with the numerical results. The CST MICROWAVE is adopted for the simulations.

## II. FIELD ANALYSIS

Figure 1a, illustrates a slotted dielectric loaded hollow conducting sphere of radius a, containing a Hertzian dipole $\bar{J}=\hat{z} J \delta\left(\bar{r}-\bar{r}^{\prime}\right)$, placed at the center ( $\left.r=r^{\prime}, \theta=0, \varphi\right)$, here $(r, \theta, \varphi)$ are the spherical coordinates and $\delta$ is a delta function. The time convention is $e^{-j \text { jet }}$ suppressed throughout. Due to
azimuthally symmetry, the fields depend on $(r, \theta)$ and the fields are then TM waves, which can be expressed in terms of magnetic vector potentials. The total magnetic vector potential for the unslotted sphere (First region, I) is a sum of the primary and secondary magnetic vector potentials, [11].

$$
\begin{equation*}
A^{i}(r, \theta)=\hat{z} A_{z}^{p}(r, \theta)+\hat{r} A_{r}^{s}(r, \theta), \tag{1}
\end{equation*}
$$

while, the primary magnetic vector potential is a free-space Green's function as

$$
\begin{equation*}
A_{z}^{p}(r, \theta)=\frac{\mu_{1} J}{4 \pi} \frac{e^{i k_{1} R}}{R}, \tag{2}
\end{equation*}
$$

$\hat{z}$ and $\hat{r}$ are the unit vectors and $R=\sqrt{r^{2}+r^{\prime 2}-2 r r^{\prime} \cos \theta}$. And the secondary magnetic vector potential is

$$
\begin{equation*}
A_{r}^{s}(r, \theta)=\sum_{n=0}^{\infty} a_{n} \hat{J}_{n}\left(k_{I} r\right) P_{n}(\cos \theta), \tag{3}
\end{equation*}
$$

where $\hat{J}_{n}($.$) and P_{n}($.$) are the spherical Bessel and$ Legendre functions, respectively, and [11]
$a_{n}=\frac{\mu_{1} a J}{8 \pi k_{1} J_{n}^{\prime}\left(k_{1} a\right)} \frac{2 n+1}{n(n+1)} \int_{0}^{\pi} \Omega \frac{\partial P_{n}(\cos \theta)}{\partial \theta} \sin ^{2} \theta d \theta$
$\Omega=\left\{\begin{array}{l}\left(a^{2}-2 r^{\prime 2}+a r^{\prime} \cos \theta\right)\left(i k_{1} \tilde{R}-1\right) \\ +k_{1}^{2} \tilde{R}^{2}\left(a^{2}-a r^{\prime} \cos \theta\right)\end{array}\right\} \frac{e^{i k_{1} \tilde{R}}}{\tilde{R}^{5}}$.
Now consider a slotted conducting sphere, as shown in Fig. 1a. The total magnetic vector potential in region (I) consists of the incident $A^{i}$ and scattered $A_{r}^{I}$ potentials as

$$
\begin{equation*}
A_{r}^{I}(r, \theta)=\sum_{n=0}^{\infty} C_{n} \hat{J}_{n}\left(k_{I} r\right) P_{n}(\cos \theta) . \tag{5}
\end{equation*}
$$

Here, $C_{n}$ is an unknown modal coefficient. The $r$ component of the magnetic vector potential in region (II, III, IV, and V) of the $l$-th slot is

$$
\begin{equation*}
A_{r}^{\gamma}(r, \theta)=\sum_{v=0}^{\infty} R_{v}^{l, \gamma}(\cos \theta)\left[D_{v}^{l, \gamma \gamma} \hat{J}_{\xi_{j}^{\prime}}\left(k_{r} r\right)+E_{v}^{l, \gamma} \hat{N}_{e^{\prime \prime}}\left(k_{r} r\right)\right], \tag{6}
\end{equation*}
$$

where $\gamma=I I, I I I, I V, V$ and

The $r$-component of the magnetic vector potential in region (VI) is

$$
\begin{equation*}
A_{r}^{V I}(r, \theta)=\sum_{v=0}^{\infty} F_{n} \hat{H}_{n}^{(2)}\left(k_{V I I} r\right) P_{n}(\cos \theta), \tag{8}
\end{equation*}
$$

where $F_{n}$ is an unknown modal coefficient and
$\hat{H}_{n}^{(2)}($.$) is the spherical Hankel function of the$ second kind.


Fig. 1. (a) Multiply- (b) single slotted dielectric loaded conducting hollow sphere, and (c) dielectric loaded dipole antenna: cross-sectional view, $\quad a=0.1 \mathrm{~mm}, \quad b=2.5 \mathrm{~mm}, \quad h=|c-b|=0.5 \mathrm{~mm}$, $d=5 \mathrm{~mm}, r_{0}=0.1 \mathrm{~mm}, H=2.4 \mathrm{~mm}, L_{d}=4.9 \mathrm{~mm}$, and the dipole radius, $r_{d}$, is equal to 0.1 mm .

To determine the modal coefficients, we enforce the field continuities as Table 1.

Table 1: Boundary conditions

| Layer | Electric Field | Magnetic Field | Limit |
| :---: | :---: | :---: | :---: |
| I,II | $E_{o}^{n}= \begin{cases}E_{i}^{t} & a_{1}^{9}<\theta \in \alpha_{2}^{a} \\ 0 & \text { otherwise }\end{cases}$ | $H_{\varphi}^{i}+H_{\varphi}^{I}=H_{\varphi}^{I I}$ | $r=$ |
| II, III |  | $H_{\varphi}^{\text {III }}=H_{\varphi}^{I I}$ | $r=b$ |
| III, V | $E_{o}^{m=}=\left\{\begin{array}{cc} E_{b}^{v} & a_{i}^{q}<\theta<\theta<a^{q} \\ 0 & \text { oherwise } \end{array}\right.$ | $H_{\varphi}^{I I I}=H_{\varphi}^{V}$ | $r=c$ |
| $V I, V$ | $E_{o}^{n}=\left\{\begin{array}{cc} E_{o}^{v} & \alpha_{1}^{q}<\theta<\alpha_{2}^{\theta} \\ 0 & \text { otherwise } \end{array}\right.$ | $H_{\varphi}^{V I}=H_{\varphi}^{V}$ | $r=d$ |
| III, IV | $E_{r}^{I V}=E_{r}^{I I I}$ | $H_{\varphi}^{\text {VI }}=H_{\varphi}^{\text {III }}$ | $\begin{aligned} & b<r<c, \\ & \theta=\alpha_{1,2}^{q}, \end{aligned}$ |

Applying orthogonal integrals and mathematical manipulation some can write the equations as follow, [18]

$$
\begin{align*}
& C_{n}=-\sqrt{\frac{\mu_{1} \varepsilon_{I}}{\mu_{I I} \varepsilon_{I I}}} \frac{2 n+1}{2 n(n+1)} \frac{1}{\hat{J}_{n}^{\prime}\left(k_{t} a\right)}  \tag{9}\\
& \sum_{l=0}^{L-1} \sum_{v=0}^{\infty}\left[D_{v}^{\prime, U \|} \hat{J}_{e_{j}^{\prime}}^{\prime}\left(k_{I I} a\right)+E_{v}^{l, I} \hat{N}_{E_{j}^{\prime}}^{\prime}\left(k_{I I} a\right)\right] I_{v n}^{l, I \pi},
\end{align*}
$$

$$
\begin{align*}
& =-\frac{\mu_{I} J a^{2}}{4 \pi} L_{u}^{q}+\frac{\mu_{I}}{\mu_{I}} \sum_{n=0}^{\infty} a_{n} \hat{J}_{n}\left(k_{I} a\right) I_{u n}^{q, I}, \tag{10}
\end{align*}
$$

$$
\begin{align*}
& \sum_{l=0}^{L-1} \sum_{v=0}^{\infty}\left[D_{v}^{l, \gamma} \hat{J}_{\xi_{v}^{\prime}}\left(k_{\gamma} r\right)+E_{v}^{l, \gamma} \hat{N}_{E_{v}^{\prime}}\left(k_{\gamma} r\right)\right] K_{v}^{l, \gamma} \tag{12}
\end{align*}
$$

$$
\begin{align*}
& \frac{\mu_{I I} \varepsilon_{I I}}{\mu_{I V} \varepsilon_{I V}} \sum_{v=0}^{\infty} \xi_{v^{\prime}}^{l}\left(\xi_{v^{\prime}}^{l}+1\right)\left[\begin{array}{l}
D_{v^{\prime}, V V}^{l \mid} U_{v^{v}} \\
+E_{v^{\prime}, V} U_{v^{\prime} w}
\end{array}\right] R_{v^{l, V V}}\left(\cos \theta_{o}\right) \text {, } \tag{13}
\end{align*}
$$

$$
\begin{align*}
& F_{n}=-\sqrt{\frac{\mu_{V} \varepsilon_{V I}}{\mu_{v} \varepsilon_{V}}} \frac{2 n+1}{2 n(n+1)} \frac{1}{\hat{H}_{n}^{(1)}\left(k_{V I} d\right)}  \tag{15}\\
& \sum_{l=0}^{L-1} \sum_{v=0}^{\infty}\left[D_{v}^{l, V} \hat{J}_{e 一 v_{j}^{\prime}}^{\prime}\left(k_{v} d\right)+E_{v}^{l, V} \hat{N}_{E_{v}^{\prime}}^{\prime}\left(k_{v} d\right)\right] I_{v i}^{l, V},
\end{align*}
$$

where $\gamma=I I, V, \quad \gamma^{\prime}=I I I, r=b, c$, and $\theta_{0}=\alpha_{1}^{l}, \alpha_{2}^{l}$.
The required definitions are illustrated in the appendix. For a single slot configuration (biconical antenna loaded with a dielectric, Fig.1-b), due to the magnetic field boundary condition between region III and IV, $R_{v}^{l, \gamma}(\cos \theta)$ has been simplified as

Finally, the unknown coefficients are

$$
\begin{equation*}
C_{n}, D_{v}^{I I}, E_{v}^{I I}, D_{v}^{I I}, E_{v}^{I I}, D_{v}^{I V}, E_{v}^{I V}, D_{v}^{v}, E_{v}^{v}, F_{n} . \tag{16}
\end{equation*}
$$

## III. NUMERICAL ANALYSIS

From the formulas presented in the previous section, it is straightforward to write short programs that illustrate the difference between the different types of material inclusions. To this aim, the cone angle of the biconical antenna is selected to be as small as possible, e.g., $2 \alpha_{1}=2.5$ degree. It should be noted that, based on [12-13], it is well known that the input impedance of a biconical antenna changes significantly by changing cone angle. Hence the input impedance of a biconical antenna is investigated with regards to its cone angle. The inverse radiation impedance $Z_{v}$ for biconical antennas is given by [11]

The analytic simulations have been compared with the CST simulation results of an equivalent dipole antenna (radius, $r_{d}$ ). The results have been presented in Fig. 2. According to this figure, for the antenna radius $r_{d}<0.01 \lambda$ ( $\approx$ biconical antenna $2 \alpha_{1} \leq 3.4$ degree, with regards to $f=25 \mathrm{GHz}$ as main frequency) the loaded dipole may be considered as a limit case of a loaded biconical antenna (the
approximation meet numerical simulations with good agreement). The simulation parameters are: $a=0.1 \mathrm{~mm}, \quad b=2.5 \mathrm{~mm}, \quad h=0.5 \mathrm{~mm}, \quad d=5 \mathrm{~mm}$, $r_{0}=0.1 \mathrm{~mm}, H=2.4 \mathrm{~mm}, L_{d}=4.9 \mathrm{~mm}, \varepsilon_{r}=2.2$, and $\mu_{r}=1$. For the radius $0.01 \lambda<r_{d}<0.02 \lambda$, the antenna input impedance has been extracted approximately, and larger values cause significant errors in impedance computations.


Fig. 2. Input impedance of a DPS-loaded dipole v.s. dipole radius, (a) real, and (b) imaginary parts: analytical (Blue) against numerical results (Red). Analytical results are obtained using proposed analytical expressions; while the numerical results are extracted using CST software.

## A. Dielectric-covered biconical antennas

To validate the proposed method, it is useful to consider a conventional covered biconical antenna (Fig. 3) as the first limiting case. The input impedance of a thin biconical antenna embedded in dielectric material has been derived
by Tai [14]. A slightly more general expression applicable to a biconical antenna embedded in a lossless material of arbitrary permeability and permittivity has been given by [15]. Assuming $L=1$, the region III fills by PEC, and $k_{1} a \ll 1$; the slotted sphere becomes a simple biconical antenna, (Fig. 3). In Fig. 4, the effects of the numbers of modes in computation convergence have been depicted. It is clear that good convergence has been achieved.

In Fig. 5, the analytic results for the return loss of a biconical antenna have been compared with CST simulation results. As it is stated before, the antenna cone angle is $2 \alpha_{1}=2.5$ degree. According to this figure, a good agreement has been achieved between analytic and numeric simulations.


Fig. 3. Dielectric-covered biconical antenna: cross-sectional view, $a=0.1 \mathrm{~mm}, b=5 \mathrm{~mm}, \varepsilon_{r}=\mu_{r}=1$.

## B. Dielectric-loaded biconical antennas

In order to demonstrate the capability of the MTM loading to realize a miniaturized antenna, two examples are studied here. The first one is a dipole antenna filled with double positive (DPS) material inclusions, ( $\varepsilon_{r}=2.2$ and $\mu_{r}=1$ ). A DNGloaded dipole antenna, whose parameters are labeled in Fig. 1-c, is also studied.

Here, the Drude model [16] is used to simulate the MTM inclusions, since it can yield a negative real part of the permittivity/permeability over a wide frequency range. For the DNG inclusions, both $\mu$ and $\varepsilon$ obey the Drude model (with plasma frequency $\omega_{\mathrm{p}}=15 \times 10^{10} \mathrm{rad} / \mathrm{s}$ and collision frequency $f_{\mathrm{c}}=0.01 \mathrm{GHz}$ ) as

$$
\begin{equation*}
\xi_{r}(\omega)=\xi_{\infty}-\frac{\omega_{p}^{2}}{\omega\left(\omega-i v_{c}\right)} \quad \xi \in\{\varepsilon, \mu\} . \tag{18}
\end{equation*}
$$

It should be noted that, this selection has been affected by all the other relative parameters, e.g.,
$k$, [17]. In Fig. 6, the effects of the numbers of modes in computation convergence have been presented. Again, it is clear that good convergence has been obtained. The analytical and simulated results for the reflection coefficient of the DPSand DNG-loaded dipole antennas are presented in Fig. 7. As can be seen from this figure, the analytical results for the reflection coefficient of a loaded dipole are in good agreement with the CST simulation results. Simulations show that for the dipole antenna loaded with DNG-inclusions, an additional resonance frequency is introduced at the frequencies lower than the antenna resonant frequency where the antenna radiates an omnidirectional radiation pattern.

In contrast, for the dipoles loaded with DPSinclusions, changing DPS locations on the antenna arms causes no resonances at frequencies lower than the main resonant frequency. An important advantage of the proposed antenna is that the dipole length does not need to be increased to lower the resonant frequency. Consequently, a compact antenna is obtained. The proposed method, suggested a bandwidth of $0.3 \%$ at 2.2 GHz (which is wider than the bandwidth of other miniaturized MTM loaded dipoles [1-2]) while it means 11.8 times frequency reduction with regards to resonance frequency of DPS loaded antenna ( 26 GHz ). Since changing the locations and dimensions of the DPS/DNG materials does not have any significant effect on the antenna radiation patterns, the proposed antennas radiate omnidirectional radiation patterns at all resonant frequencies. However, these are not plotted here for the sake of brevity.

(a)

(b)

Fig. 4. Convergence analysis of the dielectriccovered biconical antenna, input impedance, (a) real, and (b) imaginary parts.


Fig. 5. $\left|\mathrm{S}_{11}\right|[\mathrm{dB}]$ of a dielectric-covered biconical antenna: analytical against numerical results. Analytical results are obtained using proposed analytical expressions; numerical results are computed by CST software.

## IV. CONCLUSION

The behavior of a biconical/dipole antenna loaded with MTM inclusions has been examined both analytically and numerically. The theory is compared with different simulation results resulting in a very good agreement between them. The analytical investigations also reveal that embedding DNG-inclusions in a simple biconical/dipole antenna can provide an opportunity to design miniaturized antenna.


Fig. 6. Convergence analysis of the dielectricloaded biconical antenna, input impedance (a) real, and (b) imaginary parts.

(a)

(b)

Fig. 7. $\left|\mathrm{S}_{11}\right|[\mathrm{dB}]$ of a (a) dielectric, and (b) DNGloaded biconical antenna: analytical against numerical results. Analytical results are obtained using proposed analytical expressions; numerical results are computed by CST software.
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## APPENDIX

In Eqs. (9)-(15) the required definitions are defined as follow:

$$
\begin{align*}
& I_{v n}=-\int_{\alpha_{1}}^{\alpha_{2}} \frac{\partial}{\partial \theta} R_{v}(\cos \theta) \frac{\partial}{\partial \theta} P_{n}(\cos \theta) \sin \theta d \theta,  \tag{A-1}\\
& X_{u v}^{q I}=\sqrt{\frac{\mu_{I} \varepsilon_{I}}{\mu_{I} \varepsilon_{I I}}} \sum_{n=1}^{\infty} \frac{2 n+1}{2 n(n+1)} \frac{\hat{J}_{n}\left(k_{I} a\right)}{\hat{J}_{n}^{\prime}\left(k_{I} a\right)} I_{u n}^{q, I I} I_{v n}^{l, I I},  \tag{A-2}\\
& L_{u}^{q}=\int_{\alpha_{1}^{\prime}}^{\alpha_{2}^{\prime}} \frac{\partial}{\partial \theta}\left(\frac{e^{i_{1} R} R}{R}\right) \frac{\partial R_{u}^{q}(\cos \theta)}{\partial \theta} \sin \theta d \theta,  \tag{A-3}\\
& K_{v}^{l, y}=\int_{a_{i}^{\prime}}^{a_{2}^{\prime}} \frac{\partial}{\partial \theta} R_{i}^{\prime, \gamma}(\cos \theta) \frac{\partial}{\partial \theta} R_{i}^{l, y}(\cos \theta) \sin \theta d \theta, \quad \gamma=I I, V  \tag{A-4}\\
& =\left\{\begin{array}{cc}
Q_{0}\left(\cos \alpha_{2}^{\prime}\right)-Q_{0}\left(\cos \alpha_{1}^{\prime}\right) & v=0 \\
\xi_{v}^{l}\left(\xi_{v}^{\prime}+1\right) \int_{\alpha_{1}^{\prime}}^{\alpha_{j}^{\prime}}\left[R_{v}^{l \prime \gamma}(\cos \theta)\right]^{2} \sin \theta d \theta & v \geq 1
\end{array} \quad, \gamma=I I, V,\right. \\
& K_{v}^{\prime, y^{\prime}}=\int_{\alpha_{i}^{\prime}}^{\alpha_{2}^{\prime}} \frac{\partial}{\partial \theta} R_{v}^{\prime, \gamma}(\cos \theta) \frac{\partial}{\partial \theta} R_{v}^{l, y^{\prime}}(\cos \theta) \sin \theta d \theta, \begin{array}{l}
\gamma=I I, V, \\
\gamma^{\prime}=I I I
\end{array},  \tag{A-5}\\
& \Psi_{u v}^{q l}=\sqrt{\frac{\mu_{V} \varepsilon_{V I}}{\mu_{V I} \varepsilon_{V}}} \sum_{n=1}^{\infty} \frac{2 n+1}{2 n(n+1)} \frac{\hat{H}_{n}^{(2)}\left(k_{V V} d\right)}{\hat{H}_{n}^{(2)}\left(k_{V I} d\right)} I_{u n}^{q, V} I_{v n}^{l V} . \tag{A-6}
\end{align*}
$$
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#### Abstract

A rigorous and effective analysis based on the volume-surface integral equation (VSIE) formulation and pre-corrected-fast Fourier transform method (P-FFT) is presented for the problems of finite microstrip antennas which are modeled by combined conducting and dielectric materials. Several typical microstrip antennas and conformal microstrip antenna arrays are reconsidered; the comparisons of results from calculation and measurement validate the algorithm. Different feed methods are also considered to excite the antennas and conformal arrays. All the problems could be solved on a small computer with high efficiency and good precision.


Index Terms - Conformal antenna, microstrip antenna, precorrected-fast Fourier transform method, volume-surface integral equation.

## I. INTRODUCTION

Microstrip patch antennas have been widely used in satellite communications, aircrafts, radars, biomedical applications, and reflector feeds, due to their advantages of low profile, simple structure, low cost and compatibility with integrated circuits. It is important to develop an efficient electromagnetic numerical method to analyze antennas with good precision.

There are always two approaches to analyze microstrip antennas, one approach is to model the antenna with infinite ground and substrate, derive the Green's function to the special multilayer structure of the antenna [1]; then, the unknown surface currents of the patch can be solved by full-
wave method. This approach does not account for the edge effects of a finite antenna, and it will be very difficult to get the related Green's function when the microstrip antenna is conformed onto a host with sophisticated and irregular shapes [2]. Another approach is to deal with the finite antenna directly by full-wave method, one of the popular numerical methods for this problem is based on the surface integral equation (SIE) formulation [3] or the hybrid volume-surface integral equation (VSIE) $[4,5]$ formulation, for thin dielectric sheet problem, the volume integral approach seems a better alternative than the surface integral approach to the thin sheet problem [6]. In this paper, the VSIE formulation is applied to solve problems consisting of arbitrarily composite conducting-dielectric objects.

But this approach is considerably difficult for electrical large antenna arrays because of the necessity of solving a large matrix equation, which requires a large computer memory and CPU time. Domain decomposition method (DDM) [7], characteristic basis function method (CBFM) [8], and parallel computation techniques [9] could be applied to decompose the large problems to many smaller problems and alleviate the problem by assigning the memory requirements and CPU time. Fast solvers could also be used to reduce the storage memory and CPU time to some reasonable extent, such as conjugate gradient fast Fourier transform method (CG-FFT) [10], fast multipole algorithm (FMM), or multilevel fast multipole algorithm (MLFMA) [11,12], adaptive integral method (AIM) [13] and pre-corrected-fast Fourier transform method (p-FFT) [14,15].

Among these types of fast algorithms, FFTform algorithms have relatively simple implementation on personal computers as compared to the FMM. CG-FFT method requires the integral equation to be discretized on rectangular grids which has limited its usage to conformal antenna objects, and as compared in [16], p-FFT can use larger grid spacing than the AIM, so the p-FFT algorithm is applied in this paper.

Several typical microstrip antennas or arrays including wideband microstrip antenna, microstrip patch antenna, and microstrip conformal arrays are characterized, and their respective numerical results are presented to demonstrate good accuracy and efficiency of the present design. Two feeding models are used in the examples including probe feed model $[15,17]$ and microstrip line feed model [18], in which, the probe feed model use the uniform prism as demonstrated in [17], so RWG basis can be used for probe junction modeling.

## II. FORMULATIONS AND EUQATIONS

Formulations for VSIE [5, 19, 20] and the main progress of p-FFT method are discussed here. The method in [21] is used to solve the singularity problems of potential integrations. Incomplete LU factorization with threshold (ILUT) pre-conditioner [22] is applied to improve the condition number of the impedance matrix, and the generalized minimum residual method (GMRES) is employed to solve the matrix equation for a faster convergence [22].


Fig. 1. Composite dielectric and metal model.

## A. Coupled volume-surface integral equation

The mixed conduction-dielectric problem is considered here as shown in Fig. 1. To the dielectric obstacles, the volume equivalence theorem is used [23], then the scattered fields are produced by the equivalent volume polarization currents $\boldsymbol{J}_{\boldsymbol{d}}$. To consider the scattering of perfectly conducting surfaces, the physical equivalent theorem can be
used [23], and the fields are best determined using surface equivalent current densities $\boldsymbol{J}_{c}$. For all these currents are situated in free space, so the free-space dyadic Green's function could be utilized in the computation of the scattered fields $\boldsymbol{E}^{s}(\boldsymbol{r})$, which could be expressed as

$$
\begin{equation*}
\boldsymbol{E}_{\alpha}^{s}=i \omega \mu_{b} \int_{\alpha} \overline{\bar{G}}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right) \cdot \boldsymbol{J}_{\alpha} d \boldsymbol{r}^{\prime}, \alpha=S \text { or } V, \tag{1}
\end{equation*}
$$

where $\overline{\bar{G}}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)$ is the dyadic Green's function, expressed as
$\overline{\bar{G}}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\left(\overline{\bar{I}}+\nabla \nabla / k_{b}^{2}\right) \frac{e^{i \boldsymbol{i}_{b}|\boldsymbol{r} \boldsymbol{r}|}}{4 \pi\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}$.
$k_{b}$ is the wave number for the background media.
Using boundary condition, the field integral equations are given by

$$
\begin{align*}
\frac{\boldsymbol{D}(\boldsymbol{r})}{\varepsilon_{1}(\boldsymbol{r})} & =\boldsymbol{E}^{i}(\boldsymbol{r})+\boldsymbol{E}^{s}(\boldsymbol{r})  \tag{3}\\
\boldsymbol{E}_{\tan }^{i} & =-\boldsymbol{E}_{\tan }^{s} \tag{4}
\end{align*} \text { in } V_{d}, ~ \text { on } S_{g},
$$

where $V_{d}$ is the volume of the dielectric substrate, $S_{g}$ is the surfaces of the metal. $\boldsymbol{D}(\boldsymbol{r})$ is the electric flux density in the dielectric region. $\boldsymbol{E}^{i}$ is the field due to the impressed source. As expressed in (1), $\boldsymbol{E}^{s}$ is the scattered field due to the currents of the conductors $\boldsymbol{J}_{c}$ and the equivalent volume currents $\boldsymbol{J}_{d}$ in the dielectric region, which are expanded as follows

$$
\begin{align*}
\boldsymbol{J}_{c}(\boldsymbol{r}) & =\sum_{n=1}^{N_{s}} I_{n}^{S} f_{n}^{S}(\boldsymbol{r}), \quad \boldsymbol{r} \text { on } S_{\mathrm{g}},  \tag{5}\\
\boldsymbol{J}_{d}(\boldsymbol{r}) & =j \omega \sum_{n=1}^{N_{v}} I_{n}^{V} \kappa(\boldsymbol{r}) f_{n}^{V}(\boldsymbol{r}), \quad \boldsymbol{r} \text { in } V_{\mathrm{d}} . \tag{6}
\end{align*}
$$

RWG basis functions [19] and SWG basis functions [20] are used here to discretize the models. Galerkin's method [24] is used for MoM, then the matrix equation is built for the solution of the unknown surface and volume currents. To solve the problem directly, the memory requirement is of the order $O\left(N^{2}\right)$, and the CPU is of the order $O\left(N^{3}\right)$. For electrically large problems, it is inefficient to use MoM directly, while p-FFT method could be used to alleviate the problem to some extent.

## B. Pre-corrected-FFT solution of VSIE

The pre-corrected-FFT method considers the near- and far- zone interactions separately when evaluating a matrix-vector product, namely

$$
\begin{equation*}
\mathbf{Z} \cdot \boldsymbol{I}=\mathbf{Z}^{\text {near }} \cdot \boldsymbol{I}+\mathbf{Z}^{\text {far }} \cdot \boldsymbol{I} . \tag{7}
\end{equation*}
$$

The near-zone interactions within an appropriate separation between the source and observation points are computed directly and stored. The farzone interactions beyond the predefined separation are calculated using an approximate four-step (projection, FFT, interpolation, and pre-correction) procedure. Exactly, for surface integral equation (SIE), the memory requirement and computational complexity are of $O\left(N^{1.5}\right)$ and $O\left(N^{1.5} \log N\right)$, respectively, and for a solution to volume integral equation (VIE) requires $O(N)$ and $O(N \log N)$ operations, respectively.

## III. DESIGN OF MICROSTRIP ANTENNAS

In this section, some typical microstrip antennas are analyzed using the method mentioned above, examples include E-shaped patch antenna [25], microstrip patch antenna [26], and conformal microstrip patch array [27] are reconsidered.

## A. E-shaped antenna

This sub-section reconsiders the wideband Eshaped antenna proposed in [25]. Figure 2 shows the meshed model and dimensions of the antenna, the distance between the E-shaped patch and ground is 15 mm . To mesh the conductor 2155 triangular patches are used in 3348 unknowns. The calculated results are compared with the simulated results based on the commercial software (Ansoft HFSS) as shown in Fig. 3. From the results of MoM , the second resonant frequency has an offset of about 120 MHz to the measured result, and about 50 MHz to the HFSS results. The same problem exists in the following example, and will be explained then.

## B. Microstrip patch antenna

The example considered here is from [26] as shown in Fig. 4. The thickness of the substrate to the antenna is 0.794 mm , the relative permittivity $\varepsilon_{r}=2.2$. In order to build an accurate model to simulate the port of a microstrip line, a twodimension eigenmode problem on the port's
surface should be solved firstly [28]. Here, a simplified port model is used as shown in Fig. 4, where, the field at the port's face is compared near the excited gaps, a lumped voltage source is applied at the gaps. In the model, the feed strip line is shorted to the ground, which will introduce a self-inductor to the microstrip input port [28].


Fig. 2. Model of E-shaped antenna.


Fig. 3. Compared results of $S_{11}(\mathrm{~dB})$.


Fig. 4. Microstrip patch antenna model.

The antenna in Fig. 4 is modeled by 2299 tetrahedral elements and 962 triangular patches, with 6795 unknowns to the whole problem. At a frequency of 7.78 GHz , the p-FFT accelerated method needs about 412 MB memory with the near-zone threshold distance set to $0.27 \lambda$, number of near field interactions is $12,935,915$. Time for per iteration is 0.147 s , a tolerance of $0.1 \%$ for GMRES can be achieved in only 21 iterations, total CPU time is 9.25 minutes for the solution. The generalized pencil-of-function method (GPOF) is used to retrieve the input impedance of the antenna [29].

The calculated return loss results are compared with the measured results in Fig. 5. A positive offset of about 180 MHz in the resonant frequency can be observed in Fig. 5. Except for the reasons of meshes density and fabrication error, the error relates to the nature of SWG and RWG or other low-order basis functions. SWG or other loworder dielectric basis functions are unable to exactly satisfy the boundary condition of the vanishing tangential E -field component on the metal-dielectric surface [17]. And for RWG or other low-order surface basis functions, it is difficult to express the fringing currents of conducting patches, according to the fringing effects of patch antenna, the inductive currents change very quickly near the fringe of a patch, and the fringing currents focus to the patch edge which will cause a much more higher current density near the fringe, but RWG basis function can not render the fringe effecting phenomenon very well, that's why the resonant frequency calculated by MoM always has a positive offset to the actual resonant frequency. Another reason is that the feed model used in Fig. 4 has introduced a selfinductance and caused frequency shift due to the strip shorted to the ground. The losses of dielectric and metal are also not considered in the numerical method.

In Fig. 6, the radiation patterns of the calculated results using the method in the paper are compared to the measured results and numerical results using the FDTD [26] and PMCHWT [30] methods, as shown in the diagram, very good agreements are obtained by comparing the calculated results using the method of the paper to the measured results. While in some angles, the results from FDTD method in [26] and PMCHWT method in [30] have a lot of
differences from the measured results, the reason for the lack of agreement is that, the finite ground plane is not modeled in the FDTD and PMCHWT solutions [26, 30].


Fig. 5. $\mathrm{S}_{11}(\mathrm{~dB})$ results comparison.


Fig. 6. Radiation patterns comparison at the resonant frequency, the calculated results are compared with measured results, calculated results based on FDTD in [26] and the numerical results
based on the PMCHWT method in [30]. $E_{\theta}$ component in xoz plane and $E_{\Phi}$ component in $y o z$ plane are calculated and compared with the measurement.

## C. Cylindrical microstrip arrays

Conformal microstrip antenna arrays are usually utilized in reality on surfaces of aircrafts, missiles, or many other land vehicles, which conform to prescribed shapes such as cylinders, cones, spheres, or some other complex geometries. Design of conformal array is a challenging problem for it is much more flexible than designing a planar array.

In [27], two examples of conformal cylindrical arrays were analyzed, assuming that the cylindrical ground plane and substrates have an infinite extent in the axial directions, and the patch surface currents orthogonal to the excitation polarization in each element were neglected, the mutual couplings between array elements were also ignored. In this paper, radiation characteristics of conformal array with different radii (chosen as $50 \mathrm{~mm}, 76 \mathrm{~mm}$, and 106 mm , respectively) are analyzed and compared.

As shown in Fig. 7, a $4 \times 4$ patch antenna array is conformed to a PEC cylinder with finite boundary. The geometry and dimensions of the cylindrical microstrip array calculated are shown in Fig. 7a. The interelement spacing is selected to be the same in the $\phi$ - and $z$ - directions. As shown in Fig. 7a, the length and width of the microstrip feed line are 4 mm and 1 mm , respectively, the feed point locates with a distance of 0.5 mm to the end of the microstrip feed line. The probe feed model is shown in Fig. 7b [17]. For the limitation of our computation condition, in order to reduce the unknowns and memory required, the cylinder is cut by two planes as shown in Fig. 7a. The dielectric substrate of array has a thickness of $h$ with relative permittivity $\varepsilon_{r}=2.94$. The calculated E-plane ( $x o z$ plane) and H-plane (xoy plane) patterns of the three cases ( $a=106 \mathrm{~mm}, a=76 \mathrm{~mm}$, and $a=50 \mathrm{~mm}$ ) are compared as shown in Fig. 8, along with the, measured results provided in [27].

It is observed that the three radiation patterns are almost the same in the E-plane, the relative level of side-lobe will increase as the curvature increases. For the microstrip feeding method, the
calculated directive gains of the three cases are 20.36, 19.74, and 17.76, respectively, which will decrease as the curvature increases, Memory requirements and CPU time for p-FFT fast solver used to calculate the examples $a=106 \mathrm{~mm}$ and $a=76 \mathrm{~mm}$ are listed in Table 1. From Table 1, less than 1 GB memories are used to solve the problems. It should be pointed out that, for the limitation of our computation resource, less than 1.2 GB memories could be used, and preconditioner is not used in the conformal cases, which causes a lot of time for computation convergence. For all these cases, the tolerance for GMRES is set to 0.01 . The convergence rates of probe fed cases are much lower than the microstrip fed cases, as more dense meshes should be applied to model the probe, which resulted in a larger condition number of the matrix.


Fig. 7. Geometry of the cylindrical microstrip antenna array, frequency is at $16.2 \mathrm{GHz} ; a=76$ $\mathrm{mm}, h=0.254 \mathrm{~mm}, b=a+h, S=15 \mathrm{~mm}, 2 L=7.2 \mathrm{~mm}$, $2 b \phi_{0}=5 \mathrm{~mm}$, cylh=66 mm, $2 \phi_{c}=46^{\circ}, d z=1 \mathrm{~mm}$, $p=0.2 \mathrm{~mm}$. (a) Microstrip-line fed, (b) probe fed.


Fig. 8. Calculated and measured patterns [27].
(a) probe feed, E-plane, $E_{\theta}$ component.
(b) probe feed, H-plane, $E_{\theta}$ component.
(c) microstrip-line feed, $E$-plane, $E_{\theta}$ component.
(d) microstrip line feed, $H$-plane, $E_{\theta}$ component.

Table 1: Memory required and CPU time for the calculation of cylindrical arrays

|  |  | Cylindrical array |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $a=76 \mathrm{~mm}$ |  | $a=106 \mathrm{~mm}$ |  |
|  |  | Probe | strip | probe | strip |
| Unknowns |  | 45939 | 51224 | 46544 | 47158 |
| Near-zone threshold <br> $\left(\lambda_{0}\right)$ |  | 0.23 | 0.22 | 0.245 | 0.26 |
| Memory (MB) | P-FFT | 645 | 799 | 737 | 834 |
|  | MoM | 55648 | 60059 | 49586 | 50903 |
| Per iteration time (s) |  | 0.82 | 1.26 | 1.12 | 0.87 |
| Total CPU time (h) |  | 12.83 | 0.87 | 15.97 | 1.75 |

## IV. CONCLUSION

The numerical method based on the volumesurface integral equation (VSIE) formulation and pre-corrected-fast Fourier transform method (pFFT) fast solver is used to analyze the radiation problems of microstrip antennas, probe feed and microstrip line feed methods are both applied in the paper to excite the antennas or arrays. Numerical examples demonstrate that the p-FFT method yields an effective reduction of memory requirement and computational cost for large problems. At the same time, good agreements between calculated results and measured results are obtained. The reasons for the resonant frequency offset problem are analyzed in the paper and the problem remains to be solved.
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#### Abstract

The behavior of a cavity-backed Epatch antenna placed conformal to a cylindrical conducting surface is explored through simulations and experiment to determine the effects of curvature on antenna performance. It is shown that introducing a cavity backing reduces the bandwidth of an E-patch, but that the curvature of a conformal antenna partly compensates for the loss of performance. It is further shown that the curvature of a conformal antenna strongly affects both the co- and cross-polarization gain patterns.


Index Terms - Aircraft antennas, antenna measurements, antenna radiation patterns, conformal antennas, multifrequency antennas.

## I. INTRODUCTION

E-patch antennas were introduced in [1] as a novel way to increase the bandwidth of conventional rectangular patch antennas. A typical E-patch is positioned on top of a low-permittivity spacer above a ground plane and fed through a coaxial probe. Use of a low permittivity dielectric (possibly air) produces maximal bandwidth. Since cavity-backed antennas are used in a wide variety of applications [2-4], a variant of this antenna explored here is to position the E-patch at the aperture of a rectangular dielectric-filled cavity as shown in Figure 1. Two parallel slots are cut into the patch in vertical symmetry with respect to the feed point so as to excite Mode 2 of the antenna (as described in [1]). The slot length $L_{s}$, slot
width $W_{s}$, slot placement $P_{s}$, and cavity height $h$ are all crucial to controlling the bandwidth of the antenna. The slots of the E-patch antenna allow it to resonate at two frequencies, and the bandwidth is determined primarily by the separation of the frequencies.


Side View
Top View
Fig. 1. Geometry of a planar cavity-backed Epatch antenna.

Patch antennas are appealing for aerospace applications because they may be easily conformed to a curved surface, such as an airplane wing or fuselage [5-9]. It is also possible to install a cavity-backed E-patch conformally, but the
effect of surface curvature on the performance of an E-patch has not yet been investigated. It is important, in particular, to determine whether conformal installation has a deleterious effect on the enhanced bandwidth of the E-patch. In [10], the effect of conforming a rectangular patch antenna to the surface of a cylinder was investigated and the authors found that the bandwidth of the antenna increased and the pattern broadened. They did not, however, include a backing cavity, so it remains to understand how a backing cavity influences the fields and impedance of a conformal E-patch. To explore these effects, a cavity-backed E-patch is placed conformal to the surface of a perfectly conducting cylinder, and the properties of the antenna are examined through simulation as the radius of the cylinder is altered. The characteristics of a typical conformal cavitybacked E-patch are also examined experimentally, by installing a prototype antenna in an aluminumcoated tube.

## II. TRADITIONAL AND CAVITYBACKED E-PATCH ANTENNAS FOR LBAND OPERATION

To serve as a baseline for comparison with the conformal cavity-backed E-patch, a traditional airdielectric E-patch antenna was designed to operate with a return loss of at least 10 dB within the Lband frequency range $1200-1600 \mathrm{MHz}$. This covers the entire range between the L2 (1227.6 MHz ) and L1 ( 1575.42 MHz ) GPS operating frequencies. The design equations given in [11] were used as a starting point, and then trial and error was used to obtain the antenna with the dimensions shown in Table 1. The reflection coefficient (negative of the return loss in dB ), as computed using the commercial solver Sonnet, is shown in Figure 2. It can be seen that the $10-\mathrm{dB}$ bandwidth of the antenna extends from 1150-1650 MHz and thus meets the desired bandwidth criterion. Note that in the simulations, a ground plane of infinite extent was employed.

An air-filled backing cavity was then added to the E-patch and the dimensions of the antenna and cavity were adjusted in an attempt to produce the same $10-\mathrm{dB}$ bandwidth ( $1200-1600 \mathrm{MHz}$ ) as with the traditional E-patch. Here computations were carried out using an in-house solver based on the finite-element boundary-integral method, again
with a ground plane of infinite extent. Unfortunately, a trial-and-error approach was unable to achieve a return loss of 10 dB or greater over this band. So, Taguchi's optimization method [12,13] was implemented to adjust the dimensional parameters to try to meet the bandwidth criterion. The optimal design, with the dimensions shown in Table 2, has the reflection coefficient marked "Rectangular" in Fig. 3. It is seen that even after optimization, the cavitybacked antenna is not able to meet a $10-\mathrm{dB}$ minimum return loss over the entire band 12001600 MHz . Operation near the L1 and L2 GPS frequencies is acceptable, but the return loss drops to about 6 dB at frequencies intermediate to these. It is thus concluded that a backing cavity has a somewhat deleterious effect on the wideband performance of an E-patch antenna.

Table 1: Dimensions of a traditional E-patch antenna designed for operation within the band $1200-1600 \mathrm{MHz}$

| Dimension | Value in mm |
| :---: | :---: |
| $L$ | 107.1 |
| $W$ | 91.2 |
| $X_{f}$ | 5.5 |
| $Y_{f}$ | 53.6 |
| $L_{s}$ | 84.8 |
| $W_{s}$ | 5.6 |
| $P_{s}$ | 11.0 |
| $h$ | 11.7 |



Fig. 2. Reflection coefficient for a traditional Epatch antenna. System impedance is $50 \Omega$.

Table 2: Dimensions of a rectangular cavitybacked E-patch antenna designed for operation within the band $1200-1600 \mathrm{MHz}$

| Dimension | Value in $\mathbf{~ m m}$ |
| :---: | :---: |
| $L$ | 96 |
| $W$ | 83 |
| $X_{f}$ | 37.5 |
| $Y_{f}$ | 48 |
| $L_{s}$ | 65 |
| $W_{s}$ | 7 |
| $P_{s}$ | 13 |
| $h$ | 15.6 |
| $C_{x}$ | 200 |
| $C_{y}$ | 200 |



Fig. 3. Reflection coefficient for a cavity-backed E-patch antenna. Cavity is either planar, or conformed to the surface of a cylinder with various radii $\rho$. System impedance is $50 \Omega$. Radius for the experimental antenna is 15.4 cm .

## III. GEOMETRY OF A <br> CYLINDRICALLY-CONFORMAL CAVITY-BACKED E-PATCH ANTENNA

Figure 4 depicts the geometry of a cavitybacked E-patch antenna placed conformal to the surface of a cylinder. In order to analyze how the curvature of the cylinder affects antenna performance, it is useful to start with the planar cavity-backed E-patch as a baseline. The manner in which the dimensions of the planar antenna given in Table 2 are maintained for the conformal E-patch can be seen by comparing Fig. 1 to Fig. 4.

Dimensions of the planar antenna measured along $y$ are maintained for the conformal antenna as dimensions measured along $z$. Dimensions measured along $x$ become the curved distances measured as arc lengths given by $s=\rho \phi$, where $\rho$ is the cylinder radius and $\phi$ is the angle subtended. Dimensions of the planar antenna measured along $z$, such as the cavity height $h$, are specified for the conformal antenna as a radial distance.


Fig. 4. Geometry of the cavity-backed E-patch antenna conformal to the surface of a cylinder of radius $\rho$.

## IV. EFFECTS OF CURVATURE ON RETURN LOSS

The commercial EM solver HFSS was used to analyze both the planar cavity-backed E-patch antenna shown in Fig. 1 and the cylindricallyconformal cavity-backed E-patch shown in Fig. 4. The reflection coefficients found for various cylinder radii are shown in Fig. 3, referenced to $50 \Omega$, with a cylinder length of $L_{c}=100 \mathrm{~cm}$ (except for the 15.4 cm radius case, which has $L_{c}=122 \mathrm{~cm}$ to match the experimental antenna). The largest radius of curvature ( 100 cm ) produces a return loss near the second resonance significantly lower than the planar case ( 12 dB versus 18 dB at 1650 MHz ). At the first resonance,
the return loss is similar to that of the planar case, and at frequencies in between the resonances the return losses are also nearly the same at about 6 dB. Thus, like the planar cavity-backed antenna, the curved cavity-backed antenna cannot meet the bandwidth criterion. As radius is decreased, however, the return loss at the second resonance increases, as does the return loss between resonances. At a radius of 15.4 cm the return losses at the two resonances are nearly the same (although the frequency of the second resonance has decreased), and the return loss between the resonances has increased to about 8 dB . The effect of a highly curved surface is thus to improve the performance of the antenna between the L2 and L1 frequencies, although the 10 dB bandwidth criterion is still not met. Improved return loss bandwidth is probably due to a reduction in antenna Q produced by the enhanced radiation dampening introduced by the cylinder curvature.

## V. EFFECTS OF CURVATURE ON GAIN PATTERNS

Figures 5 and 6 show the co-polarized gain patterns for a cavity-backed E-patch antenna conformal to a cylinder of various radii, simulated at 1300 MHz using HFSS. For cuts taken in the XZ plane, negative values of $\theta$ indicate observations in the $x<0$ plane, while positive values correspond to the $x>0$ plane.


Fig. 5. Co-polarized gain pattern in the X-Y plane of a cylindrically conformal cavity-backed E-patch antenna at $f=1300 \mathrm{MHz}$. Radius of experimental antenna is 15.4 cm .

For cuts in the X-Y plane, curvature has very
little effect ( 1 or 2 dB ) on the broadside ( $\phi=0^{\circ}$ ) gain. However, as the radius of curvature is decreased, the gain away from broadside is significantly increased at most angles. At a radius of 15.4 cm , the front-to-back ratio (gain at $\phi=0^{\circ}$ minus the gain at $\phi=180^{\circ}$ ) is only 14 dB . Similar effects are seen for cuts in the X-Z plane, where the gain away from broadside increases and flattens considerably as the radius of curvature is reduced.


Fig. 6. Co-polarized gain pattern in the X-Z plane of the simulated cylindrically conformal cavitybacked E-patch antenna at $f=1300 \mathrm{MHz}$. Radius of experimental antenna is 15.4 cm .

Similar effects on pattern were described in [2] for a rectangular patch antenna placed conformal to a circular cylinder. With a patch radiating edge length of about $60 \%$ of the cylinder radius, similar to the E-patch case of $\rho=15.4$ cm , a front-to-back ratio of 15 dB was found. Pattern filling away from broadside is probably due to the fact that as the cylinder radius becomes comparable to the patch edge size, the radiating edges of the patch become significantly closer together, reducing the directivity and increasing the side lobes.

Effects of curvature on the cross-polarized gain patterns are more pronounced, but in all cases the cross-polarized gain is significantly below the co-polarized gain. The largest cross-polarized gain was seen in the X-Z plane at broadside, with a value of about -5 dB . In the $\mathrm{X}-\mathrm{Y}$ plane the crosspolarized gain never rises above -20 dB , regardless of the radius of curvature.

Although not shown here, similar effects of curvature on gain pattern can be observed at the second resonance frequency.

## VI. COMPARISON TO EXPERIMENT

To verify the results predicted by simulation, a prototype conformal cavity-backed antenna was constructed using an 122 cm long, 15.4 cm radius tube covered by aluminum foil (see Fig. 7). An aperture was cut into the tube, and a cavity was constructed as shown in Fig. 4 using high-density Styrofoam and copper tape. A copper E-patch was placed in the aperture on top of the Styrofoam and the center conductor of a coaxial feed was passed through the cavity from inside the cylinder and soldered to the patch. All dimensions of the prototype correspond to the values used in the simulations as shown in Table 2.


Fig. 7. Photo of prototype. Radius of cylinder is 15.4 cm .

The reflection coefficient for the prototype antenna measured with a $50 \Omega$ system is shown in Fig. 3 and compared with the results for the simulated antenna. The measured return loss is very close to that of the antenna simulated on a
15.4 cm radius cylinder, except near the second resonance where there is some discrepancy, probably due to standing waves in the aperture caused by the copper tape used to attach the cavity to the aluminum tube. In any event, the measured return loss verifies that placing the antenna conformal to the curved surface does not have a deleterious effect on the bandwidth.

The measured co-polarized $\mathrm{X}-\mathrm{Y}$ and $\mathrm{X}-\mathrm{Z}$ plane gain patterns of the prototype are shown in Figs. 5 and 6, respectively. Although the measured patterns show slightly less gain at broadside than the simulations (about 3 dB less), they verify that the gain of the strongly-curved antenna is fairly high and quite flat away from broadside, and that the front-to-back ratio is not large (about 12 dB , or slightly less than predicted in the simulations). The cross-polarization patterns could not be measured accurately away from broadside due to the limited dynamic range of the measurement system, but showed trends similar to the simulations near broadside.

## VII. CONCLUSION

The effects of curvature on a cylindricallyconformal cavity-backed E-patch antenna are examined experimentally and through simulations. It is shown that it is difficult to achieve the same wideband return loss with a cavity-backed antenna as with a classic planar E-patch. However, when the cavity-backed antenna is conformed to a cylinder, the curvature of the antenna may be used to improve the bandwidth and approach the performance of the traditional E-patch antenna. In contrast, high curvature degrades the patterns of the conformal antenna somewhat, producing gain patterns with a reduced co-polarized front-to-back ratio and significant cross-polarization gain at broadside.
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#### Abstract

The increasing of digital TV channels throughout the UHF band leads to use antennas with greater directive gain and improved response in higher bandwidth. For this purpose, in this paper an optimized design for a cylindrical corner reflector is presented. A comparative study between the radiation patterns in the UHF band for different commonly used reflectors is therefore carried out. Based on this study, a modified YagiUda antenna with a cylindrical corner reflector has been suggested and implemented.


Index Terms - Antennas, TV Broadcasting Antennas, Reflector Antennas, Yagi-Uda Antennas.

## I. INTRODUCTION

Antennas derived from the Yagi-Uda configuration are extensively used as generalpurpose antennas in the UHF band. These types of antennas are composed by simple elements: driven element, reflector, and director element. [1]

Bandwidth is basically delimited by the reflector and feeder system. Director element is intended to increase the directivity of the antenna in the forward direction.

The reflector is a parasitic element that reradiates impinged radiation, either from or going to the active feeder, into free space. Thus, it has a close relationship with the gain of the antenna.

For these purposes, reflectors are usually formed by equidistant wires, which are generally longer than the feeder element. Reflectors more commonly used in Yagi antennas are parabolic and corner reflectors.

The use of parabolic reflectors was introduced by Wheeler, presenting a wide study of the radiation characteristics, depending on the physical dimension. [2]

There are some variations of the parabolic reflectors. The parabolic cylinder is the most used of them in the UHF band. It provides a narrow beamwidth in the plane of the axis of reflector. The essential parameters in the design of this reflector are: diameter, D, and focal distance, f. The rest of parameters can be determined from them. When $D>4 f$ a major efficiency is obtained in practice. [3-4]

Corner reflectors were introduced by Kraus [5]. They are formed by planar reflective sheets joined together forming an angle, $\alpha$. Radiation pattern is a function of geometric dimensions: distance between vertex and feeder, s , and length, 1 , and height, $h$, of planar surface.

Investigations and improvements in the radiation patterns have been widely studied since the introduction of corner reflectors. [6,7,8]

A more complex reflecting structure is the Cylindrical-corner mix. It is composed by three conductive surfaces: two planes forming a corner reflector and the third one forming a cylindrical section. [9]

Design of this reflector is a more complex task than in the case of the conventional one. Multiple variables can influence an optimized design: radius of cylinder, aperture angle, position of the cylinder with regard to the corner panels and position of the feeder. In recent years, some studies on this topic have been carried out. Some of them have analyzed different feeding
configurations [10] and others dealt with the performance of the reflector. [11]

With the aim of improving the performance of the Yagi-Uda antenna regarding the radiation bandwidth in TV applications, from 470 to 862 MHz , by means of the use of cylindrical-corner reflector, we have carried out an optimization study of the parameters of this kind of reflector. The results have been compared with the performance obtained with the rest of the most commonly used reflectors. From these facts, an improved implementation of the Yagi-Uda antenna based on the cylindrical-corner reflector is presented.

Programs based on the moment method, MoM , have been used in both processes, in the prototype design, and in the performance simulations. This well known method determines the element currents through numerical techniques. [12-13]

## II. CONSIDERATIONS ABOUT FEEDER

In order to carry out the methodology on the comparative analysis and optimization for the reflector, a common feeder for all prototypes has been selected. Some different feeders have been studied with regard to directivity and radiation pattern: dipole, folded dipole, and different more complex configurations.

According to previous investigations, the feeder showed in Figure 1 has been chosen. The most important features of this feeder are summarized in the next paragraph: it is constructed by planar sheets of width equals to 0.5 mm . It is connected through a balun 1:4. Length varies between approximately $0.54 \lambda$ at the lowest frequency and $0.99 \lambda$ at the highest frequency of the bandwidth. Directivity gain is greater than 2 dB with regard to simple elements.

The radiation pattern is symmetric as shown in Figure 2. Taking into account the whole involved variables, final prototype is shown in Figure 3 and its characteristics are: summarized in the next paragraph. Aperture angle of corner structure is $90^{\circ}$, elements uniform spacing of 5 cm , diameter of the cylindrical surface of 16 cm , distance between center of cylindrical surface and corner vertex is 5.5 cm , and gap between feeder and reflector is 6 cm .


Fig. 1. Drawing of used feeder.


Fig. 2. Radiation pattern of feeder: a) azimuthal plane, b) zenithal plane.

## III. FORMATTING OF EQUATION, FIGURE, AND REFERENCE

The used methodology of optimization is founded on the steepest descent algorithm. It is based on a weighted function of diverse variables: gain, bandwidth, front to back ratio, VSWR, and impedance. The algorithm is carried out to determine the optimum position of every element of the antenna, mainly intersection angle and position, and dimensions of cylindrical surface, during the design process, as well as in successive improvement processes. Tables 1 and 2 show the
comparative most significant results of simulation process in terms of gain for different frequencies.

Table 1: Gain of cylindrical corner reflector prototype for different configurations

| Configurations |  | Gain (dB) for different <br> frequencies (MHz) |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Angle | Diameter <br> (cm) | $\mathbf{4 7 0}$ | $\mathbf{5 5 0}$ | $\mathbf{6 5 0}$ | $\mathbf{7 5 0}$ | $\mathbf{8 6 2}$ |
| $90^{\circ}$ | 13 | 9.27 | 9.8 | 10.89 | 12.28 | 13.14 |
|  | 19 | 9.07 | 9.41 | 10.16 | 10.96 | 11.07 |
| $120^{\circ}$ | 13 | 9.9 | 9.91 | 9.84 | 9.68 | 8.88 |
|  | 19 | 8.97 | 8.63 | 7.51 | 5.84 | 6.74 |

Table 2: Gain of cylindrical corner reflector prototype for different configurations

| Radii <br> (cm) | Gain (dB) for different frequencies (MHz) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{5 5 0 M H z}$ | $\mathbf{6 5 0 M H z}$ | $\mathbf{7 5 0 M H z}$ | $\mathbf{8 6 0 M H z}$ |  |
| 16 | 9.14 | 9.59 | 10.54 | 11.65 | 12.21 |
| 13 | 9.27 | 9.8 | 10.89 | 12.28 | 13.14 |
| 9 | 9.12 | 9.7 | 10.86 | 12.31 | 13.35 |
| 6 | 8.99 | 9.58 | 10.73 | 12.3 | 13.32 |



Fig. 3. Picture of prototype of cylindrical-corner reflector and feeder.

## IV. DESIGN OF CORNER AND PARABOLIC CYLINDRICAL REFLECTORS

A comparative study between radiation characteristics of cylindrical corner reflector and radiation characteristics of corner of $90^{\circ}$, corner of $120^{\circ}$, and parabolic cylindrical reflectors have been made. In order to carry out a reliable comparative, every reflector has been designed and positioned in an optimum way, in relation to the best possible behavior of gain and directivity in each reflector. The process of optimization in every case is similar to the one explained in the previous paragraph. The obtained results are summarized in the following paragraphs.

## A. Corner reflectors

Two corner reflectors, with intersection angles of $90^{\circ}$ and $120^{\circ}$ respectively, have been analyzed. Gain has been simulated with varying the following geometric parameters: dimensions of elements, inter-element spacing, distance between feeder and vertex, s , and length.

The minimal separation of " s " is determined by the impedance of the system and the maximal value is defined by the antenna directivity and by the appearance of side lobes. In Table 3, the main parameters of the selected corner reflectors are shown.

Table 3: Parameters of corner reflectors

| Parameter | $\mathbf{9 0}^{\mathbf{o}}$ Corner <br> reflector | $\mathbf{1 2 0}^{\circ}$ Corner <br> reflector |
| :---: | :---: | :---: |
| Diameter of elements | 0.6 mm |  |
| Inter-element spacing | No homogeneous, increasing <br> from vertex. From $0.08 \lambda$ to <br> $0.18 \lambda$ at central frequency of <br> UHF band. |  |
| Distance between feeder <br> and corner vertex, s | 18.5 cm | 14.5 cm |
| Distance between vertex <br> and last element | 1.74 s | 2.15 s |
| Length of elements, 1 | 57 cm |  |

Variations of gain of $120^{\circ}$ corner reflector versus the frequency of the UHF band for different values of "s", are shown in Table 4.

Table 4: Gain of corner reflector with intersection angle of $120^{\circ}$

| $\mathbf{c}$ <br> $(\mathbf{c m})$ | Gain in dB for frequencies in MHz |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 470 MHz | 550 MHz | 650 MHz | 750 MHz | 860 MHz |
| 14.5 | 9.14 | 9.59 | 10.54 | 11.65 | 12.21 |
| 16.5 | 9.27 | 9.8 | 10.89 | 12.28 | 13.14 |
| 18.5 | 9.12 | 9.7 | 10.86 | 12.31 | 13.35 |

## B. Parabolic cylindrical reflector

The parameters which define the radiation response of the parabolic cylindrical reflector are: dimensions of elements, diameter of cylinder, D, inter-element spacing, and focal distance, f. Tables 5 and 6 show directive gain as function of frequency for different focal distances.

Table 5: Directive gain of parabolic cylindrical reflector versus frequency for several focal distances

| $\mathbf{f ( c m )}$ | Gain in dB for different focal distances |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 470 MHz | 550 MHz | 650 MHz | 750 MHz | 860 MHz |
| 18 | 7.2 | 7.28 | 7.37 | 6.03 | 2.01 |
| 14 | 7.26 | 7.55 | 8.04 | 8.83 | 7.93 |
| 12 | 7.2 | 7.54 | 8.12 | 8.7 | 8.87 |

Table 6: Directive gain versus frequency for focal distance of 12 cm

| $\mathbf{f} / \mathbf{D}$ <br> $(\mathbf{c m})$ | Gain in dB for different f/D values |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 470 MHz | 550 MHz | 650 MHz | 750 MHz | 860 MHz |
| 0.25 | 8.89 | 9.46 | 10.39 | 11.63 | 12.02 |
| 0.3 | 8.48 | 8.98 | 9.81 | 11.05 | 11.22 |
| 0.4 | 7.86 | 8.29 | 9 | 9.86 | 10.1 |
| 0.53 | 7.2 | 7.54 | 8.12 | 9.07 | 8.87 |

In Table 7, the most significant characteristics of parabolic cylindrical reflector prototype are shown.

Table 7: Parameters of parabolic cylindrical reflector prototype

| Parameter | Parabolic Cylindrical <br> Reflector |
| :---: | :---: |
| Diameter of elements | 0.6 mm |
| Focal distance, f | $12 \mathrm{~cm}:$ From $0.18 \lambda$ at lowest <br> frequencies to $0.34 \lambda$ at highest <br> frequencies of working bandwidth <br> 0,25 |
| f/D |  |

## V. COMPARATIVE STUDY OF THE REFLECTORS

A comparative study of the directive gain and radiation pattern characteristics in UHF band for four different reflectors, corner of $90^{\circ}$ and $120^{\circ}$, parabolic cylindrical and cylindrical corner, is implemented. The used prototypes for this comparative have been designed in accordance with the criteria exposed in previous paragraphs. Figure 4 plots the directive gain as a function of the frequency in range of the UHF band for TV applications.


Fig. 4. Directive gain for different prototypes.
For low frequencies, all the reflectors have comparable responses. Nevertheless for higher frequencies, the cylindrical corner reflector has better gain, enhancing the antenna response in the upper frequencies of the UHF band.

Radiation patterns for frequencies of 750 and 850 MHz are plotted in Figures 5 and 6. Where the half-power beamwidth decreases for high frequencies of the band and the side lobes have been improved for cylindrical corner reflector in relation with the other reflectors.


Fig. 5. Radiation pattern for 750 MHz .


Fig. 6. Radiation pattern for 850 MHz .
The directivity is improved in the case of cylindrical corner in relation with the rest of reflectors. This conclusion can be also deduced from Figures 7 and 8. In these figures, half-power beamwidth is represented for the azimuthal and zenithal plane, respectively.

As it can be observed from these figures, cylinder corner reflector presents the best response in all radiation characteristics.


Fig. 7. Half-power beamwidth for the azimuthal plane.


Fig. 8. Half-power beamwidth for the zenithal plane.

## VI. IMPLEMENTATION OF YAGI-UDA BROADBAND ANTENNA

Based on the previous design of feeder and cylindrical corner reflector, an implementation of a modified Yagi-Uda antenna is carried out. To control the impedance of the antennas in the complete bandwidth, antenna design have been optimized with passive elements. A rhombic structure with twelve pairs of director elements of 12.2 cm , has been implemented. The distance between elements for each couple is 2.4 cm . See Figure 9.


Fig. 9. Picture of optimized antenna
Directive gain and voltage standing wave ratio (VSWR) as a function of frequency in the UHF band are shown in Figures 10 and 11, respectively for the optimized antenna.


Fig. 10. Obtained directive gain for the antenna.


Fig. 11. Obtained VSWR for the antenna.
These figures show how the directivity gain is nearly 15 dB for upper frequencies, and greater than 9.5 dB for lower frequencies. The values of VSWR lead to bandwidth of nearly one octave.

Radiation patterns for different frequencies and for azimuthal and zenithal planes are plotted in Figures 12 and 13.

In order to evaluate the performance of the designed antenna, these previous characteristics have been compared with two widely known digital TV antennas. They are formed by similar feeders and $120^{\circ}$ corner reflectors. The first antenna is a conventional Yagi-Uda with 14 director elements. The second antenna has the same passive elements with a rhombic structure. A comparative graphic of VSWR and radiation pattern for horizontal and vertical plane are respectively shown in Figures 14, 15, and 16.

From the measured and calculated results it can be seen that the side lobe level of the designed antenna is better than the other kinds of compared antennas.


Fig. 12. Radiation pattern for optimized antenna in zenithal plane.
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Fig. 13. Radiation pattern for optimized antenna in azimuthal plane.


Fig. 14. VSWR.
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Fig. 15. Radiation pattern in zenithal plane.


## VII. CONCLUSION

The design of cylindrical corner reflector has been optimized taking into account the bandwidth response for the application on broadband antennas in UHF band. Comparison with the three most used reflectors in the market, corner of $90^{\circ}$ and $120^{\circ}$ and parabolic cylindrical reflectors, has been made. The results show a significant enhanced directive gain in the UHF bandwidth. This cylindrical corner reflector design has been used in an implementation of broadband Yagi-Uda antenna.


Fig. 16. Radiation pattern in azimuthal plane.
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#### Abstract

In this paper, small compact split triangle-resonators (STRs) with left-handed metamaterial (LHM) properties is proposed. The parameters of this new resonator are found by using the transfer matrix method and Nicholson-Ross-Weir method. Our results indicate that this structure could be used to realize the refractive index medium. Using the x-direction of the electromagnetic propagation wave, a simultaneous negative permeability and permittivity is obtained. The origin of the negative refractive index is a resonance due to the internal inductance and capacitance of the structure. In addition to simultaneous permittivity and permeability, the copper resonator has the advantage of being positioned on only one side of the FR4 substrate.


Index Terms - Metamaterials, split triangle resonators (STRs).

## I. INTRODUCTION

The development of artificial materials (metamaterials) with negative refraction index or left-handed materials (LHM) has been a subject of growing interest in recent years. Apart from its exotic electrodynamics properties (such as the reversal of Snell's law, Doppler Effect and Cherenkov radiation), key to this interest is the potential applicability of these metamaterials to the fabrication of RF and microwave components based on left handedness. Due to negative values of effective permittivity and permeability, LHM are negative refractive index (NRI) media with antiparallel phase and group velocities. Namely, the wavevector k forms a left handed triplet with the vectors E and H (the electric and magnetic
field intensity) and the wave fronts for propagating EM waves travel towards the source, i.e. opposite to the direction of energy flow [1, 2].

The renewed interest in the subject is due to the rediscovery by Pendry [10] of an old idea by Veselago [11] that materials with simultaneously negative permittivity and permeability can be regarded as negative refractive index materials. Then, a left-handed metamaterial was first implemented in a two dimensional periodic array of split ring resonators and long wire strips by Smith [8].

Recently, there has been growing interest in both the theoretical and experimental study of metamaterials. Many properties and potential applications of left-handed metamaterials (LHM) have been explored and analyzed theoretically. It has been proposed that LHM could be used to build a perfect lens with sub-wavelength resolution [3], and studies have been done on backward waves propagation [4-5], waveguides [21-26], antennas [22, 23, 24] Cerenkov radiation [6], and resonators [7]. The logical approach was to excite the split ring resonators and wire strips in order to force the structure to behave like magnetic and electric dipoles, respectively [9]. Since then, there have been large numbers of experimental investigations on the observation of this phenomenon. SRR/wire-type LHM opens a new field of electromagnetic response with matter. However, there are still some drawbacks such as high losses and limited bandwidth and anisotropic property preventing its further development. These issues prompted researchers to explore new designs such as the Omega pattern [12-13-14], SType [27], fishnet [15], and so on.

In this paper, we present a new LHM resonator with simultaneous negative permittivity and permeability which can be used for conception of microwave antennas and filters design. The structure is composed by two coupled split triangle resonators (STRs) printed on only one side of the FR4 substrate. Therefore, it doesn't need other elements on the opposite side unlike most resonators proposed to date. We study the unit cell of the proposed resonator using two different approaches based on S-parameters that are the standard retrieval method and the Nicholson-RossWeir (NRW) approach.

The paper is organized as follows. In Section 2 , the design for the constitutive elements of the LHM screen is described. In Section 3, we present the description of the two methods (retrieval and NRW) used. In Section 4, compared results are presented for x direction of propagation. Finally, in Section 5, conclusions are summarized.

## II. RESONATOR DESIGN

The STR is formed by two coupled conducting triangles printed on a dielectric slab. Assuming a particle size much smaller than the free space wavelength, the STR's essentially behaves as a quasistatic RLC circuit fed by the external magnetic flux linked by the particle.

Figure 1a shows the cubic unit cell of the proposed structure, composed by a 0.5 mm thick substrate of FR4 ( $\varepsilon_{r}=4.4$, loss tangent of 0.02 ) and a copper STR positioned on the top side of the substrate. The cubic cell dimension is $a=7 \mathrm{~mm}$. Figure 1 b presents the planar view of the top side of the unit.

## III. NUMERICAL METHODS DESCRIPTIONS

S-parameters were determined via full-wave simulations. Effective medium parameters $(\varepsilon, \mu)$ were determined using two methods: the inversion of $S$ parameters for the experimental characterization of unknown materials presented by the Nicholson-Ross-Weir approach [16-17] and the standard transfer matrix method [18-19].


Fig. 1. Split triangle resonators (STRs): (a) perspective view of the unit cell, (b) planar view of the unit cell, $\mathrm{a}=7 \mathrm{~mm} ; \mathrm{b}=7.89 \mathrm{~mm} ; \mathrm{c}=2.4 \mathrm{~mm}$; $\mathrm{d}=4.3 \mathrm{~mm} ; \mathrm{e}=0.4 \mathrm{~mm} ; \mathrm{P}=0.2 \mathrm{~mm} ; \mathrm{k}=0.2 \mathrm{~mm}$.

## A: Standard retrieval method

Assuming a homogeneous medium, knowing the refractive index $n$ and wave impedance $z$ allows us to find $\mu$ and $\varepsilon$. The transfer matrix can be defined from:

$$
\begin{equation*}
\mathrm{F}^{\prime}=\mathrm{TF}, \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\text { with: } F=\binom{E}{H_{r e d}} \text {. } \tag{2}
\end{equation*}
$$

$E$ and $H_{\text {red }}$ are the complex electric and magnetic field amplitudes. Here, the magnetic field assumed throughout is a reduced magnetic field [28] having the normalization $H_{\text {red }}=\left(+i \omega \mu_{0} H\right)$. The transfer matrix for a homogeneous 1D slab has the analytic form

$$
\text { And: } T=\left(\begin{array}{l}
\cos (n k d)  \tag{3}\\
\frac{k}{z} \sin (n k d) \\
\frac{z}{k} \cos (n k d)
\end{array}\right) .
$$

The elements of the $S$ matrix can be found from the elements of the $T$ matrix [20].

For a case of homogeneous material, such as the parallelepiped-shape proposed, T11=T22=Ts and $\operatorname{det}(\mathbf{T})=1$. We obtain a symmetric $S$ matrix and finally analytic expressions on index and impedance given by:

$$
\begin{gather*}
n=\frac{1}{k d} \cos ^{-1}\left[\frac{1}{2 S_{21}}\left(1-S_{11}^{2}+S_{21}^{2}\right)\right],  \tag{4}\\
Z=\sqrt{\frac{\left(1+S_{11}\right)^{2}-S_{21}^{2}}{\left(1-S_{11}\right)^{2}-S_{21}^{2}}}, \tag{5}
\end{gather*}
$$

with:

$$
\begin{gather*}
\varepsilon=n / z,  \tag{6}\\
\mu=n z . \tag{7}
\end{gather*}
$$

## B: Nicholson-Ross-Weir (NRW) approach

The Nicolson-Ross-Weir (NRW) equations enable the calculation of the complex permeability and permittivity of an unknown material sample entirely filling the cross-section of a reflectionless airline from the measured S-parameters. The relation between measured S-parameters and material properties is derived by considering the multiple reflections of a unit amplitude wave incident upon the air-sample interfaces within the waveguide.

The NRW method begins the expression of the transmission term, T from equation:

$$
\begin{equation*}
T=\frac{V_{1}-\Gamma}{1-\Gamma V_{1}}, \tag{8}
\end{equation*}
$$

with:

$$
\begin{equation*}
\Gamma=\frac{T-V_{2}}{1-\Gamma V_{2}} \tag{9}
\end{equation*}
$$

$\Gamma=$ reflection coefficient and:

$$
\begin{align*}
& V_{1}=S_{21}+S_{11},  \tag{10}\\
& V_{2}=S_{21}-S_{11}, \tag{11}
\end{align*}
$$

and:
We obtain from (8) and (9) the equation:

$$
\begin{equation*}
1-T=\frac{(1+\Gamma)\left(1-V_{1}\right)}{1-\Gamma V_{1}} \tag{12}
\end{equation*}
$$

Assuming that the electrical thickness of the LHM slab is not large (i.e., $k_{\text {real }} d \leq 1$ ) and aware that the wave number

$$
\begin{equation*}
K=\frac{\omega \sqrt{\varepsilon_{r} \mu_{r}}}{c}=k_{0} \sqrt{\varepsilon_{r} \mu_{r}} . \tag{13}
\end{equation*}
$$

The transmission term can be written as $T \approx 1-j k d$ to obtain the approximate results of permittivity and permeability:

$$
\begin{align*}
& \varepsilon_{r} \approx \frac{2}{j k_{0} d} \frac{1-V_{1}}{1+V_{1}}  \tag{14}\\
& \mu_{r} \approx \frac{2}{j k_{0} d} \frac{1-V_{2}}{1+V_{2}} \tag{15}
\end{align*}
$$

where:

$$
\begin{gathered}
V_{1}=S_{21}+S_{11}, \\
V_{2}=S_{21}-S_{11}, \\
k_{0}=\omega / c,
\end{gathered}
$$

$$
\omega=\text { radian frequency }
$$

## IV. RESULTS AND DISCUSSION

We study the particle along the X propagation. Figures 2a and 2b, show the amplitude and phase information of the calculated S parameters for the
metamaterial structure, it can be seen that $S 11$ is equal to $S 22$, and $S 12$ is equal to $S 21$, since the structure is symmetric in the $x$-direction. Accordingly, using the standard retrieval method [18] and the Nicholson-Weir-Ross approach, the results for an impedance, effective refractive index, effective permittivity, and permeability are presented. The impedance shown in Fig. 3a, shows that the structure is indeed roughly matched at 7 GHz . Referring to Fig. 3(c) and Fig. 3(d), the range of the simultaneous negative permittivity and permeability starts from 6.9 GHz to 7.6 GHz . Also, Fig. 3(b) confirms the negative index using the two methods in the same band. The deviation between the results obtained from the two extraction methods in Fig. 3b and Fig. 3c is due to the approximation of equations of $\varepsilon$ and $\mu$ in NRW extraction.

(a)

(b)

Fig. 2. (a) Magnitude and (b) phase of the simulated $S$ parameters for the unit cell in Fig. 1a.

(a)

(b)

(c)

(d)

Fig. 3. (a) Retrieved impedance, (b) retrieved and NRW index, (c) retrieved and NRW real part of permittivity, (d) retrieved and NRW real part of permeability.

Figures 4 and 5 show the real and imaginary parts of the permeability and permittivity for various values of P , respectively. We observe that the general variation of the P-parameter has no impact on the signs of the permittivity (Fig. 5a-b). There is just a variation of the resonance frequency due to the variation of the total length of the radiating element. On the other hand, the parameter has an impact on the permeability. For $\mathrm{P}=0$, our resonator has a constant permeability (Fig. 4a), moreover, the real part of the refractive index (Fig. 6a) remains negative because observing the Fig. 4b, the imaginary permeability is positive for $\mathrm{P}=0$, and having the real part of permittivity is negative (Fig. 5a), we obtain the necessary condition for a negative refractive index [25]:

$$
\begin{equation*}
\varepsilon^{\prime} \mu^{\prime \prime}+\varepsilon^{\prime \prime} \mu^{\prime} \prec 0 . \tag{19}
\end{equation*}
$$

Figure $6 b$ shows the imaginary part of refractive index.

(a)

(b)

Fig. 4. (a) Standard retrieved real part of permeability for various $P$, (b) standard retrieved imaginary part of permeability for various $P$.

(a)

(b)

Fig. 5. (a) Standard retrieved real part of permittivity for various $P$, (b) standard retrieved imaginary part of permittivity for various P .


Fig. 6. (a) Standard retrieved real part of index for various $P$, (b) standard retrieved imaginary part of index for various $P$.

## V. CONCLUSION

The design and study of a new LHM resonator based on two split triangles has been shown at microwave frequencies. The good agreement between NRW and standard retrieval method for two different directions of propagation is observed. The results confirm the existence of the LHM with simultaneous negatives permittivity and permeability. The effect of "P" parameter on the magnetic resonance of STR was observed. However, STRs present the important advantage of double negative $\varepsilon$ and $\mu$ printing metallic elements just in one side (top side) of the substrate.
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