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Abstract � A typical antenna design optimization 
problem is presented, and various issues involved 
in the design process are discussed. Defining a 
suitable objective function is a central question, as 
is the type of optimization algorithm that should 
be used, stochastic versus deterministic. These 
questions are addressed by way of an example. A 
single-resistor loaded broadband HF monopole 
design is considered in detail, and the resulting 
antenna compared to published results for similar 
continuously loaded and discrete resistor loaded 
designs.  

  
Index Terms � Algorithm, bandwidth, broadband, 
central force optimization, CFO, HF, impedance 
loading, monopole, numerical methods, 
optimization, and  wire antenna. 

 
I. INTRODUCTION 

“Good against remotes is one thing. Good 
against the living, that’s something else”. Han 
Solo thus cautioned Luke Skywalker as he 
practiced lightsaber skills in the classic 1977 film 
Star Wars.  This note echoes a similar sentiment 
when it comes to designing antennas with 
optimization algorithms, “Good against 
benchmarks is one thing. Good against ‘real 
world’ antennas, that’s something else”. This 
admonition is examined by way of an example, 
designing an optimized resistively-loaded 
broadband high-frequency (HF) base-fed 
monopole. The antenna and its ground plane are 
perfectly electrically conducting (PEC), so that 
decreased radiation efficiency results solely from 
i2R losses in the resistor. This example highlights 
the importance of, and the difficulties in, choosing 
an appropriate objective function and the 

advantages of using a deterministic optimizer in 
doing so.  

Optimization algorithms typically are 
evaluated against benchmarks with known 
extrema (fitnesses and locations). How well an 
algorithm works is measured by its accuracy and 
efficiency, referring respectively to how close it 
gets to the extrema and how much computational 
effort is expended in the process (usually the 
number of function evaluations). An algorithm’s 
performance often depends on user-specified setup 
parameters, and it may change dramatically with 
different values. Additional complications are 
introduced by inherently stochastic optimizers, 
such as particle swarm or ant colony optimization, 
because this type of algorithm returns a different 
answer on successive runs, relying as they do on 
true random variables computed from a probability 
distribution. Even before an antenna problem has 
been precisely stated, the designer must choose 
suitable run parameters for a stochastic optimizer 
and somehow guess how well it will work on the 
antenna problem at hand, neither of which is a 
simple matter.  

The picture is further complicated because real 
world antenna problems introduce yet another 
level of complexity, defining a suitable objective 
function. If an optimization algorithm’s 
performance is sensitive to its setup parameters, 
and if its results vary from one run to the next, 
then the added problem of having to define a 
“good” objective function can be daunting. Of 
course, this question does not come up in 
benchmark testing because the benchmark itself is 
the objective function. But, as the results reported 
here show, this question is central in optimizing 
even a simple antenna.  
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II. DESIGN GOALS 
The first step in antenna optimization is 

defining a clear set of performance goals. There 
are many measures to consider, such as directivity, 
radiation pattern, bandwidth, efficiency, and 
physical size, among others. Goals for all 
parameters must be articulated in order to define 
an objective function that effectively measures 
how well they are met. There are two main 
objectives for the monopole example described 
here: (1) as flat as possible an impedance 
bandwidth from 5 MHz to 30 MHz and (2) 
maximum gain. The PEC metallic monopole 
element is 10.7 meters high with 0.005 meter 
radius (dimensions chosen for comparison to other 
designs) fed against a PEC ground plane.  

 
III. THE OBJECTIVE FUNCTION 
The next step is defining an objective function 

that measures how well a particular antenna design 
meets the performance goals. For purposes of 
illustration, the monopole’s decision space, N , is 
chosen to be two-dimensional (2-D) because the 
objective function's topology (“landscape”) can be 
visualized. The decision variables are (1) the value 
of the loading resistor, R  (�) and (2) its 
placement along the monopole, H (m), as shown 
in Fig. 1. The decision space is defined as 

F Gm65.1005.0,10000),(: CC>CCN HRHR .  

Real world antenna problems, of course, usually 
contain many more than two variables, often far 
more, which considerably complicates the 
definition of a good objective function because 
then the landscape cannot be visualized. 

The antenna parameters considered for 
inclusion in the objective function in this example 
are: minimum radiation efficiency, Min(�); 
minimum value of the maximum gain, Min(Gmax); 
the voltage standing wave ratio VSWR//Z0 
computed relative to a purely resistive feed system 
characteristic impedance Z0; and monopole input 
impedance Zin = Rin + jXn. Each parameter is 
evaluated as a function of frequency, and Gmax at a 
given frequency is the maximum gain over the 
polar angle ) in Fig. 1.  

Needless to say, there are myriad ways these 
parameters can be combined, and the question is, 
which combination is best? Unfortunately, there is 
no answer to this query, other than trying different 
possibilities and evaluating each one’s 

performance. A deterministic optimizer can make 
a big difference in this regard. Because stochastic 
algorithms return different results for every run, 
there is no (good) way of determining whether or 
not better designs are the result of a more suitable 
objective function or the inherent variability of the 
algorithm itself. By contrast, a deterministic 
optimizer always returns the same results for given 
setup parameters, so that any improvement in the 
antenna performance is attributable to changes in 
the objective function. These considerations are 
illustrated below using three different objective 
functions for the loaded monopole.  
 

 
 

Fig. 1. Base-fed monopole geometry. 
 

IV. FUNCTION ),,( 01 ZHRf
The first monopole objective function (to be 

maximized) combines the minimum radiation 
efficiency and maximum gain with the maximum 
VSWR excursion in a simple formula,  

         
)(

)()(
),,(

0

max
01 ZVSWR

GMinMin
ZHRf

0



�
�          (1) 

where )( 0ZVSWR0  is the difference between 

maximum and minimum standing wave ratios over 
the 5 MHz-30 MHz HF band relative to Z0. The 
fitness increases with increasing efficiency and 
minimum gain and decreasing VSWR difference.  

1f ’s landscape with Z0 = 50 > appears in Fig.  2 

(a)-(b), which show, respectively, perspective and 
plan views and projections onto the R � Z and H � 
Z planes. f1 is smoothly varying and unimodal with 
a maximum fitness of 2.3764… at the point 

�),( HR  m)621357.1,025126.5( > . The global 
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maximum was located by computing )50,,(1 HRf  

over the decision space N  using a grid of 200 � 
200 points and searching for the maximum. This 
procedure is used for each of the 2-D landscapes 
discussed here.  

The monopole was modeled using numerical 
electromagnetics code (NEC), version 2, double 
precision [1, 2]. The 10.7 meter tall element was 
divided into 107 segments with the resistor placed 
at the segment’s midpoint using NEC's “LD” 
loading cards. Because the antenna is loaded by 
segment number, not by distance above the ground 
plane, the height coordinate H was converted to 
the loading segment number as n = [0.5 + H/0] 
where 0 = 0.1 m is the segment length. A typical 
NEC input file appears in Fig. 3. 

While f1's functional form may seem quite 
reasonable for measuring the monopole’s 
performance, an examination of its topology 
reveals two potential concerns: (1) maximum 
fitness occurs close to N ’s lower resistance 
boundary and (2) it varies very little with height.  
The first characteristic may impede an 
optimization algorithm’s ability to search N  
while the second may impede convergence 
(exploration versus exploitation). In a higher 
dimensionality decision space these characteristics 
cannot be ascertained by inspection, which is a 
further complication in defining a useful ‘real 
world’ objective function.  

Apart from the question of how “searchable” 
N  is for f1's maxima, perhaps the more important 
question is how well f1 actually reflects a good 
monopole design, that is, one that performs well 
against the stated performance objectives. In this 
example, because f1's maximum can be visualized 
and located, the resulting “best” monopole design 
can be evaluated by computing its performance 
using the known maximum’s coordinates. A feed 
system characteristic impedance of Z0 = 50 > is 
assumed because typical HF transmitters are 
designed for 50 > systems, and the results appear 
in Fig. 4.  In the plots, calculated data points are 
shown as symbols (5 MHz-30 MHz every 1 MHz), 
and the solid curves are interpolated using a 
natural cubic spline. Total power gain was 
computed every 10o for 0o C ) C 90o where ) is the 
polar angle in NEC’s standard right-handed 
spherical polar coordinate system (see Fig. 1). 

 
(a) 

 
(b) 

 

Fig. 2. Landscape for objective function 
f1(R,H,50). 
 

The radiation efficiency and maximum gain 
numbers are quite good. Minimum efficiency is 
just below 80 %, and for most part the efficiency 
exceeds 95 % above 10 MHz. Of course, this 
result is not altogether unexpected in view of the 
very light loading, R D 5 >. The maximum power 
gain figures also are quite good, with minimum 
Gmax D 4 dBi. This result also is expected in view 
of the light loading. But in stark contrast, the 
VSWR performance is very poor. The goal of 
flattening VSWR as much as possible was missed 
completely. VSWR varies from 1.61 to nearly 37 
with pronounced fluctuations. The impedance 
bandwidth of this design, typically specified as 
VSWR C 2:1 (return loss C -10 dB), is extremely 
small. Perhaps somewhat surprisingly, even 
though )50,,(1 HRf ’s functional form appeared to 

be a reasonable measure of how well the loaded 
monopole meets the design goals, the fact is, it is 
not. The best that a perfectly accurate optimization 
algorithm could do is to discover the design in 
Figs. 3 and 4, and that design happens to be quite 
poor. This example shows how important it is to 
choose an appropriate objective function. 
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Fig. 3. Typical monopole NEC input file. 
 

V. FUNCTION ),,( 02 ZHRf

),,( 01 ZHRf ’s disappointing results make it 

clear that another, hopefully better, objective 
function must be defined. f1's major failing was its 
inability to flatten the VSWR curve, which 
suggests that a more aggressive approach is 
required. Dealing directly with Zin = Rin + j Xin, for 
example, might work better than trying to 
minimize VSWR variability. To that end, a quite 
different  objective function will be considered 
next, 

)()(

)(
),,(

0

02

inin XMaxRMaxZ
Min

ZHRf
��

�
�

.   (2) 

 As before, this functional form is simple 
and ostensibly serves to achieve the design goals. 
As will be seen below, it does perform better than 

),,( 01 ZHRf  with respect to VSWR, but its 

topology is such that many optimization 
algorithms will have considerable difficulty 
locating maxima. ),,( 02 ZHRf 's global maximum 

of 0.11117… at the point (R, H) = (819.095477, 
2.953015). The loading resistance R D 819 > is 
much heavier than before, which will reduce 
efficiency and maximum gain but hopefully will 
tame the VSWR. This reflects the inevitable trade-
off in using impedance loading for improving 
antenna bandwidth, which increases with heavier 
loading at the expense of the radiation efficiency 
and gain.  
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4. Performance of monopole design #1, 
)50,62.1,025.5(1f . 

CM File: DES1.NEC 
CM NEC2D run using R,Z values 
CM from DESIGN #1 DS plot 
CM R=5.025126 ohms, Z=1.621357 m 
CM seg # = INT(0.5+Z/SegLen) = 16 
CM Z0=50 ohms 
CE 
GW1,107,0.,0.,0.,0.,0.,10.7,.005 
GE1 
LD0,1,16,16,5.025126,0.,0. 
GN1 
FR 0,26,0,0,5.,1. 
EX 0,1,1,1,1.,0. 
RP 0,10,1,1001,0.,0.,10.,0.,100000. 
EN 
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Figure 5 shows f2's landscape. It comprises a 
series of spikes along a bullet-shaped curve in the 
(R, H)-plane, and the peaks are quite sharp. For 
example, changing H slightly from 2.8731… to 
2.8198… with R = 819.0954… results in nearly 
three orders of magnitude decrease in fitness.  
Topologies like this usually are described as 
“pathological” because many optimization 
algorithms have difficulty dealing with them.  
Thus, even though objective function f2 may be 
better than f1 for achieving the design goals, its 
pathological landscape may impede an 
optimization algorithm to such a degree that better 
designs are not discovered.  

NEC-2D again was used to model the 

monopole with )50,,(2 HRf ’s best fitness, and 

the results appear in Fig. 6. As expected, the 
radiation efficiency is much lower, especially at 
low frequencies. Below 15 MHz it ranges from 
about 5 % to 25 %. The efficiency does increase 
substantially mid-band, reaching a peak near 80 % 
at 19 MHz and falling thereafter. The power gain 
more or less tracks the efficiency, but it is quite 
low at low frequencies. Above 15 MHz, however, 
the gain is moderate to good. The heavier loading 
in this case considerably reduced the input 
impedance variation resulting in a fairly smooth 
variation in Rin and to a lesser degree in Xin as 
well. As a result VSWR variability is less than in 
the previous design, but still quite substantial. The 
VSWR is well-behaved and moderate, C 5:1, 
above 20 MHz, but it is very high at lower 
frequencies with a peak D 21:1 at 18 MHz. Thus, 
while f2 is an improvement over f1 in terms of 
meeting the design goals, it still falls far short of 
yielding a good monopole design. In addition, its 
pathological landscape may defeat the 
effectiveness of many optimization algorithms.  
Further refinement of the objective function is 
required. 

 
(a) 

 

(b) 
 

 

(c) 
 

 
(d) 

 
Fig. 5. Landscape for objective function 

)50,,(2 HRf . 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 6. Performance of monopole design # 2, 
)50,95.2,1.819(2f . 

VI. FUNCTION ),,( 03 ZHRf
Because VSWR variability is the biggest 

problem with the first two objective functions, an 
even more aggressive approach will be taken with 
the third function defined as, 

)]()([)()(

)(

),,(

00

03

XinMinXinMaxZVSWRRMaxZ

Min

ZHRf

in ��0��

�
� . (3) 

 

The gain does not appear in the numerator 
because it tracks fairly well with efficiency. The 
denominator comprises three factors that minimize 
VSWR in different ways. The first drives the real 
part of the input impedance toward the feed 
system characteristic impedance. The second 
minimizes the VSWR variability across the band, 
while the third attempts to flatten the input 
reactance.  

Because this functional form is determined 
empirically, other forms probably merit 
consideration as well. For example, the objective 
function ),,( 03 ZHRf  could be written as 

432

1

)]()([)()(

)(

),,(

00

03

AAA

A�

XinMinXinMaxZVSWRRMaxZ

Min

ZHRf

in ��0��

� , (4) 

where the exponents Ai are constants or functions 
of frequency. The terms in f3 could be combined 
differently, say, by addition with weighting 
coefficients. Other functions, such as logarithms or 
trigonometric functions, might be useful in 
combining the antenna’s performance measures.  
And, of course, other performance measures might 
be included as well. All of these considerations are 
involved in defining suitable objective functions.  
As the results for f1 and f2 show, presumably good 
ones can turn out to be quite poor. It consequently 
is imperative to investigate how the objective 
function’s form influences the resulting antenna 
design.  

f3(R,H,50) is unimodal with a smoothly 
varying topology and a maximum fitness of 

510x...4624.1 �  at )2143215.7,512563.502(),( �HR .  

Its landscape is plotted in Fig. 7. This objective 
function results in the design whose performance 
is shown in Fig. 8. The radiation efficiency 
increases more or less monotonically from just 
over 15 % at 5 MHz to nearly 40 % at 27 MHz 
and about 38 % at 30 MHz. Maximum power gain 
ranges from a low near -3.1 dBi to a maximum of 
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2 dBi. The input impedance is well behaved across 
the HF band, and the resulting VSWR is much 
flatter than in the previous cases. Maximum 
VSWR is just below 13:1 at 5 MHz, and it falls 
very quickly to just above 3:1 at 7.5 MHz. The 
VSWR increases to ~8:1 at 13 MHz and remains 
fairly flat thereafter. A comparison of these data to 
the curves in Figs. 4 (d) and 6 (d) clearly shows 
that f3 (R,H,50) is the best objective function of the 
three. Its monopole design is superior to the 
others, and its topology lends itself well to being 
searched by an optimization algorithm.  
 

 
(a) 

 
(b) 

 

Fig. 7. Landscape for objective function 
)50,,(3 HRf . 

VII. OPTIMIZATION ALGORITHMS
The previous sections discussed some of the 

issues in defining suitable objective functions for 
the broadband HF monopole design problem.  
Three functions were considered, and the results 
varied considerably from one to the next, with the 
last one being the best. Each of these objective 
functions has a known global maximum that can 
be visualized because the monopole decision space 
is 2-D. Unfortunately, this cannot be done in 
higher dimensionality spaces, so that their 
topologies are unknown. The problem faced by the 
antenna designer therefore is defining an effective 

objective function that can be searched accurately 
and efficiently in the n-D decision space. The type 
of optimization algorithm can be an important 
factor in aiding or inhibiting the process of 
defining a suitable objective function. 

Because stochastic optimization algorithms 
return different results on successive runs, it is 
difficult to assess the effects of changing the 
objective function on their accuracy and 
efficiency. For example, if particle swarm 
optimization is applied to the monopole problem, 
the antenna designer cannot know why successive 
runs using, say, f2(R,H,Z0) and f3(R,H,Z0), yield 
different results. It may be a consequence of the 
different objective functions (for example, 
pathological versus well-behaved), or it may be 
the algorithm’s inherent randomness. Which of 
these it is can be ascertained only by doing a 
statistical analysis that probably requires tens or 
hundreds, possibly thousands, of runs. This 
dilemma is avoided by using a deterministic 
optimizer, one that yields the same answer for 
every run with the same setup.  

 
 

 
(a) 

 
 

 
(b) 
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(c) 

 

 
(d) 

 

Fig. 8. Performance of monopole design # 3, 
)50,214.7,5.502(3f . 

 
Central force optimization (CFO) is a 

deterministic nature-inspired search and 
optimization metaheuristic for an evolutionary 
algorithm (EA) based on gravitational kinematics 
[4-6]. Proofs of convergence for CFO and an 
extended version have been developed [7, 8], and 
the algorithm has been implemented on a GPU 
using various topologies [9-11]. The algorithm has 
been successfully applied to a variety of problems, 
among them: training neural networks [12]; 
drinking water distribution networks [13]; solving 
nonlinear circuits [14]; array synthesis [15, 16]; 
microstrip patch antenna design [17]; multiband 
slotted bowtie design [18]; rectangular microstrip 
patch design [19]; microwave broadband absorber 
design [20]; antenna optimization generally [21]; 
notched ultra wideband E-shape antenna design 
[22]; and increasing impedance bandwidth [23, 
24].  

CFO therefore was used to search the decision 
spaces for each of the three monopole objective 
functions. A “parameter free” implementation was 
employed as described in [5, 6] without directional 

information in errant probe repositioning. CFO 
pseudocode appears in Fig. 9. Hardwired 
parameter values were Nd = 2, 5.0�init

repF , 

1.0�0 repF , 05.0min �repF , 0�start7 , 1�stop7 , 

3333.0�07 , 6)( max �dp NN , 200�tN  with 

an early termination criterion of fitness variation 
610�C  for 25 consecutive steps starting at step 

#35.  
Table 1 summarizes the CFO results. It shows 

that the algorithm performed well against 
objective functions f1 and f3 by discovering 
maxima close to the known values. The results for 
f1 are consistent with its topology in which the 
global maximum is near N ’s lower boundary in R 
and not particularly sensitive to variations in H.  
CFO essentially recovered f3’s global maximum, 
but clearly it had a problem with f2's pathological 
landscape. As expected, NEC-2D’s computed 
performance for the antenna design using CFO’s 
(R,H) coordinates for the best objective function, 
f3, is essentially the same as that shown in Fig. 8. 

 
Table 1. CFO optimization results. 

 
CFO’s performance probably would be better 

still if a more stringent early termination criterion 
were employed, or if none were used in a much 
longer run. The purpose of this note, however, is 
to discuss real-world design issues, and one of 
those is having to make the engineering decision 
of when the design is “good enough” relative to 
the resources expended. In this case, CFO 
achieved an acceptable design very close to the 
known best design using f3 and a total of 4,636 
function evaluations. This meets the “good 
enough” test.  

This simple monopole example demonstrates 
that how well an “optimized” antenna performs 

Objective 
Function 

Known Max 
Fitness / 
Coords 

CFO Max 
Fitness / 
Coords 

)50,,(1 HRf

 
2.376 / 

(5.025,1.621) 
2.371 / 

(8.179,5.361) 

)50,,(2 HRf

 
0.1112 / 

(819.1,2.953) 
0.0684 / 

(322.2,2.366) 

)50,,(3 HRf

 
1.462x10-5 / 

(502.5,7.241) 
1.401x10-5 / 

(499.6,7.302) 
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can be highly dependent upon both the objective 
function against, which it is optimized and how 
accurately and efficiently the optimization 
program performs against that function’s 
landscape. Because CFO is deterministic, it allows 
the antenna designer to investigate the effects of 
changing the objective function’s form and 
parameters that determine its landscape. It is 
evident that defining an effective function is much 
easier when the optimizer returns the same results 
every time instead of different ones. In the 
author’s opinion this is an important consideration 
in addressing real-world antenna problems, or, for 
that matter, any problem in which definition of the 
objective function is an issue.  

 
VIII. OTHER MONOPOLE DESIGNS

The monopole example was inspired by the 
HF monopole designed and tested by Rama Rao 
and Debroux [25, 26]. Theirs employed 
analytically computed continuous resistive loading 
and achieved VSWR 1:2C  from 5 MHz-30 MHz 
with the use of a matching network. Radiation 
efficiency, gain, and pattern were reasonable and 
well-behaved for typical HF links. A CFO-
designed discrete-resistance loading profile for the 
same antenna provided even better performance 
[23], and it is instructive to compare that CFO 
design, which utilized fourteen discrete resistors, 
to the f3(499.6,7.302,50) design utilizing only one 
resistor.  

Figure 10 shows the NEC input file for the 14-
segment, CFO-optimized monopole. Note that Z0 
= 300 > instead of Z0 = 50 > because the 300 > 
reference was used in [25, 26]. Each segment is 
loaded at its center with a discrete resistor whose 
value ranges from about 7.2 > to 82.7 > (“LD” 
cards). The NEC-computed radiation efficiency 
ranges from about 8 % to 45 %, with maximum 
gain increasing from ~-5.5 dBi at 5 MHz to ~3 dBi 
at 28 MHz with a pronounced mid-band dip. 
VSWR//300� is quite good, 1:25.2C  at all 
frequencies and 1:2C  above about 5.5 MHz. The 
VSWR 1:2C  goal is met essentially across the 
entire HF band with no matching network. The 
only additional element needed to feed this 
antenna from a 50 > system is a low-loss, 
broadband 6:1 unun, which is readily available. 

The VSWR results for the 14-segment 
monopole suggest that a better feed system 

impedance for the f3(499.6,7.302,50) design  might 
be >D 300 , a conjecture that was investigated by 

recalculating this design’s VSWR parametrically 
in Z0 from >225  to >350 . Figure 11 plots the 

results. The best overall performance indeed does 
occur with >D 3000Z  ( 1:2C  from ~7.5 MHz 

through ~28 MHz). Above 28 MHz VSWR 
remains fairly low, below 2.5:1, but at the low end 
of the band it increases quickly with decreasing 
frequency. The maximum is ~5.5:1 at 5 MHz, but 
even this value is quite acceptable because it is 
high only in a fairly narrow band (values 1:10C  
are readily matched).  

At this point it is apparent that the PEC 
metallic monopole loaded by a single correctly 
placed resistor may perform nearly as well as one 
employing fourteen resistors, and probably better 
than the designs in [25, 26] employing continuous 
loading. Because the objective function’s 
landscape changes with Z0, even if only slightly, 
and because the >� 500Z  CFO-optimized 

antenna exhibits better VSWR when Z0 is 
increased to 300 >, it is instructive to tweak the 
previous design by making another CFO run 
against f3's landscape with Z0 = 300 >, that is, with 
f3(R,H,300) as the objective function. CFO’s best 
fitness in this case is 510x66379.9 �  at the point 

(R,H) = (501.78982,7.107012) using 5,016 
function evaluations. 

This single-resistor monopole outperforms the 
14-segment antenna by every measure except 
VSWR. Radiation efficiency increases nearly 
monotonically from a minimum of 15%, compared 
to the 14-segment's that starts off near 8% and 
exhibits considerable fluctuation with increasing 
frequency. The tweaked design’s gain increases 
from 25.3�D  dBi at 5 MHz to 25.2D  dBi at 30 
MHz with a dip to 0 dBi at 24 MHz. The 14-
segment design has a similar behavior, but a lower 
gain at 5 MHz (~ -5.6 dBi) and a very slightly 
higher gain at 28 MHz (~3.1 dBi). 

VSWR for the tweaked antenna is somewhat 
worse, but nonetheless quite good, 1:2C  from 7.5 
MHz-26 MHz and only slightly above that through 
30 MHz where it reaches 1:5.2 . Below 7.5 MHz 
VSWR increases quickly with decreasing 
frequency, reaching just over 1:5  at 5 MHz, a 
degree of variability easily handled by a simple 
matching network. It therefore is reasonable to 

1130 ACES JOURNAL, VOL. 28, No. 11, NOVEMBER 2013



expect a VSWR below 2:1 across the entire 5 
MHz-30 MHz band, possibly well below 2:1.  

Another important measure of the tweaked 
monopole’s effectiveness is its radiation pattern 
compared to the 14-segment's. The tweaked design 
generally exhibits higher power gain at all polar 
angles, especially in the range of interest for 
moderate to long HF links, 60o C ) C 80o. The 
single-resistor f3(R,H,300) loaded design actually 
provides better overall performance than the 14-
segment monopole. Moreover, it is simpler to 
fabricate and maintain, and arguably substantially 
better than the continuously loaded designs in [25, 
26]. 

 

Fig. 9. CFO pseudocode. 
 

IX. CONCLUSION 
This paper discussed an example antenna 

optimization problem using a single-resistor 
loaded HF monopole. It addressed issues in 
defining an objective function that effectively 
measures antenna performance, and the suitability 
of stochastic and deterministic optimization 
algorithms. Assessing how well a particular 
objective function will achieve design goals is a 
difficult question because the landscape of 
functions beyond 2-D cannot be visualized (note 
that CFO’s tendency to distribute probes may be 
useful in this regard; see §9 in [4]). Three different 
objective functions and their landscapes were 
considered.  

Deterministic central force optimization was 
applied to each objective function’s topology and 
the results compared. The best objective function 
then was used to develop a final tweaked design 
that was compared to a similar, previously CFO-
optimized design utilizing fourteen discrete 
loading resistors. The single-resistor monopole 
performs as well or better than the fourteen 
resistor version and better than other continuously 
loaded antennas reported in the literature. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. NEC file for CFO-optimized 14-segment 
loaded monopole. 

 
 
Fig. 11. VSWR for CFO design f3 (499.6,7.302,Z0) 
parametric in Z0. 

CM File: LD_MONO.NEC 
CM Run ID 02-16-2011 10:43:46 
CM Nd= 14, p= 2, j= 120 
CM Zo=300 ohms 
CE 
GW1,14,0.,0.,0.,0.,0.,10.668,.0254 
GE1 
LD0,1,1,1,82.7045,0.,0. 
LD0,1,2,2,29.31145,0.,0. 
LD0,1,3,3,9.2825,0.,0. 
LD0,1,4,4,7.154042,0.,0. 
LD0,1,5,5,7.397769,0.,0. 
LD0,1,6,6,7.310225,0.,0. 
LD0,1,7,7,27.58697,0.,0. 
LD0,1,8,8,26.55749,0.,0. 
LD0,1,9,9,24.70102,0.,0. 
LD0,1,10,10,22.80148,0.,0. 
LD0,1,11,11,20.82445,0.,0. 
LD0,1,12,12,16.44918,0.,0. 
LD0,1,13,13,11.4537,0.,0. 
LD0,1,14,14,9.471994,0.,0. 
GN1 
FR 0,26,0,0,5.,1. 
EX 0,1,1,1,1.,0. 
RP 0,10,1,1001,0.,0.,10.,0.,100000. 
EN 

FORMATO: ISSUES IN ANTENNA OPTIMIZATION - A MONOPOLE CASE STUDY 1131



REFERENCES 
[1] (i) 4nec2 Antenna Modeling Freeware by A. 

Voors, online http://home.ict.nl/~arivoors/.
 (ii) Unofficial Numerical Electromagnetic Code 

Archives, online at http://www.si-
list.net/swindex.html 

[2] G. Burke and A. Poggio, Numerical 
Electromagnetics Code (NEC) – Method of 
Moments, Parts I, II and III, January 1981, UCID-
19934, Lawrence Livermore National Laboratory, 
Livermore, California, USA 

[3] G. Burke, Numerical Electromagnetics Code – 
NEC-4, Method of Moments, Part I: User’s 
Manual and Part II: Program Description – 
Theory, January 1992, UCRL-MA-109338, 
Lawrence Livermore National Laboratory, 
Livermore, California, USA 

[4] R. Formato, “Central force optimization: a new 
metaheuristic with applications in applied 
electromagnetics,” Prog. Electromagnetics 
Research, vol. 77, pp. 425-491, 2007. 

[5] R. Formato, “Parameter-free deter-ministic global 
search with simplified central force optimization,” 
Advanced Intelligent Computing Theories and 
Applications (ICIC2010), Lecture Notes in 
Computer Science (LNCS 6215). Springer-Verlag 
Berlin Heidelberg; 2010. 

[6] R. Formato, “Central force optimization with 
variable initial probes and adaptive decision 
space,” App. Math. Comp., vol. 217, no. 21, pp. 
8866-8872, 2011.  

[7] D. Ding, X. Luo, J. Chen, X. Wang, P. Du, and Y. 
Guo, “A convergence proof and parameter 
analysis of central force optimization algorithm,” 
Jour. Convergence Information Technology 
(JCIT), vol. 6, no. 10, pp. 16-23, 2011. 

[8] D. Ding, X. Qi, X. Luo, J. Chen, X. Wang, and P. 
Du, “Convergence analysis and performance of an 
extended central force optimization algorithm,” 
App. Math. Comp., vol. 219, no. 4, pp. 2246-2259, 
2012. 

[9] R. Green, L. Wang, M. Alam, and R. Formato, 
“Central force optimization on a GPU: A case 
study in high performance metaheuristics using 
multiple topologies,” Jour. Supercomputing, vol. 
62. no. 1, pp. 378-398, 2012. 

[10] R. Green, L. Wang, and M. Alam, “Evaluating the 
impact of multiple neighborhood topologies on 
central force optimization,” 
www.parallelcoding.com. 

[11] R. Green, L. Wang, M. Alam, and R. Formato, 
“Central force optimization on a GPU: A case 
study in high performance metaheuristics using 
multiple topologies,” IEEE Cong. Evol. Comp., 
New Orleans, Los Angeles, pp. 550-557, June 
2011. 

[12] R. Green, L. Wang, and M. Alam, “Training 
neural networks using central force optimization 
and particle swarm optimization: insights and 
comparisons,” Expert Systems with Applications, 
vol. 39, pp. 555-563, 2012. 

[13] A. Haghighi and H. Ramos, “Detection of leakage 
freshwater and friction factor calibration in 
drinking networks using central force 
optimization,” Water Resource Management, vol. 
26, pp. 2347-2363, 2012.  

[14] O. Roa, I. Amaya, F. Ramírez, and R. Correa, 
“Solution of nonlinear circuits with the central 
force optimization algorithm,” 2012 IEEE 4th 
Colombian Workshop on Circuits and Systems 
(CWCAS), pp. 1-6, 1-2 Nov. 2012. 

[15] G. Mohammad and N. Dib, “Synthesis of antenna 
arrays using central force optimization,” 
Mosharaka International Conf. Communications, 
Computers and Applications, MIC-CPE 2009. 

[16] G. Qubati, R. Formato, and N. Dib, “Antenna 
benchmark performance and array synthesis using 
central force optimization,” IET Microwaves, 
Antennas and Propagation, vol. 4, no. 5, pp. 583-
592, 2010. 

[17] G. Qubati and N. Dib, “Microstrip patch antenna 
optimization using modified central force 
optimization,” Prog. Electromagnetics Research 
B. vol. 21, pp. 281-298, 2010. 

[18] A. Montaser, K. Mahmoud, and H. Elmikati, “Tri-
band slotted bow-tie antenna design for RFID 
reader using hybrid CFO-NM algorithm,” 29th 
National Radio Science Conference (NRSC 2012), 
April 10-12, 2012. 

[19] K. Mahmoud, “Central force optimization: 
Nelder-Mead hybrid algorithm for rectangular 
microstrip antenna design,” Electromagnetics, vol. 
31, no. 8, pp. 578-592, 2011. 

[20] M. Asi and N. Dib, “Design of multilayer 
microwave broadband absorbers using central 
force optimization,” Prog. Electromagnetics 
Research B, vol. 26, pp. 101-113, 2010. 

[21] R. Formato, “Improved CFO algorithm for 
antenna optimization,” Prog. Electro-magnetics 
Research B, vol. 19, pp. 405-425, 2010. 

[22] A. Montaser, K. Mahmoud, A. Abdel-Rahman, 
and H. Elmikati, “Design bluetooth and notched-
UWB E-shape antenna using optimization 
techniques,” Prog. Electromagnetics Research B, 
vol. 47, pp. 279-295, 2013. 

[23] R. Formato, “New techniques for increasing 
antenna bandwidth with impedance loading,” 
Prog. Electromagnetics Research B, vol. 29, pp. 
269-288, 2011. 

[24] R. Formato, “Improving bandwidth of Yagi-Uda 
arrays,” Wireless Engin. Tech. vol. 3, no. 1, pp. 
18-24, 2012. 

1132 ACES JOURNAL, VOL. 28, No. 11, NOVEMBER 2013



[25] B. Rao and P. Debroux, “Wideband HF monopole 
antennas with tapered resistivity loading,” IEEE 
Military Comm. Conf. (MILCOM ‘90), Monterey, 
CA, September 30 - October 3, 1990. 

[26] B. Rao, “Optimized tapered resistivity profiles for 
wideband HF monopole antenna,” IEEE Ant. and 
Prop. Soc. Symp., London, Ontario, Canada, 1991. 

 
 

Richard A. Formato is a 
Consulting Engineer and 
Registered Patent Attorney. He 
received his JD from Suffolk 
University Law School, PhD and 
MS degrees from the University of 
Connecticut, and MSEE and BS 
(Physics) degrees from Worcester 

Polytechnic Institute.  In the early 1990s, he began 
applying genetic algorithms to antenna design problems 
and developed YGO3 freeware (Yagi Genetic 
Optimizer).  His interest in optimization algorithms led 
to the development of Central Force Optimization and 
Dynamic Threshold Optimization.  He also invented the 
proprietary Variable Z0 antenna technology that treats 
an antenna's feed system impedance as a true 
optimization variable, not a fixed parameter. 

FORMATO: ISSUES IN ANTENNA OPTIMIZATION - A MONOPOLE CASE STUDY 1133




