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Analysis of Bi-Isotropic Media using Hybrid Boundary Element Method

Mirjana T. Perić, Saša S. Ilić, Ana N. Vučković, and Nebojša B. Raičević

Department of Theoretical Electrical Engineering
University of Niš, Faculty of Electronic Engineering, 18000 Niš, Serbia
{mirjana.peric, sasa.ilic, ana.vuckovic, nebojsa.raicevic}@elfak.ni.ac.rs

Abstract – This paper proposes the application of the
hybrid boundary element method (HBEM) for analysis
of bi-isotropic media of Tellegen type. In previous appli-
cations of this method it was possible to analyze only
the electromagnetic problems in isotropic media. The
main contribution of this paper is the modification of the
method itself, in order to solve a large scale of quasi-
static TEM problems in bi-isotropic media. Detailed the-
oretical analysis and HBEM procedure are described and
applied. Characteristic parameters of a microstrip line
with bi-isotropic substrate are analyzed. Obtained results
have been compared with available numerical and soft-
ware simulation results. A close results match can be
noticed.

Index Terms – bi-isotropic media, characteristic
impedance, effective relative permittivity, finite element
methods, hybrid boundary element method, microstrip
line.

I. INTRODUCTION
Analysis of the microwave transmission lines is

the main subject of researches in the World for more
than seven decades. Since the first publication about a
stripline, back in the 1950s, [1], and its modifications
that followed in the forthcoming years, scientists ana-
lyzed, simplified, and designed new structures. Nowa-
days, these structures have found wide applications in
telecommunication systems, in microwave integrated cir-
cuits, for microwave filters and antennas design, delay
lines, directional couplers, etc., [2]. Various numeri-
cal and analytical methods can be used, with more or
less accuracy, for the microwave transmission lines anal-
ysis [3]. Some of those methods are: the variational
method [4], the boundary element method (BEM) [5],
the finite element method (FEM) [6], the method of
lines [7], etc.

The hybrid boundary element method (HBEM), [8]
is a simple, powerful, and accurate procedure used
to analyze isotropic electric and magnetic multilayered
structures. The method is developed as a combination
of the equivalent electrodes method (EEM) [9] and BEM

[10]. During the previous 10 years, the HBEM is applied
to solve different planar and axisymmetric electromag-
netic problems. In [11], the method is used for elec-
tromagnetic field determination in the vicinity of cable
joints and terminations. The magnetic force of perma-
nent magnet systems is calculated using the HBEM in
[12] and [13]. Different configurations of microwave
transmission lines have been successfully analyzed by
HBEM in [2,14-17]. The method efficiency for electro-
static problems solving is improved in [17].

The real challenge was to extend the method for
the analysis of bi-isotropic (BI) (nonreciprocal chiral)
media and apply it for analysis of microstrip lines with
BI substrate. In [14-17], only the transmission lines with
isotropic substrates have been considered. The HBEM,
described and applied in those papers, took into account
only the free charges placed at perfect electric conductors
(PECs) as well as the polarized electric charges placed at
separating surfaces [14,17].

In order to make a base for this method applica-
tion in bi-isotropic media, it was necessary to intro-
duce a concept of fictitious magnetic polarized charges,
[12,13,18]. Also, it is necessary to determine the rela-
tions between the normal component of the electric as
well as the magnetic field and polarized electric and mag-
netic charges.

The HBEM application is now based on the elec-
tric and magnetic scalar potential determination, so only
static as well as quasi-static analysis can be performed
using this method.

Unlike a wide range of literature and methods that
deals with the analysis of systems in isotropic mate-
rials, the BI media, due to their complexity, are not
so common subject of researches. But, in the last
few years, attention was paid to the bi-isotropic and
anisotropic materials and their application in electro-
magnetics [19-28]. The method of moments and the
point-matching method (PMM) have been used to solve
an integral equation in [22] in order to determine char-
acteristic parameters of multiconductor lines with bi-
isotropic layers. Analysis of shielded microstrip lines
with bi-isotropic substrate have been also done in [23]
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Fig. 1. Geometry of a multiconductor line in a layered
bi-isotropic medium with zero potential plane.

and [24], applying strong FEM formulation and expo-
nential matrix technique, respectively.

The geometry of a system which consists of N PECs
embedded in an arbitrary number of dielectric layers is
depicted in Figure 1.

The HBEM application for solving and analyzing
bi-isotropic medium is described in detail in Section III.
The electric and magnetic polarized surface charge dis-
tributions of a line charge placed above boundary surface
of two bi-isotropic layers of Tellegen type is consid-
ered. These results will be compared with the analyt-
ical solution and used to verify the HBEM procedure.
The next step is to analyze a microstrip with a ground
plane of infinite width and a bi-isotropic substrate of
finite width. Obtained HBEM results have been com-
pared with results given by other researchers.

II. CONSTITUTIVE RELATIONS FOR
BI-ISOTROPIC MEDIUM

A bi-isotropic medium consists of elements with
electric and magnetic dipoles. The constitutive relations
for bi-isotropic materials are, [29],

DDD = εEEE +ξ HHH and (1)

BBB = ζ EEE +µHHH, (2)

where ξ and ζ are the magnetoelectric coupling coeffi-
cients, ε is the permittivity and µ is the permeability of
medium. The parameters ξ and ζ are usually given in
the form

ζ = (χ + jκ)
√

ε0µ0 and (3)

ξ = (χ− jκ)
√

ε0µ0. (4)

Replacing these parameters into eqns (1) and (2),

DDD = εEEE +(χ− jκ)
√

ε0µ0HHH and (5)

BBB = (χ + jκ)
√

ε0µ0EEE +µHHH. (6)

Parameter κ describes the degree of chirality, ε0
and µ0 are the permittivity and permeability of the air.

Parameter χ is a dimensionless quantity for the degree
of inherent nonreciprocity. Nonreciprocal nonchiral
medium (χ 6= 0, κ = 0) is so-called Tellegen material,
[29]. Such kind of media will be analyzed in this paper.

For Tellegen medium, it is satisfied ζ = ξ , so the
constitutive relations have the following form,

DDD = εEEE +ξ HHH and (7)

BBB = ξ EEE +µHHH. (8)

The parameter p = ξ 2/(εµ), 0 < p < 1, describes
the level of bi-isotropic effect, [18]. For example, if p =
0.1, the media is with less expressed bi-isotropic effect.
For p = 0.9, the media has high level of bi-isotropy.

III. HBEM APPLICATION
In order to apply the HBEM, the system given in

Figure 2 is considered. A line charge q′ is placed at
height h above the separating surface of two BI layers
with parameters ε1, µ1, ξ1 for the layer 1, and ε2, µ2, ξ2
for the layer 2.

The boundary surface between two BI layers of
finite width 2L can be discretized as it is presented in
Figure 3.

The surface is divided into N strips (segments) of
width ∆l = 2L/N. According to the HBEM applica-
tion for the isotropic layers, [14], each of those segments
should be replaced with equivalent electrodes (EEs) of
radius ae =∆l/π , placed along the segment’s axis. Those
EEs are polarized line charges q′vi (i= 1, 2, ..., N), placed
in the air.

In order to apply HBEM for the BI layers, the neces-
sary modification of the method includes an introduction
of fictitious magnetic line charges q′mi (i = 1, 2, ..., N).
The positions and radii of these charges are the same as
for the electric charges. Those charges are also placed in
the air.

Based on the described procedure, a HBEM model,
shown in Figure 3, is formed.

Fig. 2. Line charge placed above the boundary surface of
two bi-isotropic layers.
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Fig. 3. HBEM application model.

The electric and magnetic scalar potentials at any
point M (x, y) for the considered system given in Figure
3, are

ϕ =− q′

2πε1(1− p1)
ln
√

x2 +(y−h)2−

−
N

∑
i=1

q′vi
2πε0

ln
√
(x− xi)2 +(y− yi)2,

(9)

ϕm =
ξ1q′

2πε1µ1(1− p1)
ln
√

x2 +(y−h)2−

−
N

∑
i=1

q′mi
2π

ln
√
(x− xi)2 +(y− yi)2,

(10)

where xi =−L+(2i−1)∆l/2 and yi = 0 (i = 1, 2, ..., N)
are the line charges positions. The parameter p1 is p1 =
ξ 2

1 /(ε1µ1).
In order to determine the unknown values of the line

charges, according to the HBEM procedure, [14], it is
necessary to form a system of linear equations using the
boundary condition, i.e. a relation between the normal
component of the electric field and total surface charges.
The HBEM application for BI materials needs a modifi-
cation. It is necessary to use the relations between nor-
mal component of electric as well as magnetic field and
total surface charges, i.e. electric and fictitious magnetic
charges.

A. Relations between normal components of electric
as well as magnetic field at boundary surface of two
BI media and total surface charges

Using eqns (7) and (8), the relations between the
electromagnetic field components in the layer 1 and 2,
for the system visible in the Figure 2 are, respectively,

DDD1 = ε1EEE1 +ξ1HHH1, (11)

DDD2 = ε2EEE2 +ξ2HHH2, (12)

BBB1 = µ1HHH1 +ξ1EEE1, (13)

BBB2 = µ2HHH2 +ξ2EEE2. (14)

Replacing those expressions into boundary condi-
tions for the normal components of electric and magnetic
fields, the following relations are obtained:

ε1E1n +ξ1H1n = ε2E2n +ξ2H2n and (15)

µ1H1n +ξ1E1n = µ2H2n +ξ2E2n. (16)

From those equations, it can be written

E2n =
ε1µ2−ξ1ξ2

ε2µ2−ξ 2
2

E1n +
ξ1µ2−ξ2µ1

ε2µ2−ξ 2
2

H1n, (17)

H2n =
ξ1ε2−ξ2ε1

ε2µ2−ξ 2
2

E1n +
ε2µ1−ξ1ξ2

ε2µ2−ξ 2
2

H1n. (18)

The electric polarized surface charge density, ηv, at
the boundary surface between any two layers is, [18]

ηv = P2n−P1n, (19)

where P1n and P2n are normal components of polarization
vector in layers 1 and 2, respectively, defined as

P1n = (ε1− ε0)E1n +ξ1H1n and (20)

P2n = (ε2− ε0)E2n +ξ2H2n. (21)

Replacing eqns. (17) and (18) into (21), the expres-
sion (19) is

ηv =
ε0[µ2(ε2− ε1)−ξ 2

2 +ξ1ξ2]

ε2µ2−ξ 2
2

E(0+)
1n +

+
ε0[ξ2µ1−ξ1µ2]

ε2µ2−ξ 2
2

H(0+)
1n .

(22)

The label (0+) indicates the electric and magnetic
field components in layer 1 for y = 0.

The magnetic polarized surface charge can be calcu-
lated as

ηm = M2n−M1n, (23)

where the normal components of magnetization vector in
layers 1 and 2, M1n and M2n, are defined as

M1n =

(
µ1

µ0
−1
)

H1n +
ξ1

µ0
E1n, (24)

M2n =

(
µ2

µ0
−1
)

H2n +
ξ2

µ0
E2n. (25)

Replacing eqns. (17) and (18) into (25), the expres-
sion (23) is

ηm =
ξ2ε1−ξ1ε2

ε2µ2−ξ 2
2

E(0+)
1n +

+
ε2(µ2−µ1)−ξ 2

2 +ξ1ξ2

ε2µ2−ξ 2
2

H(0+)
1n .

(26)

Using eqns (22) and (26), it is possible to express
the relations between the normal components of electric



PERIĆ, ILIĆ, VUČKOVIĆ, RAIČEVIĆ: ANALYSIS OF BI-ISOTROPIC MEDIA USING HYBRID BOUNDARY ELEMENT METHOD 1268

as well as magnetic field and electric and magnetic polar-
ized surface charges,

n̂EEE(0+)
i0 =

ε2(µ1−µ2)−ξ1ξ2 +ξ 2
2

ε0[(ε1− ε2)(µ2−µ1)+(ξ1−ξ2)2]
ηvi+

+
µ1ξ2−µ2ξ1

(ε1− ε2)(µ2−µ1)+(ξ1−ξ2)2 ηmi, (27)

n̂HHH(0+)
i0 =

ε1ξ2− ε2ξ1

ε0[(ε1− ε2)(µ2−µ1)+(ξ1−ξ2)2]
ηvi+

+
µ2(ε1− ε2)−ξ1ξ2 +ξ 2

2
(ε1− ε2)(µ2−µ1)+(ξ1−ξ2)2 ηmi, (28)

where ηvi = q′vi/∆l and ηmi = q′mi/∆l (i = 1, 2, ..., N)
are electric and magnetic polarized surface charges for
i−th segment. n̂ = ŷ is a unit normal vector. q′vi and q′mi
expressed over the normal components of electric and
magnetic fields are

q′vi =
ε0[µ2(ε2− ε1)−ξ 2

2 +ξ1ξ2]

ε2µ2−ξ 2
2

∆lE(0+)
y +

+
ε0[ξ2µ1−ξ1µ2]

ε2µ2−ξ 2
2

∆lH(0+)
y ,

(29)

q′mi =
ξ2ε1−ξ1ε2

ε2µ2−ξ 2
2

∆lE(0+)
y +

+
ε2(µ2−µ1)−ξ 2

2 +ξ1ξ2

ε2µ2−ξ 2
2

∆lH(0+)
y .

(30)

B. System of linear equations formulation
Unlike the HBEM, applied for modeling configura-

tions presented in [14-17], where the PMM is applied
only on the surfaces of electric charges (only those
charges exist at separating surfaces), here it is neces-
sary to apply the PMM on the surface of i-th magnetic
line charge as well as on i-th electric line charge. So,
the total number of unknowns is 2N and the formed
system of equations has a dimension 2N × 2N. Dur-
ing this method application, it should be taken into
account:

• An influence of the charge itself (electric or mag-
netic), with matching points: xp = xi, yp = ae;

• An influence of other charge which is placed at
the same position (magnetic or electric), with the
matching points: xp = xi, yp = ae;

• Influences of all the other electric and magnetic
line charges, with the matching points: xp = xi,
yp = 0,

• An influence of primary line charge, with the
matching points: xp = xi, yp = 0.

Application of this procedure using eqns (29) and
(30), gives the system of linear equations:

q′vi =A∆l
[

q′

2πε1(1− p1)

−h
x2

i +h2 +
q′v1

2πε0
·0+

+
q′v2

2πε0
·0+ ...+

q′vi
2πε0

1
ae

+ ...+
q′vN

2πε0
·0
]
+

+B∆l
[

ξ1q′

2πε1µ1(1− p1)

h
x2

i +h2 +
q′m1
2π
·0+

+
q′m2
2π
·0+ ...+

q′mi
2π

1
ae

+ ...+
q′mN
2π
·0
]
,

(31)

q′mi =C∆l
[

q′

2πε1(1− p1)

−h
x2

i +h2 +
q′v1

2πε0
·0+

+
q′v2

2πε0
·0+ ...+

q′vi
2πε0

1
ae

+ ...+
q′vN

2πε0
·0
]
+

+D∆l
[

ξ1q′

2πε1µ1(1− p1)

h
x2

i +h2 +
q′m1
2π
·0+

+
q′m2
2π
·0+ ...+

q′mi
2π

1
ae

+ ...+
q′mN
2π
·0
]
,

(32)
for i = 1, 2, ..., N.

The constants A, B, C, and D are

A =
ε0[µ2(ε2− ε1)−ξ 2

2 +ξ1ξ2]

ε2µ2−ξ 2
2

, (33)

B =
ε0[ξ2µ1−ξ1µ2]

ε2µ2−ξ 2
2

, (34)

C =
ξ2ε1−ξ1ε2

ε2µ2−ξ 2
2

and (35)

D =
ε2(µ2−µ1)−ξ 2

2 +ξ1ξ2

ε2µ2−ξ 2
2

. (36)

The expressions (31) and (32), after normalizations
q′vi’/q′, q′mi

√
ε0µ0/q′ and xi/h, as well as using that ae =

∆l/π = 2L/πN, have a form

q′vi
q′

(
1− A

ε02

)
−

q′mi
√

ε0µ0

q′
B

2
√

ε0µ0
=

=

(
−A+B

ξ1

µ1

) L
h

πε1(1− p1)N
(

1+
( xi

h

)2
) (37)

− q′vi
q′

C
ε02

+
q′mi
√

ε0µ0

q′
1

√
ε0µ0

(
1− D

2

)
=

=

(
−C+D

ξ1

µ1

) L
h

πε1(1− p1)N
(

1+
( xi

h

)2
) , (38)

i = 1, 2, ..., N.

After solving this system using Mathematica, the
electric and magnetic polarized line charges are calcu-
lated. Also, it is possible to determine the electric and
magnetic polarized surface charges.
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IV. RESULTS AND DISCUSSION
The normalized electric and magnetic polarized sur-

face charges distributions along the boundary surface
between two bi-isotropic layers for the system presented
in Figure 2 are shown in Figures 4–7. Different types of
bi-isotropic materials are analyzed.

The values for εr1, µr1, p1 as well as εr2, µr2, p2 are
denoted in the figures. The other parameters, necessary
for the HBEM application, are:

L/h = 20, ξ1 =
√

p1ε0µ0εr1µr1,

ξ2 =
√

p2ε0µ0εr2µr2, ε0 = 8.85 ·10−12 F/m,

µ0 = 4π ·10−7 H/m and N = 100.

In those figures, analytical solution results are also
shown. These results have been calculated using eqns
(22) and (26) as well as the expressions for the electric
and magnetic fields in the bi-isotropic media, obtained
using image theorem, [19].

Fig. 4. Normalized electric polarized surface charges
distribution on boundary surface of two layers with low
and high bi-isotropic effects.

Fig. 5. Normalized magnetic polarized surface charges
distribution on boundary surface of two layers with low
and high bi-isotropic effects.

The total number of unknown EEs for the HBEM
calculation is Ntot = 2N = 200. The computation time is
less than a second. Increasing the number of unknowns,
the computation time increases too.

Analyzing the figures, where different types of BI
effects are given, it can be concluded that the verification
of HBEM procedure is successful. An excellent results
match is obtained. So, there is no need for modification
of used number of unknowns.

When both layers are isotropic, which is achieved
for p1 = p2 = 0, only electric polarized surface charges
exists as it shown in Figures 6 and 7.

A. Microstrip line with bi-isotropic substrate
According to the procedures described in Section III

for bi-isotropic layers and in [15] for the isotropic media,
a quasi-static analysis of microstrip line with a BI sub-
strate of Tellegen type (Figure 8), is performed.

In order to form an equivalent HBEM model, it was
necessary to apply the image theorem, considering that
the substrate is placed on the zero potential plane of infi-
nite width. That system is shown in Figure 9. With q′vi,
q′mi (i = 1, ...,N) and q′f j ( j = 1, ...,M) are denoted polar-
ized electric (v), fictitious magnetic (m) and free (f) line
charges, respectively. All those charges are placed in the
air, according to the HBEM.

Fig. 6. Normalized electric polarized surface charges
distribution on boundary surface of two isotropic layers.

Fig. 7. Normalized magnetic polarized surface charges
distribution on boundary surface of two isotropic layers.
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Fig. 8. Microstrip line with bi-isotropic substrate.

Fig. 9. HBEM application model.

The electric scalar as well as magnetic scalar poten-
tials at any point of the system are:

ϕ =
M

∑
j=1

q′f j

2πε0
ln

√
(x− xf j)2 +(y+ yf j)2

(x− xf j)2 +(y− yf j)2+

+
N

∑
i=1

q′vi
2πε0

ln

√
(x− xvi)2 +(y+ yvi)2

(x− xvi)2 +(y− yvi)2 ,

(39)

ϕm =
N

∑
i=1

q′mi
2π

ln

√
(x− xmi)2 +(y+ ymi)2

(x− xmi)2 +(y− ymi)2 . (40)

The total number of unknowns is Ntot = M+2N.
Applying the procedure described in Section III, the

unknown line charges are calculated, so the capacitance
per unit length can be obtained using,

C′ =
M

∑
j=1

q′f j

U
. (41)

Fig. 10. Results convergence and computation time.

Table 1: Characteristic impedance and effective relative
permittivity values of microstrip line

Zc [Ω] εeff
r

p HBEM FlexPDE HBEM FlexPDE

0 76.359 76.578 2.0890 2.0921
0.2 81.346 81.137 1.8410 1.8470
0.6 95.550 95.389 1.3341 1.3360
0.9 114.080 113.694 0.9360 0.9359

The characteristic impedance is determined as Zc =

Zc0

/√
εeff

r , with εeff
r = C′

/
C′0 the effective dielec-

tric permittivity is denoted. Zc0 is the characteris-
tic impedance of the stripline without dielectrics (free
space). An optimal number of unknowns is determined
according to the characteristic impedance results conver-
gence, shown in Figure 10. In the same figure, with
a dotted red line, the computation time for parameters:
h
/

w = s/w = 1,t/w = 0.3, εr = 3, µr = 2 and p = 0.2, is
also given.

For all following calculations, the total number of
unknowns will be Ntot = 1800.

The results for characteristic impedance and effec-
tive relative permittivity have been compared with the
results obtained using FlexPDE software, [30], in Table
1, for different values of parameter p.

The microstrip dimensions and parameters are:

h
/

w = 1.0, s/w = 1, t/w = 0.3, εr = 3 and µr = 2.

In this table, the values obtained for an isotropic sub-
strate, for p = 0, are also included. The characteristic
parameters of a microstrip line with an isotropic sub-
strate was analyzed separately in [15] and compared with
available results. From Table 1, it can be concluded that
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Table 2: CPU time
Number of unknowns Computation

(CPU) time [s]
HBEM 1800 EEs 93

FlexPDE 151,162 finite elements 345

Fig. 11. Characteristic impedance as a function of
parameter χ for different values of εr.

a close results match is obtained. The error rate is less
than 0.5%. The computation (CPU) time for both meth-
ods is given in Table 2. All calculations are performed
on a quad-core CPU (Intel i5) running at 3.1 GHz and 4
GB RAM in double precision.

The CPU time in the HBEM application includes the
time necessary to determine the positions of EEs, to fill
the matrix, solve a formed system of linear equations as
well as to calculate the characteristic parameters. On the
other side, the FlexPDE CPU time consists of the time to
run the problem, observe the output results, and calculate
characteristic parameters.

The analysis of microstrip lines with a BI substrate
is not so common in practice, as it is mentioned in the
introduction of this paper. In [22], the characteristic
impedance distribution of microstrip line with infinitely
ground plane and BI substrate of Tellegen type is given.
Those results as well as the results presented in [20] have
been compared in Figure 11 with the HBEM results, for
different values of relative permittivity and parameter χ ,
where χ = ξ/

√
ε0µ0.

The dimensions and parameters of analyzed
microstrip line are: h/w = 1.0, s/w = 3, t/w = 0.05,
µr = 1, and N = 1800.

In [22], it is mentioned that in [20] the authors made
an assumption that electric charges do not create the
magnetic flux, as well as the magnetic dipoles do not
have any influence on the electric potential distribution.
That is the main reason of large results disagreement in
those two results, especially for larger values of parame-
ter χ . Significantly smaller disagreement can be noticed
between HBEM results and those from [22]. It should
be emphasized that HBEM analysis has been done for
a configuration where the substrate has finite width and
finite thickness, since in [20] and [22] the substrate has
an infinite width as well as thickness.

V. CONCLUSION
A development and implementation of HBEM, that

started 10 years ago, have continued in this paper through
the method extension for the analysis of BI media. It is
now possible to analyze not only transmission lines, but
also the other electromagnetic systems where BI mate-
rials are used. The HBEM’s application has been illus-
trated through the examples showing its generality and
accuracy.
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in 1989, 1998, and 2010, respec-
tively. He received the Dr.-Ing.
degree with a PhD-thesis dealing
with the numerical electromagnetic

field calculations.
He is currently an associate professor at the FEE.

His research interests include: cable terminations and
joints, numerical methods for EM problems solving,
microstrip transmission lines with isotropic, anisotropic,
and bianisotropic media, metamaterial structures, EMC,
nonlinear electrostatic problems, magnetic field calcu-
lation of coils and permanent magnets. He is a member
of the IEEE AP Society, IEEE EMC Society, IEEE
Dielectrics and Electrical Insulation Society, and IEEE
Magnetics Society.



ACES JOURNAL, Vol. 36, No. 10, October 2021 1274

Efficient Method Based on SMW Formula for Analyzing PEC Targets with
Partial and Thin Coatings

Zhiwen Dong1, Xinlei Chen1,2,3, Guiyue Yu1, Ziwei Li1, Lichang Lu1, and Changqing Gu1

1Key Laboratory of Radar Imaging and Microwave Photonics, College of Electronic and Information Engineering,
Nanjing University of Aeronautics and Astronautics, Nanjing, China

dongzw@nuaa.edu.cn, chenxl@nuaa.edu.cn, yuguiyue@nuaa.edu.cn, liziwei@nuaa.edu.cn, llchang@nuaa.edu.cn,
gucq@nuaa.edu.cn

2Key Laboratory of Meteorological Disaster (KLME) Ministry of Education & Collaborative Innovation Center on
Forecast and Evaluation of Meteorological Disasters (CIC-FEMD), Nanjing University of Information Science &

Technology, Nanjing, China

3State Key Laboratory of Millimeter Waves, Southeast University, China

Abstract – The analysis of the electromagnetic scatter-
ing from the perfect electric conductor (PEC) partially
coated with thin material is a significant task in stealth
design. Previous research has shown the scattering can
be calculated by only discretizing the current on PEC in
the case of thin coating layers. However, it has a down-
side that it will recalculate a complete solution when the
geometry or electromagnetic properties of the coating
changes. In this paper, a Sherman–Morrison–Woodbury
(SMW) formula-based method is proposed to address
this problem. According to the SMW formulation, it
can reuse the inverse impedance matrix of the PEC part
to efficiently obtain the solutions when local coating
changes, so it can avoid the subsequent complete inverse
of the new impedance matrix. Furthermore, it employs
the fast direct solution method based on the SMW for-
mulation to accelerate the calculation of inverse matrix
of the PEC part. Numerical results demonstrate the per-
formance of the proposed method.

Index Terms – electromagnetic scattering, method of
moments, Sherman–Morrison–Woodbury formula, thin
coating.

I. INTRODUCTION
It is a significant task to calculate the radar cross

section (RCS) of a target accurately and efficiently, espe-
cially for the perfect electric conductor (PEC) coated by
material layers, cause of its wide application in stealth
design. In the context of MoM [1], the surface inte-
gral equation (SIE) [2] and the volume surface integral
equation (VSIE) [3] are usual ways to solve the type of

problem. According to the equivalence principle, the SIE
will induce the electric current and the magnetic current
on the interface between different materials. The VSIE
will discrete the material part into tetrahedral meshes.

For analyzing the scattering of PEC coated by thin
material layer, the thin dielectric sheet (TDS) [4], [5]
method can be employed. It requires less basis func-
tions and is more efficient than the conventional SIE and
VSIE [4], [5], however, it still employs extra basis func-
tions to expand the electric current within material lay-
ers, compared with calculating the PEC without coating.
Recently, another way to solve the thin coating prob-
lem is regarding the polarization sources as constant and
using the surface current on the PEC to express them [6],
[7]. As a result, no additional basis functions are needed
compared to analyze the scattering of PEC without coat-
ing.

Nevertheless, a problem in the approach [6], [7]
is the repetitive computation of impedance matrix and
the LU decomposition when analyzing the scattering of
the PEC with different local coating situations, which
results in intensely expensive CPU time just for the
same PEC model. In this paper, a scheme based on
the Sherman–Morrison–Woodbury (SMW) formula [8]-
[11] is proposed to address this problem. It divides
the total impedance matrix into two parts. One is
the PEC matrix which is the invariable part. The
other one is the polarization part that is varying in
each coating situation. In accordance with SMW for-
mula [8]-[11], the inverse of impedance matrix is trans-
formed to another form containing the inverse of the
unchanged PEC matrix. The inverse of the PEC matrix
only needs to be calculated once and can be reused
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Fig. 1. A PEC partially coated with thin material. S0 is
the interface between the conductor and thin material. S1
is the interface between the free space and thin material.

for different coatings. No recalculation of the com-
plete impedance matrix and another LU decomposition
are needed in different local coating schemes. Fur-
thermore, in order to further enhance the computational
efficiency, the fast direct solver [12]-[14] based on the
SMW formula, termed the SMW algorithm (SMWA)
in [12], is applied to accelerate the inverse of the PEC
matrix.

II. FORMULATION
A. Conventional method for PEC with thin coating

A PEC partially coated by thin material is illumi-
nated by an incident plane wave (E inc,H inc), as shown
in Figure 1. The relative permittivity, relative perme-
ability, and thickness of the material layer are εr, µr
and d, respectively. The scattering electric field can
be expressed through the source induced by the plane
wave. There are five forms of the source: surface elec-
tric current Js and surface charges ρs on the conductor,
polarization surface charges ρpol,0 on the interface S0
between the conductor and the material, polarization sur-
face charges ρpol,1 on the interface S1 between the mate-
rial and the free space, and polarization volume electric
current Jpol and polarization volume magnetic current
Mpol within the material layer. According to the rela-
tion between the field and the source, the electric field
integral equation (EFIE) on the surface of the PEC can
be expressed as [6], [7]

Einc
∣∣
t =−Esca|t

=
[

jωµ0
∫

S Js (r′)Gds′+ 1
ε0

∫
S ρs (r′)∇Gds′

+ jωµ0
∫

V Jpol (r′)Gdv′+ 1
ε0

∫
S0

ρpol,0 (r′)∇Gds′

+ 1
ε0

∫
S1

ρpol,1 (r′)∇Gds′+
∫

V ∇G×Mpol (r′)dv′
]

t

,

(1)
where G(r,r′) is the scalar Green’s function in free
space. The integral domain V means the volume of thin
material.

When the thickness of material layer is very thin rel-
ative to wavelength in material, only normal component
of the polarization volume electric current and tangential

component of the polarization volume magnetic current
in the layer can be remained and regarded as constants
[6], [7]. Then, the volume integrals can be transformed
into surface integrals written as follows

Einc∣∣
t =

[
jωµ0

∫
S

Js
(
r′
)

Gds′+
1
ε0

∫
S

ρs
(
r′
)

∇Gds′

+ jωµ0d
∫

Sm

Jpol
(
r′
)

Gds′+
1
ε0

∫
S0

ρpol,0
(
r′
)

∇Gds′

+
1
ε0

∫
S1

ρpol,1
(
r′
)

∇Gds′+d
∫

Sm

∇G×Mpol
(
r′
)

ds′
]

t

,

(2)
by using the relation dv′ = d × ds′. Sm represents the
middle surface of layer V.

The charges ρs on the conductor can be obtained by
the electric current continuity equation

− jωρs = ∇s ·Js. (3)

The polarization volume electric current and the
polarization volume magnetic current in material can be
expressed by the electric field and the magnetic field
[6], [7]

Jpol = jωε0 (εr−1)E, (4)
Mpol = jωµ0 (µr−1)H. (5)

According to the boundary condition on PEC
surface

n̂ ·D = ρs, (6)
n̂×H = Js, (7)

where n̂ is the unit normal vector from the inside to the
outside of the PEC part, as shown in Figure 1. And with
the help of the relation

D = εE, (8)
−H = n̂× (n̂×H) , (9)

we can get the relations

n̂ · εE = ρs, (10)
H =−n̂×Js. (11)

Substituting (10) and (11) into (4) and (5), and
according to (3), the polarization volume electric current
and the polarization volume magnetic current within the
material layer can be represented by the surface current
Js on PEC [6], [7].

Jpol =−
εr−1

εr
(∇ ·Js) n̂, (12)

Mpol =− jωµ0 (µr−1) n̂×Js. (13)

As to the polarization surface charges ρpol,i, the
expression can derive from the boundary situation that
the polarization charges can only remain in the material,
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here expressed as [6]

− jωρpol,0 = n̂ ·
(
Jpol−0

)
, (14)

− jωρpol,1 = n̂ ·
(
0−Jpol

)
, (15)

because of no polarization volume current existing in
conductor or free space. The polarization surface charge
ρpol,i can be eventually expressed as [6]

ρpol,0 =−ρpol,1 =
1
jω
· εr−1

εr
∇ ·Js. (16)

Substituting (3), (12), (13), (16) into (2), we can find
that the only unknown is Js and the number of unknowns
for this model is equal to that of unknowns required only
for PEC surface of this model. No additional basis func-
tions are needed, and no additional memory storage is
required.

By applying the MoM [1], (2) can be converted into
the matrix equation

ZtI = Vi, (17)

where the elements of Zt and V i are

Zt
mn = jωµ0

∫
Tm

∫
Tn

(
fm · fn−

1
k2

0
∇ · fm∇

′ · fn

)
Gds′ds

− jωµ0
εr−1

εr
d
∫

Tm

∫
T Sm

n

fm ·
[
∇
′ · fn
]

n̂
(
r′
)

Gds′ds

+
1

jωε0

εr−1
εr

∫
Tm

∫
Tn

fm ·
[
∇
′ · fn
]

∇Gds′ds

− 1
jωε0

εr−1
εr

∫
Tm

∫
T

S1
n

fm ·
[
∇
′ · fn
]

∇Gds′ds

+ jωµ0 (µr−1)d
∫

Tm

∫
T Sm

n

fm ·
[
n̂
(
r′
)
× fn×∇G

]
ds′ds

,

(18)

V i
m =

∫
Tm

fm ·Eincds, (19)

fm and fn stand for the mth test Rao–Wilton–Glisson
(RWG) function [17] and the nth RWG basis function,
respectively. The integral domain T S1

n and T Sm
n in (18)

represent Tn shifted along the normal vector n̂ to surface
S1 and Sm, respectively.

B. Efficient method for PEC with partial and thin
coating

Only the same conductor partially covered by dif-
ferent thin material is considered in this paper. For the
conventional method, if either the electromagnetic prop-
erties of local coating or its geometry such as area, posi-
tion, or thickness changes several times, Zt and its LU
decomposition need to be calculated repeatedly when the
metal part of the model remains in its original form. The
conventional method is expensive for this situation. In
this section, an efficient method based on the SMW for-
mula [8]-[11] is proposed to address this problem.

Fig. 2. The total impedance matrix Zt is divided into two
parts.

It can be seen from (18) that the element Zt
mn con-

sists of two parts, PEC part Zmn and polarization part Pt
mn

Zt
mn = Zmn +Pt

mn, (20)

where the element Zmn of the PEC impedance matrix Z
and Pt

mn of the polarization impedance matrix Pt are

Zmn = jωµ0

∫
Tm

∫
Tn

(
fm · fn−

1
k2

0
∇ · fm∇

′ · fn

)
Gds′ds,

(21)

Pt
mn =− jωµ0

εr−1
εr

d
∫

Tm

∫
T Sm

n

fm ·
[
∇
′ · fn
]

n̂
(
r′
)

Gds′ds

+
1

jωε0

εr−1
εr

∫
Tm

∫
Tn

fm ·
[
∇
′ · fn
]

∇Gds′ds

− 1
jωε0

εr−1
εr

∫
Tm

∫
T

S1
n

fm ·
[
∇
′ · fn
]

∇Gds′ds

+ jωµ0 (µr−1)d
∫

Tm

∫
T Sm

n

fm ·
[
n̂
(
r′
)
× fn×∇G

]
ds′ds

,

(22)
It suggests that for the same conductor the PEC matrix Z
is unchanged and can be reused for different coatings. If
somewhere on a metal surface is not covered by coatings,
the corresponding polarization element Pt

mn is zero and
the corresponding column of the polarization matrix Pt

is zero, as shown in Figure 2.
The polarization matrix Pt can be further expressed

as a product of two matrices, so (17) can be rewritten as

ZtI =
(
Z+Pt)I = (Z+PR)I = Vi, (23)

where P is the impedance matrix of the polarization part,
and R is the matrix consisting of 0 and 1. The matrix
element Pmk is the same as the element Pt

mn, which means
if the nl th column of Pt is at the kl th column of matrix P,
then the expression of matrix R is

Ri j =

{
1
0

i = kl , j = nl
else . (24)

Assuming that the number of columns in P is p, the
number of rows in R is also p, where p is the number of
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the basis function covered by material. The number of
rows in P and the number of columns in R still are N.
N is the total number of basis functions. In situation of
local coating, p is very small compared to N. A simple
example is shown in Figure 2 with p = 2.

With the change of coating geometry or coating
properties, Z remains unchanged while P and R change.
Utilizing the SMW formula [8]-[11], the current coeffi-
cient matrix I can be deduced

I = (Z+PR)−1Vi

=
(
Z−1Vi)− (Z−1P

)[
1+R

(
Z−1P

)]−1R
(
Z−1Vi) ,

(25)
where 1 represents the identity matrix. The LU decom-
position of Z only needs to be computed once. The size
of 1+RZ−1P is p, which is much smaller than the size
of Z of N, so it takes less time to compute the LU decom-
position of 1+RZ−1P than the LU decomposition of Zt

. For the analysis of a variety of different coating mate-
rial, the inverse of PEC matrix can be reused rather than
recalculating the inverse of a new matrix. As the number
of changes increases, this method is more efficient than
the conventional method.

In (25), the matrix equation needs to be solved

Z−1B, (26)

where B denotes Vi or P. Although the inverse of Z
only needs to be computed once, it is still expensive to
calculate the inverse of Z when the unknowns increase.
To address this problem, the SMWA [12]-[14], which is
also based on the SMW formula, is used to efficiently
solve (26). In the SMWA, a binary tree is used to divide
the impedance matrix Z into different blocks in order to
avoid calculating the inverse of the complete matrix Z
and instead calculate the inverse of small blocks. The
matrix after the partitioning of the one-level binary tree
is shown as

Z =

[ 1Z11
1Z12

1Z21
1Z22

]
, (27)

where 1Z11 and 1Z22 are the self-impedance matrices
of block 1 and 2 in matrix Z, respectively, while 1Z12
and 1Z21 are the mutual-impedance matrices between
block 1 and 2 in matrix Z. The initial matrix Z can be
represented as the product of a block diagonal matrix
only containing self-impedance blocks qZd and a spe-
cial form matrix Zqcontaining identity matrix block and
mutual-impedance blocks updated by self-impedance
block expressed as

Z = 1ZdZ1 =

[ 1Z11 0
0 1Z22

][
1 1Z−1

11
1Z12

1Z−1
22

1Z21 1

]
.

(28)
The special form matrix Zq consists of 2q−1diagonal

blocks if a q-level binary tree is taken while the block
diagonal matrix qZd contains 2q self-impedance blocks.

The partition can be further written as follows if a two-
level tree is taken

Z = 2ZdZ2Z1 =


[ 2Z11 0

0 2Z22

]
0

0
[ 2Z33 0

0 2Z44

]


×


[

1 2Z−1
11

2Z12
2Z−1

22
2Z21 1

]
0

0
[

1 2Z−1
33

2Z34
2Z−1

44
2Z43 1

]


×
[

1 1Z−1
11

1Z12
1Z−1

22
1Z21 1

]
,

(29)
where

1Z11 =

[ 2Z11
2Z12

2Z21
2Z22

]
=

[ 2Z11 0
0 2Z22

][
1 2Z−1

11
2Z12

2Z−1
22

2Z21 1

], (30)

1Z22 =

[ 2Z33
2Z34

2Z43
2Z44

]
=

[ 2Z33 0
0 2Z44

][
1 2Z−1

33
2Z34

2Z−1
44

2Z43 1

]. (31)

The block matrix qZii is the self-impedance matrix
of block i and the block matrix qZi j is the mutual-
impedance matrix of block i and j in level q of the tree.

The mutual-impedance matrix is the low rank matrix
which can be compressed by ACA [15],[16]

qZi j =
qUi j

qVi j, (32)

where the size of qUi j is (Nq/2)× r, and the size of qVi j
is r× (Nq/2). Nq is the size of qZi j. r is the effective
rank of the mutual-impedance matrices qZi j, which is
typically much smaller than Nq/2.

The special form matrix Z1 on the rightmost side of
(28) can be rewritten as

Z1 =

[
1 1Z−1

11
1Z12

1Z−1
22

1Z21 1

]
=

[
1 1Z−1

11
1U12

1V12
1Z−1

22
1U21

1V21 1

]
=
[

1 0
0 1

]
+

[
0 1Z−1

11
1U12

1Z−1
22

1U21 0

][ 1V21 0
0 1V12

],

(33)
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Fig. 3. A division of the initial matrix Z with a three-
level binary tree.

On the basis of SMW formula [8][12], the inverse of
matrix (33) is equivalent to the following

Z−1
1 =

[
1 1Z−1

11
1U12

1V12
1Z−1

22
1U21

1V21 1

]−1

=

[
1 0
0 1

]
−
[

0 1Z−1
11

1U12
1Z−1

22
1U21 0

]
×
[

1 1V21
1Z−1

11
1U12

1V12
1Z−1

22
1U21 1

]−1 [ 1V21 0
0 1V12

].

(34)
After the conversion of using the SMW formula, the

size of the inverse matrix needing to be calculated is 2r×
2r, instead of the original size of N×N. The inverse of
any other matrix with the same structure as Z1 can be
solved in the same way.

Size of both 1Z11 and 1Z22 are N
/

2, which means
the direct calculation of the inverse is also expensive
for large N. So just like what is done for the initial
matrix Z, using the one-level SMWA to calculate the
inverse of 1Z11 and 1Z22 until the size of the self-
impedance matrix block is considered small enough.
That is the multilevel version of the SMWA [12]-[14].
If a q-level binary tree is taken, the initial matrix Z
can be represented as the multiplication of a series of
matrices

Z = qZdZq · · ·Z3Z2Z1. (35)

The pictorial representations of the matrices in the
SMWA with a three-level binary tree are shown in Fig-
ure 3. Eventually, the linear system (26) can be effi-
ciently calculated as

Z−1B = Z−1
1 Z−1

2 Z−1
3 · · ·Z

−1
q

qZ−1
d B. (36)

III. NUMERICAL RESULTS
This section is divided into two parts. The first part

is to verify the correctness of our code. And then the sec-
ond part is to illustrate the effectiveness of our work. The
example to validate our code is to calculate the bistatic
RCS of a PEC sphere of radius 1.0 m, but entirely coated
by the material with d = 0.0125m, εr = 4 and µr = 4.
The coated sphere is illuminated by an x-polarized inci-
dent plane wave from the direction at θi = 0◦, ϕi = 0◦

with a frequency at 300 MHz, and only the PEC sur-
face of the sphere is discretized into flat triangles with the

Fig. 4. The bistatic RCS of a sphere with radius 1.0 m
entirely coated by the thin material with d = 0.0125m,
εr = 4 and µr = 4.

mean size of 0.1λ0. λ0 is the wavelength in free space.
The results are shown in Figure 4. It can be seen that the
RCS calculated by our code matches the solution of the
business software FEKO well.

In the next step, different coating conditions will be
discussed. One example is analyzing the bistatic RCS of
a simplified missile model with different coating location
to demonstrate the efficiency of the proposed method.
The tolerance of the ACA algorithm is 10−4. A level-6
binary tree is employed. The model consists of a cylin-
der, a hemisphere and several cuboids, as shown in Fig-
ure 5. The cylinder is 5.0 m high with a radius of 0.25 m,
and the radius of the hemisphere is 0.25 m. The cuboid
at the middle of a cylinder is 2.6 m long, 0.05 m wide,
and 0.3 m high and its long side is parallel to the x-axis.
The cuboid at the tail is 1.5 m long, 0.05 m wide, and 0.2
m high. The head of the missile is facing positive z-axis.
The missile model is illuminated by an x-polarized inci-
dent plane wave from the direction at θi = 0◦, ϕi = 0◦,
with a frequency of 1.0 GHz. The discrete size is 0.1λ0.
This model contains 33,648 RWGs. Five positions are
selected for the coating and each time only one position
is coated. The first position is the head of the missile.
The rest of the position is one position every 0.5 m from
the head down on the cylinder surface. The relative per-
mittivity, relative permeability, and thickness of coated
material are εr = 2− j1, µr = 2− j1, and d = 0.0075m,
respectively.

Figure 5 shows the result in position 1 that a
good agreement can be found by comparing the pro-
posed method and the conventional method [6], [7].
Table 1 gives the CPU time consumption. The conven-
tional method directly applies the LU decomposition to
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Fig. 5. The bistatic RCS of a simplified missile model
with different coating positions.

Table 1: CPU time for different coating positions

Coating
position

Conventional method Proposed method
Voltage and

LU
Voltage and

Solveimpedance impedance
generation generation

PEC 1296 s 836 s
1 164 s 746 s 164 s 54 s
2 283 s 747 s 283 s 100 s
3 280 s 747 s 280 s 100 s
4 280 s 746 s 280 s 101 s
5 281 s 752 s 281 s 100 s

Total 6325 s 2579 s

calculate the solution. The proposed method takes the
same amount of time as the conventional method for
computing the voltage and impedance matrix, however,
the time saved is in the solution. When the analysis of
five changes are completed, the total computational time
is saved by more than half by the proposed method. Why
the time of LU in conventional method looks the same is
because the total unknown is the same each time. The
conventional method has a maximum memory footprint
of 8650 MB for one coating situation while the proposed
method has 4970 MB.

IV. CONCLUSION
In this paper, an efficient method for analyzing the

scattering of a PEC object with partial different thin coat-
ings is presented. The proposed method only needs to
calculate the inverse of PEC matrix once, which can
be reused to efficiently acquire the outcome of local
thin coating at different locations or with different elec-
tromagnetic parameters. In the proposed method, the

employment of the SMWA speeds up the calculation of
the inverse of the PEC matrix, which further accelerates
the solution. For analyzing a PEC object with partial
and thin coatings, the proposed method has a remarkable
enhancement in computing time and memory require-
ment compared with the conventional method [6], [7].
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Abstract – The element-by-element finite element
method (EBE-FEM) parallel algorithm has been real-
ized on Compute Unified Device Architecture (CUDA)
platform in this paper. An improved fast color marking
method (FCM) combined with tabu search algorithm is
proposed to solve the problem that the elements shar-
ing a node wait for accessing the same memory space
in parallel computation. The elements in the same color
can be processed at the same time without waiting. This
method can get more even color grouping faster than the
classical coloring method (CCM). Combining it with the
EBE parallel algorithm can achieve faster element-level
operations. The validity and accuracy of the method has
been verified by comparing the computed results with the
analytical solution of the magnetic field produced by the
solenoid. The parallel program is applied to analyze the
main magnetic field of a single-phase transformer, which
shows higher speedup performance.

Index Terms – EBE-FEM, parallel computation, fast
color marking, element grouping.

I. INTRODUCTION
Large-scale numerical calculation is usually

involved in electromagnetic field analysis of large
power equipment. It is difficult to obtain accurate and
reasonable results by traditional serial finite element
method (FEM) [1]. In recent years, parallel finite
element methods and advanced computing platforms
are developed and applied to numerical computation
[2]. The traditional FEM realizes parallel computing by
using Internet resources and cloud computing, splitting
the program into multiple subprograms, which are
computed simultaneously by multiple processors and
returned to the terminal. In order to realize the complete
parallel calculation of FEM, it is necessary to change
the solution process of traditional FEM and add parallel
algorithm into it. The element-by-element finite element
method (EBE-FEM) is different from the traditional
FEM [3, 4]. It does not form the global system matrix,

solves the equation for each element, which can save
the memory storage space and perform the solving
process in parallel. The operations of each element
are independent of each other, so it is easy to achieve
parallelism between elements [5, 6]. The EBE-FEM is
a method which transforms a highly memory dependent
problem to a massively computational dependent one,
the latter can be parallelized efficiently.

Compute Unified Device Architecture (CUDA) is
a CPU + GPU heterogeneous computing platform, in
which GPU is one of the newest types of parallel pro-
cessors [7], its multi-core nature can fully exploit the
parallelism of EBE-FEM. When implementing parallel
computation of EBE-FEM on CUDA, to avoid race con-
ditions, different threads cannot access the same mem-
ory space simultaneously. Generally, two methods have
been used to solve this problem. One is “atomic oper-
ation,” on the early Nvidia GPU architectures such as
Fermi, the storage space is protected and only one thread
is allowed to access, which will affect the parallel effi-
ciency of the algorithm [8]. On new architectures such
as Kepler, these operating instructions have the “fire-
and-forget” semantics and can be returned immediately.
The conflict resolution is the responsibility of the cache
system [9]. Another method is coloring [10, 11]. The
elements with the common node have been given differ-
ent colors to achieve the purpose of grouping. Elements
in different colors are not calculated at the same time.
The coloring result is repeatable, because each run will
produce the same sequence of operations with the same
round-off error accumulation, which is impossible for
atomic addition. Different color grouping methods have
different processor resource utilization, and the grouping
results are also different [12].

In the classical coloring method (CCM), color A is
marked first by traversing all elements, then mark color
B [13, 14], only one color is marked in one traversal pro-
cess. It introduces a lot of nested loops, which makes
it run slowly and unevenly grouped. While the color-
ing efficiency and the grouping rationality will directly
affect the calculation efficiency of EBE-FEM parallel
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algorithm. The fast color marking method (FCM) col-
ors the elements sequentially, and all the elements need
to be traversed only once. The FCM can obtain even
grouping of elements quickly, and it has been used for
element coloring in traditional FEM. However, all nodes
still need to be traversed once when coloring an element,
which leads to insufficient efficiency, especially for deal-
ing with large-scale meshes.

In this paper, the parallel computation of EBE-FEM
for engineering electromagnetic field analysis is imple-
mented on CUDA platform. An optimized fast color
marking method (OFCM) which combines FCM with
tabu search algorithm is proposed to improve compu-
tational efficiency. The magnetic field produced by
solenoid and single-phase transformer have been ana-
lyzed by EBE-FEM combined with FCM and OFCM
respectively. The results have been compared and dis-
cussed. The corresponding FEM programs are devel-
oped in C++ language.

II. METHOD DESCRIPTION
A. EBE-FEM parallel algorithm based on CUDA

Using FEM, the Maxwell electromagnetic field
equations can be discretized as linear equations

Ax = b, (1)

where A is the global coefficient matrix, x is the vector
of unknowns, b is the right-hand vector.

The EBE establishes the relationship between the
local quantity and the global quantity through the tran-
sition matrix

Q = (Q(1)T ,Q(2)T , · · · ,Q(e)T )T (e ∈ E), (2)

where Q(e) is the connection matrix between the
coefficient matrix of the element e and the global coeffi-
cient matrix, E is the set of elements. (1) can be trans-
formed as

Ax =
∑
e∈E

(Q(e))
T
A(e)Q(e)x

=
∑
e∈E

(Q(e))
T
A(e)x(e)

(3)

b =
∑
e∈E

(Q(e))T b(e), (4)

where A(e) is the matrix of element coefficients, which
is directly obtained by finite element analysis. b(e) is the
element right-hand.

The main operation of CG method is the inner prod-
uct of vectors, which are appropriate to realize parallel
computation. Therefore, CG method has been used to
solve the equations of EBE-FEM.

r = Ax− b, (5)

where r is global residual vector. In EBE-FEM, it can be
expressed by,

r =
∑
e∈E

(Q(e))Tr(e), (6)

where r(e) is the element residual.
In CG, (r, r) and (p, Ap) are the most important cal-

culations, occupying the most computer resources. In
EBE-FEM, the inner product can be calculated on each
element as

(r, r) = rTr = (QTRe)TQTRe = (Re)TQQTRe

= (Re)TR(e) =
∑
e∈E

(re)
T
r(e) ,

(7)
r(e) = re ⊕

∑
j∈adj(e)

rj , (8)

Re = (r1, r2, · · · , re)T , (9)

where adj(e) represents the adjacent element which share
the common node with element e.

(p,Ap) = pTAp = pTQTAeQp = (Qp)TAeQp

= (P (e))TAeP (e) =
∑
e∈E

(p(e))
T
Aep(e) ,

(10)
P (e) = (p(1),p(2), · · ·p(e))T , (11)

where p is global direction vector, p(e) is the local ele-
ment direction vector.

The equations obtained by discretization are ill-
conditioned, which causes the convergence speed of the
CG method to slow down or even not converge. In order
to improve the convergence, the Jacobi preconditioned
(JP) technology is applied to EBE-CG. The Jacobi pre-
conditioner is a simple preconditioned method with good
parallelism [15]. The Jacobi preconditioned factor con-
sists of the diagonal elements of the coefficient matrix
and does not increase memory and communication time.
The Jacobi preconditioned factor can be calculated on
each element as

m(e) =me ⊕
∑

j∈adj(e)

mj , (12)

where m is the Jacobi preconditioned factor.
The computation for all the elements will be exe-

cuted in parallel through thousands of threads on CUDA
platform.

B. Classical coloring method
Coloring problem is a branch of graph theory prob-

lems in mathematics. The coloring method needs to
group the elements as even as possible with as few colors
as possible [16]. The number of colors is not the smaller
the better, it should meet the needs of the current calcu-
lation. CCM is shown in Algorithm 1.
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Fig. 1. A 2D coloring group diagram.

Algorithm 1: Classical coloring method
1: Use a new color.
2: Get the nodes of the adjacent element.
3: Get all the element numbers associated with the nodes.
4: Get the color numbers of adjacent elements.
5: If the current color is not used for adjacent elements,
provide it for the current element. Otherwise, return to 2.
6: If all elements are colored, stop. Otherwise, return
to 1.

The CCM can obtain crude element grouping, but
the grouping is uneven; there are “rich” groups contain-
ing too many elements and “poor” groups with too few
elements. The grouping diagram is shown in Figure 1.

These groups require additional operation to make
them more even. In addition, the CCM has the problem
of excessive nesting of loops. These problems make the
coloring time long and efficiency low.

C. Fast color marking method
To solve the problems of the CCM, the FCM is pro-

posed to get more even groups faster. The FCM is as
follows:

Algorithm 2: Fast color marking method
1: Get the nodes of the current element.
2: Get all the element numbers associated with the nodes.
3: Get the color numbers of adjacent elements.
4: Provide the current element with the smallest number
among the unused color numbers of adjacent elements.
5: If all elements are colored, stop. Otherwise, return
to 1.

The FCM colored the elements sequentially, it
reduces the loop nesting existed in CCM and makes the
grouping more uniform.

D. Optimized fast color marking method
When using FCM, all nodes need to be traversed

once and the color numbers of adjacent elements also
need to be retrieved once, which greatly increases the
number of instructions to be executed.

In this paper, tabu search algorithm is introduced
into FCM to improve grouping efficiency. A new array
is set as a tabu table, in which the information of the
elements that share the same nodes have been recorded
as tabu object, and then marks the color of the current
element, which can avoid repeated searches for nodes
and the color serial. After optimization, the number of
instructions has been reduced greatly, while the memory
occupied by the new array is very small, therefore, the
execution speed of the program can be improved obvi-
ously.

OFCM simplifies the looping process and logic
judgment in FCM by introducing new arrays to record
key information, the coloring process has been speeded
up significantly. The optimized coloring algorithm can
also be applied to face shading, edge shading, or vertex
shading. Algorithm 3 shows the OFCM. The mathemat-
ical model of OFCM can be expressed as,

minf(x) =
∑
k∈C

(
∑
i∈E

xik)

s.t.


∑
k∈C

xik = 1,for each element i∑
i∈adj(j)

xik · xjk = 0

, (13)

xij =

{
1,
0,
for element i with color j

otherwise
, (14)

where C is the set of colors.

Algorithm 3: Optimized fast color marking method
1: Get the nodes of the current element.
2: Get all the element numbers associated with the nodes.
3: Create an array A to record the color of the current
element, and retrieve the color numbers of adjacent ele-
ments from array A.
4: Provide the current element with the smallest number
among the unused color numbers of adjacent elements.
5: Record the color of the current element in array A.
6: If all elements are colored, stop. Otherwise, return
to 1.

Three coloring methods have been researched and
programmed in this paper, a set of meshes has been
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Table 1: Comparison of three coloring methods
Method Elements Nodes Coloring Colors

times (ms) used
OFCM 24106 12260 7634 7
FCM 24106 12260 19028 7
CCM 24106 12260 41358 8

colored by them respectively. The results are shown in
Table 1.

From Table 1, it can be seen that the OFCM saves
the execution time greatly, OFCM and FCM use less
colors than CCM. Moreover, the grouping uniformity
of OFCM and FCM is much higher than that of CCM.
The number of elements in each group is about 3500
for FCM and OFCM, while the number of elements in
each group varies greatly for CCM, ranging from 100 to
12,000. Based on the above results, in the following cal-
culation examples, only FCM and OFCM are compared
and discussed, and CCM is no longer used.

E. Parallel EBE-FEM combined with OFCM
For EBE-FEM algorithm, the iterative solving pro-

cess is performed for each element, and all elements
can be solved at the same time by GPU. The local vec-
tor is pre-calculated and stored in memory. However,
when the local element residual vector r(e) and the vec-
tor m(e) are accumulated in Jacobi preconditioner, if
there are common nodes between adjacent elements, the
access conflict will occur. Access conflict will reduce the
calculation efficiency and even make calculation errors.
After the coloring method divides the elements with
common nodes into different groups, the element vectors
of all elements in a group can be calculated simultane-
ously by EBE-FEM. In this way, access conflicts and cal-
culation errors can be avoided, and complete parallelism
within the group can be achieved. The loops between
groups are still serial. The coloring process is executed
by the CPU, and the EBE-FEM computing process is
executed by the GPU, in which one element is processed
by one thread.

The combination part of EBE and OFCM is shown
in Algorithm 4.

Algorithm 4: The combination part of EBE and OFCM
1: for all colors c do // compute m(e)

2: for e ∈ ε(c)do
3: M(e) ←diag(e)
4: α← e
5: end for
6: end for
7: for e ∈ αdo
8: m(e)←m(e)+M(e)

9: end for

10: solve m(e)z(e)←r(e)
11: for all colors c do // compute r(e)
12: for e ∈ ε(c) do
13: Z(e) ←r(e)
14: β ← e
15: end for
16: end for
17: for e ∈ β do
18: z(e) ← z(e)+Z(e)

19: end for

III. APPLICATION AND ANALYSIS
The proposed method has been applied to analyze

the magnetic field produced by a solenoid and a single-
phase power transformer. All the programs have been
developed in C++. The computations have been carried
out on a heterogeneous CUDA platform with a quad-core
Intel i7-6700 CPU and an NVIDIA GTX 965m GPU.

A. Calculation and comparison of solenoid magnetic
field

In order to verify the validity and accuracy of the
algorithm and program, the magnetic field of a solenoid
has been analyzed by the parallel EBE-FEM combin-
ing the OFCM and the FCM respectively. According to
Biot–Savart Law, the analytical solution of the magnetic
field at the points on the central axis can be calculated by

dB =
µ0nIR

2

2(R2 + x2)3/2
dx, (15)

where µ0 is the permeability in vacuum, n is the num-
ber of turns, I is the current, R is the radius of the
solenoid.

A rectangle region is set as the solution domain,
and the magnetic field distribution is shown in Figure 2.

Fig. 2. The magnetic field distribution of the solenoid.
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Table 2: Calculated results of EBE method with different
coloring method

Method Elements Nodes Coloring Execution Max relative
times (ms) time (ms) error (%)

OFCM+EBE 4260 2224 227 2562 4.51
FCM+EBE 4260 2224 534 3008 4.43
Serial EBE 4260 2224 0 6441 4.50

Fig. 3. The model of the single-phase transformer.

Comparing the calculation results on the central axis
of the solenoid with the analytical solution, the relative
errors can be determined. The maximum relative errors
are showed in Table 2.

It can be seen from Table 2 that the proposed method
is valid and accurate, the OFCM is more efficient than
FCM. The serial EBE-FEM only runs on the CPU with-
out parallel computing and element coloring. The results
show that the algorithm proposed in this paper has
more advantages in calculation efficiency. The color-
ing algorithm does not change the calculation process
and input variables of the EBE-FEM, the difference of
relative errors is produced by the round-off error of the
computer.

B. Magnetic field in single-phase transformers
EBE-FEM parallel algorithm combined with differ-

ent coloring methods have been investigated and applied
to calculate the magnetic field produced by single-phase
DSP-241000kVA/500kV transformer. The secondary
side of the transformer is opened and the primary side
is excited by rated current. The model of the transformer
is shown in Figure 3. The model is subdivided into a
triangular mesh, as shown in Figure 4.

The distribution of the magnetic flux density and the
magnetic lines are shown in Figures 5 and 6.

Fig. 4. The mesh of the single-phase transformer.

Fig. 5. The magnetic field distribution of the transformer.

Fig. 6. The magnetic lines of transformer.
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Table 3: Calculated results of EBE method with different
coloring method
Test Elements Nodes Coloring Computation time
case time (ms) of EBE-FEM

OFCM FCM OFCM FCM
1 11,443 5860 1862 4269 5704 5755
2 19,328 9848 5971 12,267 11,776 11,670
3 40,816 20,685 24,642 55,691 27,173 28,015
4 61,390 31,028 56,019 122,850 45,783 45,616
5 171,338 86,223 275,698 702,756 82,900 83,387

The calculation results of EBE-FEM combined with
different coloring methods are shown and compared in
Table 3. From Table 3, it can be seen that the color-
ing time of OFCM is twice faster than that of FCM.
The larger scale mesh is involved, the higher efficiency
can be obtained. The number and uniformity of the
groups obtained by two coloring methods are similar,
which can be seen from the similar calculation time of
EBE-FEM.

IV. CONCLUSION
In this paper, the EBE-J-PCG method has been

implemented in parallel on CUDA platform, an opti-
mized fast color marking method is proposed to solve the
access conflict in parallel computation. The OFCM can
use less colors to get even grouping in the least coloring
time, and even and reasonable color grouping is impor-
tant for large-scale EBE parallel computing. The OFCM
can be applied to face shading or vertex shading.
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Abstract – This study analyzes the uncertainties of the
radiated susceptibility in multiconductor transmission
lines (MTLs), and introduces an adaptive sparse poly-
nomial chaos expansion combining hyperbolic trunca-
tion scheme with orthogonal matching pursuit method
(AS-PCE (OMP)). This method is used as the basis
to realize the uncertainty quantification (UQ) of radi-
ated susceptibility and global sensitivity analysis (GSA)
of input variables to output variables. GSA consid-
ers the influencing factors of the incident field and
transmission-line geometric parameters. The global sen-
sitivity indices of each input variable are calculated for
varying impedance loads. The accuracy and efficiency
of the proposed method are verified compared with the
results of the polynomial chaos expansion based least
angle regression method and Monte Carlo methods.

Index Terms – adaptive sparse polynomial chaos expan-
sion, multiconductor transmission lines (MTLs), radi-
ated susceptibility, uncertainty quantization.

I. INTRODUCTION
Recently, considerable literature has grown up

around the theme of multiconductor transmission lines
(MTLs) radiated susceptibility uncertainty analysis.
Given the change of the electromagnetic environment
where electronic equipment is located, the electromag-
netic interference that equipment receives through the
field-line coupling will be uncertain. Owing to the pro-
duction process, actual layout, and environmental fac-
tors (e.g., temperature) of the transmission lines in the

equipment, the transmission-line geometric parameters
also have uncertainties, which likewise affects electro-
magnetic interference. The aforementioned reasons have
prompted engineers to consider these uncertainties when
designing the electromagnetic compatibility of products.
Moreover, researchers are considerably interested in the
uncertainty quantification (UQ) of the model and global
sensitivity analysis (GSA) of input variables. Numer-
ous methods, such as Monte Carlo (MC) [1], stochas-
tic reduced order models [2], probabilistic immunity [3],
support vector machine [4], first- and second-order reli-
ability [5], gradient boosting algorithms [6], Bayesian
optimization [7], stochastic collocation [8], and polyno-
mial chaos expansions (PCE) [9]-[12] have been suc-
cessfully applied to UQ and GSA of EMC in MTLs.
MC method is a classical uncertainty numerical analysis
method. Although the calculation results are accurate,
convergence speed is slow and calculation cost is high,
and MC is often used as a comparison method of new
methods.

The PCE has developed rapidly in recent years,
and uses orthogonal polynomials of random input vari-
ables to establish surrogate model for uncertainty anal-
ysis. Under the premise of ensuring the accuracy of
calculation, PCE can effectively improve the efficiency
of calculation. Some experts combined the generalized
polynomial chaos expansions with least angle regression
method as bases to analyze uncertainties and global sen-
sitivity of PCB-radiated susceptibility [13]. The current
research used the PCE as basis to combine the hyper-
bolic truncation scheme and orthogonal matching pursuit
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The current research used the PCE as basis to combine 

the hyperbolic truncation scheme and orthogonal 

matching pursuit method. Accordingly, adaptive sparse 

polynomial chaos expansions (AS-PCE (OMP)) is 

established to realize UQ and GSA of the transmission 

line radiated susceptibility. 

The remainder of this paper is organized as 

follows. Section II introduces the physical model of the 

research. Section III presents AS-PCE (OMP) theory. 

Section IV analyzes the simulation results of AS-PCE 

(OMP) theory on UQ and GSA, and compares them 

with those of MC and adaptive sparse polynomial chaos 

expansion based on Least Angle Regression (AS-

PCE(LARS)). 

 

II. PHYSICAL MODEL  
In order to analyze which of the geometric 

variables and incident field variables of the 

transmission lines has a greater impact on the radiation 

sensitivity under the low and high impedance 

conditions in low-frequency band, the uncertainties of 

radiation sensitivity of MTLs are studied in this paper, 

particularly for a (2+1) transmission-line system with 

ground as reference conductor. As shown in Figure 1, 

the uncertain factors include the variables involved in 

the incident field and geometric parameters of the 

transmission lines. In particular, E0, θ, η, and ψ are the 

field amplitude, elevation angle, polarization angle, and 

azimuth angle of the incident plane wave, respectively. 

The geometric parameters of the transmission line 

include the length L, radius r, heights h1 and h2 above 

ground, and transverse distance d between the two 

transmission lines. The impedance loads of 

transmission lines are R. This study uses MTLs theory 

[14] to calculate the radiated susceptibility in 

transmission lines. 
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Figure 1. Incident field and MTLs model. 

 

III. PCE Methodology 
Polynomial chaos originated from the 

homogeneous function in Wiener theory, then the 

Askey scheme extended PCE to more variable 

distribution types [15]. 

The original model is set as  Y y ξ  and ξ  is 

1 2 3
, , , ,

d
ξ ξ ξ ξ   , which is the set of d-dimensional 

input variables. The model can be expressed in the form 

of polynomial chaos expansion as follows: 

 α α

α

Y c



  ξ .                (1) 

where  α
 ξ are multivariate polynomials 

orthonormal,  is a multidimensional index set that can 

identify multidimensional polynomial  α
 ξ ,  α

 ξ  

is composed of the tensor product of the orthogonal 

polynomials corresponding to the d-dimensional single 

variables (i.e.,    
1

i

d

α α i

i

φ ξ



  ξ ),
α

c are 

unknown coefficients of expansion, and   !
! !

p d

p d


 is the 

total number of components after the truncation of 

order p. The highest order of each polynomial in the 

standard truncation scheme is the sum of the 

corresponding polynomial orders of each single 

variable:   1 2
1

d

k d
k

l l l l


   . 

 

A. Sparse polynomial chaos expansion based on 

hyperbolic truncation and orthogonal matching 

pursuit 

The effects of the sparsity and hierarchy principles 

of the model [16] indicate that the low-order effect in 

the model is more important than the high-order effect. 

The hyperbolic truncation scheme can use norm q to 

deal with the model sparsely:  
1/

1

q
d

q

k
k

l


 
 
 
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Fig. 1. Incident field and MTLs model.

method. Accordingly, adaptive sparse polynomial chaos
expansions (AS-PCE (OMP)) is established to realize
UQ and GSA of the transmission line radiated suscep-
tibility.

The remainder of this paper is organized as follows.
Section II introduces the physical model of the research.
Section III presents AS-PCE (OMP) theory. Section IV
analyzes the simulation results of AS-PCE (OMP) theory
on UQ and GSA, and compares them with those of MC
and adaptive sparse polynomial chaos expansion based
on Least Angle Regression (AS-PCE(LARS)).

II. PHYSICAL MODEL
In order to analyze which of the geometric vari-

ables and incident field variables of the transmission
lines has a greater impact on the radiation sensitivity
under the low and high impedance conditions in low-
frequency band, the uncertainties of radiation sensitiv-
ity of MTLs are studied in this paper, particularly for
a (2+1) transmission-line system with ground as refer-
ence conductor. As shown in Figure 1, the uncertain fac-
tors include the variables involved in the incident field
and geometric parameters of the transmission lines. In
particular, E0, θ , η , and ψ are the field amplitude, ele-
vation angle, polarization angle, and azimuth angle of
the incident plane wave, respectively. The geometric
parameters of the transmission line include the length
L, radius r, heights h1 and h2 above ground, and trans-
verse distance d between the two transmission lines. The
impedance loads of transmission lines are R. This study
uses MTLs theory [14] to calculate the radiated suscep-
tibility in transmission lines.

III. PCE METHODOLOGY
Polynomial chaos originated from the homogeneous

function in Wiener theory, then the Askey scheme
extended PCE to more variable distribution types [15].

The original model is set as Y = y(ξ ) and ξξξ is
[ξ1,ξ2,ξ3, . . . ,ξd ], which is the set of d-dimensional
input variables. The model can be expressed in the form
of polynomial chaos expansion as follows:

Y = ∑
α∈A

cα Φα (ξ ) . (1)

where Φα (ξξξ ) are multivariate polynomials orthonor-
mal, A is a multidimensional index set that can identify
multidimensional polynomial Φα (ξ ), Φα (ξ ) is com-
posed of the tensor product of the orthogonal polynomi-
als corresponding to the d-dimensional single variables

(i.e., Φα (ξ ) =
d
∏
i=1

φαi (ξi)),cα are unknown coefficients

of expansion, and (p+d)!
p!d! is the total number of compo-

nents after the truncation of order p. The highest order
of each polynomial in the standard truncation scheme is
the sum of the corresponding polynomial orders of each

single variable:
d
∑

k=1
(lk) = l1 + l2 + · · · ld .

A. Sparse polynomial chaos expansion based on
hyperbolic truncation and orthogonal matching
pursuit

The effects of the sparsity and hierarchy principles
of the model [16] indicate that the low-order effect in
the model is more important than the high-order effect.
The hyperbolic truncation scheme can use norm q to

deal with the model sparsely:
(

d
∑

k=1
(lk)

q
)1/q

, where

0 < q ≤ 1. When q = 1, the effect of the hyper-
bolic truncation corresponds exactly to the standard
truncation.

When calculating cα , this study uses the OMP to
further sparse the model. This method uses the idea
of greedy iteration to calculate the polynomial elements
basis that are most related to the current residual. More-
over, using such a technique can minimize the residual
and effectively sparse the model. The main steps of the
OMP algorithm are as follows:
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B. Truncated order p-adaptive method based on the
leave-one-out error

When the OMP is used to calculate the coefficients
of expansion, an adaptive algorithm based on the leave-
one-out error εLOO is used to select the truncation order
p and verify the accuracy of the model.εLOO can be
expressed as follows:

εLOO =

N
∑

i=1

(
M

(
x(i)

)
−MPC\i

(
x(i)

))2

N
∑

i=1

(
M

(
x(i)

)
− µ̂Y

)2
, (2)

whereM(x(i)) is the response value of the model at point
x(i) of the ith metamodel, MPC\i(x(i)) is the response
value of the PCE at the ith metamodel x(i), and µ̂ is the
mean. After the p is selected using the adaptive algo-
rithm, a sparse polynomial chaos surrogate model can be
established, which can be used for efficient uncertainty
analysis. The main steps of the adaptive selection algo-
rithm are as follows:

C. Statistical moment calculation and Sobol global
sensitivity analysis based on PCE

Given the orthogonality of the basis function in the
PCE, the mean and variance of the output Y can be
obtained as follows:

E [Y ] = c0. (3)

Var [Y ] = ∑
α∈A\{0}

c2
α . (4)

When the PCE is combined with the Sobol global
sensitivity analysis method [17], which is based on the
idea of variance decomposition, the first-order sensitivity
indices Si and total sensitivity indices ST,i of the random
input variables ξi can be expressed as follows:

Si =

∑
α∈Ai

c2
α

Var [Y ]
. (5)

ST,i =

∑
α∈AT,i

c2
α

Var [Y ]
. (6)

where Ai =
{

α ∈ A : αi > 0,α j = 0 ∀i 6= j
}

, AT,i =
{α ∈ A : αi 6= 0}

IV. NUMERICAL EXAMPLE RESULT
We will combine the numerical example of the

MTLs to verify and analyze the previously described

Table 1: Calculation time comparison
Sampling size Time/s
600 526.74
700 732.22
800 1015.31

method. Combined with the physical model discussed
in section II, the random input variables are made to
follow different random distribution. Take the common
uniform distribution and normal distribution as exam-
ples, the ranges of input parameters are θ ∈U (0,0.5π),
ψ ∈ U (−π,π), η ∈ U (0,2π), E0 ∈ N

(
1,0.12)V , r ∈

U (0.4,0.6)mm, h1 ∈U (20,25)mm, h2 ∈U (20,25)mm,
d ∈U (5,7)mmand L ∈ N

(
1,0.12)m. The transmission-

line loads can be divided into two cases: low impedance
(50 Ω) and high impedance (10 kΩ).

A. Uncertainty analysis
In the following, we combine AS-PCE (OMP) to

analyze the uncertainties of the transmission lines with
low and high impedance loads at frequency 50 MHz. To
this end, we choose Latin hypercube sampling (LHS) as
the sampling method. In order to select the appropriate
sample size, different sampling sizes: 50, 100, 200, 300,
400, 500, 600, 700, and 800 are calculated for 50 times
to estimate confidence intervals for εLOO. Considering
the cost and accuracy of calculation, we let the q-norm
be 0.8 [18].

It can be shown in Figure 2, the median εLOO of
600 samples size is acceptable and nearly the same as
700. Given the calculation time is basically the same
for different impedance, we compare the time taken for
50 times of calculation at 600, 700, and 800 with low
impedance:

All simulations in this paper were carried out on
a standard laptop computer with an Intel Core i5 CPU
operating at 2.3 GHz and equipped with 8 GB memory.
It can be shown in Table 1 that the calculation time of
600 samples is shorter on the premise of sufficient cal-
culation accuracy. In this case, the maximum truncation
degree p is 12. Therefore, 600 LHS samples is consid-
ered as a good tradeoff between accuracy and numerical
cost to constructed the surrogate model.

The probability distribution of the induced current
of the low and high impedance loads calculated using
the different methods at frequency 50 MHz is shown in
Figure 3.

In the same selection range of the adaptive trun-
cation order p, the minimum εLOO of AS-PCE (OMP)
is 3.01 × 10−18, while the minimum εLOO of AS-PCE
(LARS) is 0.088. Note that the calculation accuracy
of AS-PCE (OMP) is considerably higher than that of
AS-PCE (LARS). This is because AS-PCE (OMP) is a
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Fig. 2. εLOO of different sampling sizes.

greedy algorithm, and it will find the most relevant vec-
tor in each iteration, so the accuracy of AS-PCE (OMP)
is higher than AS-PCE (LARS). We compare the calcu-
lation efficiency of the two methods at the same εLOO:

Note that when εLOO of AS-PCE (OMP) approxi-
mates εLOO of AS-PCE (LARS), the calculation time of
the former is substantially less than that of the latter.
Therefore, AS-PCE (OMP) is considerably efficient and
has more advantages in calculation.

We likewise calculate the mean and standard devia-
tion of the induced current of low impedance loads (50
Ω) and high impedance loads (10 kΩ) in the [10 MHz,
200 MHz]. The results are compared with the AS-PCE
(LARS) and 10k MC simulations.

Table 2: Calculation efficiency comparison
εLOO Time/s

AS-PCE (OMP) 0.095 3.73
AS-PCE (LARS) 0.092 26.86
MC (10k) —— 1037.77

Fig. 3. Comparison of the probability distribution of the
induced current with low and high impedances.

As shown in Figure 4, AS-PCE (OMP) can
effectively calculate the statistical information of
transmission-line radiated susceptibility compared with
AS-PCE (LARS) and 10k MC simulations. Given that
OMP adopts the greedy iteration method, there will be
a slight overfitting phenomenon when calculating the
expansion coefficients with the least square method,
thereby resulting in a slightly large mean square devi-
ation.

B. Sensitivity analysis
On the basis of the method described in section III,

the global sensitivity of each uncertain variable in the
transmission-line radiated susceptibility is calculated
and analyzed. The results are compared with the 10k
MC simulations. First, we use 50 MHz as an example to
calculate the total sensitivity indices of each variable.

As shown in Figure 5, the method described in sec-
tion III can effectively calculate the global sensitivity
indices of each variable of the transmission-line radiated
susceptibility. Moreover, the global sensitivity indices
of the variables of the incident field at 50 MHz is sig-
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Fig. 4. Comparison of the mean and standard deviation
of the induced current between low and high impedance
loads.

Fig. 5. Comparison of the total sensitivity indices
between low and high impedances.

nificantly higher than that of the transmission-line geo-
metric parameters, whether it is a low or high impedance
loads. For further comparative analysis, the total sen-
sitivity indices of each input variable in [10 MHz, 200
MHz] are calculated based on AS-PCE (OMP) and their
influence degrees are compared.

Figure 6 shows that in the low impedance loads con-
dition, the transmission-line geometric parameters in [10
MHz, 200 MHz] have minimal impact on the radiated
susceptibility and nearly no impact in [10 MHz, 100
MHz]. Among the relevant parameters of the input field,
the influence of ψ and η is greater, but the total sensi-
tivity indices of η in [150 MHz, 200 MHz] is relatively
small. In the case of high impedance loads, the influence
degree of the relevant parameters of the incident field is
not as substantial as that of the low impedance loads. In
[10 MHz, 100 MHz], η has a high influence on the radi-
ated susceptibility. In [100 MHz, 200 MHz], the vari-
able that has the highest impact is length L, whereas the
other geometric parameters of transmission lines have a
low impact on the radiated susceptibility. Therefore, if
the incident field is known in the early stage of product
design, the influence of ψ and η of the incident field
should be avoided. When the impedance loads of trans-
mission lines are high, their length should be properly
controlled to avoid EMC problems.

Fig. 6. Global sensitivity indices of each variable with
frequency variation.
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V. CONCLUSION
To analyze the uncertainties of the radiated suscepti-

bility in MTLs, this study introduces a non-intrusive AS-
PCE based on the OMP. The adaptive algorithm based
on the leave-one-out error is used to determine the trun-
cation order of the PCE. Combined with the hyperbolic
truncation scheme, AS-PCE (OMP) is established. The
proposed method is a greedy sparse algorithm, which is
more efficient than MC method and has higher accuracy
than the AS-PCE (LARS). It can ensure the accuracy
of calculation and improve the efficiency of calculation,
and can effectively calculate the statistical information
of the radiated susceptibility of transmission lines with
different impedance loads. Moreover, Sobol global sen-
sitivity analysis is used to quantify the influence of each
input variable on the radiated susceptibility. Compared
with 10k simulation results of the MC method, AS-PCE
(OMP) can be used to calculate at a lower cost and with
evident advantages. Hence, the proposed method can be
formulated in an efficient way for the EMC design of
products.
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Abstract – In this paper, a polarization conversion unit
is designed as the coding unit. The units are arranged
in a regular cross-arrangement. Convolution operation is
composed of the Dirac-delta function and the principle of
scattering-pattern shift. The Dirac-delta is optimized by
generalized Snell’s law and addition theorem. Accord-
ing to the convolution operations, the cross-arrangement
pattern is shifted to multiple directions to reduce the
backscattering field. Compared with regularly arranged
metasurface, this method can reduce the radar cross
section (RCS) of single station by at least 10 dB. Com-
pared with the traditional intelligent optimization algo-
rithm, this method provides a new route to reduce RCS
by random distribution of elements.

Index Terms – Convolution operations, cross-
arrangement pattern, polarization conversion, meta-
surface, principle of scattering-pattern shift, radar cross
section, the Dirac-delta function.

I. INTRODUCTION
The reduction of radar cross section (RCS) is

obtained by redirecting the backscattering waves to mul-
tiple directions. The research focus is using the opti-
mization algorithm to realize random cell placement and
ultra-wideband RCS reduction. In 2011, the general-
ized Snell’s law was proposed by Yu. The abnormal
reflection and refraction in the optical band were real-
ized by introducing gradient phase into the metasurface.
A “V” shaped element was designed and the gradient
phase was adjusted by controlling its opening angle and
rotation angle in [1]. In 2014, the concept of cod-
ing metasurface was first proposed by Professor Cui Tie
Jun. He designed 1-bit and 2-bit coding metasurfaces in
microwave band with rectangular patch structure, which
can reduce RCS by more than 10 dB in 7.8–12 GHz and
7.5–15 GHz bands respectively in [2]. In 2017, Liu real-
ized πphase difference of broadband by AMC unit in
[3]. However, Su achieved πphase difference by adjust-
ing size of square ring structure in ultra-wide frequency
band. Particle swarm optimization (PSO) is used to
optimize the arrangement sequence of cells, and finally
multi-beam distribution with broadband RCS reduction

is obtained in [4]. In 2020, the programmable metasur-
face for multi-beam control using deep learning technol-
ogy was proposed by Shan to reduce RCS in [5]. The
random distribution of metasurface elements is realized
by the optimization algorithm, which is time-consuming
in programming and slow in running. The metasur-
face can be transformed from a regular metasurface to
a random metasurface by shifting the regular metasur-
face scattering pattern to multiple directions. This con-
volution operation can not only avoid programming and
iteration problems, but also achieve RCS reduction.

In this paper, the cross-arrangement matrix is added
by the Dirac-delta function to realize the shift of scat-
tering pattern. The function is optimized by using gen-
eralized Snell’s law and addition theorem. The RCS is
further reduced by shifting the cross-arrangement scat-
tering pattern to multiple directions. Because the effect
of RCS reduction by metal plate is poor, we choose to
compare the metasurface which cross-arrangement scat-
tering pattern is shifted to multiple directions with cross-
arrangement metasurface with the same size. Finally,
this metasurface achieves single station RCS reduction
of more than 10 dB.

II. MATERIALS AND METHODS
A. Principle of scattering-pattern shift

The convolution theorem in Fourier transform
describes the common multiplication of signals in time
domain and the convolution of corresponding frequency
spectrum in frequency domain.

f(t) · g(t)⇔ F (ω) ∗G(ω). (1)
Equation (1) can be simplified as frequency-shift

function whenG(ω) becomes a Dirac-delta function, the
equation (1) is rewritten as:
f(t)·exp(jω0t)⇔ F (ω)∗δ(ω−ω0) = F (ω−ω0). (2)

Referring to the theory in [6], the electric field
distribution on the coding metasurface and the scatter-
ing pattern in the far-field region are Fourier transform
pairs. Which can connect the coding-pattern domain (in
analogy to the time domain) with the scattering-pattern
domain (in analogy to the frequency domain). As is
mathematically expressed as:

e(xλ) · g(xλ)⇔ E(sin θ) ∗G(sin θ), (3)
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where xλis the electrical length, θis the angle with
respect to the normal direction. Equation (3) is rewrit-
ten into the form of the equation (2):
e(xλ) · exp(jxλ sin θ0)⇔ E(sin θ0) ∗ δ(sin θ − sin θ0)

= E(sin θ − sin θ0). (4)
The multiplication of e(xλ)by a gradient sequence

exp(jxλ sin θ0) is the multiplication of exp(jϕ1)by
exp(jϕ2).

exp(jϕ1) · exp(jϕ2) = exp(j(ϕ1 + ϕ2)). (5)
Taking ϕ1 = 0and ϕ2 = π in equation (5), it can

be rewritten as equation (6). Selectingϕ of exp(jϕ) in
equation (6), it can be abbreviated as equation (7).
exp(j0) · exp(jπ) = exp(j(0 + π)) = exp(jπ). (6)

0 + π = π. (7)
Because 0 in the coding matrix represents ϕ = 0

and 1 represents ϕ = π, the coding matrix is associated
with the phase of the unit.

0 + π = π ⇔ 0 + 1 = 1. (8)
In fact the operation on the coding matrix is to oper-

ate on the phase distribution, so as to shift the scattering
pattern. The above equations relate the coding matrix to
the far-field pattern. As shown in Figure 1, the addition
of coding matrix means the far-field pattern is shifted.

B. Optimization of dirac-delta function
To reduce RCS as much as possible, it is necessary

to shift the cross-arrangement scattering pattern to more
directions. In other words, the Dirac-delta function needs
to be optimized. Beam steering is realized by generalized

Fig. 1. Schematic diagram of scattering-pattern shift.

Snell’s law. Then, coding matrices are superimposed by
addition theorem [7]. Therefore, a Dirac-delta function
is generated that can be shifted to four directions, six
directions, and more.

Taking Figure 2 as an example to introduce the gen-
eration of Dirac-delta function that shift the scatter pat-
tern to four directions. When the coding sequence of
the coding metasurface is 0101... / 0000... or 0000...
/ 0101..., it can be obtained that the metasurface has
two scattering beams according to the generalized Snell’s
law. Using the addition coding theorem, the coding
sequence 0101... / 0101... can be obtained. It can
integrate the far-field scattering characteristics of coding
sequence 0101... / 0000... and coding sequence 0000... /
0101... to generate four scattering beams. To better visu-
alize the direction of scattering beam, Figure 2 gives the
corresponding 2D scattering pattern in a polar coordinate
system. From the 2D scattering pattern, four lighter spots
represent not only the four main lobes but also the four
directional points of the Dirac-delta function that shift
the scattering pattern to four directions.

Based on the above theory, the Dirac-delta func-
tion is selected in Figure 2. The cross-arrangement
scattering pattern is shifted to four directions by the

Fig. 2. Schematic diagram of addition theorem.
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Fig. 3. Pattern of metasurface which cross-arrangement
scattering pattern is shifted to four directions. (a) 3D
view. (b) 2D polar view.

principle of scattering-pattern shift. In an ideal situation,
the cross-arrangement scattering pattern is shifted to four
directions in 3D pattern in Figure 3 (a) and the energy
distribution in 2D polar coordinates in Figure 3 (b).

III. PERFORMANCE CHARACTERIZATION
A. Design of the metasurface unit

In order to better verify the above theory, a polariza-
tion conversion [8] metasurface element is proposed as
shown in Figure 4 (a). The unit structure includes three
layers, which are metal floor, dielectric substrate, and
structural layer from bottom to top. Rogers 5880 sub-
strate is used as the dielectric plate. The relative dielec-

Table 1: Size parameter of the unit
Variables l k d c w h
Size(mm) 4 0.52 4.3 0.9 0.3 1.75

Fig. 4. (a) Structure diagram of polarization conversion
unit. (b) Cross-polarization phase difference.

tric constant is 2.2 and the loss tangent angle is 0.0009.
The size parameters are shown in Table 1.

The corresponding mirror unit can be obtained by
mirroring the unit. The unit realizes wave cancella-
tion by converting incident electromagnetic wave (EM)
into cross-polarization component. As shown in Figure
4(b), because the cross polarization [9] phase difference
between polarization conversion unit and its mirror unit
is π, it is regarded as coding unit (“0” unit, “1” unit).

B. Optimization of unit arrangement
According to the coding matrix, the coding units are

arranged in a cross-arrangement and metasurface which
the cross-arrangement scattering pattern is shifted to two,
four, or six directions. The metasurface is composed of
8 × 8 super-units with dimensions of 64 mm × 64 mm,
where the super-unit is composed of 2 × 2 anisotropic
unit cells. The metasurface is simulated and analyzed by
commercial simulation software HFSS. Figures 5 and 6

Fig. 5. The cross-arrangement scattering pattern at f =
32GHz.
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(a)

(b)

(c)

Fig. 6. The cross-arrangement scattering patterns are
shifted to multiple directions at f = 32GHz.

show the scattering pattern at f = 32GHz when plane
waves are incident vertically. The cross-arrangement
scattering patterns is shown in Figure 5. The cross-
arrangement scattering patterns are shifted to two direc-
tions in Figure 6 (a), four directions in Figure 6 (b),
and six directions in Figure 6 (c). With the increase
of shift direction, the energy distribution is more uni-
form. The incident electromagnetic energy is scattered

Fig. 7. 2D far-field scattering pattern plotted in y-z plane.

Fig. 8. The simulation results of RCS over a wide fre-
quency range from 20 to 40 GHz.

in all directions after being reflected by the metasur-
face. According to the energy conservation theorem, the
energy of each beam is very low, so the RCS in the verti-
cal direction is obviously reduced. Figure 7 also proved
that with the increase of the shift direction, the RCS in
vertical direction decreases gradually.

In order to compare the RCS reduction of four
electromagnetic metasurface more intuitively, Figure 8
shows the graph of single-station RCS change in 20–
40 GHz band. The RCS of the metasurface which
cross-arrangement scattering pattern is shifted to multi-
ple directions is lower than the cross-arrangement meta-
surface. As the shift direction increases, so does the RCS
reduction.

Compared with the cross-arrangement, the RCS
reduction of the designed metasurfaces are illustrated in
Figure 9. The metasurface is an array formed by the
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Fig. 9. Simulation results of RCS reduction.

cross-arrangement scattering pattern shifting to multi-
ple directions. It shows that RCS reduction increases
with the increase of the shifted direction of scattering
pattern. Therefore, RCS reduction can be realized by
designing the metasurface which regular arrangement
scattering pattern is shifted to multiple directions. The
more the shift direction, the greater the degree of RCS
reduction.

IV. EXPERIMENTAL VERIFICATION
A prototype measuring 64 mm × 64 mm was fabri-

cated using printed circuit board technology to verify the
RCS reduction characteristics of the metasurface which
regular arrangement scattering pattern is shifted to six
directions, as shown in Figure 10.

Fig. 10. Photographic view of fabricated sample.

Fig. 11. Comparison of single-station RCS results of
metasurface under normal incident of electromagnetic
wave.

Fig. 12. Comparison of 2D far-field scattering pattern
of metasurface under normal incident of electromagnetic
wave.

The measurement was carried out in a microwave
darkroom using the free space method. When the elec-
tromagnetic wave is normal incident, the characteristics
of the single-station RCS of the metasurface changing
with frequency are shown in Figure 11. As expected, the
measured single-station RCS results matched well with
the simulation results. And the measured RCS results
in the vertical direction is also matched well with the
simulation results in Figure 12. Of course, there are
some errors within the acceptance range, which can be
attributed to the following two reasons: (1) the incident
wave in the simulation process is an ideal plane wave,
while the plane incident wave in the actual measurement
is approximately equivalent to the far-field radiation of
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the horn antenna; (2) manufacturing tolerances in physi-
cal processing and inevitable deviations of naked eyes in
measurement.

V. CONCLUSION
In this paper, a polarization conversion unit is

designed, which is used as the coding unit because
the phase difference between the polarization conver-
sion unit and its mirror unit is π. Dirac-delta function
is selected by using generalized Snell’s law and addi-
tion theorem. Then the pattern is shifted to different
directions by convolution theorem of Fourier transform.
Finally, the radar cross section is reduced. The simu-
lation results show that the metasurface which regular
cross-arrangement scattering pattern is shifted to multi-
ple directions can reduce RCS more effectively.
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Abstract – This paper presents a new fast power series
solution method to solve the Hierarchal Method of
Moment (MoM) matrix for a large complex, perfectly
electric conducting (PEC) 3D structures. The proposed
power series solution converges in just two (2) iterations
which is faster than the conventional fast solver–based
iterative solution. The method is purely algebraic in
nature and, as such applicable to existing conventional
methods. The method uses regular fast solver Hierarchal
Matrix (H-Matrix) and can also be applied to Multilevel
Fast Multipole Method Algorithm (MLFMA). In the
proposed method, we use the scaling of the symmetric
near-field matrix to develop a diagonally dominant
overall matrix to enable a power series solution. Left
and right block scaling coefficients are required for
scaling near-field blocks to diagonal blocks using
Schur’s complement method. However, only the right-
hand scaling coefficients are computed for symmetric
near-field matrix leading to saving of computation
time and memory. Due to symmetric property, the left
side-block scaling coefficients are just the transpose of
the right-scaling blocks. Next, the near-field blocks are
replaced by scaled near-field diagonal blocks. Now the
scaled near-field blocks in combination with far-field
and scaling coefficients are subjected to power series
solution terminating after only two terms. As all the
operations are performed on the near-field blocks, the
complexity of scaling coefficient computation is retained
as O(N). The power series solution only involves the
matrix-vector product of the far-field, scaling coeffi-
cients blocks, and inverse of scaled near-field blocks.
Hence, the solution cost remains O(NlogN). Several
numerical results are presented to validate the efficiency
and robustness of the proposed numerical method.

Index Terms – Integral Equations, Method of Moment
(MoM), H-Matrix, Adaptive Cross Approximation
(ACA), Power Series.

I. INTRODUCTION
The integral equation-based Method of Moments

(MoM) [1] is one of the popular methods for solv-
ing complex 3D electromagnetics problems. A few of
the problems include scattering, radiation, EMI-EMC,
etc. Compared to differential equation-based methods
like Finite Difference Time Domain (FDTD) [2] and
Finite Element Method (FEM) [3], the integral equation-
based method results in fewer unknowns and is more
stable and well-conditioned. With the recent advance-
ment of computer speed and memory, the need for
solving large size and complex problems in electromag-
netics has increased rapidly. Conventional MoM is lim-
ited by quadratic memory storage, quadratic matrix fill
time, and cubic solution time, which limits the appli-
cation of MoM to resonance-size problems. To miti-
gate this issue and exploit the robustness of MoM, in
the last few decades, more researchers have proposed
fast solvers with O(N logN) matrix fill time and solu-
tion time, where N represents the matrix size. A few of
the popular fast solver methods for solving complex elec-
trodynamic problems are Fast Fourier Transform (FFT),
Multilevel Fast Multipole Algorithm (MLFMA) [4], IE-
QR [5, 6], Adaptive Cross Approximation (ACA) [7],
etc. Most of these methods rely on the analytical or
numerical matrix compression and fast matrix-vector
product for solution leading to O(NlogN) matrix fill
and matrix-vector product cost. For multiple Right-Hand
Side (RHS) problems like Mono-static Radar Cross Sec-
tion (RCS) and Multi-port network with Nrhs ports, and
with Nitr iterations for each solution, the total cost of
the solution will be O(NrhsNitrNlogN). Each solu-
tion of RHS is iteration dependent, and the iterations
for desired tolerance depends on the condition number
of the matrix. It is well known that an ill-conditioned
matrix will lead to a high number of iterations, thus
increasing the overall solution time. To improve the
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condition number of the matrix, researchers have sug-
gested various types of matrix preconditioning methods
like incomplete LU factorized ILUT [8], diagonal block-
based Null-Field [9, 10] and Schur complement [11, 12].
But the effectiveness of these preconditioners is limited
by precondition computation time and condition number
improvement of the entire matrix. In contrast, the direct
solver has an edge over the iterative solver, giving a solu-
tion in fixed single forward and backward solution opera-
tion for each RHS. However, the high-cost factorization,
forward and back substitution limit the application of a
direct solver for a large-size matrix. Recently, there is
more inclination toward the development of fast direct
solvers and various methods based on H [13–16].

In this work, we propose a method on par with a
fast direct solver using the power series method, which
converges in fixed 2 iterations. Recently, S. M. Rao and
Michael S. Kluskens in [17] has proposed a method to
solve the electromagnetic MoM matrix for electrically
large conducting bodies by applying the power series
method. The procedure involves the computation of the
MoM matrix and dividing the matrix into relatively large
subsections. The mutual coupling between a given sub-
section and related nearby subsections is transformed
into self-coupling. The resulting current distribution is
obtained by developing a power series solution. The
power series method is suitable for solving bi-static and
mono-static problems. The present work adopts the cen-
tral idea of [17] and improves upon it to obtain a much
faster solution.

In the present work, the procedure presented in [17]
is modified using several essential steps. These steps
include scaling near-field block matrices to diagonal
block matrix and converting the scaled near-field in con-
junction with far-field blocks to a power series format.
Further, the diagonalization cost of computation and
storage is reduced by using symmetric near-field blocks
and adopting Adaptive Cross Approximation (ACA) for
the far-field blocks [7]. As the diagonalization operation
includes only near-field, the power series computation
cost remains O(N). The overall solution includes the
matrix-vector product of the compressed far-field blocks
and near-field blocks, retaining the overall solution cost
as O(NlogN). Further, extensive numerical experimen-
tation shows that the proposed power series method con-
verges in just two iterations. The present procedure is
faster and efficiently applicable to large complex practi-
cal problems.

The paper is organized as follows: in section II, a
brief description of multi-level CFIE H-Matrix 3D full-
wave MoM is presented. Improved re-compressed ACA
is used for matrix compression of the far-field blocks. In
section III, the proposed power series format conversion
from H-Matrix is presented along with the convergence

criteria for the series. In section IV, complexity analy-
sis of power series computation and memory cost is pre-
sented, and in section V, the efficiency and accuracy of
the proposed power series solution are presented. Sec-
tion VI concludes the paper.

II. FAST H-MATRIX METHOD OF MOMENT
The 3D-electrodynamic problem for a PEC body

can be solved using the Electric Field Integral Equation
(EFIE), Magnetic Field Integral Equation (MFIE), or a
Combined Field Integral equation (CFIE). The govern-
ing equation for EFIE states that the total electric field
Etotal for a conducting 3D object is a combination of
the incident field Einc and the scattered field, Escatt

Etotal = Einc +Escatt. (1)
Applying the boundary condition for PEC surfaces, we
have

Einc =jωµ

∫ ∫
J (r′) G(r, r′) ds′ds

+
j

ωε

∫ ∫
ρ(r′)G(r, r′) ds′ds, (2)

where J(r′) and ρ(r′) represent the current density and
charge density on the surface respectively, µ and ε repre-
sent the permeability and permittivity of the background
material, ω is the angular frequency. In equation (2) G is
free-space Green’s function and is given as

G(r, r′) =
ejkR

4πR
, (3)

where k is the wave-number, r and r′ represent observer
and source points and distance R = |r − r′| . Integra-
tion is performed over observation surface s′ and source
surface s.

Similarly, for MFIE [18], the boundary condition
states that tangential total magnetic field (n̂ ×Htotal)
over a surface is equivalent to the electric current (J(r))
over the surface, as

n̂×Htotal = J(r), (4)
where, n̂ is a unit outward normal to the closed scatter-
ing surface. Now, the total magnetic field is a sum of
incidence (Hi) and scattered magnetic field (Htotal)

n̂× (Hinc +Hscatt) = J(r). (5)
Equation (5) can be extended further as

n̂×Hinc =
J (r)

2
− n̂×

∫
s′
J (r′)×∇

′
G(r, r′) ds′.

(6)
In the above equation ∇′G can be further simplified as

∇′G(r, r′) =
(
jk +

1

R

)
G(r, r′)R̂. (7)

Note that the EFIE is applicable for both open and closed
surfaces, whereas MFIE is only applicable for a closed
surface geometry. Combining EFIE and MFIE gives
Combined Field Integral Equation (CFIE), given by

CFIE = αEFIE + Zo(1− α)MFIE, (8)
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where α is a control parameter to control the contribution
of EFIE and MFIE, ranging from 0 to 1 and Zo is the free
space impedance. The primary advantage of CFIE is that
it is robust and generates a stable solution at internal res-
onances of the closed body and a well-conditioned MoM
matrix. For an open surface, α is taken as 1, and for
closed surfaces, α is taken as 0.5.

Current and charge density in surface integral equa-
tions EFIE and MFIE is modeled by RWG basis function
[19], and Galerkin testing strategy is employed for MoM
matrix computation. The final combined CFIE matrix is
given as:

[Z]x = b, (9)

where [Z] is a dense matrix of size N ×N and x and b
are unknown and known vectors of size N × 1.

The CFIE dense matrix in equation (9) presents
a time and memory bottleneck, with O(N2) memory,
O(N2) matrix fill time, O(N3) for a direct solution
and, O(N itrN

2) for iterative solver withNitr iterations.
The iterative solution of the MoM matrix can be accel-
erated by exploiting the compressibility of the far-field
sub-matrices. Compression also expedites the cost of
matrix fill time and matrix-vector multiplication time in
an iterative solver. Compression can be done analyti-
cally, like in the case of MLFMA or algebraically using
IE-QR or ACA. Due to the kernel-independent property
of the algebraic compression method, recently, ACA has
gained popularity among researchers for the develop-
ment of fast solvers. These compression methods can
be applied in conjunction with binary-tree–based multi-
level Hierarchal Matrix (H-Matrix). In the binary-tree
decomposed 3D geometry, the matrix compression is
applied for block interaction at each level, satisfying the
admissibility condition given below

η dis (Ωt,Ωs) ≥ min (dia(Ωt), dia(Ωs)) . (10)

The admissibility condition states that the minimum of
the block diameter of the test block (Ωt) and source
block (Ωs) should be less than or equal to the admis-
sibility constant (η) times the distance between the test
and source blocks. The binary-tree partition of the geom-
etry is carried out until the block size is greater than or
equal to 0.5λ. The criteria for binary-tree truncation are
discussed in section V. At the leaf level, the block inter-
action not satisfying the admissibility condition is con-
sidered as a near-field interaction.

In this work, the re-compressed ACA method [20,
21] is employed for the computation of multi-level H-
Matrix. For the m × n rectangular sub-matrix Zm×n

sub

representing the coupling between two well-separated
groups ofm observer bases and n source bases, the ACA
algorithm aims to approximate Zm×n

sub by Am×r and
Br×n such that:

Zm×n
sub ≈ A

m×r ×Br×n, (11)

where r is the effective rank of the matrix Zm×n
sub such

that r � min(m,n), Am×r and Br×n are two low
rank dense rectangular matrices, satisfying the accuracy
condition∥∥Zm×n

sub − Am×r ×Br×n∥∥ ≤ ε
∥∥Zm×n

sub

∥∥ . (12)
For a given tolerance ε ||.|| refers to the matrix Frobe-
nius norm. Traditional ACA-based methods suffer from
higher rank and error for the desired tolerance. To
mitigate this, a re-compression scheme is suggested in
[20, 21]. The compression cost for each sub-matrix
is given by r2(m + n) and the storage and matrix-
vector product cost by r(m + n). The multi-level
binary-tree matrix decomposed H-Matrix method leads
to O(NlogN) matrix fill and matrix-vector product time
for each iteration. However, the final solution cost is
highly iteration dependent as for Nitr iterations, the
solution cost scales to O(NitrNlogN). Further, for
the case of multiple RHS with Nrhs vectors, the solu-
tion cost scales to O (NrhsNitrNlogN). To mitigate
this iteration-dependent solution, we have proposed a
power series–based iterative solver which converges in
fixed 2 iterations maintaining the optimum cost of a fast
solver.

III. POWER SERIES SOLUTION
In this section, we present a new fast power series

solution method for solving large H-Matrix. The method
follows Schur’s complement procedure used for matrix
diagonalization and precondition computation [11, 12].
Power series is an infinite series and a well-known
method for solving an ordinary and partial differential
equation. The advantage of the power series is that it
converges in a very small region. Since a conventional
MoM matrix cannot be applied for the power series solu-
tion, we propose a method to convert to the H-matrix for-
mat. We note that the H-matrix is suitable for the power
series solution, as discussed further in the section. H-
Matrix is a combination of the far-field and near-field
matrices. In the following subsections, the details of the
conversion process are presented.

A. Preparing for power series computation
As a first step, the geometry is divided into blocks

based on the same binary tree as used in the compres-
sion algorithm. In a multi-level H-Matrix compression
scheme, as described in section II, the MoM matrix [Z]
in equation (9) can be represented as a combination of
the near-field [ZN ] matrix at the leaf level and the com-
pressed far-field [ZF ] matrix obtained at multiple levels
of far-interaction.

[Z]x = [ZN +ZF ]x = b, (13)
where x represents the unknown coefficient vector, b
is the excitation vector. To maintain the optimum cost,
symmetric near-field matrix is used. To explain the
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Fig. 1. Representative leaf-level cubes for illustration of
Schur’s process.

Fig. 2. Sparsity pattern of the (a) near-field matrix, (b)
right-hand scaling coefficient.

procedure, a leaf-level cube structure comprised of four
cubes, as shown in Figure 2, is considered.

For Figure 1, block interaction between 1 and 4
forms the far-field interaction and rest form the near-field
interaction. So near-field block matrix [ZN ] in the case
of Figure 1 is given as:

[ZN ] =


Z11 Z12 Z13 0
Z21 Z22 Z23 Z24

Z31 Z32 Z33 Z34

0 Z42 Z43 Z44

 . (14)

Now, the near-field can be scaled completely to a
diagonal block by using the left- and right-hand scaling
coefficients. Right scaling coefficient [α1] for scaling the
first-row blocks Z11 and Z13can be represented as:

[α1] =


I 11 α12 α13 0
0 I22 0 0
0
0

0
0

I33
0

0
I44

 , (15)

where, I11, I22, I33, and I44 are the identity block

matrices. In the null-field method [9, 10], either left- or
right-hand scaling is performed for the near-field scal-
ing to diagonal blocks ignoring the fill-in blocks. In
contrast, in the proposed Schur’s complement method,
both left- and right-hand scaling are performed simul-
taneously, considering fill-in blocks for complete far-
field scaling to diagonal blocks. The fill-ins in the
scaling matrix are described in the following sub-
section for row scaling, the values in [α1] can be
given as:

[α1] =


I11
0
0
0

−Z−111 Z12

I22
0
0

−Z−111 Z13

0
I33
0

0
0
0
I44

 .
(16)

Similarly, for the complete scaling of column blocks Z21

andZ31 the left scaling coefficient [α′1] is used and [α
′
1]

can be given as:

[α
′
1] =


I 11 0 0 0
α′12 I22 0 0
α′13
0

0
0

I33
0

0
I44

 , (17)

[α
′
1] =


I11

−Z21Z
−1
11

−Z31Z
−1
11

0

0
I22
0
0

0
0
I33
0

0
0
0
I44

 . (18)

Now, equations (14), (16), and (18) can be combined to
scale the first row and column block of [ZN ] to diagonal
block and the system of the equation can be given as:

[
Z̃

1

N

]
=


I11 0 0 0
α′12 I22 0 0
α′13 0 I33 0
0 0 0 I44



Z11 Z12 Z13 0
Z21 Z22 Z23 Z24

Z31 Z32 Z33 Z34

0 Z42 Z43 Z44



×


I11 α12 α13 0
0 I22 0 0
0 0 I33 0
0 0 0 I44


.

(19)
Equation (19) can be represented as:

[Z̃
1

N ] = [α′1] [ZN ] [α1]. (20)
Performing the block multiplication in equation (19),
[Z̃

1

N ] can be represented as a block matrix form as:

[
Z̃

1
N

]
=


Z11 0 0 0

0 Z22 − Z21Z
−1
11 Z12 Z23 − Z21Z

−1
11 Z13 Z24

0 Z32 − Z31Z
−1
11 Z12 Z33 − Z31Z

−1
11 Z13 Z34

0 Z42 Z43 Z44

 .

(21)

Equation (21) gives Schur’s complement of the first
block near-field matrix. Likewise, each row and column
block can be scaled to form a diagonal block matrix and
is of the form:

[Z̃N ] = [ α′3 ][ α
′
2 ][ α

′
1][ZN ][α1][α2]][α3], (22)
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[Z̃N ] =


Z11

0
0
0

0

Z̃22

0
0

0
0

Z̃33

0

0
0
0

Z̃44

 . (23)

Equation (23) gives the complete diagonal form of the
near-field matrix. For solving the complete system of
equations with left- and right-hand scaling coefficients,
the final system of equation (9) can be represented as:

[ α′3 ][ α
′
2 ][ α

′
1 ] [Z][α1][α2]][α3] [x̃] =

[
b̃
]
. (24)

Now, [b] and [x] in equation (9) can be extracted by[
b̃
]
=[ αT

3 ][ αT
2 ][ αT

1 ][b], (25)

[x] =[α1] [α2]][α3][ x̃]. (26)
Equation (24) can be defined as the sum of the near and
far-field as in equation (13) and is given as:

[ α′3 ][ α
′
2 ][ α

′
1 ] [ZN +ZF ][α1][α2][α3] [x̃] =

[
b̃
]
,

(27)
where, [ZF ] is the far-field compressed ACA matrix
blocks and [ZN ] is the dense near-field block matrices.
Equation (27) can be further simplified by as:

[α′3][ α
′
2 ][α

′
1][ZN ][α1][α2][α3] [x̃]

+ [α′3][α
′
2][α

′
1][ZF ][α1][α2][α3] [x̃] =

[
b̃
]
.

(28)
The first part of the above equation represents the block
diagonal near-field as in equation (28), and then the
equation can be further simplified as:

[Z̃N ] [x̃] + [α′3][α
′
2][α

′
1][ZF ][α1][α2][α3] [x̃] =

[
b̃
]
,

(29)

where,
[
Z̃N

]
is a scaled near-field block diagonal

matrix. Due to the symmetric property of the near-
field matrix, we only need to compute and store right-
hand scaling coefficients [α1], [α2], and [α3] since left-
hand scaling coefficients [α′1], [α′2], and [α′3] are mere
transpose of right-hand coefficients. Figure 2 below
shows the sparsity pattern of the near-field and right-
hand scaling coefficient matrix for 5λ×5λ plate. Sloan’s
graph ordering is used to reduce the fill-in and computa-
tion cost for the scaling coefficient, as suggested in [11].

Now equation (29) can be converted to power series
solution format by moving the scaled diagonal near-field
to the right-hand side of the equation leads to[

[I] +
[
Z̃N

]−1
[α′3][α

′
2][α

′
1][ZF ][α1][α2][α3]

]
[x̃]

=
[
Z̃N

]−1 [
b̃
] .

(30)
Each term in equation (30) can be represented as

[U ] =
[
Z̃N

]−1
[α′3][α

′
2][α

′
1][ZF ][α1][α2][α3], (31)

[bo] =
[
Z̃N

]−1 [
b̃
]
. (32)

Substituting equation (31) and (32) in equation (30)
leads to

[[I] + [U ]] [x̃] = [bo] , (33)
[x̃] = [[I] + [U ]]

−1
[bo] . (34)

Equation (34) can be solved using power series solution

[x̃] =
[
[I]− [U ] + [U ]

2 − [U ]
3
+ . . . . . .

]
[bo] ,

(35)
[x̃] = [bo]− [Ubo]+[U [Ubo]]−[U [U [Ubo]]]+ . . . .

(36)
Equation (36) shows that solving equation (34) is an iter-
ative matrix-vector product of the inverse of the scaled
diagonal block near-field, scaling coefficients and far-
field blocks.

B. Convergence
Power series always converges in the radius of con-

vergence. The necessary and sufficient condition for the
power series equation (35) to converge in the radius of
convergence is the Frobenius norm, ‖U‖ ≤ 1 in equa-
tion (31). Defining

[Z̃F ] = [ α′3 ][ α
′
2 ][ α

′
1][ZF ][α1][α2]][α3]. (37)

Equation (30) can be re-written as[
[I] +

[
Z̃N

]−1 [
Z̃F

]]
[x̃] =

[
Z̃N

]−1 [
b̃
]
. (38)

To achieve the convergence, we can enforce the condi-
tion

∥∥[Z̃N

]−1∥∥ · ∥∥[Z̃F

]∥∥ ≤ 1 for the final solution of
the power series. Since the process of norm computation
for a large matrix is compute-intensive, alternatively, one
can adopt the following procedure.

We note that∥∥∥∥ [Z̃N

]−1 ∥∥∥∥ =

∥∥∥∥ [Z̃N

]−1 ∥∥∥∥ .∥∥∥[Z̃N

]
[bo]

∥∥∥∥∥∥ [Z̃N

]
[bo]

∥∥∥
≤

∥∥∥∥ [Z̃N

]−1 ∥∥∥∥ .∥∥∥[Z̃N

]∥∥∥ . ‖[bo]‖∥∥∥ [b̃] ∥∥∥
= knf

‖[bo]‖∥∥∥ [b̃] ∥∥∥ , (39)

where, knf =

∥∥∥∥ [Z̃N

]−1 ∥∥∥∥ .∥∥∥[Z̃N

]∥∥∥ represents the

condition number of
[
Z̃N

]
.

Next, we define [be] =
[
Z̃F

]
[bo] and we have

∥∥∥ [Z̃F

] ∥∥∥ =

∥∥∥ [Z̃F

] ∥∥∥ .∥∥∥∥[ [Z̃F

]−1]
[be]

∥∥∥∥∥∥∥∥ [
Z̃F

]−1
[be]

∥∥∥∥
≤

∥∥∥ [Z̃F

] ∥∥∥ .∥∥∥∥[ [Z̃F

]−1]∥∥∥∥ . ‖[be]‖
‖ [bo] ‖
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= kff
‖[be]‖
‖ [bo] ‖

, (40)

where, kff =

∥∥∥∥ [Z̃F

]−1 ∥∥∥∥ .∥∥∥[Z̃F

]∥∥∥ represents the

condition number of
[
Z̃F

]
.

Combining equations (39) and (40), we have∥∥∥∥[Z̃N

]−1 ∥∥∥∥ .∥∥∥ [Z̃F

] ∥∥∥ ≤ knf kff ‖[be]‖∥∥∥ [b̃] ∥∥∥ . (41)

To satisfy the condition ‖U‖ ≤ 1 we must ensure that
‖[be]‖∥∥∥ [b̃] ∥∥∥ ≤ 1

knfkff
, (42)

∥∥∥∥[Z̃N

]−1 [
Z̃F

]∥∥∥∥ ≤ 1

knfkff
. (43)

Now, let us consider each right-hand side term in equa-
tion (36) is represented as the sum of iteration terms
ito, it1, it2 . . . itn leading to

[x̃] = ito − it1 + it2 . . . .(−1)n itn. (44)
For the convergence test, we can check the iteration norm
ratio as:
‖itn‖
‖ itn−1 ‖

= ‖U‖ =
∥∥∥∥[Z̃N

]−1 [
Z̃F

]∥∥∥∥ ≤ 1

knfkff
.

(45)
Note that it is not really necessary to compute the con-
dition numbers knf and kff but ensure that the frac-
tion ‖itn‖

‖ itn−1 ‖ is a small number. Our various numeri-

cal experiments suggested that this number must be less
than 1e−1 . It is because the described numerical imple-
mentation ensures that matrices

[
Z̃N

]
and

[
Z̃F

]
are

well-conditioned matrices. Obviously, if the ‖itn‖
‖ itn−1 ‖ is

not less than the empirical value, then the solution may
diverge.

IV. COMPLEXITY ANALYSIS
In this section, the linear order complexity for power

series set-up time is presented. For the complexity anal-
ysis, a uniform distribution of N RWG bases in 3D
grouped in a cube, and following a multi-level binary-
tree decomposition, each cube is recursively subdivided
into two cubes starting from level 0 to level L. Therefore,
at the lowest level, there are 2L leaf-level cubes. Assum-
ing a uniform distribution, the number of basis functions
in each leaf-level cube is N

2L
. Also, following the theory

of most fast solver algorithms, it can be shown that for
optimal efficiency of matrix storage and matrix-vector
product cost L = log2N .

A. Computation cost
The power series set-up cost includes scaling the

near-field matrix to diagonal format and arranged scaled
near-field, far-field, and near-field scaling coefficients to

a power series format. Near-field scaling cost is the high
cost of power series set-up. The near-field scaling con-
sists of a computation right scaling coefficients [α] as
in equation (16). Due to the symmetric property, left
scaling coefficients are just the transpose of right-hand
scaling coefficients. Right-hand scaling coefficient com-
putation cost can be represented as C1. The second
cost includes the scaling of the near-field to the diagonal
block form by [α′] [ZN ] [α] operation. For each row
and column block in equations (18) and (20), this cost
can be represented as C2. Therefore, the total cost can
be summed up as:

CTOTAL = C1 + C2. (46)

1. Scaling coefficient computation cost
For the scaling coefficient computation, the high

cost includes the inversion (CMI) cost for diagonal
block and the solving the inverse (CSOL) for the row
and column block near-fields as in equations (16) and
(18). Therefore CSCC can be further be divided as the
summation of inversion and solution cost as:

C1 = CMI + CSOL. (47)
Inversion cost includes the single matrix inversion of
a diagonal block for scaling near-field of each row
and column block. Therefore, the matrix inversion
cost of one matrix of a diagonal block at leaf level is
given as:

C1
MI = k1 ×

[
N

2L

]3
, (48)

where, k1 is a constant, the total cost for matrix inversion
for the leaf level blocks is given by

CMI =

2L∑
i=1

Ci
MI = k1 ×

[
N

2L

]3
× 2L, (49)

CMI = k1 ×N = O(N). (50)
For the computation of the scaling coefficient, the
inverted matrix has to be solved for all row and column
near-field blocks. Cost of matrix solution for one block
at leaf level can be given as:

C1
SOL = k2 ×

[
N

2L

]2
×
[
N

2L

]
, (51)

where, k2 is a constant. For a 3D structure, each block
is surrounded by 26 near-field blocks. Therefore, the
matrix solution cost for each row is given by:

C1R
SOL = k2 ×

[
N

2L

]2
× 26×

[
N

2L

]
. (52)

The total cost of the matrix solution at the leaf level
blocks is the summation of the cost of each row and is
given as:

CSOL =

2L∑
i=1

CiR
SOL = k2 ×

[
N

2L

]2
× 26×

[
N

2L

]
× 2L,

(53)
CSOL = k2 × 26×N = O(N). (54)
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2. Near-field scaling cost
For converting near-field to a diagonal block matrix

format, the near-field block matrix has to be multiplied
by the left and right scaling coefficients as given in equa-
tions (19) and (20). From equation (21), the multiplica-
tion involves block near-field matrix and column block
matrix

c1S = k3 ×
[
26
N

2L
× 26

N

2L

]
×
[
N

2L
× 26

N

2L

]
, (55)

where k3 is a constant. Therefore, the total cost of scal-
ing the near-field blocks with the right-hand scaling coef-
ficients blocks is

CS =
∑2L

i=1
Ci

S ≈ O(N). (56)

Equations (50), (54), and (56) show that the cost of the
power series computation, for a uniform 3D distributed
basis function, is O(N). As the storage of scaling
coefficient and scaled near-field block is half the near-
field matrix size, the memory cost scales to O(N).
The O(N) complexity of power series computation and
memory is experimentally shown in Figure 3 for the
increasing number of unknowns and the size of a sphere.

V. NUMERICAL RESULTS
In this section, we show the binary-tree truncation

criteria and solution complexity for the power series
solution. The accuracy and efficiency are shown by RCS
comparison for different geometries. All the computa-
tions were carried out for double-precision data type on
the system with 128 GB memory and Intel Xeon E5-
2670 processor. The comparisons are made for an open
and closed structure.

A. Binary-tree truncation
For binary-tree truncation, we tested the accuracy

of the power series solution vector from 2λ sphere of
20,802 unknowns for varying binary-tree leaf-level sizes.
For accuracy check, Frobenius norm error was calcu-
lated between solution vectors from direct LU factorized
solution SOLdir and power series solution SOLps by

Fig. 3. (a) Power series set-up time, (b) Memory in GB
for scaling coefficient and scaled near-field with increas-
ing unknowns.

computing ‖SOLdir − SOLps‖/ ‖SOLdir‖. The
error plot is shown in Figure 4 below

Fig. 4. Power Series Solution error with increasing leaf
level node size.

It can be observed from Figure 4 above that for the
leaf level truncation size greater than 0.5 λ we get the
desired accuracy. Hence, for all simulations shown in
this work, the binary-tree leaf node is truncated for a size
greater than 0.5.

B. Solution complexity
In Figure 5, we demonstrate that the proposed power

series method retains the O (NlogN) solution complex-
ity of H-Matrix. The experiment is carried out for sphere
meshed with increasing sphere size and unknowns.

C. Accuracy and efficiency
In this subsection, to validate the accuracy of the

proposed method, we have compared the RCS results of
different geometries with the analytical results. Also, to
demonstrate the efficiency of the proposed method, solu-
tion time is compared with regular iterative and precon-
ditioned [11] iterative solutions. For all comparative case

Fig. 5. Power Series solution time with increasing
unknown.
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Fig. 6. Bi-static RCS of 5λ sphere for observation angles
θ = 0o to 180o, φ = 0o and VV polarized plane wave
incident at θ = 0o, φ = 0o.

studies, iterative solver GMRES with an error tolerance
of 1e-6 is considered.

1. Bi-static RCS of a sphere
As a first example, we consider bi-static RCS of a

5λ−radius sphere discretized with a λ/10 mesh result-
ing in 130,293 unknowns. The solution from the method
described in this work is compared with the Mie series
analytical solution. Figure 6 shows the agreement of bi-
static RCS from the present method with the Mie series.
RCS is computed for observation angle θ = 0o to 180o

for φ = 0o with VV polarized plane wave incident at
θ = 0o and φ = 0o. We note excellent agreement
between the two results.

2. Mono-static RCS of a square plate
To show the accuracy and efficiency of the proposed

power series method, an open structure, a square plate of
20λ size, is considered. The solution is obtained using
EFIE only with α = 1 in equation (8). Figure 7 shows

Fig. 7. Mono-static RCS of 20λ square plate with VV
polarized incident plane wave and observation angles at
θ = 0o to 180o, φ = 0o.

Table 1: Solution time of square plate
Method Setup Solution

Time (H) Time (H)
Power Series Solver 1.61 0.57
Preconditioned Iterative 1.61 3.760
Solver
Iterative Solver ——– 89.97

mono-static RCS of the plate using the present method
and compared with a conventional iterative method. The
plate is discretized with λ/10 element size for 119,600
unknowns. The square plate is located in the XY plane
and illuminated by a plane wave incident with θ varying
from 0 to 180o and φ = 0o. It can be observed from the
figure that there is a very favorable agreement of RCS
between the two methods.

In Table 1, we present the comparison of solution
time for the results presented in Figure 7. We show solu-
tion times for iterative solvers with and without precon-
ditioning. It is evident that the present work is much
more efficient than the other two cases.

3. Mono-static RCS of a cube
Next, we consider a conducting cube of 1 m meshed

with λ/10 element size giving 45,975 unknowns. Since
the scattering body is a closed structure, we use CFIE
with α = 0.5. The operating frequency is 1.3 GHz and
compared with the iterative solution [20], as shown in
Figure 8. Further, in Table 2, we present a comparison of
solution time for this example.

It can be observed that the RCS result from the
power series completely matches with the regular H-
matrix iterative solver [22].

Fig. 8. Mono-static RCS of 1m cube at 1.3 GHz for HH
polarized plane wave incident and observation angles at
θ = 0o to 360o, φ = 0o.
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Table 2: Solution time of a cube
Method Setup Solution

Time (H) Time (H)
Power Series Solver 1.32 0.551
Preconditioned Iterative solver 1.32 1.377
Iterative solver ——– 7.640

Table 3: Solution time of a model fighter aircraft
Method Setup Solution

Time (H) Time (H)
Power Series Solver 1.66 0.46
Preconditioned Iterative solver 1.66 1.95
Iterative solver ——– 191.73

Fig. 9. Mono-static RCS of model fighter aircraft at 300
MHz for VV polarized plane wave incident and observa-
tion angles at θ = 90o, φ = 0o to 180o.

4. Mono-static RCS of a model fighter aircraft
As the last example, we consider the geometry of

model fighter aircraft with length 14 m and wingspan 8
m. With λ/10 discretization of the geometry, the meshing
scheme generates 93,819 unknowns. Figure 9 shows the
computed mono-static RCS with α = 0.5 in CFIE equa-
tion (8) at 300 MHz in the X-Y plane with VV polarized
plane wave incident and observation angle at the nose to
tail φ = 0o to 180o and θ = 90o.

Mono-static RCS (180 RHS) solution time compar-
isons of power series and iterative solver with and with-
out preconditioned are shown in Table 3.

It can be observed from Figure 9 that for this com-
plex geometry, RCS from the power series solution
entirely agrees with the H-Matrix iterative solution and
results in a much higher efficient solution.

VI. CONCLUSION
In this work, we propose a new power series solution

method for solving 3D MoM-based integral equations. It
can be observed from the numerical experimentation that

the proposed method is as accurate as of the conventional
iterative H-Matrix solution. Also, the proposed power
series method results in significantly lower solution time
compared to regular iterative and preconditioned itera-
tive solutions. The method is based on the near-field
matrix operation, thus maintainingO(N) complexity for
computation andO(NlogN) solution time. The solution
converges in fixed 2 iterations. The proposed method is a
kernel-independent algebraic method and can be applied
to other acceleration algorithms like MLFMA.
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Abstract – This paper proposes a novel coplanar waveg-
uide (CPW) fed broadband circularly polarized (CP)
monopole antenna, which applies to C-band and various
wireless communication systems. The antenna consists
of the double circular-shaped patch (DCSP) with square
and L-shaped slots, and an improved asymmetric ground
plane. The prototype of the designed antenna has been
fabricated. The results of the measurement show that the
10-dB impedance bandwidth (ZBW) is 117.8% (2.2–8.5
GHz), the 3-dB axial ratio bandwidth (ARBW) is 62%
(4.45–8.45 GHz).

Index Terms – Broadband, Circularly Polarized (CP),
Coplanar Waveguide (CPW) Fed, Monopole Antenna.

I. INTRODUCTION
In recent years, the research on the broadband and

circular polarization (CP) performance of the antenna
has become critical increasingly. Broadband CP an-
tennas are gradually being utilized in various wireless
communication systems due to their advantages, such as
increasing the flexibility of antenna radiation directions,
suppressing multipath interference, and working in mul-
tiple frequency bands at the same time [1].

A variety of low-profile, low-cost, and easy-to-
manufacture CP monopole antenna structures have been
proposed through researches [2–6]. These proposed
structures include cutting the width of the left ground
plane and introducing an L-shaped strip on the right
ground [2], using the semi-circular monopole with lateral
strips and its complementary structure to generate the CP
mode [3], introducing a complementary L-shaped strip
above the ground plane with an L-shaped slot [4], us-
ing the inclined D-shaped radiator composed of inclined
I-shaped and inverted C-shaped patches [5], adding two
unequal arms perpendicular to each other in the Y-shaped
monopole [6]. However, the CP antennas mentioned
above have narrow ARBW, which can no longer meet
the multi-band requirements of current communication
systems.

In order to improve the ARBW, several broadband
CP monopole antennas [7–15] have been proposed. An

L-shaped slot is introduced at the corresponding po-
sition of the ground with the slotted rectangular stub
[7]. In [8], the inverted C-shaped monopole couples
with the parasitic rectangular open-loop patch to pro-
duce CP. The inverted C-shaped monopole is coupled
with the G-shaped parasitic strip, and the ground plane
inserts two symmetrical square slots [9]. Adding a
vertical rectangular branch above the ground with a
horizontal slot to broaden the ARBW and the ZBW
[10]. Two antisymmetric parasitic spiral bands are in-
troduced to achieve CP [11]. The coupling between the
moon-shaped monopole and the ground with a semi-
circular slot extends the ARBW [12]. In [13], irregu-
lar trapezoidal radiation patch is used, inverted L-shaped
strips and rectangular slots are introduced into the di-
agonal corners of the square slot grounding plane to
realize a wide ZBW. In the process of in-depth re-
search on the monopole antenna, we find that several
antennas have problems with complex structures. The
challenge we need to overcome is to design the CP
monopole antenna with a simple structure and broadband
performance.

A novel double circular-shaped monopole antenna
with a simple structure is proposed in this letter. An in-
verted L-shaped slot is opened inside the double circular-
shaped patch (DCSP) to excite a CP mode at lower fre-
quency. Subsequently, an improved ground is introduced
to widen the ZBW effectively and obtain a new CP mode
at middle frequency. Finally, a square slot is etched in the
upper left corner of the DCSP to change the current path
of x and y directions, resulting in two orthogonal modes
with equal amplitude and 90◦ phase difference in the up-
per frequency band. The broadband ZBW and ARBW of
the designed antenna reach 117.8% and 62.0%, respec-
tively. The data analysis process and design results are
discussed in detail in this article.

II. ANTENNA DESIGN AND ANALYSIS
A. Antenna design

The geometry diagram and prototype of the pro-
posed broadband CP monopole antenna are shown in
Figure 1. The antenna is fabricated on an FR4 (εr = 4.4,
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tan δ = 0.02) substrate with an overall size of 40 ×
40 × 0.8 mm3. The antenna is the CPW-fed struc-
ture, which is consisted of a 50 Ω feedline, the
DCSP, and an improved ground plane. The optimal
sizes obtained by the software HFSS 15.0 are shown
in Table 1.

Figure 2 shows five statuses of proposed antenna
to better understand the design process (Ant.1–Ant.5).
The simulated S11 and AR results for each model are
compared in Figure 3. Ant. 1 is composed of a sym-
metrical ground plane and the DCSP. Compared with
the traditional circular radiator, the DCSP can provide
a longer current path to achieve the broadband CP band-
width more easily while obtaining the ideal impedance
matching.

Fig. 1. (a) The geometry diagram, (b) prototype of the
proposed antenna.

Table 1: Dimensions of the proposed antenna (unit: mm)
Parameter Value Parameter Value
W 40 W8 2
r 9 L9 4
h 0.8 W9 2
L f 28 L3 11.5
W f 3.2 W3 4
L1 18 L4 4
W1 17.4 W4 4
L2 11 L5 15
W2 17.4 W5 5
L7 4.8 L6 6
W7 6 W6 1
L8 2.5

In Ant. 2, an inverted L-shaped slot is etched in-
side the DCSP. L-shaped slot is a common structure for
CP design, which can extend the current path to obtain a
new resonance frequency and excite the CP mode by or-
thogonal current components around the L-shaped slot.
It can be seen from Figure 3 that the simulated S11 pro-
duces a new resonance frequency at 2.1 GHz, the sim-
ulated AR curve moves down and generates a basic CP
mode at 6 GHz. The circumference (L) of the inverted
L-shaped slot should be a quarter of the free space wave-
length corresponding to the resonance frequency (f ) of
the S11. L is 35 mm, f is calculated to be about 2.14
GHz according to formula (1), (2). Thus, the simulated
and calculated results are consistent.

L = λ/4, (1)
λ = c/ f , (2)

where λ is the wavelength, c is the speed of light in free
space, and f is the resonance frequency.

Ant. 3 improves the basic ground into an asymmet-
ric structure. The antenna impedance matching enhances
effectively in the entire frequency band, and different
impedance bandwidths combine into a broadband ZBW.

Fig. 2. Design procedures of the proposed antenna.
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Fig. 3. Simulated results of the antenna improvement
steps. (a) S11, (b) AR.

Simultaneously, the CP mode at 6 GHz shifts to the lower
band (5 GHz) and obtains the CP bandwidth.

In Ant. 4, a rectangular slot is inserted in the upper
left corner of the right ground to reduce the coupling be-
tween the feedline and ground. Thereby weakening the
current intensity at the edge of the ground to balance or-
thogonal electric field components, and exciting a new
CP mode at 6.5 GHz. By adjusting the length and width
of this rectangular slot, two narrow CP modes combine
into a wide ARBW. A vertical slot is cut off on the right
side of the DCSP to enhance the current in the +x direc-
tion, which expands the ARBW. Finally, Ant. 5 creates
a new CP mode at 7.85 GHz by etching a square slot in
the upper left corner of the DCSP. Adjust W7 and L7 to
change the amplitude of orthogonal currents in x and y
directions around the slot. Finally, three CP modes are
combined to realize the broadband CP feature, and the
simulated ARBW reaches 4.15 to 8.14 GHz.

B. CP mechanism analysis
To understand the CP mechanism of antenna design

process, the surface current distributions of the antenna
modules at 5 GHz (Ant. 3), 6.5 GHz (Ant. 4), and 7.85
GHz (Ant. 5) at 0◦ and 90◦ phases are shown in Figure 4.

The main currents are marked with dashed lines, the
vector sum of the current is marked with the solid line.
The currents at 180◦ and 360◦ are equal-amplitude and
opposite to the currents at 0◦ and 90◦ phases, respec-
tively. In Figure 4, the surface currents are concentrated

Fig. 4. Surface current distributions over antennas (a)
Ant. 3 at 5 GHz, (b) Ant. 4 at 6.5 GHz, (c) Ant. 5 at 7.85
GHz with phases of 0◦, 90◦.
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near the edge of the ground plane, feedline, and slots of
the DCSP. The parameters at these positions can be ad-
justed to obtain perfect CP performance.

Figure 4 (a) shows that the current vector sum of
Ant. 3 at 5 GHz points to -20◦ and +70◦ relative to the
+y axis at 0◦ and 90◦ phases, respectively. Two equal-
amplitude orthogonal electric field components are ob-
tained under far-field conditions, which proves that the
CP mode can be achieved in this frequency band. The an-
tenna radiates left-handed circular polarization (LHCP)
in the +z direction. The same conclusions can be drawn
for the current surface distributions at 6.5 GHz and 7.85
GHz in Figure 4 (b), (c). Finally, three CP modes can
be obtained on the overall frequency band and combined
into a broadband ARBW.

III. PARAMETRIC ANALYSIS
The antenna parameters need to be continuously an-

alyzed and adjusted to obtain the best broadband CP
performance. Figures 5, 6, and 7 illustrate the effects

Fig. 5. Effects of W3 on the antenna performance. (a)
S11, (b) AR.

Fig. 6. Effects of L2 on the antenna performance. (a)
S11, (b) AR.

of varying the key parameters (L2, W3, and W7) on
the S11 and AR. In the process of parametric anal-
ysis, other parameters keep the final optimized value
unchanged.

A. Effects of the width of the L-shaped slot (W3)
Figure 5 displays that W3 has a great impact on the

mid-band S11 due to the coupling effect between both
sides of the L-shaped slot. As W3 increases, the mid-
band impedance matching of the antenna enhances. In
addition, W3 also has great effects on AR bandwidth.
With W3 increasing from 2 mm to 4 mm, the CP mode
in the upper band shifts down and extends ARBW. How-
ever, CP performance deteriorates with the continued in-
crease of W3. Finally, to realize the widest ARBW, the
value of W3 is selected as 4 mm.

B. Effects of the height of the right ground plane (L2)
It can be seen from Figure 3 that asymmetric

ground plays an important role in optimizing impedance
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Fig. 7. Effects of W7 on the antenna performance. (a)
S11, (b) AR.

characteristics and achieving basic CP mode. Changing
the height of the right ground (L2) can influence current
intensity at top edge of the right ground and the coupling
effect between the right ground and radiator to alter the
CP behavior. Figure 6 (b) exhibits that the CP modes
in the middle- and high-frequency bands are sensitive to
the variety of L2. Through comprehensive comparison,
it is determined that when the value of L2 is 11 mm, the
antenna gets vintage performance.

C. Effects of the width of the square slot (W7)
The introduction of the square slot in the upper left

corner of DCSP generates a CP mode at high frequency.
W7 influences the y-direction current component around
the slot, which strongly affects CP performance at high
frequency. This effect can also be observed in Fig-
ure 7, high-frequency CP mode keeps changing with
the variation of W7. However, the S11 is affected

slightly by W7. Finally, the value of W7 is chosen
as 6 mm.

IV. EXPERIMENTAL VERIFICATION
In Figure 1 (b), the prototype has been fabricated

according to optimal sizes shown in Table 1. The sim-
ulated and measured S11, AR, and gain are compared
in Figures 8 (a), (b), respectively. The measured ZBW
is 117.8% (2.2–8.5 GHz), and measured ARBW of the
antenna is 62% (4.45–8.45 GHz), which are consistent
with the simulation results, except for slight offsets in
the upper and lower bands, respectively. The overall
variation trend of the measured peak gain is consistent
with the simulated result, but it is slightly larger than the
simulation result by 1 dBic in most frequency bands and
slightly lower than the simulation result above 7.4 GHz,
as shown in Figure 8 (b). These differences between the
measured and simulated results can be attributed to the
manufacturing tolerance, the process error of welding

Fig. 8. Simulated and measured performance for the de-
signed antenna. (a) S11 and (b) AR and gain.
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Figure 9 Simulated and measured normalized radiation 

patterns at (a) 4.7, (b) 6.0, and (c) 7.5 GHz. 
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Fig. 9. Simulated and measured normalized radiation
patterns at (a) 4.7, (b) 6.0, and (c) 7.5 GHz.

SMA interface, and the impact of the measurement en-
vironment, but the overall measurement results are satis-
factory.

The normalized radiation patterns of the proposed
antenna at 4.7, 6.0, and 7.5 GHz in xz (ϕ = 0 ◦) and yz
(φ = 90◦) planes are shown in Figures 9 (a), (b), and (c),
respectively. The proposed antenna radiates LHCP wave
in the positive direction (+z) and RHCP wave in the op-
posite direction (-z) of the ground plane. The measured
results agree well with simulated radiation patterns.

V. CONCLUSION
A novel wideband CP monopole antenna with a sim-

ple and easily fabricated structure has been proposed in
this paper. Utilizing the DCSP with an L-shaped slot
and the modified asymmetric ground, broadband ARBW
and ZBW is achieved. The square slot etched on the left
upper of DCSP further expands ARBW. The measured
ZBW of the designed antenna is 117.8%, which fully
covers the ARBW of 62%. And the measured maximum
peak gain is 4.6 dBic. The proposed antenna is suitable

for WLAN/WiMAX/ISM (5 GHz) and C-band wireless
communication systems.
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Abstract – Millimeter-wave (mm-Wave) technology has
opened a new era of wireless communication systems
in various fields like automotive, mobile devices, Inter-
net of Things (IoT), military, medical, and others. The
benefit of adopting the unconventional frequency spec-
trum of large bandwidth under an mm-Wave spectrum
is the availability of large bandwidth and lesser chances
of interferences from various technologies. In the recent
5G communication systems either cellular or other wire-
less applications, many researchers have focused on mm-
Wave antennas and arrays. In this paper, a dual-array
antenna system is designed for various 5G mm-Wave
wireless applications. It has two arrays on the same sub-
strate edges with a series feed line compact technique.
The profile antenna system has two 1×16 arrays on the
same substrate edges. Each array gives 17.3 dB and
16.4 dB simulated and measured gains and impedance
bandwidth 31.30 GHz to 39 GHz at 38 GHz center fre-
quency. The feature to use both arrays at the same time
for two different applications within the operational band
for same or different center frequencies makes this pro-
posed dual-array antenna system a good candidate for 5G
mm-Wave wireless IoT and broadcast applications.

Index Terms – Internet of Things (IoT), antenna array,
millimeter-wave (mm-Wave).

I. INTRODUCTION
The technological development in cellular devices,

androids, and broadcast applications with the passage
of time has inspired a high-speed data rate demand that
leads to a 5G communication system. The high fre-
quency bands in millimeter-wave (mm-Wave) range, i.e.,
n258, n257, n261, n260, n260, and n257 have already
been allocated by the FCC for 5G communication sys-
tems.

The three main factors, i.e., arbitrary mobile device
orientation, indoor outdoor propagation environment,
and user mobility are really important for designing

antennas in cellular communication systems [1]. The
high path losses in communication systems are due to
the high operating frequencies that are compensated with
high gain directional antennas [2]. The high frequency
mm-Wave antennas provide high data rate in commu-
nication systems [3]. In high frequency communica-
tion systems, directional antenna is a good choice to
reduce delay spread, Doppler shift spread, and path loss
exponent [4]-[6]. The high frequency 5G antennas have
become a hot topic these days for wireless networks
that cover multiple bands with wide bandwidths [7]. In
[8], a proximity-coupled planar antenna array is pre-
sented that gives 21 dBi high gain with impedance band-
width 27.5–28.5 GHz for cellular 5G applications. In
[1], a multi-mode phased antenna array is proposed to
cover the frequency band 25–33 GHz. In [9], the 8-
element antenna array is designed for 5G wireless cel-
lular applications that give 12 dBi gain with 26.5–38
GHz impedance bandwidth with low side lobes. In
[10]-[21], a substrate integrated waveguide (SIW) feed
network is used to get large impedance bandwidth and
high gain. In [22], A SIW-fed 8×8 antenna array is
presented that gives 26.7 dBi gain with impedance band-
width 35.4–41.7 GHz. A series-parallel feeding tech-
nique is preferred instead of traditional parallel power
divider networks for tight planar array configurations and
compact sizes [23]. A novel method is used in [24]
to reduce mutual reduction in 8-element antenna array
that gives 11.32 dBi gain with the impedance bandwidth
24.75–28.5 GHz.

This article presents a dual-array antenna sys-
tem with a compact feeding network for various 5G
mm-wave multiple wireless applications as shown in
Figure 1. The compact feeding structure is based on a
series-parallel technique as in [23].

All patch elements are in parallel connection with
a single series feed line. So, they all are excited
with a single port. The profile antenna element has a
half-moon slot at the center and is excited at 38 GHz
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Fig. 1. 5G antennas; (a) single antenna element, (b) 1×4
antenna array, (c) 1×16 antenna array.

center frequency antenna to operate for n260 5G band
for high-speed data rate applications. Each array exhibits
equal broad bandwidth with high gain and negligible side
lobes. There is a little drop or discrimination of gain at
edge frequencies for the entire bandwidth.

The operation of dual-array antenna structure with
compact feed network for two different applications at
the same or different frequencies within the operational
band makes this proposed array a good candidate for
multi-wireless mm-Wave applications. The profile 1×16
dual-array antenna can be used for Internet of Things
(IoT) and cellular applications in smartphones with two
1×4 antenna arrays for end-fire coverage. Furthermore,
the proposed 1×16 dual-array antenna is also a good can-
didate for indoor and outdoor mm-Wave broadcast and
IoT applications. The simulation results from ANSYS
18.2 HFSS are compared with the measured results for
validity check.

The paper is organized as follows: section II dis-
cusses the antenna design and principle of operation.
Results and discussions lie in section III. Final summary
is in section IV.

II. ANTENNA DESIGN AND PRINCIPLE
A. Antenna design

It is really important to design a broadband mm-
Wave antenna element with high gain for array config-
uration as shown in Figure 1. In the first step, an antenna
element is simulated without any slot on the patch at 38
GHz center frequency on a Rogers-5880 dielectric sub-
strate with basic micro strip antenna design formulae as
follows in [25, 26]. The antenna element gives 7.15 dBi
gain with impedance bandwidth 36.16–39.27 GHz with
32.78 dB return loss as shown in Figure 2 (a) and (b).
In the 2nd step, a half-moon slot is added on the patch

array elements are 
3

  spaced and are connected with a 

series feed line mechanism. 

 
                                     (a) 

 

 
                                     (b) 

 
(c) 

Figure 2. Single element antenna results; (a) realized 

gain, (b) simulated reflection coefficient without slot, 

(c) simulated reflection coefficient with half-moon slot. 

 

 

III. RESULTS AND DISCUSSIONS  
The proposed dual-array antenna system is a 

prototype as shown in Figure 3(a) and (b). In dual-array 

antenna system, each array is connected to a 2.92k mm-

Wave connector separately. Each 1×16 antenna array 

exhibits high gain with a large impedance bandwidth in 

mm-Wave frequency range. Firstly, a single patch 

element is simulated without any slot. It gives a wide 

radiation pattern with narrow bandwidth. In the next step, 

a half-moon slot is added on the patch to improve the 

band width as shown in Figure 2(a), (b), and (c).  

Secondly, a 1×4 antenna array is simulated for 

array description, design confirmation, and end-fire 

coverage demonstration for smartphone application. 

The 1×4 antenna array exhibits 12.91 dB simulated gain 

as shown in Figure (4). With these parameters, a dual-

array antenna with two 1×16 antenna arrays is 

simulated and then fabricated for mm-Wave 5G multi-

wireless applications. It exhibits high gain with large 

impedance bandwidth. In dual-array antenna system, 

both arrays give almost the same radiation pattern and 

impedance bandwidth. Figure 5 shows the simulated 

and measured radiation patterns for one of the 1×16 

antenna arrays at 38 GHz center frequency. The plot in 

Figure 6 gives the measured and simulated reflection 

coefficient of 1×16 antenna array with the impedance 

bandwidth 31.30–39 GHz. It shows that the profile 

dual-array antenna system with a compact feed 

mechanism is a good candidate to achieve broad 

bandwidth. There is no evident influence looks on 

antenna performance from simulated and measured 

results.  
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Fig. 2. Single element antenna results; (a) realized gain,
(b) simulated reflection coefficient without slot, (c) sim-
ulated reflection coefficient with half-moon slot.
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Table 1: Specifications of antenna element
No. Description Units/quantity
1 Patch length 2.34 mm
2 Patch width 3.12 mm
3 Substrate length 5.43 mm
4 Substrate width 4.21 mm
5 Substrate height 0.5 mm
6 Feed line length 2.413 mm
7 Feed line width 0.543 mm
8 Inset gap 0.1003 mm
9 Moon slot radius 0.4 mm
10 Series line width 0.543 mm
11 Frequency 38 GHz

to improve the bandwidth. The antenna parameters are
mentioned in Table 1. The antenna element with half-
moon slot gives an improved bandwidth 31.30–39 GHz
at 38 GHz center frequency as shown in Figure 2 (c).

Firstly, a 1×4 array is simulated at 38 GHz center
frequency as shown in Figure 1 (b) for demonstration
and then two 1×16 antenna arrays on the same substrate
edges are designed. Each array has a separate feed port.
The antenna elements are connected in a compact series
feed line mechanism. Each series feed line has an mm-
Wave port connector at the center.

B. Dual-array antenna
With the optimized configuration of antenna ele-

ment, a dual-array mm-Wave 5G antenna is designed
with high gain and large bandwidth. The antenna
array with 4-element configuration is simulated for array
demonstration. The main dual-array antenna consists of
two 1×16 antenna arrays on a single substrate edge in
the broadside direction with two separate ports. The pro-
posed dual-array antenna can be used for mm-Wave 5G
multi-wireless applications. It is also applicable to mm-
Wave 5G base stations, broadcast, and IoT applications.
So, the proposed dual-array antenna structure looks a
good candidate for strong signal coverage for 5G appli-
cations. The antenna uses Rogers-5880 dielectric sub-
strate with 0.5 mm height, 0.002 loss tangents, and 2.2
relative permittivity. Each antenna element has dimen-
sions as mentioned in Table 1. The substrate size of 1×4
antenna array is 3.43 mm × 29.80 mm × 0.5 mm and each
1×16 antenna array has 29.80 mm × 90.49 mm × 0.5 mm
dimensions. The antenna array elements are spaced and
are connected with a series feed line mechanism.

III. RESULTS AND DISCUSSIONS
The proposed dual-array antenna system is a proto-

type as shown in Figures 3 (a) and (b). In dual-array
antenna system, each array is connected to a 2.92k mm-
Wave connector separately. Each 1×16 antenna array
exhibits high gain with a large impedance bandwidth in

Fig. 3. Fabricated dual antenna array; (a), (b), and (c).

mm-Wave frequency range. Firstly, a single patch ele-
ment is simulated without any slot. It gives a wide radi-
ation pattern with narrow bandwidth. In the next step, a
half-moon slot is added on the patch to improve the band
width as shown in Figures 2 (a), (b), and (c).

Secondly, a 1×4 antenna array is simulated for
array description, design confirmation, and end-fire cov-
erage demonstration for smartphone application. The
1×4 antenna array exhibits 12.91 dB simulated gain as
shown in Figure (4). With these parameters, a dual-
array antenna with two 1×16 antenna arrays is simulated

Fig. 4. Simulated realized gain of 1×4 antenna array.
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Fig. 5. Simulated and measured realized gain of 1×16
antenna array.

and then fabricated for mm-Wave 5G multi-wireless
applications. It exhibits high gain with large impedance
bandwidth. In dual-array antenna system, both arrays
give almost the same radiation pattern and impedance
bandwidth. Figure 5 shows the simulated and measured
radiation patterns for one of the 1×16 antenna arrays at
38 GHz center frequency. The plot in Figure 6 gives the
measured and simulated reflection coefficient of 1×16
antenna array with the impedance bandwidth 31.30–39
GHz. It shows that the profile dual-array antenna system
with a compact feed mechanism is a good candidate to
achieve broad bandwidth. There is no evident influence
looks on antenna performance from simulated and mea-
sured results.

Figure 7 shows the measured and simulated antenna
gains of the proposed dual-array antenna system for
the entire bandwidth. It is clear that the gain slightly
drops for the entire bandwidth. A little discrimination
is observed between simulated and measured results due
to the high-frequency mm-Wave connector and soldering
effect.

IV. CONCLUSION
This paper presents a design of dual-array antenna

system with compact feed network. The profile antenna
array structure is based on a series feed mechanism for
a tight planar configuration, easy fabrication, and broad
bandwidth. It is applicable to where compact size is
required. Both arrays can be operated for two different
applications within the operational band for same or dif-
ferent center frequencies for cellular, IoT, and different
broadcast mm-Wave applications. This makes the pro-
posed dual-array antenna system a good candidate for 5G
mm-Wave multi-wireless applications. It may further be
enhanced for phased antenna array cellular applications.

Fig. 6. Reflection coefficient of 1×16 antenna array.

Fig. 7. Gain curve of 1×16 antenna array.

A good agreement between measured and simulated
results makes this profile dual-array antenna structure
suitable for mm-Wave 5G multi-wireless applications.
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Abstract – A novel printed design of a Yagi–Uda antenna
is introduced for dual-band operation at 28/38 GHz. A
corrugated strip dipole with a capacitively end-coupled
extension strip is employed as the driven element. The
proposed antenna has two triangular-shaped reflectors
and one director. The driven dipole is fed through a
coaxial feed line constructed as three unequal length
transition strips. A four-port MIMO antenna system
constructed using the proposed Yagi–Uda is suggested
for mobile phones. CSTr simulator is used to study
the effect of the different design parameters on the
antenna gain and the operating bands. Numerical and
experimental investigations are achieved to assess the
performance of both the single-element antenna and
the four-port MIMO antenna system. It is shown that
the simulation results agree with the experimental mea-
surements and both show good performance of the single
antenna as well as the MIMO antenna system. The band-
widths achieved around 28 GHz and 38 GHz are about 4
GHz and 1.4 GHz, respectively. The gain of the antenna
is about 9 and 10 dB at 28 and 38 GHz, respectively. The
four-antenna configuration shows radiation pattern diver-
sity required for MIMO system. The envelope correla-
tion coefficient (ECC) and the diversity gain (DG) are
calculated and the results show that the proposed MIMO
antenna system is suitable for the forthcoming 5G mobile
communications.

Index Terms – MIMO, Yagi–Uda, spatial diversity.

I. INTRODUCTION
It has been recently reported that mm-wave in the

28 GHz and 38 GHz frequency bands can be used in
wireless cellular communication systems [1]. The future
fifth generation (5G) applications require higher band-
widths for higher data rates provided by the millime-
ter wave bands [2]. However, as the operating fre-
quency increases, the wavelength of the signal becomes
shorter and consequently the free-space path loss is
higher, according to Friis transmission equation [3], [4].
Thus, high-gain antennas may be needed to compen-

sate for the large free-space path losses and various
forms of fading that can be observed in the communica-
tion channel [5], [6]. MIMO antenna system can offer
advantages when considering multipath effects. The
combination of both high gain and MIMO configura-
tions can provide some novel antenna and circuit solu-
tions for mobile communication applications at mm-
wave frequencies. This can minimize the operating costs
of any supporting power amplifiers and other control
circuitry [7].

The frequency spectrum around 28 GHz, 38 GHz,
60 GHz, and 73 GHz are estimated bands under con-
sideration for 5G technology. These millimeter wave
bands would bring new challenges in the implementa-
tion of MIMO antennas for handheld devices [8]. With
the fast development of the industry of wireless commu-
nication, there is an increase in the demand of multiband
and highly isolated MIMO antennas for terminal users
of cellular networks. Various dual-band MIMO antennas
have been reported in literature. In [8], a 4×4 28/38 dual-
band MIMO antenna system employing a round patch
EBG Cell is introduced with low mutual coupling at both
bands even at a close distance of 0.7 mm. In [9], a lin-
ear array of dual band 28/38 GHz Yagi–Uda antennas
for 5G mobile MIMO systems is introduced. In [10],
a dual-band MIMO antenna system composed of two
orthogonal elements operating in the frequency bands
1.62–3.2 GHz and 4.4–5.9 GHz. In [11], a 28/38 dual-
band slotted rectangular patch antenna with proximity
coupled feed was built on a multilayer substrate of low-
temperature co-fiber ceramics. The antenna achieves
wide bandwidth of more than 4 GHz at both operat-
ing frequencies. In [12], a dual-band 28/45 circular
microstrip patch antenna with an elliptical slot is pre-
sented with bandwidths of 1.3 GHz and 1 GHz at 28 GHz
and 45 GHz, respectively. A circular radiating patch
placed non-concentrically inside a circular slot etched off
the ground plane is presented in [13], operating at 28 and
38 GHz bands.

Yagi–Uda antennas are good candidates for millime-
ter wave and microwave applications due to their high
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gain, high efficiency, low-cost, and ease of fabrication.
They are one of the most known endfire radiation pat-
tern antennas that can achieve medium gain. In [14], a
Yagi–Uda antenna operating at 24 GHz has been imple-
mented in an 11-beam system using a planar array and
a two-inch Teflon spherical lens. The use of Yagi–Uda
for mm-wave applications has also been demonstrated in
[15], where a corrugated ground plane is employed as a
reflector to improve the gain for a linear antenna array
operating at 60 GHz. A substrate-integrated waveguide
Yagi–Uda antenna having the advantages of low pro-
file and light weight was reported in [16]. A dual-band
printed Yagi–Uda with enhanced reflectors to increase
the gain is introduced in [17]. In [18], a modified Rot-
man lens feeding an antipodal Yagi–Uda antenna array
is designed and fabricated for 5G wireless communi-
cations at the 28 GHz band. Other types of high-
gain antennas are investigated in literature for mm-wave
MIMO application. For example, the antenna proposed
in [19] consisting of a substrate integrated waveguide
(SIW) slot and two SIW grooves operating in the Ka-
band with a gain of 9.5–11 dBi and good isolation in
the frequency range 26.8–28.4 GHz, but this antenna
occupies large space (39.8 mm × 33.4 mm) on the
board.

This paper presents a compact printed dual-band
Yagi–Uda MIMO antenna system for 5G mobile com-
munication. The modified Yagi–Uda proposed design
in this work can be very attractive for next generation
wireless terminals due to its high gain, good wideband
performance, and small form factor. Practically, the
proposed MIMO antenna system can be integrated on
the far top or bottom side corners of a mobile phone
backplane, or positioned at the edges of the mobile
chassis. The detailed literature review described above
shows that the simple MIMO antenna design, as pro-
posed in this paper, has not been investigated previ-
ously offering good integration, compact size, high gain,
and simple fabrication for 5G mm-wave mobile handset
applications.

II. THE PROPOSED DUAL-BAND YAGI–UDA
ANTENNA

A. Design of the driven dipole, reflectors, and
director

The present section describes the design of the pro-
posed Yagi–Uda antenna. The antenna is fed through a
microstrip line. A microstrip line to CPS line transition is
employed. The length of a resonant free-standing dipole
can be approximated,

Lo ≈ 0.46×λo, (1)
where, Lo is the free-standing dipole length, and λo is the
free space wavelength. A dipole printed on a substrate’s
Rogers RO3003r with epsilon ε = 3 requires the dipole

Fig. 1. Schematic of the proposed design for the
Yagi–Uda antenna.

length to be modified as,

L =
0.46×λo√

∈+1
2

. (2)

To get the printed dipole with dual resonant frequen-
cies at 28 and 3 GHz, the value of λo in (1) is set to the
free space wavelength corresponding to 38 GHz and then
an extension strip is capacitively end-coupled to each
of the dipole arms through an infinitesimal gap. The
length of the strip and the gap are set so that the extended
dipole structure has two resonances at 28 and 38 GHz.
Each dipole arm has three equally spaced corrugations
with dimensions set for good impedance matching. Two
reflectors and one director are employed to enhance the
antenna gain. The preliminary dimension of the director
is 5% shorter than the driven dipole, while each reflector
is 5% longer than the driven dipole. The accurate length
of the director and the reflectors are set with the aid of
electromagnetic simulation using the CSTr simulator.

B. Design of the feeding balun
The feeding balun is composed of four stages. The

first three stages are cascaded microstrip line regions
with different lengths and widths designed for 50 Ω

impedance matching. The fourth stage is parallel strip
(twins) transmission line. One of the dipole arms and
its extension strip are printed on the bottom layer of the
substrate and connected to the ground plane. The geom-
etry with indicated symbolic dimensional parameters of
the proposed antenna is shown in Figure 1. The dotted
red line denotes the borders of the printed regions on the
back side of the substrate.

III. MIMO ANTENNA SYSTEM FOR
MOBILE 5G PHONES

A MIMO antenna system is constructed using four
elements of the proposed dual-band Yagi–Uda antennas
operating in the 28/38 GHz bands for the forthcoming
5G mobile phones. The four antennas are suggested to
be placed on the edges of a mobile phone as shown in
Figure 2. The separations between the four antennas lead
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Fig. 2. The four-port MIMO antenna system proposed
for 5G mobile phones.

to the spatial diversity required for the target 5G applica-
tions allowing high performance at high bit rates. The
performance of the MIMO antenna system including the
return loss at each antenna port and the coupling coeffi-
cients between the different ports is investigated. The
radiation patterns produced when each port is excited
alone are shown to be suitable for the pattern diversity
scheme.

IV. RESULTS AND DISCUSSIONS
In this section, both the numerical results obtained

by electromagnetic simulations and the experimental
results obtained by microwave measurements for the fab-
ricated prototypes of the single antenna and the MIMO
antenna system are presented, discussed and compared.
The presented results are concerned with investigating
the return loss and radiation patterns of the single CPS-
and MS-fed Yagi–Uda antenna. Also, the results are
concerned with the coupling coefficients, the radiation
patterns, and the diversity gain (and the corresponding
envelope correlation coefficient) of the four-port MIMO
antenna configuration.

A. Performance assessment of the proposed
dual-band antenna
A.1 Return loss and bandwidth

The proposed Yagi–Uda antenna is designed on
Rogers RO3003Cr with dielectric constant εr = 3,
dielectric loss tangent tanδ = 0.0021 and height h =
0.25 mm . The metal strips and ground are made of
copper with conductivity σ = 5.6× 107S/m and thick-
ness t = 0.032 mm. The design parameters are listed
in Table 1. The antenna is placed in the xy-plane
with the feed line aligned with the x-axis. The depen-
dency of the reflection coefficient, |S11|, on the fre-
quency over a wide band for the proposed dual-band
Yagi–Uda antenna is presented in Figure 3. It is clear

Table 1: Dimensional parameters for the proposed
Yagi–Uda antenna

Name Value (mm) Name Value (mm)
La 2.4 Wt1 0.5
Lt1 3.62 Lt2 4.02
Wr2 1.0 Dr 1.95
Lr2 3.4 Ld 2.79
Wt2 0.62 Wt3 0.35
Lt3 2.5 Wr1 1.0
WG 6.72 Lr1 7.6
Lext 0.8 Wext 0.2

Fig. 3. The frequency responses of the reflection
coefficients |S11| of the proposed CPS-fed and MS-
fed Yagi–Uda antennas with the dimensional parameters
listed in Table 1.

that the impedance is perfectly matched at the two fre-
quencies 28 and 38 GHz. At 28 GHz, the band width
is about 4 GHz (26.5−−30.5 GHz ), whereas at 38
GHz, the band width is about 1.5 GHz and can oper-
ate with matched impedance over the frequency range
(37.4−−38.9 GHz). The radiation efficiencies are 96%
at 28 GHz and 84% at 38 GHz.

A.2. Radiation patterns
The normalized radiation patterns for the proposed

dual-band Yagi–Uda antenna at 28 GHz and 38 GHz in
the planes φ = 0

◦
(xz− plane) and θ = 90

◦
(xy− plane)

are presented in Figures 4 (a) and 4 (b), respectively. The
maximum gain is 8.84 dBi at 28 GHz and 9.97 dBi at
38 GHz. Such radiation patterns are proper for MIMO
antenna system composed of multiple units of such dual-
band radiating elements for pattern diversity schemes.

B. Parametric study for optimum design of the
proposed antenna

The CSTr simulator is used to study the effects of
the geometric parameters of the proposed antenna pre-
sented in Figure 1 on the antenna performance. The pur-
pose of the parametric study is to arrive at the optimum
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Fig. 4. Gain patterns of the proposed dual-band antenna
at 28 and 38 GHz in the xy− plane (φ = 0

◦
) and xz−

plane (θ = 90
◦
).

design that gives good values of the reflection coefficient
(|S11|) such that |S11| ≤ −10 dB and to maximize the
gain at the required operating frequencies 28/38 GHz.

B.1. Parametric study for optimum return loss
The most effective parameter that controls the input

impedance of the proposed Yagi–Uda and, hence, the
operating resonance frequencies is the dipole length Ld .
The effect of Ld on the operating frequencies and band-
width is illustrated in Figure 5. As shown in Figure 5,
this parameter has significant effects on the resonant
frequency as well as the value of |S11| at these reso-
nances. It should be noted that the other dimensional
parameters have the values given in Table 1. The value
of Ld = 2.8 mm gives the best matching bandwidth
at the required 28/38 GHz operating frequencies. The
bandwidth at 28 and 38 GHz is about 4 and 1.5 GHz,
respectively.

Another parameter that affects the value of the
reflection coefficient at the resonance frequencies is the
length of the extension strip Lext . This extension strip is
capacitively coupled to the dipole and acts as a capacitive
impedance which improves the impedance matching at
the operating frequencies. The dependence of the reflec-
tion coefficient on frequency for different lengths of the
extension strip is presented in Figure 6.

Fig. 5. Dependence of |S11| on the frequency for differ-
ent values of the geometrical parameter Ld .

Fig. 6. Dependence of |S11| on the frequency for differ-
ent values of the geometrical parameter Lext .

B.2. Parametric study for optimum gain
The most important parameters which affect the gain

of the antenna at the operating bands are the length
Lr1,Lr2 of the first and second reflectors, respectively,
and their locations. Another parameter which controls
the value of the gain is the length of the director La and its
location. The dependence of the value of the gain in the
forward direction (θ=90

◦
and φ = 0

◦
) on the location

of the first reflector for different values of the reflector
length is presented in Figure 5. The other design param-
eters are set according to the values in Table 1. The effect
of the second reflector length and location on the gain is
shown in Figure 6. The rest of the design parameters are
as shown in Table 1.

The director length and where it is placed behind the
antenna effect on the gain is studied for different director
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Fig. 7. Effect of the first reflector length and location on
the gain at the two operating frequencies 28/38 GHz.

Fig. 8. Effect of the second reflector length and location
on the value of the gain at both operating bands.

lengths and locations and presented in Figure 7. It is
clear from Figures 5, 6, and 7, that there is an optimum
location for placing each of the reflectors and the director
to obtain the highest gain.

It is clear from the Figures 5 and 6 that the gain is
almost linearly varying with the reflector length for the
38 GHz and has a peak at specific location for the 28
GHz. In Figure 7, the value of the gain by varying the
director location is almost constant at 28 GHz, and has a
peak value at certain location at 38 GHz.

C. Performance assessment of the proposed four-port
MIMO antenna system
C.1. Impedance matching and coupling coefficients

A four-port MIMO antenna configuration mounted
on a mobile phone chassis with dimensions Lm = 150mm
and Wm = 75mm, and separation distances between the

Fig. 9. Effect of the director length and location on the
gain at the two operating frequencies 28/38 GHz.

Fig. 10. Simulated frequency response of the reflection
and transmission coefficient of the four-port Yagi–Uda
MIMO antenna system.

antennas d1 = 58mm and d2 = 56mm as that shown in
Figure 3 is studied. Each antenna is printed on a 0.25
mm Rogers RO3003r substrate with the dimensional
parameters listed in Table 1. Figure 10 shows the depen-
dence of the self and mutual scattering parameters on
the frequency over a very wide band. It is shown that
the reflection coefficients at the different antenna ports
are almost identical and satisfy the impedance matching
condition (low return loss <−25dB) over the lower and
upper operational frequency bands which are centered
at 28 and 38GHz, respectively. On the other hand, the
mutual scattering parameters show very weak coupling
between the antenna ports, where all these coefficients
are maintained below −35dB over the entire frequency
range.

C.2. Radiation patterns of the MIMO antenna system
The radiation patterns produced by the proposed

MIMO antenna system when exciting each port alone are
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Figure 11. Radiation patterns in the antenna plane for 

the four-port MIMO antenna using the proposed dual-
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Figure 12. Radiation patterns in the plane normal to the 
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Fig. 11. Radiation patterns in the antenna plane for the
four-port MIMO antenna using the proposed dual-band
antenna at 28 and 38 GHz.

presented in Figures 11 and 12 at 28 and 38 GHz, where
the radiation patterns are shown to satisfy the diversity
required for the mobile phone MIMO systems. The
maximum achieved gain at 28 GHz is about 8.9 dBi for
both antenna 1 and antenna 3, and 9.05 dBi for antenna
2 and antenna 4. Whereas, the maximum gain at 38
GHz is about 9.78 dBi for both antenna 1 and antenna
3, and 9.89 dBi for antenna 2 and antenna 4. Besides
the reasonable size of the MIMO antenna system and
the fairly wide separations between the antennas that
produce high-diversity gain, the obtained pattern diver-
sity provides excellent solution for the forthcoming 5G
mobile communication systems.
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Fig. 12. Radiation patterns in the plane normal to the
antenna plane for the four-port MIMO antenna using the
proposed dual-band antenna at 28 and 38 GHz.

C.3. Envelope correlation coefficient and diversity
gain of the four-port MIMO antenna system

The frequency responses of the envelope correlation
coefficient (ECC) and the diversity gain (DG) of the pro-
posed four-port MIMO antenna system are presented in
Figure 13. It is shown that the ECC is almost 0 and, con-
sequently, the DG is almost 10 over the lower and upper
frequency bands (centered at 28 and 38 GHz), which is
the best achievable performance for a MIMO antenna
system.

D. MIMO antenna fabrication and experimental
assessment

This section is concerned with the presentation and
discussions of the experimental measurements of the
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Fig. 13. Frequency dependence of the ECC and DG
of the four-port MIMO antenna proposed in the present
work.

dual-band Yagi–Uda antenna and the proposed MIMO
antenna system whose simulation results are presented
and discussed in the previous sections. Prototypes are
fabricated for the single antenna as well as the four-port
MIMO antenna system. To confirm the accuracy of the
assessed performance for both the single antenna and the
MIMO system, the measurement results are compared to
those obtained by electromagnetic simulation using the
commercially available CSTr software package.

D.1. Fabrication and measurements of the single
antenna prototype
D.1.1. Measurement of the return loss

A prototype of the proposed dual-band Yagi–Uda
antenna is fabricated for experimental verification of
the simulation results concerning the dependence of the
reflection coefficient on the frequency and the radia-
tion patterns. The substrate used for fabrication is
Rogers RO3003r, with substrate height h = 0.25mm,
dielectric constant εr = 3 and dielectric loss tangent
δ = 0.0013. The same design dimensions given in
section 4.1.1 are used for the fabrication process. Top
and bottom views of the fabricated prototype are pre-
sented in Figure 14. The 2.4 mm end launch connector
from Southwest Microwave Inc. is used to measure the
port performance of the prototype antenna shown in Fig-
ure 14 using the vector network analyzer (VNA) from
Rohde and Schwartz model ZVA67. After performing
the required settings and calibration procedure, antenna
prototype under test is connected to the VNA as shown

Fig. 14. Photograph of the fabricated prototype of the
dual-band 28/38 GHz Yagi–Uda proposed for MIMO
antenna systems of 5G mobile handsets.

in Figure 15 (a) and the return loss |S11| is measured.
The result measurements are compared to that obtained
by simulation using the CSTr software package and
plotted in Figure 15 (b) showing good agreement. The
measurement results for |S11| show that the proposed
antenna has an impedance matching bandwidth of about
2.7 GHz (27.5-30.2 GHz) for reflection coefficient <-
10dB around the 28 GHz band, and 1.7 GHz (37.3-39
GHz) around the 38 GHz band.

D.1.2. Measurements of the radiation patterns and
maximum gain

For experimental measurement of the radiation pat-
tern of the fabricated dual-band antenna, the standard
gain linear-polarized horn antenna model LB-018400 is
used as a reference antenna and the experimental setup
is made as shown in Figure 16. The measurements are
performed in an anechoic chamber with the vector net-
work analyzer Rohde and Schwartz model ZVA67. The
distance between the reference antenna and the antenna
under test is 60 cm. The radiation patterns are mea-
sured at 28 and 38 GHz in the two principal planes x− z
(φ = 0◦) and x− y (θ = 90◦). The radiation patterns
obtained through simulation and experimental measure-
ments are presented in Figure 17 showing good agree-
ment. The measured maximum gain is 8.7 dB at 28 GHz
and 9.5 dB at 38 Ghz.

D.2. Fabrication and measurements of the MIMO
antenna system

In this section, the proposed dual-band antenna is
employed to construct a four-port MIMO antenna system
mobile handset antenna mockup as shown in Figure 18.
The mockup is constructed of a solid rectangle shape
of dimensions 75× 150mm2 with four openings of the
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(a)

(b)

Fig. 15. (a) Experimental setup for measuring the return
loss of the dual-band antenna. (b) Measured frequency
response of the return loss of the dual-band antenna com-
pared with the simulation results.

Fig. 16. Experimental setup for measuring the radiation
pattern and gain of the dual-band antenna.

same size as the single antenna at the specified loca-
tions shown in Figure 3 with d1 = 58mm and d2 = 56mm.
The four-port MIMO antenna system mounted on the
antenna mockup is shown in Figure 18. The 2.4 mm
end launch connectors from Southwest Microwave Inc.
are used for measuring the return loss of each antenna
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Figure 17. Measured radiation patterns of the dual-band 
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Fig. 17. Measured radiation patterns of the dual-band
antenna compared with the simulation results.

and the mutual coupling between each antenna pair using
the VNA Rhode & Schwartz model ZVA67. During the
measurement process, 50Ω loads are connected to the
elements not under test to avoid their effects. Figure 19
illustrates the measured return loss for each antenna in
the frequency band 25-45 GHz. It is evident that the
MIMO antenna system exhibits good impedance match-
ing at both the operating frequencies 28 and 38 GHz. The
mutual coupling coefficients are measured and plotted as
shown in Figure 20. It is clear that the MIMO antenna
system has very low mutual coupling <-38dB over the
entire frequency range.
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Fig. 18. Fabricated prototype for the four-port MIMO
antenna system constructed on a mockup with four
Yagi–Uda antennas arranged on the edges.

Fig. 19. Measured frequency response of the return loss
of the four-port MIMO antenna system.

Fig. 20. Measured frequency response of the mutual cou-
pling coefficient of the four-port MIMO antenna system.

V. CONCLUSIONS
An enhanced modified Yagi–Uda antenna design

is introduced for the 28/38 GHz dual-band operation.
The antenna is constructed from a driving corrugated
dipole and a capacitively end-coupled extension strip
with two reflectors and one director. A four-port MIMO
antenna system for mobile handsets is constructed using
the proposed Yagi–Uda. Numerical and experimental

investigations are achieved to assess the performance
of both the single antenna and the four-port MIMO
antenna system. It is shown that the simulation results
agree with the experimental measurements and both
show good performance of the single antenna as well as
the MIMO antenna system. The bandwidths achieved
around 28GHz and 38GHz are about 4GHz and 1.5GHz,
respectively. The four-antenna configuration shows radi-
ation pattern diversity which is required for MIMO sys-
tem operation. The calculated envelope correlation coef-
ficient (ECC) and diversity gain (DG) show that the
proposed MIMO antenna system can serve as a mobile
phone antenna.
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Abstract – This paper presents an overview of design
and functionality of three novel leaky wave antennas
(LWAs) that are proposed as a possible hyperthermia
system using LWA logic. LWAs are best known for
their interesting property of frequency scanning. This
makes them appealing for beam steering applications
such as biomedical hyperthermia and radar applica-
tions. Regarding the biomedical hyperthermia appli-
cation, the property of beam scanning could be used
for treatment of tumors found in different regions and
depths of a given tissue. The proposed antennas are
as follows: (1) mushroom-typed leaky wave antenna,
(2) two-dimensionally (2D) periodically slotted leaky
wave antenna, (3) belt-shaped leaky wave antenna. Each
antenna provides distinguished advantages for hyperther-
mia therapy which will be discussed in the correspond-
ing sections. For example, the belt-shaped leaky wave
antenna is a conformal antenna that could follow the
cylindrical shape of the patient’s neck and focus the elec-
tromagnetic beam on the neck tumors. Two-dimensional
LWAs such as mushroom-typed leaky wave antennas
provide more beam steering flexibility compared to 1D
types such as 1D slotted leaky wave antennas.

Index Terms – hyperthermia, leaky wave antenna
(LWA), mushroom-typed leaky wave antenna, 2D peri-
odically slotted leaky wave antenna, belt-shaped leaky
wave antenna.

I. INTRODUCTION
A promising therapeutic treatment for dealing with

cancerous tumors, is a nonsurgical modality known as
hyperthermia. Hyperthermia can be applied to a human
body tissue in which the electromagnetic radiation of the
near field of an antenna or applicator is exposed to that
tissue and elevates the temperature of it. Hyperthermia
is applied to a target tissue such that the regions other
than the cancerous ones are not affected by this radia-
tion and thus no temperature elevation should happen in
the surrounding healthy regions [1, 2]. Hyperthermia is
not necessarily the final treatment for cancerous tumors
but could be used in combination with other treatment

methods such as chemotherapy to achieve the best results
[3, 4]. Hyperthermia has two types: superficial hyper-
thermia (SHT) and deep hyperthermia (DHT). SHT is
usually used for the tumors that are found in depths of
about 4 cm or less and DHT is used for tumors that are
situated in regions deeper than 4 cm. Usually the fre-
quency ranges that are used for SHT are about 915 MHz
or 2.45 GHz for US and 434 MHz for Europe and Japan
[5]. The efficient temperature elevation for hyperthermia
treatment is between 40◦C−45◦C. The metabolism and
the blood flow of the malignant cells are different from
the normal cells and they are more vulnerable to temper-
ature elevation. Different antenna types and beam focus-
ing methods have been proposed in the corresponding
literature. The treatment efficiency of each antenna or
applicator depends on the dimensions of a tumor, depth
of the tumor, size, and the intrinsic characteristics of
the tissue such as conductivity. For superficial tumors,
microstrip patch antennas have been used while for deep-
seated tumors slot antennas have been proposed to be
inserted into a tissue since for such tumors, heat needs to
be transferred to the tissue depth [4]. In [8], a microwave
hyperthermia system using a coaxial-slot antenna in both
single and array forms has been introduced. The single
antenna was used to treat a shallow tumor in the right
shoulder area of a 60-year-old patient and the array appli-
cator was used for the treatment of a tumor in the right
shoulder region of a 61-year-old patient. Another liter-
ature [9] proposes a balun-free helical antenna with two
different matching systems of quarter-wave network and
also a Π-network. This system was tested upon a bovine
liver tissue using the input power of 42W for a time
length of 5–10 minutes. Another design has been intro-
duced in our earlier work [10] that proposes a substrate
integrated waveguide LWA for hyperthermia functional-
ity in frequency range of 13.8–15.2 GHz which is capa-
ble of addressing superficial cancerous tumors. Antenna
arrays are typically used to illuminate the beam on a tis-
sue with higher focusing capability compared to single-
antenna systems. A promising application of antenna
arrays has been in imaging of the leukemia, breast cancer
[17]-[42], and cardiac anomalies [43, 44]. For example,
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[2] introduces a hexagonal focused array that operates at
433 MHz. In this design, there is an array of patch anten-
nas located on each side of the hexagon and the sample
bio-tissue is placed at the center of this structure to be
heated up. In [3], a SIGMA-Eye applicator array has
been designed. The applicator system consists of three
rings of dipole antennas. The best performance with this
applicator array has been observed when all the anten-
nas were in phase and fed with the same power. In [4],
the authors have introduced two types of antennas that
both function at the frequency of 2.45 GHz. Usually, in
order to treat malignant tumors that are in-depth, antenna
arrays are used. Lower working frequencies such as
915 MHz could provide a considerable heat penetration.
In order to avoid having superficial skin burns, a water
bolus is basically used that is placed between the antenna
system and the tissue [5]. Some designs are introduced
to have hyperthermia treatment for a specific part of the
body. For example, in [6], a patch antenna design is used
as a phased-array head and neck applicator. Based on [7]
and [8] the most optimal configuration for head and neck
hyperthermia is a circular array, and in [6] the same setup
is used that consists of 12 antennas. This paper is orga-
nized as follows: in section II, we are going to discuss
the proposed antenna structures and evaluation of their
electromagnetic performances such as propagation pat-
terns and return loss. In section III the specific absorp-
tion ratio (SAR) mechanism and heating methodology
will be discussed. Section IV will contain the results
and discussion, and the conclusion will be given in
section V.

The state-of-the-art hyperthermia solutions use
antenna arrays which have higher complexities and
higher manufacture cost, while in the present work, we
have proposed simple and cheap solutions for hyper-
thermia therapy. The design and methodology of each
antenna system will be explained in the corresponding
sections but in short, we have focused on planar antennas
with different feeding mechanisms and structural topol-
ogy which would offer diverse hyperthermia treatment
depending on the geometry of the focused beams on tis-
sue. In each study, the antenna has been designed using
CST software and after calculation of the propagation
patterns, return loss and power loss density, finally the
SAR on a slice of tissue has been calculated. The bio-
tissue has been selected from the library of materials in
CST Software and the slice has been placed in close
proximity to each antenna, while this whole antenna-
tissue set has been considered as a closed thermal system
for thermal simulations. Finally, all the SAR maps have
been analyzed using a developed MATLAB code and
comparisons regarding the geometry of the heated tissue
regions and the corresponding areas have been summa-
rized in tables.

Fig. 1. The structure of 2D mushroom-type leaky wave
antenna: (a) back side, (b) front side.

II. ANTENNA STRUCTURES AND
PERFORMANCE

In the following sections A, B, and C, we will intro-
duce three antennae. For each antenna, the main features
such as return loss, propagation patterns, and directivity
will be discussed. The functionality of each antenna as a
candidate hyperthermia system will be investigated using
SAR analysis results and the comparison with interna-
tionally accepted SAR values for biomedical instruments
as a numerical validation tool for each antenna system.
Investigation of the SAR results illuminate at which fre-
quency points each antenna system tends to generate
focal beams and at which frequencies wider areas of bio-
tissues can be affected by heat. It is significant to have an
estimate of the dimensions of the tissue areas affected by
temperature elevation, which is calculated in mm2 using
MATLAB as discussed in section IV.

A. 2D mushroom-type leaky wave antenna
The mushroom-type leaky wave antenna is com-

posed of a ground plane of a perfect electric conductor
(PEC) with dimensions 159.7 mm×159.7 mm, a sub-
strate of TMM 10i with permittivity of εr= 9.8, the same
planar dimensions as the ground plane and the thickness
of Hs = 1.7 mm. There are 47 by 48 square cells that
are each connected to the ground plane by via. The
ground plane has two U-shaped slots and a microstrip
line. This antenna is fed through the ground plane using
an aperture coupling feed mechanism. The excitation
signal of the antenna is a default gaussian signal used
in CST Microwave Studio software within the frequency
range of f= 2 GHz to f= 4 GHz. The benefit of the
aperture coupling feed is that it minimizes the spurious
radiation. The advantage of the rectangular PEC cells is
that they form a mushroom structure which suppresses
surface waves and hence improves the radiation.

As we can see on Figure 2 (a), there are several
beams with directivity of about 5.44 dBi at f = 2.5 GHz.
The return loss graph on Figure 2 (b), illustrates three
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Fig. 2. (a) Propagation pattern of mushroom-type LWA
at 2.5 GHz, (b) Return loss graph.

decent frequency bands of operation, B1, B2, and B3
which have return loss values of less than -10 dB. For the
two frequency points of f 1=2.15 GHz and f 2 = 2.5 GHz,
the mushroom-type leaky wave antenna shows return
loss values of less than -18 dB. Especially, the frequency
point of about 2.5 GHz is a common frequency for many
medical instruments that work in ISM bands.

B. Two dimensionally periodically slotted leaky wave
antenna

In this type of LWA shown on Figure 3, there
is a ground plane of PEC with dimensions of
400 mm×400 mm and two different substrates, Rogers
RT6010 with permittivity εr= 10.2 and RO3003 with
permittivity εr= 3. Each individual substrate cell is
40 mm×40 mm and the whole substrate consists of 100
cells shown in red and yellow. The authors believe

Fig. 3. The structure of 2D periodically slotted leaky
wave antenna.

Fig. 4. (a) Propagation pattern of 2D periodically LWA
at 2.45 GHz, (b) Return loss graph.

that by using two different columns of higher permit-
tivity and lower permittivity, one could achieve better
propagation characteristics such as having more beam
directivity, that could be of high interest in biomedi-
cal applications that need considerable beam focusing.
Figure 4 (a) shows that beam directivities of up to 12.3
dBi have been achieved. The superstrate is a PEC which
has 39 by 23 slots. The slots cause the leakage mech-
anism in this antenna and give the antenna the capa-
bility to produce scanned beams over a wide range of
angles from broadside to end-fire directions. There are
two tapered feeding lines connected to both sides of the
superstrate. The purpose of tapered feedlines is for hav-
ing better impedance matching properties which lead to
more decent return loss values.

Figure 4 (a) illustrates the propagation pattern of this
antenna at 2.45 GHz with highly directive beams, and
Figure 4 (b) shows the return loss graph for frequency
range of 2-3.6 GHz. The antenna shows very decent
impedance matching around 2.5 GHz, 2.65 GHz, 2.85
GHz, and 3.55 GHz as marked by points f 1, f 2, f 3, and
f 4 on Figure 4 (b).

C. Belt-shaped leaky wave antenna
In this section, we would like to introduce the belt-

shaped leaky wave antenna for the first time. In the belt-
shaped leaky wave antenna, we actually have a 1D slot-
ted antenna with a tapered microstrip feeding mechanism
as shown in Figure 5. In this structure, the main moti-
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Fig. 5. The structure of ring-shaped leaky wave antenna.

vation is to have a conformal antenna that could fit the
shape of the head or neck to focus on cancerous tumors
of these regions. In the simulation environment, the tis-
sue was placed at the center of the antenna, which is
shown as violet cylinder on Figure 5 and the thermal dis-
tribution patterns of the given tissue were studied. The
substrate is TMM10 with a permittivity value of εr= 9.2.
In LWAs, we consider the mode n=−1 as a fast mode,
i.e., Vphase>c (c=speed of light) and plugging it into the
Floquet formula (1)

βn=β0+
2πn

p
. (1)

Will give the following inequality (2):∣∣∣∣β0−
2πn

p

∣∣∣∣< |β0| . (2)

And solving for p will lead to the following design
condition (3):

p<
λ0

2
. (3)

In simpler words, the mode n=−1, which is con-
sidered as a fast mode, enforces some design principles
on LWAs. This fast mode actually excites other slow
modes and leads to wave propagation from the antenna.
A portion of the EM wave leaks out of each slot as the
wave travels along the structure. The frequency range
for simulation is f= 2 GHz to f= 6 GHz. This antenna
could be designed with a considerably thin substrate to
increase the bendability of it.

Figure 6 (a) illustrates the propagation pattern of this
antenna at 2.45 GHz as well as the return loss graph. The
propagation pattern at 2.45 GHz looks like a fan beam
rather than pencil beam which is applicable to hyper-
thermia treatment scenarios that need larger tissue area is
to be targeted with temperature elevation. Figure 6 (b),
illustrates the return loss graph for this antenna. Sam-
ple frequency points of f1, f2, f3, f4, and f5 correspond
to 2.45 GHz, 2.9 GHz, 3.7 GHz, 4 GHz, and 5.2 GHz
which show very decent return loss values such as –20
dB or –25 dB.

III. SAR AND METHODOLOGY
SAR gives a measure of the rate of the absorption

of energy by a human body tissue. This measure can be
expressed by electric field intensity or temperature vari-

Fig. 6. (a) Propagation pattern of ring-shaped LWA at
2.45 GHz, (b) Return loss graph.

ation. SAR is expressed as equation (4),

SAR=
σ |Einc|2

2ρ
. (4)

In which, σ is the conductivity of tissue, Einc is
the electric field intensity of the incident wave and ρ is
the density of tissue. In other words, SAR is defined as
the average power loss density mathematically expressed
as σ |Einc|2 in density volume of a given tissue in human
body (ρ). It is important to note that a given tissue is
composed of four layers: bone, muscle, fat, and skin.
In the simulation steps of CST software, we can set
field monitors for calculation of power loss density as
explained in the SAR formula and finally the software
is able to give us the SAR as thermal maps expressed
in W/Kg (Watt per Kilogram of a tissue). There are
two main methods for SAR analysis in CST software
which are average SAR and point SAR. In the average
SAR, basically a cube of 1 g or 10 g is considered and
power loss density is calculated for this whole 3D region.
In point SAR, the software allocates a SAR value to a
given point without doing any averaging. Table 1 shows
the maxima of the mass averaged SAR values that are
acceptable world-wide [12]. The results of this work are
based on US and Canada SAR standards suggesting that
the acceptable average SAR values are to be about 1.6 W
Kg−1 or lower than that, as summarized in Table 1.

The research regarding the most optimal antenna
solutions for hyperthermia treatment is very extensive
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Table 1: SAR guide
Typical Standards SAR Limit (W/Kg)
US & Canada 1.6 (W/Kg) averaged over 1 g of

tissue
EU, Japan, Brazil 2 (W/Kg) averaged over 10 g of

tissue

simply because the thermal characteristics of a given tis-
sue differs from patient to patient and from tissue to tis-
sue. The Pennes bioheat equation interestingly connects
the temperature (T) and the applied energy distribution
using biomedical properties of a tissue [13] as expressed
by equation (5)

ρ∗c∗ ∂T
∂ t

=∇.(k∇T)+ρ∗Q+ρ∗SAR

−ρb∗cb∗ρ∗ω∗(T−Tb), (5)
in which, c is the specific heat capacity, T is temperature,
t is the time, ρ is volume density, Q is the metabolic heat
rate, SAR is the specific absorption ratio, ρb is the blood
mass density, cb is the specific heat capacity of blood,
ω is the blood perfusion rate, and Tb is the blood tem-
perature which is about 37

◦
C. By applying RF elec-

tromagnetic field, we could derive equation 4 which is
an approximated solution of the Pennes equation for our
study. We developed an image processing tool in MAT-
LAB that is able to extract the 2D image of tissue areas
affected by maximal SAR values in each of the three
antenna systems. The MATLAB code, gives us a good
insight into the geometry of the heat dissipation on tissue
areas and understanding how frequency variation could
affect the SAR values.

IV. RESULTS AND DISCUSSION
To study the capability of each antenna system as

a potential hyperthermia system, 1 g average SAR and
point SAR were calculated. In point SAR study, the
local SAR value is calculated but without any mass or
volume averaging. In the average SAR study after the
calculation of the local SAR, this value is normalized
by a fixed volume. In this study, the tissue was placed
in the near field of each antenna. Each antenna sys-
tem was excited by gaussian excitation and the solver
used was Time Domain Solver of the CST software to
calculate the EM results including propagation patterns,
return loss, VSWR, and the power loss densities at the
given frequencies. After the EM simulation was done
for each antenna, then the power loss values for targeted
frequency points were calculated as a post-processing
step. Based on the power loss values, the Thermal Solver
of CST calculated the SAR maps on bio-tissues, where
there was the option to choose between 1 g average
SAR and point SAR. The main frequency of operation
based on ISM regulation is around 2.45 GHz for medi-

Fig. 7. SAR map [W/kg] of Mushroom LWA on kidney
tissue at 2 GHz: (a) 1 g average SAR, (b) point SAR.

cal instruments. However, in our study, frequency values
of up to 6 GHz have been considered for simulation, in
order to have a better understanding of how each antenna
system operates in higher frequency bands for hyper-
thermia functionality. In the following section, the SAR
analysis results are illustrated. There are eight figures for
each antenna. Figures labeled with (a) show the average
SAR results and figures labeled with (b) show the point
SAR results. SAR values are summarized in the corre-
sponding tables for each set of results. The tissue area
is a constant number of A= 2.5504∗104 mm2 for the
mushroom type, and 2D periodically slotted leaky wave
antennas. The results for the mushroom-type leaky wave
antenna have been shown on the Figures 7–10. We can
see how the geometry of the heat distribution changes
by shifting from 2 GHz to 2.45 GHz and 3 GHz up to
3.6 GHz. At 2.45 GHz, the pattern looks like a clover.
Such SAR patterns could be suitable for targeting tissues
which have several adjacent tumor regions. Figure 7
shows the SAR analysis for the frequency of 2 GHz. The
maximal SAR value is about 1.26 W Kg−1.

Figure 8 shows the SAR analysis for the frequency
of 2.45 GHz. The maximal SAR value is about 1.63 W
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Fig. 8. SAR map [W/kg] of Mushroom LWA on kidney
tissue at 2.45 GHz: (a) 1 g average SAR, (b) point SAR.

Fig. 9. SAR map [W/kg] of Mushroom LWA on kidney
tissue at 3 GHz: (a) 1 g average SAR, (b) point SAR.

Table 2: SAR values for mushroom-type leaky wave
antenna

Frequency 1g Average SAR Point SAR
(GHz) [W/kg] [W/kg]
2 1.26 2.3
2.45 1.63 2.63
3 3.29 6.04
3.6 2.66 4.74

450 MHz, the main beam of the mushroom-type leaky 

wave antenna changes its direction. 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 
 

  
 

 

Figure 8. SAR map [W/kg] of Mushroom LWA on 

kidney tissue at 2.45 GHz: (a) 1 g average SAR, (b) 

point SAR. 
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Figure 9. SAR map [W/kg] of Mushroom LWA on 

kidney tissue at 3 GHz: (a) 1 g average SAR, (b) point 
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Figure 10. SAR map [W/kg] of Mushroom LWA on kidney 

tissue at 3.6 GHz: (a) 1 g average SAR, (b) point SAR. 
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Fig. 10. SAR map [W/kg] of Mushroom LWA on kidney
tissue at 3.6 GHz: (a) 1 g average SAR, (b) point SAR.

Kg−1. We can observe that by frequency shift of only
about 450 MHz, the main beam of the mushroom-type
leaky wave antenna changes its direction.

By switching to frequencies 3 GHz and 3.6 GHz, we
can observe that both the average SAR and point SAR
maps illustrate more focal behavior in heat dissipation.
Due to the skin effect in microwave frequencies, the pen-
etration depth of the electromagnetic waves in the corre-
sponding bio-tissue decreases as frequency increases and
the SAR maps verify this principle.

Table 2 summarizes the results of SAR analysis for
the mushroom-type leaky wave antenna. In this sec-
tion, we can observe the SAR analysis results for 2D
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Fig. 11. SAR map [W/kg] of 2D periodically slotted
LWA on kidney tissue at 2 GHz: (a) 1 g average SAR,
(b) point SAR.

periodically slotted leaky wave antenna. Starting at the
frequency of 2 GHz, the SAR results show a fuzzy heat
distribution pattern.

At 2.45 GHz, we can see two cross-shaped regions
with maximal SAR value of 0.943 W Kg−1. By
switching from 2.45 GHz to 3 GHz the affected area
transforms itself from a homogeneously heated region
(Figure 12) to a focused SAR pattern (Figure 13), which
could be applicable to a scenario where a more focused
beam is required for hyperthermia treatment.

This section illustrates the SAR results for the belt-
shaped leaky wave antenna. In this case, the tissue
geometry has been chosen to be a cylinder with the
inner radius of 73 mm and outer radius of 76 mm, and
height of 60 mm. The surface area of this geometry is
A= 1.4326∗104 mm2. As we can see on Figures 15–18,
the geometry of the heated area changes from extended
heat distribution in Figure 15 to a more focused heat pat-
tern on Figure 18.

For the belt-shaped leaky wave antenna, all the cal-
culated average SAR values are equal to or less than 1.6
W Kg−1 per 1 g of the bio-tissue. For frequencies 2 GHz,
2.45 GHz, 3 GHz, and 3.6 GHz, the average SAR val-

Fig. 12. SAR map [W/kg] of 2D periodically slotted
LWA on kidney tissue at 2.45 GHz: (a) 1 g average SAR,
(b) point SAR.

ues are respectively 1.41 W Kg−1, 1.6 W Kg−1, 1.51 W
Kg−1, and 1.61 W Kg−1.

Table 4 summarizes the SAR analysis results for the
belt-shaped leaky wave antenna.

In the following section, we are going to discuss
the SAR results after applying image processing code to
them. The MATLAB code is able to keep the areas with
maximal SAR values while filtering out the other regions
and calculate the values of these areas in mm2. The
logic of this program follows the RGB coding, in which
the thresholds for red, blue, and green colors need to be
set carefully. Setting those thresholds could define what

Table 3: SAR values for of 2D periodically slotted
Frequency 1g Average SAR Point SAR
(GHz) [W/kg] [W/kg]
2 1.22 9.72
2.45 0.943 11.3
3 0.768 10.2
3.6 1.36 19.6
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Fig. 13. SAR map [W/kg] of 2D periodically slotted
LWA on kidney tissue at 3 GHz: (a) 1 g average SAR,
(b) point SAR.

Fig. 14. SAR map [W/kg] of 2D periodically slotted
LWA on kidney tissue at 3.6 GHz: (a) 1 g average SAR,
(b) point SAR.

Fig. 15. SAR map [W/kg] of belt-shaped LWA on kidney
tissue at 2 GHz: (a) 1 g average SAR, (b) point SAR.

Fig. 16. SAR map [W/kg] of belt-shaped LWA on kidney
tissue at 2.45 GHz: (a) 1 g average SAR, (b) point SAR.
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Fig. 17. SAR map [W/kg] of belt-shaped LWA on kidney
tissue at 3 GHz: (a) 1 g average SAR, (b) point SAR.

range of “red” is acceptable for the acceptable SAR mar-
gins, e.g., around 1.6 W Kg−1 for hyperthermia applica-
tions. The range of numbers 0-255 are allocated to colors
and each color can be defined a mixture of red, blue, and
green, thus we could attribute an array of three numbers
to any color. The summary of the processing steps in the
CST and MATLAB code are as follows:

1. EM simulation and preliminary SAR analysis in
CST Software tool.

2. SAR maps loaded in MATLAB from CST.

3. Calculation of the number of all pixels.

Table 4: SAR values for belt-shaped leaky wave antenna
Frequency 1g Average SAR Point SAR
(GHz) [W/kg] [W/kg]
2 1.41 2.26
2.45 1.6 2.88
3 1.51 3.56
3.6 1.61 4.66

Fig. 18. SAR map [W/kg] of belt-shaped LWA on kidney
tissue at 3.6 GHz: (a) 1 g average SAR, (b) point SAR.

Table 5: Heated tissue areas at f= 2.45 GHz
Antenna type Heated area in mm2

Mushroom-type LWA 1.998484e+03
2D periodically slotted LWA 2.389691e+03
Ring-shaped LWA 3.191384e+02

4. Setting RGB thresholds.

5. Filtering out the non-red areas.

6. Calculation of the areas with
maximal SAR values using(

Number o f red pixels
number o f all pixels

)
∗Tissue area

The first step of the processing steps led to the
EM simulations and the previously discussed SAR maps
and steps 2 to 6 discuss the processing steps in MAT-
LAB. The following MATLAB code is developed for the
extraction of the tissue areas affected by maximal SAR
values and the calculation of the area of such regions in
mm2.

Figures 19 and 20 illustrate the application of the
MATLAB code on the SAR maps of the mushroom-type
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Fig. 19. SAR map [W/kg] of mushroom LWA on kidney
tissue at 2.45 GHz: (a) 1 g average SAR map, (b) filtered
SAR map.

Fig. 20. SAR map [W/kg] of 2D periodically slotted
LWA on kidney tissue at 2.45 GHz: (a) 1 g average SAR
map, (b) filtered SAR map.

and 2D periodically slotted leaky wave antennas. We can
observe that only the regions with maximal SAR values
of about 1.63 W Kg−1 on Figure 19 and 0.943 W Kg−1

on Figure 20 have been preserved.
Table 5 summarizes the overall calculated areas on

tissues that are exposed to maximal SAR values in the
three proposed antenna systems at the frequency of 2.45
GHz.

V. DISCUSSION AND CONCLUSIONS
Three novel leaky wave antennas for application

in microwave hyperthermia were investigated. Each
of these microwave systems offer some distinguished
frequency scanning and beam focusing properties with
proven efficiency for hyperthermia applications, which
make them appealing for treatment of different cancer-
ous tumors. For the mushroom-type leaky wave antenna,
the top PEC plates cause an effective suppression of the
surface waves that lead to the increase of the antenna
efficiency. Looking at the corresponding SAR maps for
the frequency points of 2 GHz and 2.45 GHz, we can
observe that the antenna shows decent focused heat dis-
tribution on the tissue while reaching the accepted stan-
dard SAR values of less than 1.6 W Kg−1. For the
2D periodically slotted leaky wave antenna, we could
reach high beam directivities of up to 12.3 dBi which

make this antenna a very good candidate for hyperther-
mia treatment. In addition to the structure of the two-
dimensionally placed slots causes the beam angle to have
more scanning flexibility which leads to wide ranges of
angles from broadside to end-fire. This antenna is capa-
ble of changing the geometry of SAR from focused shape
to an extended shape with a narrow frequency shift of
450 MHz. For the belt-shaped leaky wave antenna the
conformal shape of the structure makes it convenient
for installation of the antenna in body regions such the
neck where tumors could develop. For this antenna,
it is best to use a very thin substrate to achieve two
goals: (1) reducing surface waves and (2) increasing
the antenna bendability. Potentially belt-shaped leaky
wave antennas with two-dimensionally placed slots
could provide more beam angle flexibility and control
over beam displacement, which could be of interest for
future works.
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Abstract – In this paper, a W-band T-junction power
divider based on rectangular microcoaxial structure is
proposed. Rectangular microcoaxial line is a three-
dimensional (3D) structure with the merits of wide op-
eration bandwidth, low loss, and high integration, which
is suitable for the design of radio frequency (RF) de-
vices. A two-way power divider is designed based
on the rectangular microcoaxial structure. And the
two-way power divider is expanded into a four-way
power divider to further illustrate the design method.
Moreover, a back-to-back configuration including two
identical two-way power dividers is fabricated and mea-
sured. The insertion loss of the back-to-back configu-
ration is about 0.11–1.18 dB in W band, which agrees
with the simulation one reasonably and shows good
performance.

Index Terms – power divider, rectangular microcoaxial
structure, W band.

I. INTRODUCTION
W-band communication system has the advantages

of broadband and high resolution, which makes it a re-
search hotspot. As the frequency increases, the ampli-
fication capability of a single solid state power device
decreases significantly. However, high-output power can
improve the transmission distance and anti-interference
ability of the system. Power divider/combiner is the
component that can combine multiple power chips to in-
crease the output power [1–5].

In W band, some rectangular waveguide power
dividers based on computer numerical control (CNC)
milling have been proposed [6–10]. The forms include
rat-race hybrid, magic-T junction, E-plane or H-plane
T-junction, and radial type. The rectangular waveg-
uide components have the merits of low loss and high-
power capacity over the planar circuits. However, the
drawback is large volume, which is not conductive to
the integration of the system. In [11], a substrate in-
tegrated waveguide (SIW) power divider based on the
printed circuit board process is demonstrated. It has

small lateral size, while the insertion loss is high because
of the fabrication tolerance. With the development of
micro-electromechanical systems (MEMS) technology,
many RF circuits are designed based on this technology
[12–14]. These circuits have the advantages of fine struc-
ture and good electromagnetic characteristics.

In this paper, we introduce a W-band T-junction
power divider based on rectangular microcoaxial struc-
ture. It can be fabricated by the surface micro-machining
process which is one of the MEMS technologies. First,
the characteristic of the rectangular microcoaxial line is
analyzed. Then, based on the above analysis, a two-way
T-junction power divider is designed. And it can be ex-
panded into a four-way power divider. Finally, a back-
to-back configuration including two identical two-way
power dividers is achieved and measured, which can op-
erate in the frequency band of 75–110 GHz. The total
insertion loss is less than 1.18 dB, and the simulated and
measured results are in close agreement. All simulations
are based on the CST simulation software with frequency
domain solver.

II. CHARACTERISTIC OF THE
RECTANGULAR MICROCOAXIAL LINE

The rectangular microcoaxial transmission line con-
sists of a center conductor and metal walls surrounding
it, as shown in Figure 1 (a). Since air is the medium
between the center conductor and the metal wall, the di-
electric loss of the transmission line is almost negligi-
ble. The transmission line is one of the coaxial lines and
transmits the TEM waves so that it has a wide application
frequency band (dc to over 200 GHz) [15].

Figure 1 (b) presents the electric field distribution.
The crucial problem that needs to be solved to realize the
rectangular microcoaxial transmission line is how to sus-
pend the center conductor in the metal wall. The devel-
opment of surface micromachining technology enables
the transmission line to be well realized and the form is
depicted in Figure 1 (c). The center conductor is sup-
ported by periodically distributed dielectric strips, and
release holes are added to the metal wall.
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Figure 1. Rectangular transmission line. (a) Basic 
model. (b) Electric filed distribution. (c) Fabricated 

model. 
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Figure 2. Surface micromachining process. 
 

The fabricated process of a section of rectangular 

microcoaxial transmission line based on surface 

micromachining technology is shown in Figure 2, as the 

following steps. The whole structure is built up layer by 

layer. Generally, the thickness of each layer is 50–100 

um. First, the photoresist is coated on the silicon 

substrate as a sacrificial layer and lithographically 

formed into the desired shape of the structure. Then, the 

copper is electroplated to the gaps of the sacrificial layer 
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etching solution is used to remove the sacrificial layer to 
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Moreover, in order to remove the sacrificial layer 
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is relatively small, the size of the release hole does not 

have a significant influence on the transmission loss. 

However, as the width of the dielectric strip increases, 

the deterioration of S11 is obvious, which is depicted in 

the Figure 3. Therefore, in the design, the total volume 

occupied by the dielectric strips should be as small as 

possible. 

 

 
 

Figure 3. Simulated S-parameters of two transmission 

line model. 

 

Fig. 1. Rectangular transmission line. (a) Basic model.
(b) Electric filed distribution. (c) Fabricated model.

The fabricated process of a section of rectangular
microcoaxial transmission line based on surface micro-
machining technology is shown in Figure 2, as the fol-
lowing steps. The whole structure is built up layer by
layer. Generally, the thickness of each layer is 50–100
um. First, the photoresist is coated on the silicon sub-
strate as a sacrificial layer and lithographically formed
into the desired shape of the structure. Then, the cop-
per is electroplated to the gaps of the sacrificial layer to
form the structural part, and the structural part is flat-
tened by polishing. Next, dielectric strips are added to
a certain layer and repeat steps. Finally, an etching
solution is used to remove the sacrificial layer to form
the final rectangular microcoaxial structure. In particu-
lar, the position of the dielectric strip can be at the bot-
tom, lower middle, or middle of the center conductor.
When the dielectric strip is located in the lower middle
or middle of the center conductor, the fabrication of the
center conductor needs to be divided into more layers.
Moreover, in order to remove the sacrificial layer cleanly,
the outer wall of the transmission line is added to re-
lease holes. In the design of the T-junction power divider,
the rectangular microcoaxial structure can be roughly di-

Fig. 2. Surface micromachining process.

Fig. 3. Simulated S-parameters of two transmission line
model.

vided into five layers, and the thickness of each layer is
100 um.

Figure 3 shows the simulated S-parameters of two
transmission line models (basic model and fabricated
model). With the addition of release holes and dielectric
strips, S11 deteriorates slightly at low frequency, while it
becomes better at high frequency. The S21 is basically
unchanged. The surface current of a rectangular coax-
ial transmission line is presented in the Figure 4. Since
the electric field intensity at the position of the release
hole is relatively small, the size of the release hole does
not have a significant influence on the transmission loss.
However, as the width of the dielectric strip increases,
the deterioration of S11 is obvious, which is depicted in
the Figure 3. Therefore, in the design, the total volume
occupied by the dielectric strips should be as small as
possible.

The characteristic impedance of the rectangular
coaxial line is related to the size of the air cavity and
the center conductor. In order to simplify the design, we
generally fix the dimension of the air cavity, and real-
ize different characteristic impedances by changing the
size of the inner conductor. The value of the height a1 is
100 um, which is determined by the processing technol-
ogy. Therefore, the characteristic impedance of rectan-
gular microcoaxial line is only related to the width b1 of



1349 ACES JOURNAL, Vol. 36, No. 10, October 2021

Fig. 4. The surface current of a rectangular coaxial trans-
mission line.

Fig. 5. Characteristic impedance versus b1.

the center conductor. And, the characteristic impedance
decreases as b1 increases, which is presented in the
Figure 5. Impedance transformation is the basis of RF
circuit design.

In order to facilitate the test of the rectangular mi-
crocoaxial structure and the interconnection with the
microwave monolithic integrated circuits, a rectangu-
lar coaxial line to coplanar waveguide (CPW) transition
structure is designed. Figure 6 demonstrates a back-to-
back transition. The design of the transition structure is
as follows, the width of the center conductor gradually
decreases, and the upper half of the outer metal wall is
shaved off. The final width of the center conductor is 60
um, and its distance from the metal wall is 45 um. This
design is based on the distance between the test probes.

The structure shown in the Figure 6 is fabricated to
verify the performance of the transition structure. We use
a W-band vector network analyzer with ground-signal-
ground (GSG) probe to test the fabricated back-to-back
transition structure, which is depicted in Figure 7 (a).
The vector network analyzer is first connected to the fre-
quency expansion module through cables, and then the
expansion module is connected to the GSG probes. In
the process of testing, the signal probe is connected to

Fig. 6. The back-to-back transition of rectangular coaxial
line to CPW.

the center conductor, and the two ground probes are con-
nected to the outer metal wall. The measurement is car-
ried out using a standard SOLT calibration process. As
shown in Figure 7 (b), compared with the simulation, the
measured S11 is slightly worse, however, it still remains
below –23 dB. In addition, the measured insertion loss
is about 0.38 dB at high frequencies, which is 0.2 dB
lager than the simulated result. Moreover, we analyze
the influence on the insertion loss induced by the sur-
face roughness. And, these analyses are based on the
CST simulator, where the parameter r represents the root
mean square roughness. When r is 0.6 um, the fitting re-
sult is the best, which implies that the roughness of the
processing technology can be within 0.6 um.

III. DESIGN OF T-JUNCTION POWER DIVI
DER

T-junction power divider is a traditional structure,
and it can be realized by many forms, such as mi-
crostrips, waveguides, and SIWs.

The ideal power divider has the following character-
istics. First, the amplitudes and phases of the two output
ports are equal. Second, the output power ratio of port 2
and port 3 can meet any given value. Figure 8 presents
the basic circuit, and we can get the equation about the
value of relevant impedance based on λ /4 transmission
line impedance transformation theory [16], as the follow-
ing equations (1), (2).

Z02 = Z0

√
K(1+K2), (1)

Z03 = Z0

√
(1+K2)/K3, (2)

where K2 is the ratio of the output power of port 2 and
port 3, expressed as P3 = K2P2. When the amplitudes
of the output signals of port 2 and port 3 are the same,
K2 is 1. We take Z0 as 50 Ω, then Z02 and Z03 are both
70.7 Ω. Combined with the analysis of the characteristic
impedance of the rectangular coaxial transmission line,
we can get the initial widths of the corresponding branch
lines. The medium between the center conductor and the
outer metal wall of the rectangular microcoaxial line is
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Figure 7. Measurement of a back-to-back transition. (a) 

Test process. (b) Measured and simulated results. 
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Figure 8. Basic circuit of T-junction power divider. 
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characteristics. First, the amplitudes and phases of the 

two output ports are equal. Second, the output power 

ratio of port 2 and port 3 can meet any given value. 

Figure 8 presents the basic circuit, and we can get the 

equation about the value of relevant impedance based on 

λ/4 transmission line impedance transformation theory 

[16], as the following equations (1), (2).  
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2 3
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where K2 is the ratio of the output power of port 2 and 

port 3, expressed as P3 = K2P2. When the amplitudes of 

the output signals of port 2 and port 3 are the same, K2 is 

1. We take Z0 as 50 Ω, then Z02 and Z03 are both 70.7 Ω. 

Combined with the analysis of the characteristic 

impedance of the rectangular coaxial transmission line, 

we can get the initial widths of the corresponding branch 

lines. The medium between the center conductor and the 

outer metal wall of the rectangular microcoaxial line is 

air, and the guided wavelength of the rectangular coaxial 

line is the same as the wavelength in the medium. 

According to the center frequency of the component, the 

initial lengths of the branch lines are obtained. After 

optimization by CST simulator, the structure of the two-

way power divider is shown in Figure 9. The branch line 

1 and the branch line 2 are connected by a square 

matching structure. The dimensions are labeled in Figure 

9(b), as follows (units: mm): l1 = 0.67, w1 = 0.176, l2 = 

0.14, w2 = 0.25, l3 = 1.03, w3 = 0.06, l4 = 0.31, w4 = 0.176, 

and l5 = 0.5. Figure 10 illustrates the simulated results of 
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External structure. (b) Internal structure.

w2 = 0.25, l3 = 1.03, w3 = 0.06, l4 = 0.31, w4 = 0.176, and
l5 = 0.5. Figure 10 illustrates the simulated results of the
two-way power divider. The return loss of input port is
above 17 dB and the insertion losses of two output ports
are close to 3 dB from 75 to 110 GHz. The amplitude
imbalance is kept within 0.03 dB. In addition, the isola-
tion between the two output ports is about –6 dB. Since
there is no isolation structure between the output ports,
the isolation of this kind of power divider is generally
not high. Moreover, due to the symmetric structure, the
signals of the two output ports maintain nearly identical
phase with a phase fluctuating between –0.015◦ and 0.1◦.

Based on the analysis of two-way rectangular mi-
crocoaxial power divider, a four-way power divider is
designed and presented in Figure 11. After optimization,
the simulated results are shown in Figure 12. The re-
turn loss of port 1 is higher than 17 dB, and the insertion
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losses of output ports fluctuate between 6.05 dB and 6.4
dB. It can be seen from Figure 12 (b) that the phases of
port 2, 3, 4, and 5 are in phase, and the phase imbalance
is between –0.42◦ and 0.52◦.
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IV. EXPERIMENT AND DISCUSSION
In order to verify the effectiveness of the design,

a prototype including two identical two-way rectangu-
lar microcoaxial power dividers arranged in a back-to-
back configuration is fabricated based on the surface
micromachining technology, as shown in Figure 13. And
its overall size is 4.18 mm × 1.89 mm × 0.5 mm.
The test method is the same as that of the back-to-back
transition.

The simulated and measured results of the fabricated
prototype are presented in Figure 14. The measured in-
sertion loss fluctuates between 0.11 dB and 1.18 dB,
which implies to a certain extent that the insertion loss
of the proposed two-way power divider is from 0.055 dB
to 0.59 dB over the W band. The tested S21 curve is basi-
cally consistent with the simulation, which illustrates the
effectiveness of the design. Moreover, the measured S11
is less than -10 dB at 75-110 GHz and less than -20 dB
at 75-93.3 GHz.
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Fig. 13. Photograph of the fabricated prototype.

Fig. 14. Simulated and measured results of the fabricated
prototype.

It can be found that the measured S11 response is
quite different from the simulated one. The main rea-
sons for the differences between the simulated results
and the measured results include the fabrication errors
and the measurement errors. Fabrication errors mainly
include the surface roughness, unclean removal of pho-
toresist and the inconsistency of the dimensions between
the fabricated structure and the design model. The
influence of surface roughness on insertion loss is ana-
lyzed. When r is 0.5 um, the fitting result of transmis-
sion loss is the best. The measurement errors mainly
include the calibration of the measurement equipment
and the contact position of the probe and the com-
ponent. The contact position of the GSG probe and
CPW affects the matching characteristic of the port.

Table 1: Comparison of some previous power dividers
(back-to-back configuration)
Reference BW IL RL Channel Size

(GHz) (dB) (dB) (mm3)
11 90.5–94.5 3.8–6 >10 4 not given
7 90–96 2 >20 14 80 × 80 × 54

17 75–110 0.8–2.6 >14 4 75 × 50 × 19.1
This work 75–110 0.11–1.18 >10 2 4.18 × 1.89 × 0.5

BW: bandwidth, IL: insertion loss, RL: return loss.

During testing, it is difficult to find the most suitable
position.

Table 1 presents a comparison between the proposed
power divider and some previous works. It can be found
that the presented study has a small insertion loss while
maintaining a compact structure.

V. CONCLUSION
In this paper, a two-way T-junction rectangular

microcoaxial power divider is designed for W-band ap-
plication, and the fabrication is based on surface micro-
machining technology. Meanwhile, the power divider
can be expanded to more channels as requirement. The
measured maximum insertion loss of the two-way power
divider is about 0.59 dB over the entire W band, cor-
responding to a power-combining/splitting efficiency of
87.3%. The power divider is conductive to the W-band
communication system with the compact structure and
good performance.
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Abstract – When the wireless power transmission (WPT)
system of electric vehicle (EV) is working, the leakage of
high frequency electromagnetic field (EMF) to the non-
working area will be a threat to human safety. Accord-
ing to SAE J2954 standard, the coupling coils modeling
of WPT and car shell modeling are established. WPT’s
bit-directional guidance technology and deviation cor-
rection control strategy are given. According to the harm
degree of SAR, power density P, current density J, and
magnetic induction intensity B to human body when the
human model is in different positions of standing, lying,
and sitting, the comprehensive harm index of electro-
magnetic radiation Σhurt is creatively proposed to assess
the electromagnetic radiation hazard of EV. Field circuit
co-simulation helps us to study the bio-electromagnetic
safety of WPT in vehicle environment. A human expo-
sure EMF joint test system is designed and made to mea-
sure vehicle’s surrounding EMF. Through simulation and
experimental verification, WPT coil’s electromagnetic
exposure level to the human body inside the EV meets
the requirements of ICNIRP, the EMF at the ankle out-
side the EV exceeds the standard and needs to be pro-
tected.

Index Terms – electric vehicle wireless power transmis-
sion (EV WPT), bio-electromagnetic safety assessment,
comprehensive hazard index, human body model, field
circuit co-simulation, electromagnetic exposure.

I. INTRODUCTION
With the improvement of people’s environmental

awareness and the deepening of energy conservation and
emission reduction ideas, electric vehicles (EVs) repre-
sent the development direction of the world automobile
industry [1]. Wireless power transmission (WPT) tech-

nology does not need wires or other physical contacts.
By converting electric energy into high-frequency mag-
netic energy, the energy is transmitted from the trans-
mitting end to the receiving end, achieving complete
electrical isolation [2]. The transmitting end is installed
on the ground side. After rectification, power factor cor-
rection, inverter and resonance compensation network,
the AC of the power grid turns into higher-frequency
AC. By controlling the value of compensation capaci-
tor, the frequency of AC is made the same as the res-
onance frequency of the system [3, 4]. The receiving
end is located in the chassis of the vehicle, which is
connected with the battery of the EV through the reso-
nance compensation network and the rectifier and filter.
It is proposed in paper [5] that there is a large air gap
between the coupled transmitting coil and the receiving
coil. Compared with paper [5], we find that the air gap
will inevitably produce complex electromagnetic fields
(EMFs) around the coil and form a strong and harmful
electromagnetic radiation to human body. The human
body can be regarded as a system with good electromag-
netic compatibility (EMC), which can be independent
from the electromagnetic environment of the surround-
ing space [6]. When the human body is exposed to the
electromagnetic environment with great changes, the dis-
tribution characteristics of the EMF in the human body
will change accordingly, which has a potential threat to
human health [7, 8].

It is proposed in paper [9] that the influence of elec-
tromagnetic radiation on human body is mainly divided
into thermal effect and non-thermal effect. After com-
paring and summarizing papers [9, 11], we found that
the essence of thermal effect is that the electromagnetic
wave radiated into the biological tissue makes the pro-
tein, fat, carbohydrate, and water molecules rotate and
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swing, makes various inorganic ions and charged col-
loidal particles in the body vibrate rapidly, and makes
the organism generate heat locally or integrally. Non-
thermal effect refers to the destruction of weak, stable,
and orderly EMFs in the human tissues and organs by
external EMF. It refers to the biological changes that
does not belong to temperature changes after the organ-
ism absorbs electromagnetic energy [12, 13].

According to the theory of bio-electromagnetics,
human organs show different electromagnetic character-
istics under different frequency and power of electro-
magnetic radiation, that is, different dielectric constant,
conductivity, and relative permeability [14]. The basic
unit of all human organs is the cell. The compo-
sition and structure of a cell determine the different
electromagnetic characteristics of organs [15]. The
outer layer of the cell is the cell membrane, on which
some polar lipid molecules form electric dipoles. The
effect of EMF on human body is realized by elec-
tric dipole, and the cell membrane has the charac-
teristics of low leakage, so it will have a certain
degree of polarization in the EMF [16, 17]. Secondly,
there will be intercellular fluid between cells, which
contains a certain concentration of charged particles.
Because of the selective permeability of the cell mem-
brane and high-frequency EMF, some charged ions in
the intercellular fluid can pass through the cell mem-
brane.

The organization of this article is as follows. The
model of the WPT coils and vehicle shell are estab-
lished in Section II. Then, simulation about electro-
magnetic exposure level of WPT coil to human body
model in vehicle environment is studied. In Section III,
by setting the comprehensive hazard index Σhurt of
electromagnetic radiation, the safety of electromag-
netic exposure of EV wireless charging is evaluated.
In Section IV, human exposure EMF joint test sys-
tem for EV wireless charging is designed, and the
EMF around the wireless charging coils of EV is
measured. Section V gives the conclusions of this
paper.

II. ALIGNMENT GUIDANCE AND
DEVIATION CORRECTION CONTROL

STRATEGY FOR ALIGNMENT GUIDANCE
VISUALIZATION SYSTEM

Because there are multiple solutions to the guid-
ance path in the alignment guidance, it is necessary to
study the alignment guidance path planning criteria and
perform a global optimization of the path. When the
car is parked for charging, it is necessary to study real-
time dynamic correction due to the random operation of
the driver and passengers to ensure that the vehicle runs
according to the established road. In the case of improper

Fig. 1. Overall block diagram of alignment guidance and
deviation correction control.

operation, the vehicle will deviate from the route. There-
fore, it is necessary to formulate the evaluation crite-
ria of the path deviation and study the path re-planning.
As shown in Figure 1, it is the guidance and correction
controller. The controller can improve the tolerance for
accurate alignment of vehicles in storage.

The specific implementation steps are as follows:
first of all, determine the alignment guide path planning
criteria, and conduct a global optimization of the guide
path. Study the characteristic parameters associated with
the vehicle’s warehousing path, and establish the con-
straint relationship between the relevant parameters and
the path planning. Comprehensively, consider the size
and orientation of the charging area, the surrounding
environment of the garage, the distance of the guide path,
the guide time, and the difficulty of the driver’s opera-
tion. Based on the static path planning method of the
two-dimensional binary map scene, the appropriate static
path planning algorithm is screened, and the guidance
path evaluation system is determined. And quantitative
indicators of key parameters. The shortest distance is
used as the evaluation index, and the traditional Dijk-
stra algorithm and the improved Dijkstra algorithm are
used as the path optimization method to obtain the opti-
mal guidance path. Construct relevant constraints, study
methods to avoid falling into local optima, and study
evaluation methods of guiding paths.

Then, based on the optimal alignment guidance
path, study the correction control strategy of EV when
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Fig. 2. Flow chart of alignment guidance and deviation
correction control.

deviation occurs during parking as shown in Figure 2. In
the process of real-time dynamic positioning and guid-
ance of EVs, due to the subjective arbitrariness of human
operation, certain deviations will inevitably occur, so
it is necessary to propose corresponding control strate-
gies to correct and control them. For this reason, based
on real-time monitoring of deviations, in order to real-
ize the dynamic correction control of EVs, an adap-
tive correction control strategy is proposed to complete
the accurate alignment between the on-board end of
the EV and the ground end. The specific pairing pro-
cess is shown in the figure below for guidance and
correction.

In the end, formulate the criteria for judging the
deviation of the vehicle path, and study the method of
re-planning the alignment guidance path. During the
parking process, the vehicle may not enter the ware-
house according to the alignment guide path, or due to
improper operation, the vehicle deviates from the pre-
scribed path in a large area, and the correction control
fails. At this time, it is necessary to re-establish a new
alignment guide path. Therefore, we must first study the
criteria for judging that the path deviation is too large and
the vehicle cannot return normally. Comprehensive con-
sideration of the vehicle size, garage size, vehicle turn-
ing radius, and vehicle speed and other parameters, as
well as the dynamic performance of the correction con-
troller, establish the boundary conditions of whether the
vehicle can follow the established path. Research on the

Fig. 3. Schematic diagram of parking guidance path.

comprehensive evaluation method of vehicle excursion
under this boundary condition, and establish an accu-
rate and fast judgment mechanism. Study the method
of re-planning the alignment guide path when the vehi-
cle deviates from a large-scale path. Based on the path
and criteria, combined with the real-time posture of the
vehicle, the guidance path is re-optimized and calcu-
lated, which improves the fault tolerance rate of vehi-
cle alignment guidance and reduces the difficulty of
warehousing.

III. FIELD CIRCUIT CO-SIMULATION OF
HUMAN MODELS EXPOSED TO THE

EMF OF EV WPT
A. Planar spiral WPT coil model and voxel human
model and car shell model

In view of the actual situation of the impact of elec-
tromagnetic radiation on human safety when the EV
WPT system is applied to the whole vehicle, the WPT
coil, the ferrite core, and the whole vehicle are modeled
and simulated in detail. The wireless charging coupling
mechanism model in the ideal alignment state is shown
in Figure 4.

Fig. 4. The physical modeling of wireless charging coil.
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Fig. 5. Front view and sectional view of human voxel
model for simulation.

CST Microwave Studio for planar spiral WPT coil
modeling. The number of turns at the transmitting coil of
the WPT is 23, the minimum radius of the transmitting
coil is 230 mm, and the spacing between two adjacent
wires is 6 mm; the number of turns at the receiving coil
is 8, the minimum radius at the receiving end is 130 mm,
and the spacing between two adjacent wires is 6 mm.
The minimum air gap is 140 mm, the maximum air gap
is 170 mm, the standard air gap is 150 mm, and the maxi-
mum tolerance offset distance is 100 mm. A simple two-
coil magnetic coupling will lead to the divergence and
leakage of the magnetic line of force to the non-working
area, and reduce the transmission efficiency of the sys-
tem. Therefore, round cake ferrite cores are respectively
arranged at 2 mm above the coil on the receiving side
and 2 mm below the transmitting side. The relative per-
meability of the core is set to 1200, and the conductivity
is set to 0.01 S m−1. In consideration of the cost and the
weight of the WPT, the thickness of the ferrite core is 2
mm, and its radius is equal to the maximum radius of the
coils on both sides.

Use the Hugo voxel model in the CST voxel family
library as a human voxel anatomical model. In order to
reduce simulation time and save computer resources, the
accuracy of voxel dissection is set to 5× 5× 5 mm3. The
front view and dissection diagram of human voxel model
are shown in Figure 5 (a) and Figure 5 (b), respectively.

EV can be regarded as a metal shell with good con-
ductivity, which is mainly composed of floor, body and
door, similar to a metal shielding shell with cavity. When
modeling the car shell, it is divided into body, door, chas-
sis, glass, tire, and seat. Considering the complexity of
mesh generation and GPU resources, only the conduc-
tive material components such as body, door, and chas-
sis are retained. The material property is set to iron, its
conductivity is 1.04 × 107 S m−1, and the relative per-
meability is 4000. Figure 6 shows the interface after the
3D model of car shell is imported into CST. The size
of car shell is 4.5 m × 1.7 m × 1.45 m. According to
the requirements of GB/T38775.3-2020 electric vehicle

Fig. 6. Simulation model of car shell.

wireless charging system Part 3 special requirements on
the installation position of primary device, when using
single module WPT charging device, the primary device
of WPT coil is located between the middle and rear end
of parking space.

B. Simulation study on electromagnetic exposure
level of WPT coil to human body model in vehicle
environment

Here, add the transient simulation task in CST
design studio, and set the sine voltage with amplitude of
380 V and frequency of 85 kHz as the excitation of EMF
simulation. The space EMF around the WPT coil is sim-
ulated by field circuit co-simulation method. According
to the extracted parameters and the relationship between
RLC resonant frequency and capacitance (1), the circuit
topology simulation structure is established, as shown in
Figure 7.

f =
1

2π
√
LC

. (1)

Take the basic full-wave formula of the electromag-
netic safety numerical calculation of the human body
model as the eqn (2).

∇×H = J
J = σE + jωD + Je
E = −∇V − jωA
B = ∇×A

, (2)

where, H is the magnetic field intensity, B is the mag-
netic induction intensity, J is the current density, A is the
vector magnetic potential, E is the electric field intensity,
V is the potential, and D is the potential shift vector.

Import the human body voxel model Hugo into
the car shell model, the vertical magnetic coupling

Fig. 7. Circuit topology diagram of wireless charging
system.
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resonance WPT system, lying and sitting positions,
respectively. The body, resonator, and vehicle shell con-
stitute a complete electromagnetic safety simulation sys-
tem. The human body is set close to the resonator to
simulate and calculate the electromagnetic radiation of
the human body in different positions relative to the EV
in different postures. They are standing close to the door
(outside the car) near the resonator, lying on the front
seat inside the car, and sitting on the front seat inside
the car. The bio-electromagnetic safety of WPT system
is evaluated in CST high-frequency simulation environ-
ment. The evaluation indexes are SAR, current density J,
power density P of different organs, and magnetic induc-
tion intensity B of organs.

In the CST simulation, set the magnetic induc-
tion B probe, SAR probe, and current density J probe
in the brain, heart, lung, liver, kidney, and foot of
human voxel model, and the quantitative values of each
organ under the electromagnetic radiation of WPT sys-
tem in vehicle environment under three postures are
calculated. According to ICNIRP, for electromagnetic
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Fig. 8. SAR value distribution of EMF in WPT vehicle
environment exposed to human body in three positions
and different postures.

waves from 3–400 kHz, the magnetic induction inten-
sity B of public exposure should not exceed 27 µT,
the SAR limit is 0.02 W kg−1, the power density limit
P is 10 W m−2, and the current density limit J is
2000 mA m−2.

From Figure 8, it can be concluded that the
SAR index of electromagnetic exposure meets the limit
requirements of 0.02 W kg−1, whether it is standing,
lying and sitting, whether it is outside or in the vehicle.
The results show that when lying in the car, the SAR
value of lung is the largest, and the SAR value reaches
1.75 × 10−3 W kg−1, which is 8.75% of the standard.
As can be seen from Figure 6, for current density J, the
J of the heart position in the vehicle when lying in the
car is the largest, which is 629 mA m−2, accounting
for 31.45% of the standard limit; for magnetic induction
intensity B, when standing at the door side, the maxi-
mum B at the foot reaches 45 µT, which is 1.67 times of
the standard limit.

The automobile chassis is a metal material. The
magnetic field formed by eddy current generated by elec-
tromagnetic induction is just opposite to the working
magnetic field of WPT system. Therefore, the chassis
has a better shielding effect on the interior of the EV.
However, the magnetic line of the counter magnetic field
excited by eddy current effect will circle under the chas-
sis and radiate to the side of the door, and then the EMF
will be strengthened. This is the reason why the electro-
magnetic radiation in the area sandwiched between the
chassis and the transmitting coil is bad.

From Figure 9, it can be drawn that the electromag-
netic radiation of EV WPT system in the vehicle envi-
ronment has a more serious impact on heart and lung
organs than other organs, so they need to be focused
on protection. Due to the electromagnetic shielding
effect of car shell and the law that the electromag-
netic dose decreases sharply with the increase of dis-
tance, the electromagnetic radiation index in the area
above the safe height is basically better than that in
the car. But the human foot is basically in the same
horizontal plane with the WPT transmitting coil, and
it is not protected by the electromagnetic shielding of
the metal car shell, so when the human body is on
the side of the car door, the electromagnetic radiation
within the foot is very strong, the magnetic induction
intensity of the foot is even as high as 45 µT, which
is beyond the safety limit, and the foot current den-
sity J is also large, about 500 mA m−2. It shows that
the electromagnetic environment in the area between the
plane of the chassis and the ground outside the cou-
pling mechanism is relatively bad. Therefore, it is nec-
essary to take corresponding electromagnetic shielding
measures.
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Fig. 9. SAR, P, J, B of six organs in EV wireless charging
system.

IV. BIO-ELECTROMAGNETIC SAFETY
ASSESSMENT OF EV WPT

Through the theory of bio-electromagnetics, com-
bined with the different weights of SAR, P, J, B dam-
age to human organs, the comprehensive hazard index
of electromagnetic radiation on human safety Σhurt

is proposed. As the main factor causing bio thermal
effect, SAR index can represent the amount of elec-

tromagnetic energy absorbed by local organs of human
body, which can best represent the impact of electro-
magnetic radiation on human body. The harm weight
of SAR to human body is defined as 60%; power den-
sity P is the power value of the local tissue in the organ
per unit cross-sectional area, and it also reflects the
absorption of electromagnetic radiation by organisms.
According to the requirements of GB/T 38775.4 (lim-
its and test methods for electromagnetic environment
of EV WPT) for exposure limits of active implantable
medical devices, the magnetic induction intensity B
ultrasonic standard will seriously interfere with the nor-
mal operation of human implantable medical devices,
and the consequences are very serious. Therefore, B
must be included in the comprehensive hazard index,
and its weight is defined as 20%. According to the
knowledge of bio-electromagnetics, it is pointed out
in some progress of the research on specific absorp-
tivity rate that the effect of selecting internal electric
field strength E, induced current I (induced current den-
sity J) or SAR is the same, so the influence of cur-
rent density J is not considered in the comprehensive
hazard index Σhurt, that is, the hazard weight of J
to human body is defined as 0. In conclusion, the
formula of comprehensive hazard index Σhurt is as
follows

Σhurt = 60%· SAR
SARlim

+20%· P
Plim

+20%· B
Blim

, (3)

where, SARlim, Plim, and Blim are the lim-
its of SAR, power density P, and magnetic
induction B, obtained from ICNIRP and GB/T
38775.4-2020 respectively, and the limits are
0.02 W kg−1, 10 W m−2, and 27 µT, respec-
tively.

According to the Σhurt formula, the comprehensive
hazard index of each organ with three different postures
in the vehicle’s different positions is summarized and
calculated, as shown in Table 1. Case 1 represents human
body in standing posture outside the EV. Case 2 rep-
resents human body lying in the EV. Case 3 represents
human body sitting in the EV.

Generally speaking, the feet are most severely
affected by electromagnetic radiation in the standing
position, because the feet are close to the WPT coil or
there is no metal shield in the standing position; the lung
is the most seriously affected by electromagnetic radi-
ation in lying posture, followed by the heart, which is
significantly higher than other organs; in sitting posture,
it is also the main cause of lung and heart. The compre-
hensive harm of electromagnetic radiation is greater, and
the indexes of the two are slightly lower in the sitting
position than in the lying position, because the organs
are closer to the transmitting coil in the lying position.
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Table 1: Comprehensive hazard index of organs under
three conditions

Brain(%) Heart(%) Lung(%) Liver(%) Kidney(%) Foot(%)
Case 1 0.148483 0.316722 0.437296 0.484944 0.574019 37.207333
Case 2 0.597019 7.387741 13.252889 3.824963 3.917889 2.057956
Case 3 0.466007 5.845741 10.834741 3.269889 3.285926 3.063741

Therefore, the impact of the system on the heart and lung
in the car is more serious than other organs, and it needs
to be taken as the key protection object. The Σhurt of
other organs outside the car is significantly lower than
that inside the car, except for the foot, which is the result
of the shielding effect of metal car shell and the sharp
attenuation of electromagnetic parameters with distance.

V. HUMAN EXPOSURE EMF TEST SYSTEM
FOR EV WIRELESS CHARGING AND EMF

MEASUREMENT
A. Non-emission non-metal carrier platform

Considering that the human body is directly exposed
to the EMF of EV wireless charging system, the hand-
held probe for EMF measurement has great risk, this
chapter proposes the design of a joint test system for
human body exposure to EMF of EV wireless charging,
which is composed of a non-emission non-metallic car-
rying platform and a three-dimensional EMF test system
for EV wireless charging. The EMF three-dimensional
test system for EV wireless charging consists of EMF
detection module, carbon fiber rod carrying module,
servo lifting module, automatic positioning module, and
EMF exposure limit evaluation module. The EV wire-
less charging pile used in the experiment was customized
by a company in Xiamen. The experiment was carried
out in the 10 m anechoic chamber of EMC laboratory in
the experimental verification center of State Grid Electric
Power Research Institute.

This non-emission bearing platform can carry the
primary and secondary coils of the electric vehicle wire-
less charging pile, and can freely adjust the position
parameters of the air gap distance, radial offset, and
tilt angle in the six-axis direction, which can meet the
requirements of the electric vehicle wireless charging
pile Demand. Space electromotive force measurement
under various working conditions of EV WPT. It is com-
posed of non-metallic nylon 66, and the thermoplastic
resin material avoids the interference of metal to electro-
magnetic radiation. Figure 10 is the design model and
size drawing of the bearing platform.

The device needs to manually adjust the hand wheel
and rotating components to adjust the relative position
and angle between the transmitting plate and the receiv-
ing plate for EMF test. Control parameters include: X,
Y, Z axis travel, translation distance, pitch (tilt) angle,
and yaw (rotation) angle. The adjustable effective stroke
of X, Y, and Z axes are ±150 mm, ±150 mm, and±100

mm, respectively; the pitch angle (inclination angle) of
receiving coil pad relative to transmitting coil pad is
within ±8◦; the rotation around Z-axis is 360◦. Fig-
ure 11 is the main view of the non-emission platform
and the functional description diagram of the compo-
nents. In the receiving plate element, the upper part
of the receiving coil-carrying plate is covered with steel
plate, which is used to simulate the automobile chassis.

As shown in Figure 12, this is the physical drawing
of the nylon-66 EV WPT non-emission carrying plat-
form customized by the manufacturer according to the
design model and dimension drawing.

B. EMF 3D test system for WPT of EV
As the above has completed the description of the

components of the system. It has the function of auto-
matically locating and measuring the EMF according to
the protection area and test point specified in the stan-
dard. The EMF detection module is the probe for the
actual measurement of EMF, and its main component
is the German Narda ELT-400 electromagnetic radia-
tion analyzer, as shown in Figure 13, with the frequency

Fig. 10. Design model and dimension drawing of non-
launch non-metal carrier.

Fig. 11. Main view and component function description
diagram of no launching carrier.
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Fig. 12. Physical picture of non-emission non-metal car-
rying platform.

Fig. 13. Narda ELT-400 electromagnetic radiation ana-
lyzer.

range of 1 Hz–400 kHz. Narda ELT-400 instrument is
compact in design and equipped with three-dimensional
omnidirectional electric and magnetic field sensors. The
magnetic field strength can be measured up to 80 mT.
Two sets of test standards, IEC 62233 and ICNIRP 1998,
are stored in the instrument. In this paper, ICNIRP 1998
standard is selected for the experiment. The instrument
displays the percentage of ICNIRP 1998 standard limit
value, which can be converted into standard unit Tesla
after processing.

Fig. 14. Design of EMF test system for EV WPT.

Fig. 15. Physical diagram of EMF test system for EV
WPT.

The servo lift module and the carbon fiber rod car-
rying module form the probe positioning module. The
servo lifting module can control the height of the probe
and the forward distance of the probe relative to the orig-
inal position. The carbon fiber rod carrying module can
adjust the extended length of the carbon fiber rod, so as
to control the X and Y coordinates of the probe. The
automatic positioning module is controlled by the path-
finding algorithm built in the host computer of the sys-
tem. After the testers manually input the coordinates of
the points to be tested according to the standard posi-
tion, the test drive transmission system moves the probe
to the points to be tested. The human exposure EMF
limit evaluation module is a comprehensive processing
module of three-dimensional human body model EMF
simulation analysis and EV WPT electromagnetic envi-
ronment evaluation method. The design diagram and
physical diagram of EMF test system for EV WPT are
shown in Figures 14 and 15, respectively.
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Fig. 16. Charging coil and loading platform.

WPT platform construction and surrounding EMF
distribution test

According to the analysis of the circuit and hard-
ware topology model of the magnetic coupling resonant
WPT system, the primary rectifier inverter, power fac-
tor correction circuit, and WPT transmitter circuit are
connected, and the secondary receiving circuit is well
connected with rectifier and programmable load. The
hardware diagram is shown in Figure 13. Since the elec-
tromagnetic radiation of programmable load will inter-
fere with the test of WPT space EMF, the load is placed
outside the darkroom, and the indoor WPT system is
connected with the outdoor load through the connecting
line. Therefore, the load is not reflected in Figure 16.

As shown in Figure 17, the division direction of the
eight corners of the WPT charging platform is based on
the vertical direction of its four sides and four corners.
On each angle, four lines are divided according to the
vertical distance of 0 cm, 6 cm, 12 cm, and 18 cm from
the WPT primary side coil (above). The WPT standard
air gap is 15 cm. The specific test path is shown in Fig-
ure 17. Angles 1, 2, and 3 have been marked in the figure,
and the angle increases clockwise. The magnetic induc-
tion intensity of 0–80 cm is measured from the four edge
lines and four corners of the outer side of WPT trans-
mitting coil along the straight line of eight angles. The
EMF distribution curve measured in the space around the
WPT coil with a standard air gap of 15 cm is given below.
EMF distribution joint test system is given in Figure 18.

It can be concluded from Figure 19 that when the
15 cm standard air gap is aligned, the magnetic field
distribution of WPT at angles 1, 2, 3, 4, 5, and 8 is
roughly the same, and the magnetic field distribution at
different heights shows exponential attenuation with dis-
tance. Except for angle 2, when the distance between
the primary coils is 0 cm or 6 cm, the magnetic field is
the strongest, indicating that the magnetic field on the

Fig. 17. EMF measurement angles and paths.

Fig. 18. EMF distribution joint test system.

transmitting coil side is strong. When the radial safety
distance from the outside of the transmitting coil is set
to 20 cm, all angle can meet the limit value of 27 µT.
For angles 6 and 7, the EMF distribution is not quasi-
exponential decay, and the magnetic induction of angle
6 is even as high as 120 µT away from the transmit-
ting coil 0 cm. The EMF value reaches limit require-
ments 27 µT, when the radial distance is 40 cm from
the outside of the transmitting coil. The radial safety
distance which meets the magnetic field limit of angle
7, is also larger, which is 50 cm. The reason may
be that the leading out direction of WPT primary and
secondary side

′
s power lead is close to angle 6, which

makes the magnetic field distribution and amplitude of
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Figure 20. EMF distribution around WPT with 10 cm 

radial offset. 
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Fig. 19. EMF distribution around WPT with 15 cm air
gap aligned.

angle 6 and 7 change obviously compared with other
angles.

Next, test the distribution of EMF around WPT
when the radial offset is 10 cm (maximum offset).

It can be drawn from Figure 20 that the EMF dis-
tribution around the WPT coil with the maximum radial
offset of 10 cm shows that the magnetic induction inten-
sity is increased compared with the standard air gap of 15
cm aligned, which indicates that the offset will enhance
the electromagnetic leakage of WPT. From the amplitude
of EMF, the strongest magnetic field appears in the direc-
tion of angle 4, and the maximum value reaches 102.5
µT when the vertical distance from the primary coil is 6
cm. The second largest magnetic field is 98.5 µT when
the vertical distance from the primary coil is 6 cm in the
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Fig. 20. EMF distribution around WPT with 10 cm radial
offset.

direction of angle 6. Except for angle 6 and 7, the other
angles show exponential attenuation, and the maximum
value still appears at 0 cm or 6 cm above the primary side
coil of WPT, which verifies that the magnetic field near
the primary side in the clamping area of WPT transceiver
coil is strong, and the maximum EMF of angle 2 reaches
98 µT when it is 0 cm away from the primary side coil.
The maximum EMF of angle 8 is about 80 µT when it is
6 cm away from the primary coil. The larger and irregu-
lar EMF values of angle 6 and 7 are related to the current
leads between angle 6 and 7. The results show that the
radial safety distance from the outside of the transmit-
ting coil is set to 30 cm, which can basically meet the
requirements of the EMF safety limit under the condi-
tion of full load maximum offset. Compared with the
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coil aligned, the safety distance under the condition of
maximum offset is increased to 10 cm. In addition, the
high magnetic field near the current leads on the primary
and secondary sides should be treated separately, such as
installing shielding sleeves on the leads to minimize the
magnetic field.

VI. CONCLUSION
According to ICNIRP and SAE J2954 standards,

based on the comprehensive hazard index Σhurt of
WPT electromagnetic radiation on human safety was
proposed, the electromagnetic exposure level of WPT
circular spiral coil to human body model in vehicle envi-
ronment was studied. The simulation results show that
the indexes of other organs exposed to WPT electro-
magnetic radiation except feet meet the standard limit
requirements. In view of the problem that the EMF of
the foot on the side of the door exceeds the standard,
the electromagnetic shielding scheme should be adopted.
This paper also designs a joint test system for spatial
EMF distribution of WPT consisting of non-metallic
non-emission platform and EV wireless charging EMF
three-dimensional test system. The EMF distribution
at different heights of 0–80 cm from the outside of the
transmitting coil at eight angles around WPT is measured
under the condition of 15 cm standard air gap aligned and
the maximum radial deviation of 10 cm, so as to deter-
mine the safe working distance of WPT. It provides an
effective interactive channel for the guidance of simula-
tion prediction model to experiment and the verification
of experiment to simulation prediction model.
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Abstract – This paper presents a novel dual-band ambi-
ent Wi-Fi energy harvesting system for an autonomous
wireless sensor node (AWSN) which operates indepen-
dently without other external power source. While con-
ventional wireless sensor nodes are employing batteries
with limited lifespans, an AWSN is supplied by har-
vested energy and does not require frequent battery re-
placement. Due to that reason, research on the energy
harvesting aspect of AWSNs has been carried out in-
tensively in recent years. By optimizing the matching
network, the proposed ambient Wi-Fi energy harvesting
system achieves a relatively good efficiency in dual-band
at 2.45 GHz and 5.8 GHz. The efficiency reaches a
peak at 47.45% and 42% at 2.45 GHz and 5.8 GHz,
respectively. The proposed idea is numerically and
experimentally demonstrated with the Wi-Fi source in
building.

Index Terms – Ambient RF Energy Harvesting, Au-
tonomous Wireless Sensor Node, Dual-band Rectenna.

I. INTRODUCTION
In recent years, rapid development of wireless sen-

sor network promises a better change for life, it gives
rise to many useful applications: water monitoring, an-
imal monitoring, forest surveillance, pollution monitor-
ing, and military system [1, 2]. In order to deploy the
wireless sensor network (WSN) in real-life, there are
many issues that need to be resolved like communication
and information security, limited processing speed, reli-
ability, latency, and especially the power source [3, 4].
To operating continuously, power supply for the sen-
sor must be considered. Traditional power supply cords
are not suitable due to immobility. Using batteries also
has many disadvantages. The limited capacity of power
source causes many problems such as short operating
time, discontinuous data collection and transmission,
maintenance costs, or even environment pollution caused
by the batteries [5, 6]. Even though the lifetime of a

sensor node can last to several years, thanks to the rev-
olutionary development in low-power integrated circuit,
there is always an expiration date and the battery will
need to be recharged or replaced. For example, consid-
ering thousands of sensor nodes, covering a wide area
up to several square miles. Collecting and replacing bat-
tery of one by one sin that case is nearly impossible and
will dramatically increase the financial strain on operat-
ing the wireless sensor system. Furthermore, various ap-
plications of WSN are deployed in remote areas, such as
forests, oceans, or on animal bodies, making any change
and replacement difficult. To solve these issues, several
energy harvesting techniques have been proposed as a
battery replacement or an additional second power sup-
ply. Known as a potential solution for the problem, en-
ergy harvesting has the potential to make wireless sensor
nodes completely autonomous [7].

Conventionally, there are various sources to har-
vest from. Heat from geothermal or from daily opera-
tion [8, 9], mechanical vibration [10, 11], solar energy
[12, 13] and electromagnetics energy [14, 15, 16] are typ-
ical examples. Among these candidates, electromagnetic
wave energy harvesting has been an especially promis-
ing direction. With the dramatic development of wire-
less communication system, the electromagnetic energy
always exists in the ambient environment. Meanwhile,
other sources such as heating, mechanical vibration, or
solar energy are not always stable. RF energy harvesting
utilizes the RF waves which readily exists in the ambi-
ent environment in the form of modulated signal such as
Wi-Fi, GSM, 3G, 4G, and 5G with very low-input power
(from -20 dBm to 0 dBm). In such RF energy harvesting
systems, the most important component is rectenna. A
rectenna consists of an antenna and a rectifying circuit.
It was first invented by William C. Brown [17], inspired
by various experiments of Nikolas Tesla about wire-
less power transfer [18]. Various research in RF power
harvesting [19] have proved that harvesting and commu-
nicating can share the same set of antennas. However,
low-power density of RF waves in the ambience leads to
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poor conversion efficiency from RF power to DC power.
Consequently, pursuing high efficiencies is the highest
priority for any research in rectenna design.

In recent years, efforts have been done to enhance
the conversion efficiency [20], such as using spin diode
and backward tunnel diode [21], optimizing based on
signal waveform studies [22], harmonics processed [23],
and eliminating the matching circuit [24]. In [25] and
[26], the authors focused on the antenna designs to
achieve complex impedances which matched with the in-
put impedances of the rectifiers, eliminating the losses
from matching circuit. This method enhances the con-
version efficiency of rectenna and rectifier. However, the
flexibility of this rectifier is limited and not suitable with
the majority kinds of antenna which are mostly designed
with 50 Ohm standard characteristic impedance.

In this study, for sensor nodes in building, the most
suitable ambient RF source to harvest is the Wi-Fi at
2.45 GHz and 5.8 GHz which are ubiquitous and yield
high-power density. This work proposes another method
for adroitly eliminating matching circuit for loss reduc-
tion, by optimizing the geometry of each microstrip
line in rectifier circuit, and to achieve 50 Ohm standard
impedance. Section II presents the proposed dual-band
rectifier and rectenna design as well as analysis. Section
III provides the results and discussion for the fabricated
and simulated structure compared with the related works.
Finally, Section IV summarizes and concludes the paper.

II. DUAL-BAND RECTIFIER AND
RECTENNA DESIGN

A common rectenna consists of three main parts:
Antenna, Rectifier and Load, as shown in Figure 1.
Rectenna firstly uses the antenna for receiving RF inci-
dent power from the environment. This power is then
delivered to the Rectifier and converted to the DC power
and consumed in the Load.

To evaluate a rectenna or rectifier, we need to con-
sider how efficient the device can convert from RF power
to useful DC power. The conversion efficiency η of
the rectenna and rectifier is used for this purpose. For
the rectifier, it is defined as the ratio of the output DC
power and the input power of the rectifier, as shown in
Equation (1):

ηrecti f ier=
Pout DC

Pin Rec
x 100% =

V 2
out DC
Rload

x
1

Pin Rec
x 100% ,

(1)
where Pout DC and Vout DC are the output power and out-
put voltage of the rectifier, Rload is the load impedance,
Pin rec is the input power level of the rectifier.

For the rectenna, the conversion efficiency of a
rectenna (ηrectenna) is defined as the ratio of the output
DC power and the incident power to the rectenna which
is corresponding with the spectrum of RF power in the

Fig. 1. Block diagram of a rectenna circuit.

environment (Pin), as shown in Equation (2):

ηrectenna=
Pout DC

Pinc
x 100% =

V 2
out DC
Rload

x
1

Pinc
x 100%, (2)

where Pinc is the input power level of the rectenna that
is corresponding with the radiated power from the Wi-Fi
modem in the real test.

A. Rectifier design
Rectifier is the most crucial part in a rectenna design.

A common rectifier for RF energy harvesting consists of
four main parts: RF Filter, impedance matching, AC to
DC conversion block, and DC filter as in Figure 1. The
most common rectifier structure is the half-wave recti-
fier (1 stage). This topology includes a single diode and
one capacitor for charging and discharging. It is simple.
Unfortunately, due to the power requirement on some ap-
plications, half-wave rectifier is not adequate. For this
reason, the voltage doubler (2 stage), full-wave (3 stage)
and multistage (4 stage) rectifiers are preferable due to
higher output voltage. However, using more diodes
increases the loss on each diode, reducing the total con-
version efficiency of the circuit. Figure 2 presents the
conversion efficiency of a rectifier at 2.45 GHz and 5.8
GHz corresponding to Wi-Fi based on IEEE 802.11.ac
standard with different configurations. It should be noted
that in this simulation, impact of power loss is investi-
gated with configurations of the half-wave, voltage dou-
bler, full-wave and multistage rectifier circuits using the
same load with the same incident power level to choose
the suitable rectifier configuration. The resistor of 1 kΩ

is used for the investigation. As observed, each topol-
ogy will be only suitable for a specific range of input
power. In the range of the input power from –10 dBm
to 0 dBm, half-wave configuration can provide the high-
est conversion efficiency. However, as previously men-
tioned, voltage doubler can provide better output voltage,
which is extremely important for supplying electronic
devices operation. Therefore, to satisfy the requirements
of conversion efficiency and adequate output voltage,
voltage doubler configuration is chosen for the proposed
design.

The key part of AC-DC block is the rectifying
elements, which are usually Schottky diodes, transis-
tors, and CMOS schemes [27]. All rectifier elements
are nonlinear and can produce harmonic signals. As
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Fig. 2. Simulated conversion efficiency of rectifying cir-
cuit at 2.45 GHz (a) and at 5.8 GHz (b) with different
configurations (Load R = 1 kΩ).

shown in [28], the amplitudes of harmonic signals
significantly decrease the efficiency and the quality of
output DC power. Thus, eliminating harmonic products
is necessary for enhancing the efficiency of the whole
rectenna.

In the above fundamental rectifier structure, the ca-
pacitor positioned at the output also plays the role of a
DC filter. However, this DC filter can only eliminate a
small amount of harmonic products. Normally, DC fil-
ter based on microstrip technologies are preferred and is
employed in this design. To achieve the good filter char-
acteristic not only at 2.45 GHz and 5.8 GHz but also at
their second and third harmonics, the proposed design
uses three radial stub structures with different radii and
open angles, as shown in Figure 3 (a). At the funda-
mental frequencies, the simulated insertion loss of the
designed DC filter are 30.18 dB and 71.51 dB at 2.45

Fig. 3. The designed DC filter (a) and simulated trans-
mission loss (b).

GHz and 5.8 GHz, respectively (Fig. 3 (b)). At the sec-
ond and the third harmonics of 2.45 GHz, the insertion
losses are 35.94 dB and 11.68 dB. For the 5.8 GHz, the
designed filter achieves 31.05 dB and 33.52 dB insertion
loss at the second and third harmonics, respectively. Due
to the fact that the third harmonics have the least effect
on the quality of the output [29], the insertion losses of
the designed DC filter are suitable. The efficiency of DC
filter will be proved by the total conversion efficiency of
rectifier in the following contents of this section.

To achieve as high conversion efficiency as possible,
impedance matching network should be carefully stud-
ied. This work proposes a simple method to eliminat-
ing the matching circuit and enhancing the conversion
efficiency. The input impedance of the rectifier is opti-
mized with stub length variation which is connected to
the shunted diode. Design progress can be summarized
as follows:

Step 1. Design the DC filter covering fundamental
and harmonic frequencies of 2.45 GHz and 5.8 GHz. The
CST and Advanced System Design simulator are co-used
for characterization of the DC filter’s performances.
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Fig. 4. The proposed rectifier.

Table 1: Geometrical dimensions of entire proposed
rectenna
Parameter L1 L2 L3 L4 W1
Value(mm) 5.2 1 3.5 8.4 1.1
Parameter W2 W3 W4 W5 R1
Value (mm) 1.1 0.63 1 1.5 6
Parameter R2 R3 θ 1 θ 2 θ 3
Value (mm) 10 12 70◦ 70◦ 80◦

Parameter R4 R5 L5 L6 W6
Value (mm) 17 23.2 15.9 15 2.4

Step 2. Design original rectifier following tradi-
tional method and observe the characteristic of design.
In our design, we optimized original rectifier with the
optimal load resistor of 3.9 kΩ.

Step 3. Optimize the rectifier to achieve the best per-
formance in conversion efficiency, by optimizing the ge-
ometry of each microstrip line in the AC to DC section.
The major changes can be observed at the stub which
connects the shunted diode to the main line. Geomet-
rical dimensions of rectifier section (including the DC
filter parameters) are listed in the Table 1.

The HSMS-2860 diode of Avago Technologies is
used with low forward voltage (Vf ), low series resis-
tance (Rs). In general, the proposed design can achieve
good efficiency and higher voltage than other earlier
works. The detailed comparison of this work with previ-
ous works is given in the Table 2.

B. Antenna design
Figure 5 presents the simple dual-band ring an-

tenna which was designed for integration with the pro-
posed rectifier. The total dimension of the antenna
is 50 mm × 35 mm, using RO4003C dielectric sub-

Table 2: Comparison with the related works at the same
input power level
Ref. Diode Freq. Eff. Volt. Size

(MHz) (%) (V) (λ x λ )
[26] SMS7630 2450 35 N/A N/A
[30] SMS7630 1800 40 0.25 0.5 × 0.42

2450 33 0.22
[31] SMS7630 1800 25 0.3 0.3 × 0.3

2450 19 0.2 0.3 × 0.3
[32] SMS7630 950 31 0.3 N/A

1860 32 0.91
[33] HSMS2852 2450 45 - 0.6 × 0.73

5500 8∗

[34] HSMS2860 24505000 12 0.352 0.97 x 0.68
4 0.174

This work HSMS2860 2450 47.4* 1.36* 0.28 × 0.4*
5800 42 1.28

*The results of only rectifier in proposed structure.

Fig. 5. The dual-band ring antenna in top (a) and bottom
side (b).

Fig. 6. Simulated and measured reflection coefficient.

strate with 3.5 relative permittivity and 0.0027 loss
tangent.

Designed antenna is experimentally investigated
with a Keysight E5063A vector network analyzer. As
can be observed in Figures 6 and 7, full-wave simula-
tion and experimental results show a high agreement.
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Fig. 7. 3D radiation pattern of the ring antenna (a), simu-
lated and measured radiation pattern of the ring antenna
at 2.45 GHz (b) and 5.8 GHz (c).

Specifically, –10 dB measured impedance bandwidth is
covered from 2.25 GHz to 2.75 GHz and from 5.45 GHz
to 6.25 GHz. The omnidirectional radiation patterns of
the dual-band antenna are presented in Figure 7, the an-
tenna achieves the peak gain of 2.37 dBi and 4.26 dBi
at 2.45 GHz and 5.8 GHz, respectively. Simulated and
measured 2D radiation pattern of designed antenna at
2.45 and 5.8 GHz are shown in Figures 7 (b) and (c),
respectively.

The proposed rectifier and rectenna was fabricated
by the low-cost chemical etching system in RF3I lab-
oratory, Hanoi University of Science and Technology
(HUST).

III. EXPERIMENTS AND DISCUSSION
A. Measurement results

Figure 8 shows the image of the dual band rectenna
prototype with the total dimension of 40 mm× 103 mm.
The measurement for harvested output voltage and con-
version efficiency was performed in the building environ-
ment. Figure 9 (a) shows the measurement setup, which
consists of three main parts: (1) RF source transmitter-
Wi-Fi router, (2) rectenna, and (3) oscilloscope to mea-
sure the DC voltage at the load of the rectenna. To
achieve different input power Pin, distance (d) between
rectenna and Wi-Fi router are changed. The Wi-Fi sig-

Fig. 8. The dual-band rectenna prototype: front (a) and
bottom (b) view.

Fig. 9. Output voltage and conversion efficiency
measurement setup using Wi-Fi TP-link modem in the
building (a) and (b) actual rectenna DC output voltage
measured by oscilloscope.

nal radiated sources from a TP-link modem router in the
building operates at two frequency bands 2.45 GHz and
5.8 GHz.

The resulted output voltage and conversion effi-
ciency of rectifier and rectenna in simulation and mea-
surement is compared in Figures 10 and 11. As observed,
the simulated and measured results are agreeable.

For the rectifier case in Figure 10, the measurement
of the proposed rectifier has been carried out with several
antenna samples from RF3I laboratory. The proposed
design achieves the best performances at 2.452 GHz and
5.745 GHz. In particular, at 2.452 GHz, the proposed
rectifier achieves a 1.2 V output and 36.14% conversion
efficiency in simulation, while in measurement, they are
1.28 V and 42%. Meanwhile, at 5.745 GHz, the out-
put voltage and conversion efficiencies are 1.47 V and
54.26% in simulation and 1.36 V and 47.4% in measure-
ment.

The similarity remains with the results of simulation
and measurement of the proposed rectenna in Figure 11.
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Fig. 10. Simulated and measured output voltage (a) and
conversion efficiency (b) of the proposed rectifier.

At 2.452 GHz, the proposed rectenna achieves 1.21 V
output and 34.03% conversion efficiency in simulation,
while in measurement, these results are 0.77 V and
30.13%. At 5.745 GHz, the output voltage and rectenna
conversion efficiencies are 1.46 V and 53.55% in simu-
lation and 1.28 V and 42% in measurement. Obviously,
both the output voltage and conversion efficiency of the
proposed rectenna are smaller than these characteristics
of the proposed rectifier. The main reason is on the dif-
ference of antenna used in the measurement. While the
rectifier measurement was performed with several an-
tennas which were specially designed for each desired
frequency, the proposed rectenna uses a dual-band ring
antenna, whose performances in gain, efficiency, and
impedance bandwidth was carefully designed with var-
ious compromised. The harvested energy using the pro-
posed rectenna is enough to go to the storage circuit
which uses super-capacitors to power a wireless sensor
node.

B. Discussion
A comparison between the proposed structure and

several previous works on rectenna and rectifier is pre-
sented in Table 2. As observed, compared to the previous
works in [26] [30–33], the proposed structure has better
efficiency, much higher output voltage, and more com-
pact size. A plausible explanation is that the impedance
matching circuit has been reduced in our work. Mean-
while, the earlier works employ multiple open stubs,
shorted stubs, and radial stubs for this purpose [30] [32–
34]. Even a simple matching circuit, such as a single
inductor [31], can cause losses.

Fig. 11. Simulated and measured output voltage (a) and
conversion efficiency (b) of the proposed rectenna.

The proposed rectenna is suitable for practical ap-
plications. In real life situations, it can be equipped with
a power management circuit. However, the integration
of this circuit causes additional losses and lowers the
overall efficiency [35]. This matter is reserved for future
works.

IV. CONCLUSION
This paper proposed a dual-band rectenna for Wi-

Fi energy harvesting system. The rectenna exhibited a
1.28 V output voltage and 42% conversion efficiency at
5.8 GHz and 0.77 V and 30.13% at 2.4 GHz from the
in-building experiment. This amount harvested energy
is enough for storage circuit which uses supercapacitors
to power a wireless sensor node. Due to this advantage,
the proposed rectenna can be used in practical applica-
tion, such as supplying low-power wireless sensors. For
that purpose, it has to be equipped with a proper power-
management circuit, which not only stores the power but
also boosts the output voltage to a suitable level, i.e., 3.3
VDC. This matter will be addressed in future works.
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Abstract – This paper presents an effective solution for
the crosstalk prediction of handmade cable bundles. The
outer- and inner-layer topology of the cross section are
analyzed respectively, combined with the actual physi-
cal model of the cable bundles. The cascading method
is used to deal with the relationship between the struc-
ture of cable bundles and the distributed per unit length
(p.u.l.) parameter matrices. The random exchange of
the wires in the cable bundles is equivalent to the row–
column transformation of the p.u.l. parameter matrix,
and the values of the p.u.l. parameter matrix after
the transformation are modified by equal interval rota-
tion degree. Then, the unconditionally stable finite dif-
ference time domain (FDTD) method is used to solve
the crosstalk. The verification analysis shows that the
change of the element value of the p.u.l. parameter
matrix caused by the rotation of the cross-section rela-
tive to the ground cannot be ignored. The accuracy of
the proposed method is evaluated through comparison to
the probability method for a seven-core handmade cable
bundles, especially in the high frequency.

Index Terms – Handmade cable bundles, crosstalk, mul-
ticonductor transmission line, electromagnetic interfer-
ence, finite-difference time-domain (FDTD).

I. INTRODUCTION
Electromagnetic compatibility (EMC) plays an

important role in the field of automotive electronics [1].
New energy vehicles have been rapidly developed and
applied. Compared with traditional vehicles, new energy
vehicles need more electronic devices with high voltage,
high current, and high frequency. Multiconductor trans-
mission line (MTL) is a bridge to realize energy and sig-
nal transmission among electronic devices. Therefore,
the electromagnetic environment of new energy vehicles
is more complex.

Generally, some transmission lines with similar
characteristics will be tightly tied together by hand for

the sake of simplicity and beauty. In addition, the assem-
bly of the automobile wiring harness is completed man-
ually from offline, crimping, subassembly, assembly,
inspection, and packaging. Therefore, the relative posi-
tion among the wires in the handmade cable bundles
is random. The handmade cable bundles are a kind of
random wiring harnesses. A large number of wires are
closely arranged, and unintentional electromagnetic radi-
ation may cause crosstalk [2].

Changes in the position between the wires will cause
changes in system parameters [3]. It is very important to
accurately predict this effect in the early stage of design.
The discretization method is introduced by P. Besnier to
establish the nonuniform MTL model [4]. The nonuni-
form MTL is approximated as a large number of small
uniform MTLs connected end to end. Monte Carlo (MC)
method has been used to analyze the crosstalk of random
exchange of wires [5]. The random wiring harness is
modeled by random midpoint displacement (RMD) algo-
rithm [6], but the reduced model is too rough. The ran-
dom displacement spline interpolation (RDSI) method is
proposed in [7] considering the smooth change between
cascaded segments on the basis of RMD. However,
RDSI has a high requirement for the numerical solu-
tion of wiring harness and the amount of calculation is
large. Assuming that the topological shape of the har-
ness cross section relative to the ground is constant, only
the exchange of the position of the wires exits in wiring
harness, and the “reasonable worst-case” crosstalk of the
wiring harness is predicted by using the probability dis-
tribution of the per unit length (p.u.l.) parameter matrix
of a single cross section [8][9]. Considering that there is
only the exchange of adjacent wires in the harness, the
random bundles of twisted wire pairs are modeled and
the response value is solved by using the commercial
software FEKO based on the method of moments [10].
A simple mathematical model of handmade cable bun-
dles is proposed in [11], which is based on the cascade
method and MC method. In all aforementioned papers,
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the influence of the rotation of the topological shape of
the harness cross section relative to the ground on the
crosstalk has not been considered, and the influence is
discussed in detail in this paper.

The finite-difference time-domain (FDTD) method
is a common method in the field of crosstalk solution.
The FDTD method can segment time and space, and
can effectively describe the nonuniformity along with the
cable bundles. The conventional FDTD method needs
to meet the stability conditions to iterative convergence,
which seriously affects the efficiency of the solution [15–
17]. Therefore, combined with the unconditionally sta-
ble difference scheme [18], the crosstalk solution method
of handmade cable bundles is derived in this paper.

The rest of this paper is arranged as follows. The
model of handmade cable bundles is established in Sec-
ond II. In Section III, the distribution p.u.l. parame-
ter matrix of the model is solved. Section IV gives the
experimental verification and analysis. Finally, Section
V draws the conclusion.

II. MODELING OF HANDMADE CABLE
BUNDLES

The application of handmade cable bundles under a
certain type of car window is shown in Figure 1. The
wire harness has the characteristics that the wires are
close to each other, and the relative positions between the
wires change randomly. Several wire types are shown in
Figure 1. However, the physical parameters of the wires,
including the material and radius of the conductor, the
material and thickness of the insulation, are assumed to
be consistent due to the simplification of the model. All
the wires are close together to keep the topological shape
of the outer circle of the cross section unchanged.

The cross section equivalent model is shown in
Figure 2. The blue- and red-dashed lines represent the
outer layer topology and the inner layer topology respec-
tively. The cross section of different points along the
cable bundles can be realized in two steps. The wires
position from cross section 1 to cross section 2 are first
exchanged. The second is the rotation of the inner topol-
ogy from cross section 2 to cross section 3.

Handmade cable bundles are segmented by using
cascade method and differential method. Cable bundles
in each segment are regarded as parallel MTLs, and the
position of wires in each cross section is independent of
each other. Cable bundles with different twisting degrees
can be equivalent to N-segment cascaded transmission
line, which can be obtained from the empirical formula:

N =

{
[βlcable], β > 1/lcable
1, β ≤ 1/lcable

, (1)

where, β indicates the twisting degree (segment/m),
obtained from experience. The physical meaning of
twisting degree is the degree of random exchange

Fig. 1. Handmade cable bundles under car window.

Fig. 2. Cross section equivalent model of handmade
cable bundles.

between wires in the same length of the cable bun-
dles, corresponding to the number of cascaded segments.
lcable stands for the length of the cable bundles (m), and
[] is the round down symbol.

III. PARAMETER MATRIX AND
CROSSTALK SOLUTION OF HANDMADE

CABLE BUNDLES
A. MTL model

The p.u.l. equivalent circuit of n-core MTLs on
the current return plane is shown in Figure 3. The cur-
rent return plane is selected as the reference conduc-
tor. dz stands for the infinitely short transmission line.
l, c, g, and r are the p.u.l. parameters. ri and rj are
the resistance. lii and lij are the self-inductance and
mutual inductance, respectively. cii and cij are the self-
capacitance and mutual capacitance, respectively. gii
and gij are the self-conductivity and mutual conductiv-
ity, respectively. The matrix form is

X=



x11 x12 · · · x1i · · · x1j · · · x1n
x21 x22 · · · x2i · · · x2j · · · x2n

...
...

. . .
...

...
...

...
...

xi1 xi2 · · · xii · · · xij · · · xin
...

...
...

...
. . .

...
...

...
xj1 xj2 · · · xji · · · xjj · · · xjn

...
...

...
...

...
...

. . .
...

xn1 xn2 · · · xni · · · xnj · · · xnn


, (2)
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Fig. 3. The p.u.l. equivalent circuit of n-core MTL.

where X is p.u.l. the parameter matrix L, C, G, or R, x is
the corresponding element of l, c, g, and r, xij = xji. X is
a symmetric parameter matrix of order n, the upper and
lower triangular elements of the matrix are equal, and the
elements in the matrix can be divided into main diagonal
and non-main diagonal elements. The main diagonal ele-
ment value of the parameter matrix is mainly determined
by the height of the wire from the reference plane since
the physical parameters of the wire are consistent. Simi-
lar to the main diagonal elements, the non-main diagonal
elements are determined by the relative position between
wires and their height from the reference plane.

B. Parameter matrix analysis
The wire position exchange in the cross section can

be equivalent to the arrangement and combination of
wire numbers in the inner layer topology when chang-
ing from cross section 1 to cross section 2 in Figure 2.

The distance between the conductors and the dis-
tance between the conductor and the reference plane are
constant if the topology of the inner layer is consistent.
Therefore, the p.u.l. mutual inductance, self-inductance,
mutual capacitance, and self-capacitance will remain
unchanged. When only wire i and wire j are exchanged,
the parameter matrix of the cable bundles is:

X ′ =



x11 x12 · · · x1j · · · x1i · · · x1n

x21 x22 · · · x2j · · · x2i · · · x2n

...
...

. . .
...

...
...

...
...

xj1 xj2 · · · xjj · · · xji · · · xjn
...

...
...

...
. . .

...
...

...
xi1 xi2 · · · xij · · · xii · · · xin

...
...

...
...

...
...

. . .
...

xn1 xn2 · · · xnj · · · xni · · · xnn


. (3)

The transformation of the parameter matrix in (3)
and (2) can be expressed as:

X ′ = PXP , (4)
where P is the elementary matrix after exchanging rows
i and j. When the inner layer topology is the same, the
two kinds of cross sections can always be obtained by
exchanging each other for up to n-1 times.

The inner layer topology has a certain degree of
rotation difference with respect to the reference plane
when changing from cross section 2 to cross section 3
in Figure 2, and the clockwise direction is taken as the
rotation direction. The inner layer topology is consistent
with the initial inner layer topology after rotating 60◦

clockwise in the seven-core cable bundles. Therefore,
only rotation from 0◦ to 60◦ needs to be considered. The
rotation of the inner layer topology affects the position
of each wire to the ground.

The effect of R and G on crosstalk actually is small,
which can be ignored. L and C play a decisive role in
crosstalk. The cross section of handmade cable bundles
under the mirror method is shown in Figure 4. The right
side is the reference cross section of rotation degree. i’
and j’ are the mirror images of wire i and wire j respec-
tively. According to Ampere’s law, the self-inductance
of wire i is:

li =
ψi

Ii
=
µ0

2π
ln

(
hi

rwi

)
+
µ0

2π
ln

(
2hi

hi

)
=
µ0

2π
ln

(
2hi

rwi

)
,

(5)

where µ0 is the permeability in vacuum. Ψ i is the mag-
netic flux of wire i and reference plane when only wire i
is excited. Ii is the current in wire i. rwi is the conductor
radius of the wire i. The self-inductance is only related
to the height above the ground and its radius. The change
of height before and after rotation is

∆hi = ∆hj = 2(rwi + rti) [cosθ0 − cos(θ+θ0)] , (6)

where rti is the thickness of the insulating layer, and θ0

is the angle shown in Figure 4.

Fig. 4. Cross section of handmade cable bundles under
the mirror image method.
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The mutual inductance of wire i and wire j is:

lij =
ψij

Ii
=
µ0

2π
ln
(s1

s

)
+
µ0

2π
ln

(
s2

s3

)
=
µ0

2π
ln
(s2

s

)
,

(7)
where s is the center distance between wire i and wire j.
s1 is the distance between the wire i and the projection
point of the wire j on the reference ground. s2 is the
distance between the wire j and the wire i’. s3 is the
distance between the wire i’ and the projection point of
wire j on the reference ground. The mutual inductance
is only related to s2 and s. The change of s2 before and
after rotation is:

∆s2 =

√
(hi + hj)

2
+ s · sinθ0

−
√

(hi + hj)
2

+ s · sin(θ+θ0). (8)

It can be seen from (5)–(8) that the element values of the
inductance parameter matrix change with the change of
rotation angle θ. The inductance parameters of the wire
in the cable bundles with or without insulation layer can
be calculated according to (5) and (7). The capacitance
matrix without insulation is

C = µ0ε0L
−1, (9)

where ε0 is the permittivity in vacuum.
The rotation of the cross section to the ground

changes the parameter matrix of C and L when the con-
ductor is uninsulated. The finite element method (FEM)
is not limited by the insulation layer, but its solving
process is complex. The parameter matrix of parallel
MTL can be quickly extracted by commercial software
ANSYS Q3D based on FEM.

The changes of ∆hi and ∆s2 caused by small rota-
tion angle are also small. In the interval [0, 60◦), a series
of parameter matrices with equal interval are selected as
the parameter matrix library of cable bundles to describe
the rotation of cross section. The smaller the rotation
degree interval is, the larger the parameter matrix library
is, the more accurate the model is and the longer the con-
sumption time is.

C. Crosstalk solution
The handmade cable bundles model described in

this paper has the characteristics of cascade, and the
FDTD method has the characteristics of spatial segmen-
tation. Therefore, the FDTD method can be used to solve
the handmade cable bundles. The conventional FDTD
method needs to meet the stability condition to converge,
while the difference scheme proposed by Kambiz Afrooz
is unconditionally stable when applied to solve the trans-
mission line equation [18]. In this section, the crosstalk
solution of handmade cable bundles is mainly realized
by combining with the difference scheme proposed by
Kambiz Afrooz.

Fig. 5. Schematic diagram of voltage and current on
MTL after discretization.

The telegraph equations of MTL are [19]:
∂

∂z
V (z, t) = −R(z)I(z, t) −L(z)

∂

∂t
I(z, t), (10a)

∂

∂z
I(z, t) = −G(z)V (z, t) −C(z)

∂

∂t
V (z, t), (10b)

where V(z, t) and I(z, t) are the voltage and current at
time t at point z on the MTL respectively. The MTL is
divided into M segments. The values of R(z), L(z), G(z),
and C(z) at different positions on the handmade cable
bundles are different. The parameter matrix of segment
k is expressed as Rk, Lk, Gk, and Ck respectively.

The forward and backward difference approxima-
tions are made for the derivatives of z in (10a) and (10b)
respectively:

V k+1 − V k

∆z
= −RkIk −Lk

∂Ik

∂t
, (11)

Ik − Ik−1

∆z
= −GkV k −Ck

∂V k

∂t
, (12)

where ∆z is the spatial step, Vk=V(k∆z, t), Ik=I(k∆z,
t). The form can be expressed as:

V k+1−V k+∆zRkIk+∆zLk
∂Ik

∂t
= 0, k = 1, ...,M,

(13)

Ik−Ik−1+∆zGkV k+∆zCk
∂V k

∂t
= 0, k = 2, ...,M.

(14)
The MTL after discretization is shown in Figure 5,

the subscript indicates the position of the MTL and the
superscript represents the time, ∆t is the time step. The
terminal diagram of MTL is shown in Figure 6. RS and
RL are the n×n dimensional impedance matrix of the
source end and the load end of the MTL respectively, and
VS is the n dimensional vector of excitation. Terminal
conditions can be expressed as:

I0 =
V S − V 1

RS
= IS − V 1

RS
, (15)

IM+1 =
V M+1

RL
, (16)
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Fig. 6. Schematic diagram of terminal conditions of
MTL after discretization.

where

IS =
V S

RS
. (17)

The ∆z is replaced by ∆z/2 for k = 1, and (15) is

I1 − IS +

(
∆zG1

2
+

1

RS

)
V 1 +

∆zC1

2

∂V 1

∂t
= 0.

(18)
The ∆z is replaced by ∆z/2 for k = M+1, and (16) is

IM −
(

∆zGM+1

2
+

1

RL

)
V M+1

− ∆zCM+1

2

∂V M+1

∂t
= 0. (19)

The iterative equations are composed of (13), (14),
(18), and (19), which are expressed in the form of matrix:

V n+1 =

(G̃

2
+

C̃

∆t

)
− A

4

(
R̃

2
+

L̃

∆t

)−1

B

−1

·
{
In
S + In+1

S

2
−

((
G̃

2
− C̃

∆t

)
− A

4

(
R̃

2
+

L̃

∆t

)−1

B

)
V n

−

A

2
− A

2

(
R̃

2
+

L̃

∆t

)−1(
R̃

2
− L̃

∆t

) In

 ,

(20)

In+1 =

(
R

2
+

L

∆t

)−1

×
{(

L

∆t
− R

2

)
In − B

2
(V n + V n+1)

}
,

(21)
where the superscript T denotes transpose,

A =



I 0 0 · · · 0 0
−I I 0 · · · 0 0
0 −I I · · · 0 0
...

...
...

...
...

...
0 0 0 · · · −I I
0 0 0 · · · 0 −I


, (22)

B =


−I I 0 · · · 0 0
0 −I I · · · 0 0
...

...
...

...
...

...
0 0 0 · · · −I I

 , (23)

G̃ =


∆z
2 G1 0 · · · 0 0

0 ∆z
2 G2 · · · 0 0

...
...

. . .
...

...
0 0 · · · ∆z

2 GM 0
0 0 · · · 0 ∆z

2 GM+1 + 1
RL

 ,
(24)

C̃ =


∆z
2 C1 0 · · · 0 0

0 ∆z
2 C2 · · · 0 0

...
...

. . .
...

...
0 0 · · · ∆z

2 CM 0
0 0 · · · 0 ∆z

2 CM+1

 , (25)

L̃ =


∆zL1 0 · · · 0 0

0 ∆zL2 · · · 0 0
...

...
. . .

...
...

0 0 · · · ∆zLM 0
0 0 · · · 0 ∆zLM+1

 , (26)

R̃ =


∆zR1 0 · · · 0 0

0 ∆zR2 · · · 0 0
...

...
. . .

...
...

0 0 · · · ∆zRM 0
0 0 · · · 0 ∆zRM+1

 , (27)

V =
[
V 1 V 2 · · · V M+1

]T
, (28)

I =
[
I1 I2 · · · IM+1

]T
. (29)

Notably, the number of difference segments must be
a positive integer multiple of the number of cascade seg-
ments when (20) and (21) are used to solve the crosstalk
of handmade cable bundles.

IV. VERIFICATION AND ANALYSIS
Taking the seven-core handmade cable bundles as

an example, the radius of each wire is 0.4 mm, the insu-
lation thickness is 0.6 mm, and the insulation material
is polyvinyl chloride (PVC) with relative permittivity of
2.7, the length is 3 m, and the termination impedance of
both ends is 50 Ω. Cable bundle is close to the copper
current return plane.

A. Deviation rate of inductance and capacitance
parameter matrix

The relative deviation rate curves of the L and
C parameter matrix with different rotation degrees are
shown in Figures 6 and 7, respectively. The reference
cross section is selected as the initial cross section, that
is, the degree of rotation is 0◦. The relative deviation rate
is obtained by the p.u.l. parameter ratio of the cross sec-
tion, which is after rotating 5◦, 10◦, 20◦, and 40◦ clock-
wise relatives to the reference plane, and the reference
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Fig. 7. Capacitance parameter deviation rate: (a) self-
capacitance, (b) mutual capacitance.

cross section. Specifically,

deviation rate =
xrot − xref

xref
× 100%, (30)

where xref and xrot represent the element values of the
p.u.l. parameter matrix of the reference cross section and
the cross section after rotation change, respectively.

The deviation rates of self-capacitance, mutual
capacitance, self-inductance, and mutual inductance
increase with the increase of rotation degree in Figures 7
and 8. The maximum deviation rates in different cases
are given in Table 1. The maximum deviation rates of
the four parameters for the 5◦ are small, which are 3.8%,
3.1%, 2.6%, and 5.6% respectively. Therefore, the rota-

Table 1: Maximum deviation rate of parameter matrix
under different degrees of rotation
Angle Capacitance Inductance

Self Mutual Self Mutual
5◦ 3.8% 3.1% 2.6% 5.6%

10◦ 8.4% 10.1% 7.5% 12.8%
20◦ 17.9% 22.9% 14.9% 26.2%
40◦ 17.9% 43.6% 29.8% 50.9%

Fig. 8. Inductance parameter deviation rate: (a) self-
inductance, (b) mutual inductance.

tion degree interval of the parameter matrix library for
solving crosstalk is selected as 5◦.

B. Crosstalk
The solution result of the near-end crosstalk of the

handmade cable bundles is shown in Figure 9 when the
twisting degree β = 2. The thick black dashed line and

Fig. 9. Near-end crosstalk of the seven-core handmade
cable bundles.
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Table 2: Absolute values of upper and lower envelope
error compared with the measured values
Frequency New Method Probability Method

(Hz) Upper Lower Upper Lower
105 0.73dB 1.10dB 0.73dB 3.13dB
106 1.01dB 1.10dB 1.62dB 2.76dB
107 1.09dB 0.36dB 5.84dB 5.17dB
108 1.73dB 4.93dB 7.49dB 15.02dB

thin black ant line are the upper and lower envelope of
the solution result of the proposed method and probabil-
ity method [20], respectively. The upper envelope is the
worst-case crosstalk. The gray area is the range of exper-
imental values [20].

The absolute values of the upper and lower envelope
error are shown in Table 2. Compared with the prob-
ability method, the proposed method has better agree-
ment with the experimental results, especially at high
frequency. Taking 10 MHz as an example, the absolute
values of the upper and lower envelope error of the new
method and the probability method are 1.09 dB, 0.36 dB,
5.84 dB, and 5.17 dB respectively. The proposed method
has good accuracy in the frequency band of 100 kMz–20
MHz. However, the accuracy of the proposed method
is reduced in the frequency band of 20 MHz–100 MHz,
which is mainly due to the high frequency characteris-
tics of experimental equipment. The worst-case crosstalk
predicted by the proposed method can accurately reflect
the actual crosstalk of the handmade cable bundles.

V. CONCLUSION
This paper proposes a novel prediction method of

crosstalk for handmade cable bundles. The proposed
method studies the cable bundles model from the outer-
and inner-layer topology of the cross section. By con-
sidering the rotation angle of the cross section to the ref-
erence plane, the cascade harness model can be closer
to the actual handmade cable bundles. The crosstalk of
handmade cable bundles can be predicted by combining
the unconditionally stable FDTD method. The rotation
of the cross section relative to the reference plane cannot
be ignored, which is verified by the deviation rate of the
p.u.l. parameter matrix under different rotation angles.
The technique is verified by an example of seven-core
handmade cable bundles. Compared with the experi-
mental results, the proposed method has higher precision
than the probability method.
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Abstract – This paper proposes a new design of a lin-
ear oscillating actuator (LOA) with rectangular topology
of stator and mover. The shape of a permanent magnet
(PM) has a major impact on cost, mechanical strength,
and generation of magnetic flux density. This design
uses rectangular PMs that are relatively cheaper than
tubular PMs. Proposed LOA operates on single phase
AC loading source. All the design parameters are opti-
mized by using parametric sweep and the response of
the LOA in terms of thrust force is compared. The elec-
tromagnetic (EM) force received by the mover is inves-
tigated at various mover positions as well as at differ-
ent values of the current. Motor constant is examined
toward both directions of the force. Resonance phe-
nomena is analyzed using input and output power of
the LOA, which is the unique advantage of the LOA.
Compared to the conventional LOA designs, the output
parameters of the LOA, such as EM force, stroke, operat-
ing frequency and power, show great improvement with
regards of volume of the proposed LOA. This topology
shows significant development in terms of thrust force,
motor constant, easy manufacturing and cost. Moreover,
range of the stroke of proposed LOA is feasible for linear
refrigeration system.

Index Terms – FEM, linear oscillating actuator, moving
magnet, rectangular topology, resonance.

I. INTRODUCTION
Linear oscillating actuators (LOAs) provide linear

oscillatory thrust force directly without using special
mechanism (crank shaft) for converting rotary motion
to linear oscillations [1]. Compared to conventional
mechanism where rotary motion is converted to linear
oscillation, mover of the LOA is directly attached to
the piston and resonant springs. On the basis of simple
structure, high power density and high efficiency, LOA
received extensively more attention in industrial appli-
cations, such as compressor, vehicle suspension system,
and bio-medical equipment [2, 3].

There are three types of LOA configurations
of conventional topologies of LOA: moving magnet,

moving coil, and moving iron. Moving magnet configu-
ration is generally composed of coil housed in the stator
and mover has permanent magnets (PMs) [4]. Moving
coil LOA is comprised of coils placed on both stator and
mover [5]. Moving iron LOA has winding coils on the
stator and mover is only composed of iron of different
shapes. The performance of moving magnet type LOA
is lot better in contrast to the other type of LOAs on
the count of high thrust density, high efficiency, smaller
mover mass, and easy manufacturability [6, 7].

Tubular topology has squeezed structure and pro-
duces high flux density but the lamination of the core
materials is very challenging. The core part of clas-
sical rotational equipment is laminated radially for the
reduction of core loses. However, due to limitation of
low flux density and small stacking factor, a new tech-
nique of axial lamination is analyzed in [8]. This inves-
tigation improves stacking factor that further improves
amount of flux density in the air gap of LOA. Further-
more, back emf and thrust force of the LOA are also
enhanced by using this new methodology. In contrast
to this approaches, rectangular topology of LOA is more
feasible for laminations. Conventionally, a rectangular
topology is analyzed in [9, 10] where an E core stator is
used and four PMs with opposite polarities are placed on
the mover. This topology is simple and easy to fabricate.
Moreover, PM used in rectangular LOA is also of rectan-
gular shape and shape of the PM has significant effect on
cost and housing on the mover. Reduction of iron loses
is studied in [11], where a special formation of grove in
the inner yoke is analyzed. Furthermore, the effect of
number of groves is also examined.

There are two additional significances of LOA over
conventional actuation mechanism: oscillations with
adjustable stroke and operation at resonance frequency.
Stroke of the LOA can be adjusted by input loading to
the LOA. By increasing input power to the LOA, stroke
of LOA increases, enhancing the cooling capacity of the
refrigeration system [12]. Main limitation of high-input
power is more copper loses due to which efficiency of
system reduces [13]. Resonance at LOA is achieved
by exciting it with frequency equal to mechanical
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resonance frequency of the system. Mechanical res-
onance frequency is calculated by using the value of
mover mass and spring stiffness [14]. At resonance con-
dition, least amount of current is required for feasible
operation of the LOA that improves the efficiency of the
LOA [15, 16].

Moving magnet LOA with capability of self-holding
is studied in [17]. This paper analyzed the effect of
slot opening and magnetic circuit on thrust force and
self-holding force. An E-core and C-core LOAs with
different configurations of PMs placed on mover is ana-
lyzed and compared in [18]. A new topology of fer-
rite PM LOA is compared with conventional rare earth
PM LOA in [19]. In this study, all the output parame-
ters of LOA are investigated using ferrite PM, that indi-
cates promising improvement. Another moving magnet
machine is studied that provides both rotary and lin-
ear motion. This design uses rotary and linear arrange-
ment of coils connected axially and circumferentially
[20, 21].

This paper describes a detailed analysis of mov-
ing magnet, rectangular-shaped LOA for compressor in
refrigeration system. Design topology and operating
principle of the investigated LOA is explained. To show
proposed topology in real view, CAD model is used.
All the design parameters are optimized using paramet-
ric sweep tool. Output parameters like thrust force and
stroke are analyzed and compared. Resonance phenom-
ena are discussed by using design parameters, spring
stiffness, and mover mass. Furthermore, all the out-
put parameters are compared with conventional design
of LOA.

II. DESIGN AND OPERATING PRINCIPLES
Mechanical structure of proposed LOA is composed

of two main parts, two C-shaped rectangular stator cores
and mover, as shown in Figure 1. Stators, stationary
parts of the LOA, are further composed of core mate-
rial and windings. Concentrated type winding is convo-
luted through back side of C-shaped stator core. Pole
shoes, the end of two sides of the C-shaped core, are
expanded to provide ease to the magnetic flux as mag-
netic flux lines rebound back through sharp edges of the
core. Direction of the current through upper and lower
stator coils is opposite for that it is wound in opposite
directions. When the coils are excited by single phase
AC, magnetic flux lines are started at one stator leg and
end at the corresponding other stator leg.

Mover, moving part of LOA, is comprised of mover
core and PMs. Two axially magnetized, rectangular-
shaped PMs are housed at both ends of the mover.
PMs’ magnetization direction is opposite and toward the
centered mover core. Mover core is placed between two
PMs and poses a least reluctance rout for magnetic flux
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Fig. 1. 2-D topology of proposed LOA.

originated from one stator pole and ending at the other
stator pole. The faces of the PMs toward the mover core
are made fillet to generate flux lines in diverging mode.
Additionally, fillet PMs help the mover to interact easily
with stator poles.

Operating principles: when the coils of both the sta-
tors are energized in opposite directions, magnetic flux
density is produced in opposite directions. Magnetic flux
density produced by one stator leg links with mover core
and then enters to the corresponding opposite pole of
the same stator. Magnetic flux density of both coils and
PM tends to enters into the corresponding other stator
legs. According to the basic principles of magnetic field
alignment phenomena, magnetic field lines strive to pass
through least reluctance path. To provide least reluctance
path, mover adjusts its position. Moreover, mover expe-
riences an electromagnetic (EM) force in one direction.
Since proposed LOA is operating on single phase AC
so for a positive cycle of an AC, mover experiences EM
force in one direction. Figure 2 (a) shows extreme –x
position of the mover. Direction of the current and rout
followed by magnetic flux density is depicted by sym-
bols and arrows, respectively. During remaining nega-
tive cycle of an AC, direction of electric current becomes
opposite. Hence, the direction of magnetic flux density
through stator poles becomes altered. At this time, mover
receives EM force in the opposite direction, as shown in
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Fig. 2. Proposed LOAs: (a) –x extreme position of the
mover, (b) +x extreme position of the mover.

Figure 2 (b). In Figure 2 (b), mover is displaced to +x
extreme position of the oscillations, as shown. Mover
will receive a reciprocating EM when the coil is loaded
by single phase alternating electric power. CAD model
of proposed LOA is shown in Figure 3. Table 1 shows

Table 1: Dimensions of design parameters of the LOA
Description Symbol Value (mm)
Length of LOA L 80
Height of LOA H 116
Depth of LOA D 100
Mover radius MR 5
Mover Length ML 90
Stator core height SCH 33
Pole shoe length PSHL 13
Coil height CH 20
Coil width CW 56
PM length PML 32
Air gap AG 1

        Mover, moving part of LOA, is comprised of mover 

core and PMs. Two axially magnetized, rectangular-

shaped PMs are housed at both ends of the mover. PMs’ 

magnetization direction is opposite and toward the 

centered mover core. Mover core is placed between two 

PMs and poses a least reluctance rout for magnetic flux 

originated from one stator pole and ending at the other 

stator pole. The faces of the PMs toward the mover core 

are made fillet to generate flux lines in diverging mode. 

Additionally, fillet PMs help the mover to interact easily 

with stator poles.   

       Operating principles: when the coils of both the 

stators are energized in opposite directions, magnetic 

flux density is produced in opposite directions. Magnetic 

flux density produced by one stator leg links with mover 

core and then enters to the corresponding opposite pole 

of the same stator. Magnetic flux density of both coils 

and PM tends to enters into the corresponding other 

stator legs. According to the basic principles of magnetic 

field alignment phenomena, magnetic field lines strive to 

pass through least reluctance path. To provide least 

reluctance path, mover adjusts its position. Moreover, 

mover experiences an electromagnetic (EM) force in one 

direction. Since proposed LOA is operating on single 

phase AC so for a positive cycle of an AC, mover 

experiences EM force in one direction. Figure 2(a) 

shows  

 

Table 1: Dimensions of design parameters of the LOA      
 

extreme –x position of the mover. Direction of the 

current and rout followed by magnetic flux density is 

depicted by symbols and arrows, respectively. During 

remaining negative cycle of an AC, direction of electric 

current becomes opposite. Hence, the direction of 

magnetic flux density through stator poles becomes 

altered. At this time, mover receives EM force in the 

opposite direction, as shown in Figure 2(b). In Figure 

2(b), mover is displaced to +x extreme position of the 

oscillations, as shown. Mover will receive a 

reciprocating EM when the coil is loaded by single phase 

alternating electric power. CAD model of proposed LOA 

is shown in Figure 3. Table 1 shows the dimensions of 

different parameters of investigated LOA. 

 

III. PARAMETRIC ANALYSIS  
        Parametric analysis of different parameters of the 

LOA is made by adopting parametric analysis technique 

and selecting the best magnitude of the investigated 

design parameter. Effect of different parameters like pole 

area and air gap is studied [23].  Effect of mover core 

length on thrust force, mover mass and operating 

resonance frequency is depicted in Figure 4. In this 

procedure, length of the PM is kept constant while mover 

core length is varied, due to which the overall length of 

the mover is also changed.  EM force is verified for both 

directions of the current of value 5 A, as shown by red 

lines. Since, by increasing mover length, mover mass is 

also increased which further effects the value of 

operating resonance frequency.  Blue and pink lines 

show effect of mover core length on mover mass and 

operating resonance frequency for spring stiffness of 50 

KN m⁄ , respectively. Optimum points are shown by 

dotted black squares. Figure 4 concludes that optimum 

value of mover core length is 26 mm. Additionally, at 

optimum value of mover core length, value of operating 

resonance frequency and mover mass are 50 Hz and 0.51 

kg, respectively.      

           Furthermore, another parameter of LOA known 

as stator leg width is optimized and response is recorded 

in terms of EM force, as shown in Figure 5. During this 
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Figure 3. 3-D topology of investigated LOA: (a) Complete 

view, (b) Open parts view. 

 

 

 

Fig. 3. 3-D topology of investigated LOA: (a) Complete
view, (b) Open parts view.

the dimensions of different parameters of investigated
LOA.

III. PARAMETRIC ANALYSIS
Parametric analysis of different parameters of the

LOA is made by adopting parametric analysis tech-
nique and selecting the best magnitude of the inves-
tigated design parameter. Effect of different parame-
ters like pole area and air gap is studied [23]. Effect
of mover core length on thrust force, mover mass and
operating resonance frequency is depicted in Figure 4.



1387 ACES JOURNAL, Vol. 36, No. 10, October 2021

procedure, position of the mover is fixed at mean 

position: from where the mover can move 6 mm back 

and forward. Other parameters of LOA like LOA height 

and length are kept constant. Stator leg width is varied 

toward the coil slot. Number of turns of coil is also kept 

changing. This process is repeated for 5 A, 3 A, –5 A, 

and –3 A shown by solid and dotted red and blue lines in 

Figure 5. This process concludes that optimum value of 

stator leg width is 12 mm at which the number turns of 

coil is 800.  

 

IV. RESULTS AND DISCUSSIONS 
             Investigated LOA is simulated and its view is 

shown in Figure 6 where mover is displaced to extreme 

positions of oscillations. Current applied to the coil is 5 

A DC with suitable arrangement of the current direction. 

Figure 6(a) represents +x extreme position of the mover 

and rout followed by magnetic field line is shown by an 

arrow. At this arrangement of the coil current direction, 

mover experiences EM force toward +x direction.  By 

altering the direction of the coils current, magnetic flux 

density direction becomes reverse, as shown in Figure 

6(b). At this route of current, direction of EM force 

becomes reverse and mover experiences EM force 

toward –x direction. Hence by applying single phase AC, 

mover will experience an oscillatory EM force. Legend 

to the right of simulated view of the LOA shows 

magnitude of magnetic flux density at different portions 

of the LOA.  

         Magnetic flux density received by stator poles using 

5 A DC is depicted in Figure 7. In this procedure, 

magnetic flux density is measured in the mid of air gap 

through a line in front of stator poles. Doted red and solid 

black lines show magnitude of magnetic flux density 

received by right, upper, and lower stator poles, 

respectively.  Similarly, doted blue and solid pink lines 
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Figure 6. Magnetic flux distribution view after 
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Fig. 4. Mover length optimization.

In this procedure, length of the PM is kept constant while
mover core length is varied, due to which the overall
length of the mover is also changed. EM force is ver-
ified for both directions of the current of value 5 A, as
shown by red lines. Since, by increasing mover length,
mover mass is also increased which further effects the
value of operating resonance frequency. Blue and pink
lines show effect of mover core length on mover mass
and operating resonance frequency for spring stiffness of
50 KN⁄m, respectively. Optimum points are shown by
dotted black squares. Figure 4 concludes that optimum
value of mover core length is 26 mm. Additionally, at
optimum value of mover core length, value of operat-
ing resonance frequency and mover mass are 50 Hz and
0.51 kg, respectively.

Furthermore, another parameter of LOA known as
stator leg width is optimized and response is recorded
in terms of EM force, as shown in Figure 5. During
this procedure, position of the mover is fixed at mean
position: from where the mover can move 6 mm back
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6(b). At this route of current, direction of EM force 

becomes reverse and mover experiences EM force 

toward –x direction. Hence by applying single phase AC, 

mover will experience an oscillatory EM force. Legend 

to the right of simulated view of the LOA shows 

magnitude of magnetic flux density at different portions 

of the LOA.  
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Fig. 5. Stator pole width optimization.

and forward. Other parameters of LOA like LOA height
and length are kept constant. Stator leg width is varied
toward the coil slot. Number of turns of coil is also kept
changing. This process is repeated for 5 A, 3 A, –5 A,
and –3 A shown by solid and dotted red and blue lines in
Figure 5. This process concludes that optimum value of
stator leg width is 12 mm at which the number turns of
coil is 800.

IV. RESULTS AND DISCUSSIONS
Investigated LOA is simulated and its view is

shown in Figure 6 where mover is displaced to extreme
positions of oscillations. Current applied to the coil is
5 A DC with suitable arrangement of the current direc-
tion. Figure 6 (a) represents +x extreme position of the
mover and rout followed by magnetic field line is shown
by an arrow. At this arrangement of the coil current
direction, mover experiences EM force toward +x direc-
tion. By altering the direction of the coils current, mag-
netic flux density direction becomes reverse, as shown
in Figure 6 (b). At this route of current, direction of EM
force becomes reverse and mover experiences EM force
toward –x direction. Hence by applying single phase AC,
mover will experience an oscillatory EM force. Legend
to the right of simulated view of the LOA shows mag-
nitude of magnetic flux density at different portions of
the LOA.

Magnetic flux density received by stator poles using
5 A DC is depicted in Figure 7. In this procedure,
magnetic flux density is measured in the mid of air gap
through a line in front of stator poles. Doted red and solid
black lines show magnitude of magnetic flux density
received by right, upper, and lower stator poles, respec-
tively. Similarly, doted blue and solid pink lines show
magnetic flux density received by left, upper, and lower
stator poles, respectively.

Electromagnetic force response of proposed LOA
for distinct magnitudes of the direct current is shown
in Figure 8. This figure shows bi-directional EM force
of the LOA for both direction of the DC. From the fig-
ure it is clear that there is linear relation between cur-
rent and EM force. Current exceeding from 5 A value
of the DC, there is some decrease in EM force per
change in current due to saturation of the core mate-
rials. Motor constant (MC): EM force per Ampere
current of the proposed LOA is 120 N/A. Proposed
LOA shows identical MC toward both directions of the
EM force.

EM force response of proposed LOA at differ-
ent positions of the mover is presented in Figure 9.
For proper explanation, every quarter of the figure is
described separately. EM force shown in second quad-
rant displaces the mover from negative extreme position
to the mean position of the oscillations. Mover will be
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procedure, position of the mover is fixed at mean 

position: from where the mover can move 6 mm back 

and forward. Other parameters of LOA like LOA height 

and length are kept constant. Stator leg width is varied 

toward the coil slot. Number of turns of coil is also kept 

changing. This process is repeated for 5 A, 3 A, –5 A, 

and –3 A shown by solid and dotted red and blue lines in 

Figure 5. This process concludes that optimum value of 

stator leg width is 12 mm at which the number turns of 

coil is 800.  
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A DC with suitable arrangement of the current direction. 
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and rout followed by magnetic field line is shown by an 

arrow. At this arrangement of the coil current direction, 

mover experiences EM force toward +x direction.  By 

altering the direction of the coils current, magnetic flux 

density direction becomes reverse, as shown in Figure 

6(b). At this route of current, direction of EM force 

becomes reverse and mover experiences EM force 

toward –x direction. Hence by applying single phase AC, 

mover will experience an oscillatory EM force. Legend 

to the right of simulated view of the LOA shows 

magnitude of magnetic flux density at different portions 

of the LOA.  

         Magnetic flux density received by stator poles using 

5 A DC is depicted in Figure 7. In this procedure, 

magnetic flux density is measured in the mid of air gap 

through a line in front of stator poles. Doted red and solid 

black lines show magnitude of magnetic flux density 

received by right, upper, and lower stator poles, 

respectively.  Similarly, doted blue and solid pink lines 
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Fig. 6. Magnetic flux distribution view after simulating
the proposed LOA. (a) EM force toward +x direction,
(b)EM force toward –x direction.

further displaced to the positive extreme position by EM
force shown by first quadrant of the Figure 9. By chang-
ing the direction of the current, direction of EM force
becomes opposite as shown in third and fourth quad-
rants. EM force shown in third and fourth quadrants
assists the mover to move from positive extreme posi-
tion to the mean position and furthermore to the negative
extreme position.

Figure 10 shows EM force produced by proposed
LOA for different peak to peak values of an AC at mean
position of the mover. Positive value of the force indi-
cates that force is toward +x axis and negative value of
the force shows that the force is toward –x axis. From

procedure, position of the mover is fixed at mean 

position: from where the mover can move 6 mm back 

and forward. Other parameters of LOA like LOA height 

and length are kept constant. Stator leg width is varied 

toward the coil slot. Number of turns of coil is also kept 

changing. This process is repeated for 5 A, 3 A, –5 A, 

and –3 A shown by solid and dotted red and blue lines in 

Figure 5. This process concludes that optimum value of 

stator leg width is 12 mm at which the number turns of 

coil is 800.  
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             Investigated LOA is simulated and its view is 

shown in Figure 6 where mover is displaced to extreme 

positions of oscillations. Current applied to the coil is 5 

A DC with suitable arrangement of the current direction. 

Figure 6(a) represents +x extreme position of the mover 

and rout followed by magnetic field line is shown by an 

arrow. At this arrangement of the coil current direction, 

mover experiences EM force toward +x direction.  By 

altering the direction of the coils current, magnetic flux 

density direction becomes reverse, as shown in Figure 

6(b). At this route of current, direction of EM force 

becomes reverse and mover experiences EM force 

toward –x direction. Hence by applying single phase AC, 

mover will experience an oscillatory EM force. Legend 

to the right of simulated view of the LOA shows 

magnitude of magnetic flux density at different portions 

of the LOA.  

         Magnetic flux density received by stator poles using 

5 A DC is depicted in Figure 7. In this procedure, 

magnetic flux density is measured in the mid of air gap 

through a line in front of stator poles. Doted red and solid 

black lines show magnitude of magnetic flux density 

received by right, upper, and lower stator poles, 
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Fig. 7. Magnetic flux density linking with stator.

show magnetic flux density received by left, upper, and 

lower stator poles, respectively. 

         Electromagnetic force response of proposed LOA 

for distinct magnitudes of the direct current is shown in 

Figure 8. This figure shows bi-directional EM force of 

the LOA for both direction of the DC. From the figure it 

is clear that there is linear relation between current and 

EM force. Current exceeding from 5 A value of the DC, 

there is some decrease in EM force per change in current 

due to saturation of the core materials. Motor constant 

(MC): EM force per Ampere current of the proposed 

LOA is 120 N A⁄ . Proposed LOA shows identical MC 

toward both directions of the EM force. 
           EM force response of proposed LOA at different 

positions of the mover is presented in Figure 9. For 

proper explanation, every quarter of the figure is 

described separately. EM force shown in second 

quadrant displaces the mover from negative extreme 

position to the mean position of the oscillations. Mover 

will be further displaced to the positive extreme position 

by EM force shown by first quadrant of the Figure 9. By 

changing the direction of the current, direction of EM 

force becomes opposite as shown in third and fourth 

quadrants. EM force shown in third and fourth quadrants 

assists the mover to move from positive extreme position 

to the mean position and furthermore to the negative 

extreme position.  

        Figure 10 shows EM force produced by proposed 

LOA for different peak to peak values of an AC at mean 

position of the mover. Positive value of the force 

indicates that force is toward +x axis and negative value 

of the force shows that the force is toward –x axis.  From 

Figure 10, it is also clear that by increasing peak to peak 

value of single-phase supply, EM force is increased 

equally to both sides. This analysis concludes that on 

sinusoidal input loading, force experienced by mover is 

sinusoidal. 

 

V. RESONANCE 

A. Mechanical resonance 

      By comparison with conventional reciprocating 

compressor, LOA is normally operating under resonance 

condition that enhances the operational results of the 

LOA to a great extent. For proper operation of the LOA, 

minimum input current is needed at resonance condition 

that further leads to high efficiency of the system. Output 

results of the LOA in response to the input current, like 
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Figure 12. Electrical circuit model of proposed LOA. 
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Figure 12. Electrical circuit model of proposed LOA. 

 

Fig. 9. EM force on different positions of the stroke.

Figure 10, it is also clear that by increasing peak to
peak value of single-phase supply, EM force is increased
equally to both sides. This analysis concludes that on
sinusoidal input loading, force experienced by mover is
sinusoidal.
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V. RESONANCE
A. Mechanical resonance

By comparison with conventional reciprocating
compressor, LOA is normally operating under resonance
condition that enhances the operational results of the
LOA to a great extent. For proper operation of the LOA,
minimum input current is needed at resonance condition
that further leads to high efficiency of the system. Out-
put results of the LOA in response to the input current,
like stroke to electromagnetic force fraction and stroke
to current relation of the LOA are high at resonance con-
ditions [12]. Resonance frequency is calculated on the
basis of mover mass and stiffness of the springs installed.
Mover mass is a design parameter of the LOA and cannot
be reduced to a great extent. However, mover mass can
be optimized to some range keeping other parameters,
like EM force and stroke of the LOA at optimum value.
Resonance condition of LOA is achieved by exciting the
coils at resonance frequency. Relationship for determin-
ing the mechanical resonance frequency is

fmr =
1

2π

√
k/m, (1)

where fmr is the mechanical resonance frequency in
Hz, k is the spring stiffness, and m is the mass of the
mover. Value of spring stiffness selected in this analysis
is 50 KN/m. The general demonstration of mass spring
system of the LOA is depicted in Figure 11. Mechanical
springs release and absorb energy to and from the system
when it is required.

B. Electrical resonance
General representation of electrical system of the

LOA is shown in Figure 12. In this figure, R is the resis-
tance of actuator windings, XL is the coil inductance, Xc
is the required capacitance to get electrical resonance and
αv is the back emf constant. At electrical resonance,
inductive reactance of the coil is canceled out by capac-
itive reactance of capacitor. For producing capacitive
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and cannot be reduced to a great extent. However, mover 
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Value of spring stiffness selected in this analysis is 50 

KN m⁄ .  The general demonstration of mass spring 

system of the LOA is depicted in Figure 11. Mechanical 

springs release and absorb energy to and from the system 

when it is required. 
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onance frequency, and required capacitance.

reactance, an external capacitor is used. At electrical res-
onance condition, electrical system of the LOA act as a
resistive load. Due to electrical resonance, LOA offers
minimum impedance that improves the efficiency of the
system. Relationship for finding necessary capacitance
to produce electrical resonance in LOA is

C = 1/4π
2 f 2L, (2)

where C is the value of necessary capacitance to produce
electrical resonance, f is the operative frequency of alter-
nating loading, and L is the coil inductance.
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C. Simulation results of resonance analysis
As deliberated in earlier section, mechanical

resonance frequency of LOA is calculated by using
Equation (1). Additionally, on the basis of operating fre-
quency, external capacitance required for creating elec-
trical is determined by using Equation (2). Figure 13
shows the relation of spring constant with resonance fre-
quency which further influences value of external capac-
itance attached in series. During this analysis, value of
mover mass is 0.51 kg. Figure 13 reveals that for spring
constant of value 50 KN/m, operating resonance fre-
quency of proposed LOA is 50 Hz. Furthermore, neces-
sary capacitance to create electrical resonance is 30 µF.

At resonance, due to minimum variance between
applied voltage and back emf, minimum amount of
current is passed through LOA that further provides
minimum electromagnetic force [22]. Current and elec-
tromagnetic force relation derived in [12] are used to cal-
culate influence of operating frequency on input current
and electromagnetic force. Figure 14 shows the values
of input current and electromagnetic force for different
values of operational frequency. Since mechanical res-
onance frequency of proposed LOA is 50 Hz, there is
only a minimum current that passes through LOA which
further yields minimum electromagnetic force.

LOA input power is calculated by multiplying volt-
age across the coils and current flowing through the
coils. Similarly, output power is determined by using
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power and output power increases and due to that effi-
ciency reduces. At resonance frequency, proposed LOA
gives maximum efficiency.

VI. COMPARISON WITH CONVENTIONAL
DESIGNS OF LOAS

Performance parameters like volume, stroke, mov-
ing mass, MC, and efficiency comparison are shown in
Table 2. This section overviews the design and perfor-
mance comparison of investigated LOA with currently
designed topologies of LOA for compressor application.
Topology explored in [19] is moving magnet LOA where
rare earth PM is replaced by ferrite PMs. PMs used in
this topology of LOA is radially magnetized. Fabrication
of such topology is complex and degrades the mechan-
ical strength of mover structure. Moving magnet actua-
tor investigated in [4] comprised of axially magnetized
disk-shaped PMs. This topology is low cost and easy to
fabricate. The main limitation of topology used in [4] is
high mover mass (MM) due to which the value of operat-
ing resonance frequency is low. Another design analyzed
in [6] is moving iron with coil housed on the stator. This
topology has no PMs due to which the design cost is very
low; however, MC of this design is very small. LOA
topology investigated in [12] is E-core stator and mover
composed of radially magnetized PM. Main complica-
tion of this topology is complex mover structure due to
radially magnetized PMs housed. Performance behav-
ior of this design is fair and feasible for refrigeration
application.

Design topology of proposed LOA is simple and
easy to manufacture compared to the conventional
topologies of LOA. Structure of the PMs used in this
topology is low cost and easy to arrange multiple PMs
and to get desired dimensions. Winding of coil is open
to the air, on account of that, cooling arrangement and
replacing are feasible. Moreover, lamination of the core
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Table 2: Parameters comparison of the investigated LOA
with currently designed actuators

Spec. . . . Ref. Ref. Ref. Ref. Prop.
[19] [4] [6] [12] LOA

Moving
Type

PM PM Iron PM PM

Volume
mm3

6.5×105 7.8×105 1.5×106 1.7×106 9.3×105

Stroke
(mm)

15 14 23 8.8 12

Moving
Mass (Kg)

0.27 1 0.62 0.68 0.51

MC (N/A) 115 34.6 14 38 120
Efficiency
(%)

—— 89 87 94 90

part of the proposed LOA is very simple and easy to
assemble.

VII. CONCLUSION
This article investigates and analyzes a novel design

of rectangular structured moving magnet LOA for com-
pressor in refrigeration system. Rectangular-shaped axi-
ally magnetized PMs are housed on the mover. Structure
and operating principle are explained in detail. For better
understanding, CAD model is designed. All the param-
eters are optimized on the basis of EM force and mover
mass. Output results, like EM force and stroke ampli-
tude are analyzed. Time-dependent EM force is exam-
ined for different peak to peak time-dependent input
loading. Resonance phenomena are described and the
influence of resonance frequency on input current, EM
force, and efficiency are investigated. Finally, perfor-
mance and design parameters of proposed and already
designed LOAs are compared. Performance results of
proposed LOA show significant outcomes while having
simple structure and low cost. Moreover, fabrication
complication in proposed LOA is minimum compared
to conventional LOAs. Lamination of core materials is
the most problematic part in tubular topology which is
resolved. Proposed LOA is easy to laminate their core
part. Hence it can be concluded that, proposed rectan-
gular LOA is the best alternative of conventional tubular
topologies of LOA.
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