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Pattern Synthesis for Array Antennas based on Interpolation Gravitational
Search Algorithm

Cuizhen Sun!2?, Jun Ding?, Chenjiang Guo !, and Jian Liu?

1 School of Electronics and Information
Northwestern Polytechnical University, Xi‘an 710072, China
scz@xust.edu.cn

2School of Communication and Information Engineering
Xi'an University of Science and Technology, Xi‘'an 710054, China

Abstract — A new algorithm known as interpolation
gravitational search algorithm (IGSA) is proposed in
this paper when be used to synthesize pattern for array
with complicated side lobe and notch. First, a novel and
adjustable coefficient g for inertia mass is introduced,
which can render the particle large in inertia mass get
larger and more attractive to other particles to access
to more optimal location, so the convergence can be
accelerated through varying the discrepancy of inertia
mass Mi(t) of particles in a specific population. Second,
a simplified quadratic approximation algorithm (SQA) is
interpolated that can make the algorithm perform better
in the aspect of optimum seeking, so the computational
accuracy can be increased through utilizing the stronger
local search ability of SQA. To verify the validation of
the algorithm, the proposed IGSA is applied to commit
pattern synthesis in terms of different targets. Simulation
results show that the IGSA, as a whole, is better than
the other algorithms the same kind, mainly because the
IGSA can be possessed of faster speed in convergence
and perform more accurate in optimization.

Index Terms — Inertia mass coefficient, interpolation
gravitational search algorithm, notches, side-lobe reduction,
simplified quadratic approximation.

I. INTRODUCTION

The pattern synthesis for array antenna is a
procedure with deliverables of antenna’s relevant
parameters upon the required radiation. Since the pattern
synthesis can greatly simplify design complexity and
reduce design cost, it has increasingly become a hot
research topic in the field of antenna design and
study. The pattern synthesis belongs to the optimization
problems. To solve the optimization problem, various
meta-heuristic (M-HS) algorithms such as honey bee
mating optimization (HBMO) [1], the sailfish optimizer
(SFO) [2], the differential evolution algorithm (DE) [3]
and the moth-flame optimization algorithm (MFO) [4]

Submitted On: November 12, 2018
Accepted On: May 4, 2019

have been proposed recently. The genetic algorithm (GA)
[5,6], the particle swarm optimization algorithm (PSO)
[7,8] have been verified to be able to satisfy in the
requirement of the pattern synthesis of array antennas.

The gravitational search algorithm (GSA) [9] is one
of the recent M-HS algorithms inspired by the law of
gravity. In GSA, a particle is guided by the sum of
gravitational force exerted on it by other particles. To
search the optimum efficiently, various improvement
versions for the original GSA algorithms have been
presented, which can be classified into two categories.
One focuses on improving the variable parameters [10];
The other is to combine other state-of-the-art algorithms
with GSA to enhance GSA [11].While these efforts
ameliorate the performance of GSA, GSA is easier to fall
into local optimal and become quite lower in the speed
of convergence whenever dealing with the problems in
the application of pattern synthesis such as the lower side
lobe’s level and the notches in specific location. Because
the specified objective functions which are usually
nonlinear, nondifferentiable and even discontinuous
with multiple parameters, how to balance the exploration
and exploitation according to evolutionary states is
challenging.

In this paper, an interpolation gravitational search
algorithm (IGSA) is proposed. First, a novel and
adjustable inertia mass coefficient g is configured which
changes the distribution of inertial masses to improve
the searching speed to the optimum; Subsequently, to
overcome the drawback that GSA is easier falling into
local optimal, the simplified quadratic approximation
(SQA) is used as a local search operator and embedded
into GSA to enhance the entire ability of optimal
seeking. Based on different simulation examples, the
IGSA can be verified to be better than the traditional
GSA both in the convergence rate and in the solution
accuracy, which can be proved that the proposed
algorithm is more suitable for solving the issue of the
complicated synthesis of array antenna such as ultra side

1054-4887 © ACES

1266



1267

lobe and notches.

The remainder of this paper is arranged as follows.
Section Il briefly describes the pattern synthesis
framework. In Section Ill, a detailed introduction of
the proposed IGSA is presented. The IGSA is used
to simulate standard benchmark functions and design
pattern synthesis in Section IV. Finally, Section V
concludes this paper.

Il. PATTERN SYNTHESIS FOR LINEAR
ARRAY ANTENNAS
In terms of an equispaced linear array with N
elements, the principle of pattern multiplication governs
that the radiation pattern of this array will be equal to the
multiplication of the pattern of element with the array
factor, therefore, the pattern function normalized is:

F(0) = 20 log |:|:e (0)* | Z Inejk(n—l)dsina ¥ Fmax:| o

n=1
where N is the number of elements, d is the distance
between neighboring elements, k = 2% is the wave

number, I, is the complex excitation of the nth element
(amplitude and phase); @ is the included angle between

the direction of radiation and the axis of array, F,, is

the maximum of the pattern function, F, () is the pattern

of element that represents the radiation feature of the
element own, the current excitation amplitude is described
as lhn=1,2,...,N,N is the number of elements.

The increasing traffic in the electromagnetic
environment prompts to design the antenna array with a
lower side lobe level (SLL). A lower SLL is required to
avoid the interference with the other systems operating
in the same frequency band. In this article, the design
target of antenna synthesis is to make the side lobe level
become lower than a specified value and create a deep
notch in a designated location. The design of fitness
function is determined by the design target. Therefore,
the fitness function will be set by taking the following
two aspects into consideration:

1) The level of side lobe is lower than the expected
target about the peak level of side lobe Les..

2) Given m directions €, (i =1,2,...,m) in a region of

side-lobe, forming notches which is deep in Lenc.
So the fitness function is designed as:

f o =0l Lvsi-Lest|+B|Lmni-Lend],

LmL::MAX{F(m}, (2)
0P
L, = MAX {F(q)},

HIEP,i:I,Z,---,m

the optimization objective is described as:
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min ffit = alLMSL - LESLl +IB|LMNL - LENLl !
subjectto I . <1, <1 .. (3)
where Lys. is the maximum level of the side lobe in a
real pattern; Ly is the one within m direction in the side
lobe domain, the level of which is the maximum notch;
P is the domain of side lobe; « and S are the weights

of error, o+ =1. The range of excitation current
amplitude is [1 ., 1.1, the penalty function method is

used to deal with the constraint conditions, when the value
of |1, exceeds the range, the corresponding objective

value is set to the maximum, so that the individual can’t
be selected into the next generation. To prevent the
happening of the fitness value to be null, the issue about
minimum specified by the equation closely above is
going to be that of the maximum:

100

f —

L= : (4)
1+ fm

I11. DESCRIPTION OF INTERPOLATION
GRAVITATIONAL SEARCH ALGORITHM

A. The basic principle of GSA

Different from these clustering algorithms like PSO,
the particle in GSA is unnecessary to perceive situation
in ambient through the factor of environment. On the
contrary, the particle can share information through the
gravitation applied each other. Therefore, when be
influenced without the factor of environment, the particle
can commence a search in terms of the environment
perceived by overall situation.

In GSA, the initial location of the particle is
randomly produced. Given that there are N particles in a
space for D dimensional search, the exact location for the
,~ﬁ} i=12--N,

d

H - . 12
in particle is X Z{Xuxi e X

where, X’ representing the location of the iw particle in
D dimension.
At the moment of t, Fijd is the gravitation of the ith
particle exerted by the jth counterpart, that is:
, Mpi(t)XMaj(t) , ,
F () = 6() ————— (X (1) - X" (1) , (5)
Rij 1) +&

where, Mi(t) and Mg(t) are the inertia mass of the ith

and the jth particles, respectively. & is a quite small

constant; G(t) is a gravitation constant at the moment t:
t

G(t) = GoeiaoT » Ry (t) is the 2-norm between the ith and
jth particles:
R (1) =[x @, x
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According to the Newton’s second law, the velocity
of the ith particle at t on the dth dimension is:

Vi(t+1) =rand xv (t)+a (t), (6)
where, the acceleration is:

D rand F' (1)
a()y=——m—m", @)
M (t)
M (t) is the inertia mass of the ith particle. The inertia

mass and the value of the fitness will be tough related
each other. The inertia mass, as a measure used to scale
the value of fitness, is involved into the movement of the
particle, it can be revised by following:

m (t)
M =7 ®)
>.m (1)
where, M, =M =M =M,i=12---N,

fitl (t) — worst(t)

m () = , fit (t) denotes the value
best (t) — worst (t)
of fitness of the ith particle at the moment t. Upon the
issue of maximum, best(t) and worst(t) represent the
fitness’s maximum and minimum value at the moment t.
In the process of iteration, the fitness value will be
calculated through updating the location of particles.
Result will be output subsequently (the location of
particle) if either the calculation accuracy is satisfied or
the maximal iteration time is reached, otherwise, the
iteration should be started again:

X (t+1) =x () +Vv (t+1), (9)

B. The adjustable coefficient of inertia mass

In GSA, the particle’s inertia mass is closely related
to the value of fitness. Inertia mass, as a measure for
scaling the value of fitness, involve the movement of
location. If inertia mass is updated by the value of the
function of fitness, it can be seen that the larger the
inertia mass, the easier the attraction to other particles
will be, which, as a result, will move to more optimal
location. Therefore, in this paper, a novel and adjustable
coefficient of inertia mass q is designed to change the
discrepancy of particle’s inertia mass, which can make
particle with large inertia mass larger, while particle with
small inertia mass smaller. As a result, the velocity for
the algorithm to converge to the maximum can be
absolutely improved. When (8) is updated to (10):

L+q)" M () fit (1) > f_(t)
, (10)
fit (t) < f_(t)

M (1) =
1-9)"M ()

-

fitl (t) - fM (t)
v -ryr )
best(t) — fm (1)
fit (t) > f (1)
q= < ) (11)
fm (t) - fit‘ (t)
v +ry ) )—
fm (t) — worst(t)
L fit (t) < f__(t)

where, Mqi (t) is the inertia mass of the ith particle at

the t moment after adjustment, q is the adjustment factor
of the inertia mass, f _(t) represents the mean value of

the fitness at the momentt. y .. and y .~ are the zoom

factors, controlling the size and the change of the
adjustable factor of inertia mass that is usually set by one
just between 1 and 0. The value of the exponential weight
B, can be changed further to adjust the distribution
=01,y =07,

B, = 3. When fit (t) , the value of the inertia mass

of inertia mass. In this paper, y
m

of the ith particle is equal to f (t), the average value

of all the particles at the time t, the inertia mass is
unchanged, Mqi (t) = Mi (t) .Compared with the basic

GSA, the size of g can be used to change the inertia mass
of particle, making the discrepancy of particle’s inertia
mass increase, which, as a result, will accelerate the
speed to approach the optimal location, the velocity of
convergence can thus be increased.

C. The SQA algorithm
As a simplified three point quadratic approximation,
SQA is a simple, directive and efficient method for
searching. It needn’t the message of derivative anymore,
three points are enough for model delivery. Since the
message of the objective function solved can be
effectively utilized, the amount of calculation is quite
small to bring more convenient to solve the issue of
optimization. A combination method between SQA and
DE is reported in terms of the problem of constraint
optimization [12].After being optimized with respect to
test function, it can be concluded that, compared with the
original DE, this algorithm is more superior. This paper
attempts to interpolate SQA into GSA for improving the
algorithm’s overall performance.
In terms of the issue of maximization, three optimal
individuals X, , X,, X, are provided. In which,
1 2 D_T 1 2 D_T
X =[xa,xa,---,xa] ;X :[xb,xb,---,xb] ,
1 2 D_T

X =[X,X -
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The fitness function are

a
fo= 1 (),
b c a b c
fo=1f.(x) f =f,(x) where f >f" >f".
The approximation points achieved by SQA are:

xW:[x;,xi,---,xs]T.
1m

X, ==—— i=12,..,D,
2N,
M, =[06)" =00 TF +10¢0) = () TF* +106)" = ()T,
N = =x) "+ =x)F +(x —x)f°.
The interpolation of SQA into basic GSA can
improve the problem that the algorithm is easy to fall into

local optimal and can increase the velocity for particle to
approximate the best.

(12)

D. The procedure of IGSA

The IGSA can be realized by following procedures:
Step 1: Population Initiation
Step 2: Gravitation calculation

(1) Particle’s fitness value is calculated by
equation (4), updated by G(t), f__(t), best(t), worst(t),

simultaneously.

(2) Updating particle’s inertia mass by utilizing
well-designed inertia mass coefficient q according to
equation (11). Updating the total gravitation from all
directions by equation (5).

Step 3: Updating particle’s velocity by equation (6).
Step 4: Updating particle’s location, the location is
calculated by equation (9), updating the value of fitness.
The result will be output (the location of particle) if
either the calculation accuracy is satisfied or the maximal
iteration times are reached, otherwise, turn to Step 2.
Step 5: Interpolation into SQA

(1) Calculating f°, f ' , £, selecting three optimal
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fitness f_(x ) iscalculated.
(3) Substitution. If f_(x )> f*, X, is used to replace

the optimal X, in old population. If f* > f_(x )> £
X, is used to replace the worst case there; otherwise
Step 5 is omitted.

Step 6: Stop Judgment. If meeting stop criteria, the

algorithm is terminated, the optimal result is output,
otherwise turn to Step 2.

IV. RESULT ANALYSIS

A. Standard benchmark functions

In this section, IGSA is compared with the MFO
[4], PSOGSA [11], GSA, PSO, GA algorithms. The
parameters of GSA and IGSA are set by the same
as these in [9]. In benchmark functions, dimension is
30(n=30) and maximal iteration is 1000(T=1000). The
minimum value ( fop() of the benchmark functions are

zero, except for F4 which has a minimum value of
-12569.487 (-418.9829*n, n=30).

The results are averaged over 30 runs and the
average best-so-far solution and median of the best
solution in the last iteration are given in Table 1:

1) F(X)= Z X’ X [-100,100]",

(2 F(X)=max{|x | 1<i<n}  x [-100,100]",

@ FE(X)=2_ (x+05)°  x e[-100,100],
@ F(X) = ~xsinIx ) X €[-500,500]",
(5) F.(X) = -20exp(-0.2 EZL x')—exp(* " cos(2zx))+20+e

X e[-32, 32]n ,
(6) F,(x)=F{0sin(zy,)+ 2 (y, ~1)’[1+10sin" (zy, )]

) . X +1
particles x_, X,, X to calculate fitness from Step 4. +(y, "3+ XLu(x,10,100,4), y, =1+—4=
(2) Approximation point determination. If N, =0, k(x,—a)" x >a
the Step 5 is omitted, otherwise the approximating point u(x,ak,my=40 —a<x~<a x, € [-50,50]"

X s calculated according to (12). In the meanwhile,

k(-x,—a)" x, <-a

Table 1: Minimization results of benchmark functions with the average best-so-far solution and median of the best solution

IGSA PSOGSA MFO RGA PSO GSA
F 1.69x1018 5.31x1076 1.49x107%° 23.13 1.8*10°° 7.3x101
1.68x108 5.04x1071¢ 1.32x10% 21.87 1.2*10° 7.1x101
F, 7.38x10%° 3.65x108 2.05x10* 11.78 8.1 3.7x10®
9.30x10%° 3.57x108 1.97x10" 11.94 7.4 3.7x10®
E 2.78x108 4.39x10°% 6.23x10712 24.01 1.0*103 8.3x101
’ 4.18x108 3.86x101° 5.72x10712 24.55 6.6x10 7.7*101
E -1.04x10* -6.83x10* -7.68x10* -1.2x10" -9.8*10*® -2.8x10*
‘ -1.45x10* -6.95x10* -7.41x10* -1.2x10* -9.8*10*® -2.6x10"
E 1.023x10°° 2.145%10° 7.1780x107 2.13 9.0x10° 6.9x10®
° 1.023x10°° 2.150%10°° 7.1780x107 2.16 6.0x10 6.9x10®
Fe 2.72x10°% 6.59x10° 1.49x107 0.051 0.29 0.01
1.89x10% 4.98x10° 1.36x107 0.039 0.11 4.2%1013
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Statistically speaking, for the average value of
30 runs, IGSA reaches best in all of the benchmark
functions except F, for which the average best-so-far
solution and median of the best solution based on MFO
is better. The number of functions which the MFO

performs better is inferior to PSOGSA and superior
to GSA. The MFO and PSOGSA can balance the
exploration and exploration well than the GA and PSO
algorithms. From the Table 1, it can be concluded that
IGSA performs best on the test functions.

Table 2: Results comparison of ultra low side lobe synthesis for the six algorithms

Results of Ultra Low Side Lobe Synthesis

Algorithms Directivity Peak Side-Lobe Level (dB) Width of Main-Lobe (°)
GA 15.1579 -37.8756 0.8
PSO 15.2763 -39.1364 0.8
GSA 15.3204 -40.5069 0.6
MFO 15.2987 -40.7952 0.6
PSOGSA 15.3462 -41.0551 0.6
IGSA 15.4543 -42.0317 0.6

The linear antenna arrays (LAA) are widely used in
many high-performance radio systems like radar, sonar,
air and space navigation, underground propagation etc.
In this paper, we consider a central symmetry linear array

with N=20, d = % . The current excitation amplitudes

are optimized for the synthesis of LAA keeping the
excitation phase as zero. So the optimization parameters
are 10 amplitudes, the amplitude range of I, is [0.1,1],
n=1,2,...,N,N is the number of elements.

B. The pattern synthesis for ultra low side lobe

In this section, the design objective is that beam
width of the main lobe is 20°, and the side lobe levels
are lower than -42dB. So, in equations (1), (3),

F.(0)=sin0, L =42dB, @ =1, 8 =0 .

The IGSA is used compared with the GA, PSO,
standardized GSA, PSOGSA, MFO to conduct a specific
optimization, the iterative times for them are 1000; the
number of population for GSA and IGSA are 100,

G =10 & = 5 . Simulation results averaged over 30

runs are depicted in Figs. 1-4 and Table 2.

Figure 1 shows the patterns of ultra low side lobe
for the six algorithms. It is clear that the pattern obtained
by IGSA meets the desired objective very well. Figure
2 shows the average evolution curves of these six
algorithms when they run 30 times. It can be seen that
the IGSA performs better in convergence speed and
computer accuracy. The best convergence profile, worst
convergence profile, average profile for IGSA over 30
runs are depicted in Fig. 3. Figure 4 is the optimized
current amplitude value. Table 2 is the detailed
comparisons of the above algorithms. PSOGSA and
MFO perform similar and only inferior to IGSA. The GA
and PSO have no advantages. It can be noted that under
the same width of main lobe, GSA is better than MFO
dealing with directivity, while it is weak in peak side
lobe level. When the width of main lobe is almost

unchanged, the IGSA not only performs most low peak
side lobe (-42.0317), but also has the best directivity
value (15.4543). It can conclude that the IGSA
outperforms other algorithms according to the directivity,
the peak side lobe level and width of main lobe.
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' ' ' oy ' ! PSOGSA|
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504 ----2 - E B8
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JCTOJ S L (ORI G B (S N RO SN

704 &
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Fig. 1. Patterns of ultra low side lobe for the six
algorithms.

100

Ave Fitvalue

Fig. 2. Average convergence based on six algorithms for
the pattern synthesis of ultra low side lobe.
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Fig. 3. Comparison of different convergence curves
based on IGSA.

C. The pattern synthesis for low side lobe with notches

In this section, the optimizing objective is that the
side lobe level is required not exceeding -29dB and
between 50°and 60°, a notch with -70dB is required to

ACES JOURNAL, Vol. 34, No. 9, September 2019

be created. In equation (1), F (¢) =1. In equation (3),
L, =-29dB , L., =-70dB , =065, $=035.

The parameters are same as that in Section B. The
optimal results averaged over 30 runs are shown in Figs.
5-8 and Table 3.

1.0
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0.8

0.7

0.6
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0.4

Excitation amplitude

0.3

0.2 4

0.1

Fig. 4. The optimized current excitation amplitude for
the pattern synthesis of ultra low side lobe.

Table 3: Results comparison of low side lobe and notches for the six algorithms

Results of Low Sidelobe and Notches

Algorithms Peak Side Lobe Level (dB) | Peak Level of Notch (dB) Width of Main Lobe (°)
GA -27.7897 -65.2736 1.4
PSO -28.4271 -67.4101 1.6
GSA -29.0359 -70.3720 1.4
PSOGSA -29.1577 -70.3410 1.2
MFO -29.6085 -71.0416 1.4
IGSA -29.6170 -71.3873 1.2
0 ~
TAV 2

! GSA
= PSOGSA

F(dB)

' X '
- i i
-80 t t 1 t t t t
0 20 40 60 80 100 120 140 160 180
theta

Fig. 5. Patterns of low side lobe with notches based on
six algorithms.
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Fig. 6. Comparison of different convergence curves
based on the IGSA algorithm.
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Ave Fitvalue

Fig. 7. Average convergence based on six algorithms for
the pattern synthesis of low side lobe with notches.
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Fig. 8. The optimized current excitation amplitude for
the pattern synthesis of low side-lobe with notches.

The patterns obtained by these six algorithms after
1000 iterations are shown in Fig. 5. The best convergence
profile, worst convergence profile, average profile for
IGSA over 30 runs are depicted in Fig. 6. It can be seen
that the peak side lobe level and notches value obtained
by IGSA is lower than the result obtained by GSA and
other algorithms. Figure 7 shows the average evolution
curves after 30 runs. It can be seen that IGSA outperforms
other algorithms in evolutionary speed and accuracy. It
is worth noting that the problem of trapping in local
optimum of GSA is improved efficiently by using IGSA.
The further comparison of IGSA with GSA and other
four algorithms are shown in Table 3.

The notch depth of PSOGSA is relatively poor than
that of GSA and MFO, but the peak side lobe level is
better than GSA. It is worth noting that MFO performs
better than GSA and PSOGSA, when dealing with the
peak side lobe level, MFO is even comparable to that
of IGSA. When the width of main lobe is narrower than
other algorithms, the IGSA also performs better in peak

side lobe and notch value. It can conclude that IGSA
outperforms other algorithms. Figure 8 is the optimized
current value. The optimization results meet the current
amplitude requirements in the constraint conditions.

V. CONCLUSION

In terms of the drawbacks of the basic GSA that is
slow in convergence and fall easily into local optimal
when synthesizing patterns to the array with low side
lobe and notch, IGSA is proposed in this paper. This
algorithm can realize the balance between the overall
convergence and the local convergence to improve
convergence speed through introducing new inertia mass
adjustable factor g. This algorithm can also be enhanced
to foster local search through interpolating the SQA. In
IGSA, the SQA is used as an algorithm with high power
in local searching, and the GSA is used to commit search
overall. The simulation results in the final show that
the proposed IGSA, compared with the same kind of
algorithm under the same situation, can be endorsed with
faster convergence speed, while keeping the smaller
width of the main lobe and the lower level of side lobe.
As a conclusion, the proposed algorithm is really more
suitable for the pattern synthesis of the complicated array
antenna, IGSA can balance between the exploration
and the exploitation to reach the optimum quickly and
accurately.

REFERENCES

[1] F Gines, S. Demirel, and P. Mahouti, “A simple
and efficient honey bee mating optimization
approach to performance characterization of a
microwave transistor for the maximum power
delivery and required noise,” International Journal
of Numerical Modelling-Electronic Networks
Devices and Fields: Electronic Networks, Devices
and Fields, vol. 1, pp. 4-20, 2015.

[2] S. Shadravan, H. R. Naji, and V. K. Bardsiri,
“The sailfish optimizer: A novel nature-inspired
metaheuristic algorithm for solving constrained
engineering optimization problems,” Engineering
Applications of Artificial Intelligence, vol. 80, pp.
20-34, 20109.

[3] F.Gine, M. A. Belen, and P. Mahouti. “Competitive
evolutionary algorithms for building performance
database of a microwave transistor,” International
Journal of Circuit Theory and Applications, vol. 4,
pp. 1-15, 2017.

[4] A. Das, D. Mandal, S. P. Ghoshal, and R. Kar,
“Moth flame optimization based design of linear
and circular antenna array for side lobe reduction,”
Int. J. Numer. Model., 32:¢2486, 2019.

[5] O.-B. Pinar, “GA optimization of the optical
directional coupler,” ACES Journal, vol. 32, pp.
1136-1139, 2017.

[6] G. Oliveri and A. Massa, “Genetic algorithm

1272



1273

[7]

[8]

[9]

[10]

(GA)-enhanced almost difference set (ADS)-based
approach for array thinning,” IET Microwaves
Antennas & Propagation, vol. 5, no. 3, pp. 305-
315, 2011.

W. Wang and Q. Feng, “Application of PSO
algorithm in pattern synthesis,” Journal of Xidian
University, vol. 38, no. 3, pp. 175-180, 2011.

O. Kilic and Q. M. Nguyen. “Enhanced artificial
immune system algorithm and its comparison to
bio-inspired optimization techniques for electro-
magnetics applications,” ACES Journal, vol. 33,
no. 2, pp. 132-135, 2018.

R. Esmat, N. Hossein, and S. Saeid, “GSA:
A gravitational search algorithm,” Information
Sciences, vol. 179, no. 13, pp. 2232-2248, 2009.
A. Z. Zhang, G. Y. Sun, J. C. Ren, X. D. Li, Z. J.
Wang, and X. P. Jia, “A dynamic neighborhood
learning based gravitational search algorithm,”

ACES JOURNAL, Vol. 34, No. 9, September 2019

IEEE Trans. on Cyb., vol. 48, no. 1, pp. 436-447,
2018.

[11] S. Mirjalili and S. Z. M. Hashim, “A new hybrid
PSOGSA algorithm for function optimization,”
International Conference on Computer and
Information Application, pp. 374-377, 2010.

[12] H.Li, Y. C.Jiao, and L. Zhang, “Hybrid differential
evolution with a simplified quadratic approximation
for constrained optimization problems,” Engineering
Optimization, vol. 43, no. 2, pp. 115-134, 2011.

Cuizhen Sun was born in 1981. She is a Ph.D. candidate
in the Northwestern Polytechnical University. She is also
a Teacher in Xi'an University of Science and Technology.
Her current research interests are antenna arrays and
optimization algorithms in antenna design.



ACES JOURNAL, Vol. 34, No. 9, September 2019

CPW-fed UWB Antenna with Tri-band Frequency Notch Functionality

S. Irum Jafri !, Rashid Saleem?2, and Khawar Khokhar?!

! Electrical Engineering Department, School of Engineering
University of Management and Technology, UMT, Lahore, 54000, Pakistan
irum.jafri@umt.edu.pk, een.cod@umt.edu.pk

2 Telecommunication Engineering Department
University of Engineering and Technology, UET, Taxila, 47050, Pakistan
rashid.saleem@uettaxila.edu.pk

Abstract — In this paper, a UWB antenna exhibiting
frequency suppression characteristics for WiMAX and
WLAN spectra is modeled and analyzed. The proposed
geometry is composed of a circular radiating element.
Impedance matching at higher frequencies is achieved
by incorporating steps near the feedline. Introduction of
arc-shaped slots in the radiator results in significant band
rejection for 3.3-3.7 GHz, 5.15-5.25 GHz and 5.725-5.825
GHz. Designed antenna has an impedance bandwidth
(VSWR < 2) of 9 GHz ranging 3-12 GHz. A prototype
of the proposed model is fabricated on a low loss
substrate. Comparative study of measured results to
the simulated results depicts that the performance
parameters of the antenna, e.g., impedance bandwidth,
S-parameters and radiation characteristics meet the
criteria for wideband applications.

Index Terms — Circular patch antenna, impedance
bandwidth, multiband antenna, tri-band notch, UWB
antenna.

I. INTRODUCTION

The advancements in the wireless technology focus
primarily on high data rate transmission with minimum
interference to the existing wireless standards. In 2002,
ultra wide band (UWB) spectrum from 3.1-10.6 GHz is
allocated for commercial use, resulting in extensive
research in UWB system designing [1]. It is observed
that when multiple wireless devices are operated in
a close proximity, the UWB systems experience
interference as the designated spectrum is simultaneously
shared by various wireless standards like WiMAX and
WLAN [2]. Therefore, to improve the performance,
interference mitigation has become the prime task while
designing UWB antennas.

The deployment of conventional RF filters in UWB
systems is not feasible as this technique results in the
increased size of the circuitry and complexity. Therefore,
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multiple band notch characteristics can be incorporated
in antennas to eliminate narrowband interferences [3].

Various band stop techniques have been proposed to
combat interference challenge, e.g., etching slots in the
ground plane, feedline, or in the radiating element [4-6].
Parasitic elements, defected ground structures (DGS)
and use of fractal geometry is also observed to obtain
band notch characteristics [7-9]. The most common
technique is to etch slots in the radiating element, which
affects the current distribution of the radiating patch
resulting in the elimination of undesired frequency
ranges overlapping the operational frequency of antenna
[1]. The commonly experimented slot shapes are C
shape, U and inverted U, L shaped and meander line [1,
3]. Different approaches to introduce tri-band notch
characteristics are presented in [10-12]. The reported
UWB antennas deploy double layered metallization.
However, it is indicated in [13] that single layered
metallization can further reduce the fabrication cost of
monopole antennas; therefore, the presented UWB
antenna is based on this concept.

This manuscript introduces a planar UWB antenna
with frequency rejection functionality to minimize the
interference. The proposed design displays efficient
elimination of WiMAX and WLAN bands. The paper is
arranged as follows, Section-11 comprises of the antenna
modeling and optimization process, followed by the
performance analysis of proposed design in Section-I1I.
The fabricated prototype and comparison of results is
presented in Section-1V. The conclusion drawn by the
presented work is given in Section-V.

Il. GEOMETRY OF PROPOSED DESIGN
A modified monopole antenna, printed on Roger RT
Duroid 5880 of permittivity €=2.2, is proposed for band
notch design. Commercially available electromagnetic
simulator Ansys HFSS is used to model and investigate
the simulated results of proposed antenna.

1054-4887 © ACES
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The presented UWB antenna is compact in nature,
with a size of 30 mm x 32.5 mm. The radiating structure
is a circular antenna of radius R=9.2 mm, fed by a
coplanar waveguide (CPW) transmission line of impedance
50Q with dimensions LF=13 mm x Wg=3 mm. Square
shaped ground plane of dimensions Le=12.6 mm x
We=13 mm is placed on both sides of feedline, separated
by a distance of 0.35mm on each side.

The criterion of VSWR less than 2 was limited to
the spectrum 3-8 GHz as shown in Fig. 1. It is reported
that the steps near the antenna’s feedline contributes
towards the reduction of impedance mismatch between
the feedline and antenna [14, 15]. Therefore, three
symmetrical steps were integrated within the radiating
structure to enhance the bandwidth of designed antenna.
It is evident from Fig. 1 that the addition of each step
enhances the impedance bandwidth of the antenna.
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Fig. 1. Step by step optimization of simulated UWB
antenna.

In Fig. 1 the simulated model Antenna 4, having
three steps fused with the circular patch exhibits a
VSWR < 2 for 3-12 GHz, making it operational for the
ultrawide spectrum. The design is further optimized to
remove electromagnetic interference caused by WLAN
or WiMAX devices present in the same vicinity. For
this purpose, three arcs are embedded in the radiating
element to stop the reception of WiMAX and WLAN
bands as shown in Fig. 2. The effective length Ls for
each arc is computed using formulas [16]:

Cc

= —, 1
fTLOtCh ZLS\/?ff ( )
e+l )
SHYES — 2)

where, ¢ is representing the speed of light, froccn
corresponds to the central frequency of the desired
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spectrum to be eliminated, and €4 is the permittivity
of the dielectric substrate, which is dependent on the
dielectric contact €, of the substrate. The calculated
lengths of etched slots along with the placement position
of these structures, determine the frequencies to be
filtered out.

Fig. 2. Placement of resonators, Si, S» and Sz in the
simulated model.

The resonating structure ‘S:> embedded near the
edge of the antenna contributes towards the suppression
of WIiMAX band ranging from 3.3-3.7 GHz. The slot
‘S2” placed in the mid-section, governs the rejection of
lower WLAN band from 5.15-5.25 GHz. Slot ‘S3’
present near the feedline of antenna stops the WLAN
band ranging from 5.725-5.825 GHz. These slots are
embedded in the radiator separately and then optimized
to achieve resonance at the require frequency. The
resonance produced by the slot S:’ is centered at the
frequency fc1=3.55 GHz. Similarly ¢Sz’ and ¢Ss’ resonate
at fcoand fcs respectively as shown in Fig. 3.

20
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18 4
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14 2 ’

fc3=5.74 GHz
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o N
1 Il
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Frequency (GHz)

Fig. 3. Frequency response of the slots S;, Sy and Sa.

The three band notch structures are simultaneously
deployed to suppress WiMaX and two WLAN bands.
These slots are optimized to function for minimizing
interference between UWB and narrowband systems.
The placement distance of these slots is adjusted from
the edges of antenna and the feedline [3]. The position of
slots, separation between them and the arc width of
each structure collectively controls the overall current



distribution of the radiating element. By carefully
optimizing these parameters very narrowband frequency
rejections are achieved. The simulated band-notch
antenna model is presented in Fig. 4. The optimized
dimensions are given in Table 1.

Fig. 4. Simulated UWB antenna model.

Table 1: Complete dimensions of band-notch design
Ssymbol Di.mension Symbol Di_mension
in mm in mm
Ls 32.5 Iy 14
Ws 30 I, 11.8
GL 12.6 I3 8
Gw 13 ds 1.28
FL 13 d; 1.25
Fw 3 ds 1
S; Length 34.85 S:1 Width 0.93
S, Length 22.8 S, Width 0.45
Ss Length 21.6 Ss Width 0.4

I1l. PERFORMANCE EVALUATION OF
THE PRESENTED DESIGN
The performance of the presented antenna is
analysed on the basis of VSWR and return loss, surface
current distribution and radiation characteristics.

A. VSWR and S-parameter

Figure 5 (a) shows the VSWR graph of the simulated
antenna. The proposed geometry exhibits a VSWR below
the value 2, except for the WiMAX and WLAN bands,
where narrowband high magnitude notches are observed,
as observed in Fig. 5 (a).

Similarly the return loss graph, Si; corresponding to the
VSWR is presented in Fig. 5 (b). It is noticed that Sy
remains below the value of -10 dB in the entire band
except the band rejection frequency where it obtains a
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value higher than -5 dB.

16+ ——— Frequency Response

fc3=5.75GHz of UWB Antenna

14i fcp=5.25 GHz

12
| fe4=3.3 GHz

-
o
1

VSWR (abs)

o

T o T v T f T . T € T » 1

. ——
3 4 5 6 7 8 9 10 11 12
Frequency (GHz)

(@)

Return loss of

5 UWB antenna

104

15

S,, (dB)

-20

-25 4

W77 7T T T T 7
3 4 5 6 7 8 9 10 11 12

Frequency (GHz)

(b)

Fig. 5. Simulated results: (a) VSWR and (b) return loss.

B. Current distribution

The arc shaped slots are critically adjusted to obtain
sharp rejection at the tuning frequencies. The surface
current distribution plotted at the central frequency fci=
3.55 GHz (WiMAX), fc,=5.25 GHz (lower WLAN) and
fcs=5.775 GHz (upper WLAN) is shown in Figs. 6 (a),
(b), and (c).

It can be seen that the integration of etched slots
induce band notch characteristics in the UWB antenna.
The current is accumulated around the etched structure
which prevents the antenna from radiating at these

particular frequencies, resulting in effective band rejection.

In Fig. 6 (a), the maximum current is distributed along
the slot S1, which brings about the suppression of
WiIMAX frequencies. Similarly for the frequencies fc
and fcs the current distribution along S2 and S3 is
responsible for the rejection WLAN bands.
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Fig. 6. Current distribution (J-surf) at frequencies (GHz):
(a) 3.55, (b) 5.25, and (c) 5.77.

C. Radiation characteristics and gain

The gain of the antenna with reference to the
operational frequency is presented in Fig. 7. The radiation
patterns of the presented UWB antenna design are plotted
in Figs. 8 (a) and (b). Due to the band notch properties,
some degree of distortion is observed in the E-plane
and H-plane radiation characteristics of the band-notch
antenna.
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Fig. 7. Antenna gain corresponding to frequency.
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Fig. 8. E and H-field distribution: (a) 4 GHz and (b) 7 GHz.

IV. COMPARATIVE STUDY OF
SIMULATED VS MEASURED
PARAMETERS

A prototype of the simulated model is realized on
low loss substrate Roger RT Duroid 5880 using the
optimized dimensions. Single layer of substrate and one-
sided metallization is deployed in the fabrication as the
radiating element and ground plane is placed on the same
plane. This further reduces the fabrication cost of the
proposed antenna [13].
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Fig. 9. Measured vs. simulated plots: (a) VSWR and (b)
Si1.

It is evident from Figs. 9 (a) and (b) that the
measured VSWR and return loss follows the same trend
as observed in the simulated results. Minor deviation in
central frequency of each notch is observed due to the
manufacturing and calibration limitations.

V. CONCLUSION

A multiband notch antenna is modeled, realized
and tested for its band rejection characteristics. The
presented configuration exhibits well matched impedance
characteristics, stable radiation pattern and sharp
rejection capabilities in the required frequency spectrum.
Investigation of the results shows that the proposed
design is a feasible solution to eliminate electromagnetic
interference for UWB applications.
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Abstract — An improved method of using exponential
curve shape on edges of log-periodic slots to decrease
resonances and further reduce the antenna size is
proposed. The proposed method is adopted to design a
planar log-periodic slot antenna for ultra-wideband
(UWB) applications. Numerical investigation shows that
resonant frequencies can be decreased around 12.3% in
low frequencies compared with the conventional planar
log-periodic slot antenna with regular shape on edges of
slots. Measured and simulated reflection coefficients and
radiation patterns of the proposed antenna agree well
with each other to demonstrate the validity. The measured
|S11| shows that the operating frequency range (|S11|
below -10 dB) is from 2.9 GHz to 11.36 GHz, covering
the UWB spectrum (3.1 — 10.6 GHz). The proposed
antenna has good radiation characteristics and antenna
gains. The proposed antenna is a good candidate for the
UWB applications.

Index Terms — Broadband antennas, log-periodic
antennas, slot antennas, ultra-wideband antennas.

I. INTRODUCTION

Log-periodic structures have near frequency
independent properties and are widely applied for
wideband antennas. Metal poles or metal hollow cylinders
are mainly used as radiators to design conventional
log-periodic antennas [1]-[4] for television receiving/
broadcasting and wireless communication in VHF band.
Antennas with log-periodic structures are usually
designed by formulas to determine the dimensions of
radiators [5], [6]. In addition, log-periodic structures
can be also designed using Koch fractals [7] or using
optimization techniques [8], [9]. These conventional log-
periodic antennas are huge and heavy. To overcome the
disadvantages, planar log-periodic structures [10]-[16]
were applied for wideband antennas. Planar structures
have advantages of low cost, low weight, portability, and
easy fabrication.

The shape of radiators on conventional UWB
antennas is usually regular or uniform. However, irregular
shapes and curve shapes are less applied to radiators [9],
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[17] since they are difficult to design. Irregular shapes
provide more flexibility to design the antenna with
wideband specifications. In this study, the improved
method of using exponential curve shape on edges of
log-periodic slots was adopted to design the proposed
planar UWB antenna. Numerical investigation in this
study demonstrates that resonant frequencies of the
proposed antenna with unique exponential shapes on
top or bottom edge of slots can be further decreased as
compared with those of the conventional planar log-
periodic slot antenna [15] when its shapes of slot edges
are trapezoidal. This merit of using the proposed
exponential shapes on log-periodic slot edges provides a
novel design method for designing compact antennas.
Comprehensive analyses as well as the mechanism and
design procedure of the proposed antenna are given and
discussed. Results of the proposed UWB log-periodic
slot antenna show that the proposed antenna has good
characteristics of impedance bandwidth, radiation pattern,
and gain in the UWB band.

I1. ANTENNA DESIGN

The proposed antenna’s log-periodic slot structure
and antenna design procedures are described in this
section. Figure 1 (a) shows the geometry of the planar
proposed log-periodic slot UWB antenna. The proposed
antenna was fabricated on a cheap FR4 substrate with the
thickness of 0.8 mm, dielectric constant of 4.4, and loss
tangent of 0.02. The enlargement near the center or the
apex of the antenna geometry is shown in Fig. 1 (b). The
slot structure’s center is located at the origin of the
coordinates. The log-periodic slot structure is symmetric
to the origin of the coordinates. Namely, the portion of
the slot structure in the negative x region mirrors and
reverses that in the positive x region.

The proposed slot antenna is fed by a four-segment
CPW line, which serves as a wideband impedance
transformer to transfer from the antenna input impedance
around 105 ohms to the input port characteristic
impedance 50 ohms. Each segment of the CPW fed-line
has the same gap of g whereas its width and length are
different from others. By adjusting the strips’ widths

1054-4887 © ACES
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(W1-W4) and lengths (L1-L4), the wideband impedance
match (|]S11| < -20 dB, 3 GHz < f < 11 GHz) of the four-
segment CPW fed-line can be achieved. The CPW fed-
line is terminated at the antenna’s center. The small
spacing between the slot terminals is W4. No balun is
used to feed the proposed antenna. Detailed dimensions
of the slot antenna are listed in Table 1. All metal patches
are printed on the top surface of the substrate. The photo
of the antenna prototype is shown in Fig. 1 (c).
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Fig. 1. The proposed log-periodic UWB slot antenna
geometry and its prototype picture. (a) Geometry of
antenna structure, (b) the enlargement around the center
of the antenna, and (c) a photo of the antenna prototype.

The lowest frequency fmin in the working band is
determined by the maximum physical dimension of the
antenna [15]. The sum of X1 and Y1 is about half guided
wavelength, A min When frequency is at fmin. That is,

Ay min Z2(X1+ YD) . (1)
The dimensions of each slot can be determined using (2)
and (3) [5], [6]:
Xn+1: Yn+l _ xn+1 _ yn+1 _— Q)
Xn Yn xn yn
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==X =t (h=1-N), @)

where n is the n-th slot on a quarter portion of the antenna
and 7 is the geometric ratio of the slot and its adjacent
slot; 7 is a value between 0 and 1. The total number of
slots used in the antenna is 4N. Each slot will excite
its resonant frequencies. The more slots are, the more
resonances. Therefore, wideband characteristics of the
proposed slot antenna can be achieved by multi-
resonances. If wideband characteristics of the antenna
are desired, the N can be set to be larger. However,
the drawbacks about large N are that the antenna
configuration becomes complicated and a large size of
the antenna is required. A compromise will be made
for the advantages and disadvantages. ¢ can determine
the distribution of resonant frequencies in the working
band. Figure 2 shows different values of z affecting the
geometries and dimensions of slots when Y1 and X1 are
fixed and N is 5. As the 7 increases, the width of slots
decreases and location of slots shifts towards to the
outermost slot resulting in small spacing between slots;
meanwhile, the slot located closest to the apex becomes
larger. Hence, resonant frequencies are more concentrated
each other. Nevertheless, if 7 is a small value, the slot
located closest to the apex becomes too small to
implement. Therefore, 7 is suggested to set to be the value
between 0.6 and 0.9. In the proposed antenna design, 7 is
set to be 0.7; the X1 and Y1 are set to be 34 mm and
37 mm, respectively. Other parameters such as X2 to X5,
Y2 to Y5, x1 to x5, and ylto y5 can be obtained using
(2) and (3).

Table 1: Dimensions of the proposed log-periodic UWB
slot antenna

Parameter | Size (mm) | Parameter | Size (mm)
X1 34.0 Y1 37.0
X2 23.8 Y2 25.9
X3 16.66 Y3 18.13
X4 11.66 Y4 12.69
X5 8.16 Y5 8.88
x1 28.45 yl 30.96
X2 19.91 y2 21.67
X3 13.94 y3 15.17
x4 9.76 y4 10.62
x5 6.83 y5 7.43
W1 3.3 L1 7.8
W2 1.19 L2 6.5
W3 0.4 L3 6.5
W4 0.2 L4 21.2
Wg 78.0 Lg 84.0

g 0.4 W 0.35




(a) (b)

(©) (d)

Fig. 2. The geometry variation of the proposed log-
periodic slots with different values of z when Y1 and X1
are fixed and Nis 5. (a) 7= 0.6, (b) t=10.7, (¢) t=0.8,
and (d) t=0.9.

In this study, the edges of log-periodic slots are cut
by exponential curves created by using (4) to further
decrease resonant frequencies:

X, Y1,

y:x_1(e"X1)ep , X, y>0. 4)
Figure 3 shows the different exponential curves
representing different curvatures by p. The curvature
of exponential curve changes more when p is larger. A
conventional planar log-periodic slot antenna configuration
as shown in [15] is the trapezoidal slot teeth log-periodic
structures when the edges of slots are linear; that is, when
p = 0. In this design, p is set to be 0.025 and N is set to
be 5.

40 -

37 ||asnass
30
25

=20

Fig. 3. Slot edges in the positive x and positive y region
cut by different exponential curves representing different
curvatures by p.
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Parametric studies were performed to investigate
effects of key parameters on reflection coefficients |S11].
Figure 4 to Fig. 6 reveal the parametric studies of Y1,
X1, and w versus the [S11|, where Y1, X1, and w are
varied respectively whereas the other parameters are
fixed the same values as listed in Table 1. As shown in
Fig. 4, a larger value of Y1 will result in lower resonant
frequencies as indicated in the dotted blue arrow since it
will increase the electrical length. However, a larger
value of Y1 will result in larger antenna size. Increasing
X1 will result in small effects in resonant frequencies as
shown in Fig. 5. Hence, to obtain the lower fmin, Y1 larger
than X1 is desirable. Another reason for Y1 is larger than
X1 is that more spaces can be available for slots in the
y-direction since the CPW fed-line is already placed in
the y-direction. To design a compact size of the antenna,
the spaces in the y-direction can be effectively utilized.
Parametric studies also show that the width of the
horizontal narrow slot lines (w) does not significantly
affect the |[S11| of the proposed slot antenna as shown in
Fig. 6. Hence, w is selected to be 0.35 mm in this design
for easily feeding the smallest slot near the apex of the
antenna. Numerical investigations have also shown that
the X1, Y1, 7, and N are key parameters of the proposed
log-periodic slot antenna to excite required resonances.

To design the proposed planar log-periodic UWB
slot antenna, the design procedure is suggested and listed
below.
Step 1:
Step 2:

Determine the X1 and Y1 by (1).

Choose the number of N and the geometric ratio
7, then determine the dimensions of each slot
using (2) and (3).

Determine the curvature of exponential curve
using (4). Additionally, the value of 7 can
be slightly changed to adjust the resonant
frequencies of each slot.

: Adjust the lengths and widths of the CPW fed-
line for wideband impedance matching.

Step 3:

IS11] (dB)

Frequency (GHz)

Fig. 4. Simulated |S11| with different dimensions of Y1.
Other dimensions shown in Table 1 are fixed.
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[S11](dB)

seee X1 =30 mm
=—X1=34 mm
==X1=38 mm

2 3 4 5 o6 7 & 9 10 11 12
Frequency (GHz)

Fig. 5. Simulated |S11| with different dimensions of X1.
Other dimensions shown in Table 1 are fixed.

S11| (dB)

o= w = 0.2 mm

35 H==w=0.35 mm

|==w=0.5mm

2 3 4 5 6 7 8 9
Frequency (GHz)

10 11 12

Fig. 6. Simulated [S11| with different dimensions of w.
Other dimensions shown in Table 1 are fixed.

I11. RESULTS AND DISCUSSIONS

A. Reflection coefficient

Simulated and measured reflection coefficients
|S11| of the proposed antenna are obtained by using
a full-wave electromagnetic simulator, Ansoft HFSS,
and an Agilent N5230A network analyzer, respectively.
|S11]| results are shown together in Fig. 7 for comparison.
Apparently the simulated results reasonably agree well
with the measured ones, which validate the antenna
design. The measured impedance bandwidth exhibits
wideband performance from 2.9 to 11.36 GHz (118.7%)
for |[S11| < -10 dB, covering the entire UWB frequency
band.

B. Log-periodic behavior
Figure 8 reveals the simulated magnitude of antenna

input impedance |Z, | of the proposed antenna, where
Z.=R,, +]X;;R;, and X,, arereal part and imaginary

part of |Z, |, respectively. This plot is made against the

ACES JOURNAL, Vol. 34, No. 9, September 2019

logarithm of frequencies. It can be seen that the variation
of |Z,| is near periodic in the working band. The three

successive maxima of the impedance occur at 5.2 GHz
(f1), 7.6 GHz (f2), and 10.3 GHz (f3). The three
frequencies f1, f2 and f3 are related by [5]:
fifrz . (5)
fa f3
The ratio for f1 and f2 and the ratio for f2 and f3
determined by (5) are 0.68 and 0.73, respectively, which
is about the geometric ratio of 7 (= 0.7) set in this study.
This result shows that the proposed slot antenna does
have near logarithmically periodic impedance properties;
hence, the proposed antenna can be named log-periodic
antenna.

IS11| (dB)

2 3 4 5 6 7 8 9 10 11 12
Frequency (GHz)

Fig. 7. Reflection coefficients [S11| of the proposed log-
periodic UWB slot antenna.

400
350 B

W

6 7 8 9101112

2 3 4 5
Frequency (GHz)

Fig. 8. Simulated magnitude of input impedance |Z,,| of

the proposed antenna against the logarithm of frequencies.

C. Benefit of exponential shape

Figure 9 shows the curves of simulated imaginary
part (Xin) of antenna input impedance with cases of p =
0 and p = 0.025. The lowest resonant frequency f

r, min



(at Xin = 0) of slot antenna without exponential curve cut
(p = 0 case) on edges of slots is at 2.52 GHz, whereas the
f. .in With exponential curve cut on edges of slots (p =

0.025 case) decreases to 2.21 GHz. The f_ . decreases

0.31 GHz (12.3%) as indicated by the dotted blue arrow.
This frequency decrement demonstrates the fact that the
required antenna size for the proposed antenna with
exponential curve cut on edges of slots can be reduced
12.3% if the two antennas have the same f,_ . . By the

same token, the next resonant frequency also decreases
from 2.95 GHz to 2.65 GHz (10.2%) as indicated by the
dotted green arrow as also shown in Fig. 9. Hence, the
obvious advantage of the exponential curve cut on edges
of slots arises from the facts that resonant frequencies
can be decreased. Meanwhile, more compact antenna
size can be realized compared with the slot antenna with
regular shapes on edges.

40

T p:{)
—_p = 0.025

2 2.2 24 2.6 2.8 3
Frequency (GHz)

Fig. 9. The curves of simulated imaginary part (Xi,) of
antenna input impedance with cases of p = 0 and p =
0.025 near the lowest resonant frequency f_ ..
D. Surface current

Figure 10 (a) to Fig. 10 (d) reveal surface currents
of the proposed antenna at 3.1, 5.5, 8.3, and 10.6 GHz,
respectively. The region with more surface currents
encompassing slots can be considered as radiating
regions in which slots operate about half wavelength.
The strong surface currents encompass the edges of
both large and small slots in lower frequencies whereas
surface currents encompass the edges of small slots
onlyin higher frequencies. This phenomenon shows that
large slots operate at both low and high frequencies
while small slots operate only at high frequencies.
Hence, ultra-wideband characteristics can be achieved
by the proposed log-periodic slot structure. Although
tiny slots can be used to extend the operating frequency
to be higher, the highest frequency fmax in the working
band is limited by the dimensions of the smallest slot
near the apex of the antenna since it is required fine

WENG, CHANG: ULTRA-WIDEBAND PLANAR LOG-PERIODIC SLOT ANTENNA

fabrication of the antenna structure. Moreover, a tiny slot
is difficult to fit the CPW fed-line at the apex.
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Fig. 10. Simulated surface currents of proposed antenna
at: (a) 3.1 GHz, (b) 5.5 GHz, (¢) 8.3 GHz, and (d) 10.6 GHz.

E. Radiation pattern

Radiation patterns were measured by using an MVG
Satimo antenna measurement system. Figure 11 gives
the normalized radiation gain patterns of the proposed
log-periodic slot in two principal planes at 3.1, 5.5, 8.3,
and 10.6 GHz. Good agreements between simulated
and measured patterns are observed as well, which
demonstrates the validity of the design. The antenna
radiation gain patterns are bidirectional in the broadside
direction. In addition, the proposed antenna maintains
approximately constant radiation patterns in both principal
planes from low to high frequencies, which reveals the
characteristics of self-scaling at discrete log-periodically
related frequencies [18] by using the proposed log-
periodic slot structure. The measured antenna peak gains
are 1.43, 4.49, 3.92, and 4.67 dBi at 3.1, 55, 8.3,
and 10.6 GHz, respectively. The proposed antenna has
satisfactory antenna gain and flat antenna efficiency
around 78% in the UWB band.
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Fig. 11. Normalized radiation gain patterns of the
proposed antenna in the x-z plane and y-z plane at: (a)
3.1 GHz, (b) 5.5 GHz, (c) 8.3 GHz, and (d) 10.6 GHz.

V1. CONCLUSION

This study presents a novel UWB log-periodic
planar slot antenna design using exponential curves cut
on edges of slots. The proposed antenna has a compact
substrate size of 78 mm by 84 mm. Results have been
verified by simulations and measurements. Mechanism
and design procedures of the proposed antenna have
been described. Numerical investigations have shown
that the lowest resonant frequency can be decreased
around 12.3% using the proposed exponential curve cut
on edges of slots compared with the conventional planar
log-periodic slot antenna with regular shapes on edges.
This benefit provides a useful method to design an
antenna with more compact size under the same lowest
frequency fmin in the working band. Good properties of
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wideband impedance matching, radiation pattern, and
antenna gain have been achieved in the band of interest.
The proposed log-periodic slot antenna is promising for
UWSB applications.
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Abstract —This paper proposes a frequency
reconfigurable notched-band UWB antenna design,
which is capable of wide band rejection. We begin with
a conventional reconfigurable modified-square monopole
printed antenna and insert a U-shaped slot to create the
rejection band. Next, we add two identical SMV1249
varactor diodes with variable capacitances in the
created slots to tune the rejected band. We modify the
capacitances, which, in turn, controls rejected band
by controlling the reverse bias voltage applied across
the varactor diodes. The proposed structure has been
simulated, optimized, fabricated and experimentally
tested. Good agreement has been achieved between
the simulation and measurement results. Experimental
results show that when the bias voltage is varied from
0 to 7 V, the antenna can be reconfigured to achieve
various rejection frequency bands, and to maintain good
impedance match as well as stable radiation patterns
over the explored frequency band ranging from 1 to 6
GHz.

Index Terms — Frequency reconfigurability, notched
band, varactor diode, ultrawide band.

I. INTRODUCTION

Recently, Ultra-Wideband (UWB) radio technology
has drawn increasing attention of communication
engineers, owning to its high data transmission rate,
low cost and small size. In comparison to many other
existing wireless communication standards, UWB has
a very wide bandwidth, ranging from 3.1 to 10.6 GHz
[1]. Additionally, the UWB can coexist with other
narrowband communication standards that occupy the
same spectrum. Of course, an overlap of the UWB and
other bands may lead to a severe interference between
them. To avoid this interference, UWB antennas with
single or multiple notch frequencies techniques have
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been developed, and their band-notch characteristics
have been achieved through two main techniques [2-4].
The first of these is based the addition of various slots,
either in the radiating patch [5, 6] or in the ground plane
[7, 8], while the second employ parasitic elements to
achieve the desired goal [9-11].

To realize dynamically-controlled band-notches,
UWB antennas integrated with reconfigurable band-
notch characteristics have recently been proposed [4].
These antennas have the capability of dynamically
altering the notch frequency by using electrical switching
circuits [7] such as MEMS switches, PIN diodes, or
varactor diodes. Generally speaking, varactor diode
[12-14] are the most widely used for tuning technique
because they are simple to integrate into antenna system
and to achieve different notch frequencies.

In this paper, a reconfigurable band-notched UWB
antenna is investigated to achieve wideband rejection.
We begin by using the basic structure presented in [15,
16] to realize the UWB behavior. Next, we introduce a
U-shaped slot within the patch to obtain two rejected
bands. Finally, we insert a pair of varactor diodes into
the vertical slots, optimize their positions, and study the
effect of varying the capacitance on the frequency of
rejection. Next, we numerically optimize the position
of the lumped elements before varying their capacitance.
The tuning of the rejection frequency was realized by
varying the reverse-bias voltages that are applied across
the two varactor diodes. Experimental results show that,
by properly varying the bias voltage value from 1 to 7
V, the proposed antenna can achieve a wideband
behavior from 2 to 6 GHz with a rejection band which
ranges from 2 GHz to 2.12 GHz.

This paper is organized as follows: the design
procedure for the reconfigurable antenna is described in
detail in the next section. In section 3, the simulation
and measurement results are presented, compared and
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discussed. Concluding remarks are presented in the last
section.
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Fig. 1. Schemas of the studied antennas during the
design procedure: (a) UWB basic structure, (b) UWB-
antenna with slots only, and (c) UWB-antenna with
slots and varactor diodes.
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Fig. 2. Surface current distribution at 4 GHz for the
basic UWB structure before (a) and after (b) addition of
the horizontal part of the U-slot.

I1. DESIGN PROCEDURE
The first step, we have designed the basic UWB
antenna comprising of a planar CPW-fed structure, in
which both the modified square monopole and the CPW
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ground plane are printed on one face of an Epoxy FR4
substrate whose loss tangent is 0.02 and 0.8 mm
thickness. The geometrical parameters are first optimized
to cover the UWB frequency band 3.1-10.3 GHz (Fig.
1 (a)). Next, two vertical slots were inserted into the
radiating patch to generate a rejection frequency which
is proportional to the length of the slot (Fig. 1 (b)).
Then, a horizontal slot is inserted to split the patch into
two parts in order to place the varactors (Fig. 1 (c)).
The position of the horizontal slot was determined by
analyzing the surface current distribution on the patch
such that the radiation performance of the antenna is
not affected (Fig. 2). Finally, we insert the two pin
diodes within the two slots and we apply a reverse bias
voltage across their electrodes to vary the varactor
capacitance. Using the full-wave EM Simulator HFSS,
the positions of the varactors are optimized to get high
rejection level (mod (Si1) > -5 dB) with a wideband
tuning capability of the rejected band, as shown in Fig.
3.
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Or—vY:-3.854 ~X:4.16

- Y: -6.37

-5
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g 15
=
L2 20
Q
H
§ 225 ¢ o
o - Ax=0mm
% -30 ¢ Ax=5mm
o
% 35t E Ax=10mm
~ K H Ax=11mm
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-50 L L L L
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Fig. 3. Evolution of the simulated reflection coefficient
of the designed antenna versus frequency, for different
position Ax of the inserted varactors.

Table 1: Design parameters of the proposed antenna

Parameter (mm)

L 76 WF 4
W 52.5 g 0.75
Lp 36.8 o 27°

Wp 30.8 Ws 1
Lg 31 Ls 26.6
wg 23.6 AX 11
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Fig. 4. Simulated gain of the UWB-antenna with slots
and varactor diode (Fig.1c) versus frequency for different
values of Cp and for Ax=11mm.

The gain variation according the frequency for
different values of varactors has also been studied.
During the performed simulations, we have modeled
the varactor diode according to its equivalent electric
circuit delivered by the manufacturer. This circuit consists
on a parasitic inductance L in series with a capacitor Cp
which is in parallel with an intrinsic resistance Ron.
When the varactor diode is active (ON sate), the values
of L and Ron for the used SMV 1249 diode are 0.45 nH
and 1.7 Q, respectively, according to the manufacturer’s
data sheet, whereas the capacitance may be changed.
Figure 4 shows the gain variation when the lumped
element capacitance is changed within the range 37.35
to 2.14 pF. The simulated results show that for each
value of the capacitance 'Cp', a significant gain drop is
observed at the rejected frequency. Such results attest
that a frequency notch reconfiguration is clearly obtained
using the varactor diode. More the capacitance decreases,
more the narrow-notched frequency shifts to higher
frequencies. Table 1 provides the values of the optimized
design parameters for the reconfigurable notched-band
antenna.

I11. RESULTS AND DISCUSSIONS

A prototype of the reconfigurable notched-band
antenna with the two inserted SMV 1249 diodes was
fabricated and characterized (Fig. 5). Both the impedance
characteristics and radiation patterns were measured.
The impedance mismatch as a function of the source
frequency was measured by using a vector Network
analyzer (VNA), Agilent N5230A, over the frequency
range of 1-6 GHz. The radiation pattern were measured
were by using the “SATIMO Stargate32” anechoic
chamber (IETR, INSA Rennes, France). As shown in
Fig. 5, a low-pass filter was added to the antenna
structure during the measurement procedure to eliminate
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the effect of the diode on the radiation pattern of the
antenna. In Fig. 6 and Fig. 7, we present the simulated
and measured results for S1; of the basic UWB structure
with and without, slots, respectively. The investigated
frequencies were limited to the operating range of 1-6
GHz of the anechoic chamber. It is worth to note that a
small difference between simulated and measured results
is observed, since in the simulation model the mismatch
due to the connector used is not taken into consideration.
In addition, the small discrepancy between the diodes
and their equivalent circuits used in simulation affects the
antenna performance. For the performed experimentation,
the effect of the varactor diode capacitance has been
investigated by varying the applied voltage across the
lumped element. The results of this study, illustrated in
Fig. 8, show that a continuous tuning of the notched
frequency within the band 2-2.55 GHz has been achieved.
For the antennas realized with varactor diodes of
capacitances 37.35, 3.40, 2.38 and 2.14 pF, corresponding
to the applied simulated and measured results is observed
since in the voltages of 0, 3, 5 and 7 V, respectively, the
rejected frequencies are 2, 2.05, 2.1 and 2.12 GHz,
respectively. Table 2, summarizes all of these details
and compares experimental and simulated results.
Analysis of results given in Table 2 shows that we obtain
a wideband reconfigurability of the rejected frequency
(around 550 MHz which corresponds to a fractional
bandwidth of 27.5%) by integration of SMV 1249
diodes within the antenna slots. The lumped element
capacitance may be changed within the range 37.35 to
2.14 pF by increasing the reverse voltage from 0 to 7 V.
This implies, that the capacitance of the loaded varactor
is inversely proportional to the applied reverse voltage,
and more the voltage increases, more the narrow-
notched frequency band shifts to the higher frequencies.
We note that a small difference between the simulated
and experimental rejected frequency is observed
however, for both results the wideband behavior of
the antenna is maintained. To better characterize the
designed antenna, we have measured its radiation
patterns with and without the varactor diodes, at selected
operating frequencies close to the rejected bands. Figure
9 compares the 3D radiation patterns for the basic
structure without slots (Fig. 5 (a)) and the antenna with
integrated SMV 1249 diodes (Fig. 5 (c)) under reverse
voltages 0 and 5 V. We note that we have considered
identical values for the capacitances of SMV 1249
diodes integrated in both sides of the radiating patch to
realize symmetric radiation patterns. The patterns
corresponding to the basic UWB structure without band
rejection behavior showed maximum gains of 1.28 and
4.7 dB at frequencies 2.5 and 3.7 GHz, respectively
against to the structures designed with capacitances
34.35 pF to reject the frequencies 2.0 and 2.3 GHz,
have maximum gain values of 1.17 dB and 2.12 dB
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respectively. Further maximum gain values realized for
Cp=2.38 pF are -0.80 dB and -0.11 dB at 2.8 GHz
3.3 GHz, respectively. Analysis of the measured pattern
shapes shows also that both the UWB basic structure
and the reconfigurable one with diodes are omni-
directional.
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Fig. 7. Simulated and measured reflection coefficient
for the rejected band structure (Fig. 2 (b)).
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Fig. 5. Schemas of the studied antennas during the
design procedure: (a) UWB basic structure, (b) UWB-
antenna with slots only, and (c) UWB-antenna with
slots and varactor diodes.
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Fig. 6. Simulated and measured reflection coefficient
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Fig. 8. Measured reflection coefficient S11 for 'Cp’
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voltage variation from 0 V to 7 V).
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Fig. 9. 3D Measured radiation pattern at selected
frequencies for: (a) the basic UWB structure, (b) rejected-
band structure with varactor capacitance Cp=37.35
(reverse voltage equal to 0 V), and (c) rejected-band
structure with varactor capacitance Cp=2.38 (reverse
voltage equal to 5V).

Table 2: Rejected-frequency for different capacitance
and reverse voltage values of realized antennas

Capacitance Reverse Rejected
Value (pF) Voltage (V) Fge;(rqnuency é/?egsz :
Without varactor _ 2 255

diode '
37.35 0 3.4 2
3.40 3 36 | 205
2138 5 3.62 2.1
2.14 7 372 | 212

1V. CONCLUSION

The paper has presented a procedure for designing
procedure for a reconfigurable notched-band UWB
antenna utilizing electrical switching circuits. The
notched-band was dynamically tuned by inserting two
identical varactor diodes with variable capacitance and
varying the capacitance values from 37.35 pF to 2.14
pF (equivalent to the bias voltage variation from 0 V to
7 V). The rejection band range was tuned from 2 GHz to

ACES JOURNAL, Vol. 34, No. 9, September 2019

2.12 GHz, corresponding to the fractional bandwidth of
27.5% was realized while maintaining good impedance
matching.

The desirable attributes of the antenna namely its
radiation pattern stability, wideband behavior, capability
of the tuning rejection band over a wide range, and
moderate gain values, renders it a potential candidate
for use in wireless radio applications.
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Abstract — The paper proposes a MIMO antenna
composed of two elements in the form of UWB monopole
antennas. Polarization diversity of the proposed antenna
is obtained locating the two elements perpendicularly
on a common substrate. Also the isolation between
elements is accomplished without using any extra
decoupling structures. The two monopoles antennas with
half elliptical shape are fed with asymmetric coplanar
strip (ACS). The presented antenna is located on substrate
48 x 28 mm? in total size. The distance between the two
elements is 15 mm that is 0.15X¢ at 3GHz. The antenna
was designed to work effectively from 3 to 11.5 GHz
with reflection coefficient better than -10 dB and
isolation lower than 18 dB. In addition, antenna with
elements located in parallel was designed to show the
advantage of the original design. Envelope correlation
coefficient, diversity gain and channel capacity loss
document the antennas behavior. The antenna was
fabricated and measured. Measurement validated the
simulation and showed that the designed antenna can be
well applied in UWB MIMO systems.

Index Terms — MIMO antenna, omni-directional
radiation pattern, polarization diversity, UWB antenna.

I. INTRODUCTION

Ultra wideband (UWB) communication systems are
a hot topic in wireless communication systems. There are
clear advantages of these systems as high data rates, and
low power consumption [1]. The unlicensed band of
UWAB technology operating at frequency band from 3.1
to 10.6 GHz is realized by the Federal Communication
Commission (FCC) [2]. Many efforts have been employed
to design UWB antennas due to their advantages such as
low profile, compact size, larger impedance bandwidth
and stable radiation characteristics [3-5]. In order to
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enhance the channel capacity, to decrease multipath
fading, and to raise the quality of the received signals,
antennas with polarization diversity are used more often
than antennas known as MIMO systems [6-10]. The
integration of the UWB antenna and diversity technology
is used in wireless systems to achieve the good
performance of the MIMO systems. Many UWB diversity
antennas have been presented, e.g., in [11-13]. In the
MIMO system, multiple and uncorrelated antenna
elements are used to transmit and receive signals. The
reliability of the system can be enhanced by selecting the
received signal from different antenna elements. The
design of compact size MIMO antennas of low signal
correlation is important for portable devices. The
problem is that antenna elements must be located very
closely to save space, and at the same time high isolation
between their elements must be kept. A number of
ways how to increase the isolation between antenna
elements has been proposed. These are: application of
electromagnetic band gap (EBG) structures [14], and
application of defected ground structures (DGSs) [15].
However, these structures are of a very complex
configuration and occupy large areas. The asymmetric
coplanar strip (ACS) feeding structure is used in the
design to reduce the size of the UWB MIMO antenna.
The ACS feeding structure introduces size reduction
about one half of the CPW-fed antennas [16]. This paper
proposes an original compact MIMO antenna with
polarization diversity suitable for ultra wideband
applications. The UWB antenna has bandwidth allocated
for UWB applications from 3.1 to 10.6 GHz. More than
-18 dB transmission coefficient through the entire UWB
frequency range is achieved by without using any extra
structure. The proposed UWB MIMO antenna has size
of 48 x 28 mm?. The two antenna elements are separated
by 15 mm that is 0.15%¢ at 3 GHz. For a verification
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purpose, the antenna was fabricated and its impedance
and radiation characteristics were measured. The
performance of simulated and measured results confirms
that the proposed MIMO UWB antenna is suitable for
UWB applications. All simulations are performed by the
CST microwave studio (CST MwsS). Correctness of the
design is verified by measurements.

1. UWB MIMO ANTENNA
CONFIGURATION

In this section two different UWB MIMO
arrangements are presented as illustrated in Fig. 1
together with corresponding dimensions. Figure 1 (a)
shows side by side configuration (antenna 1) and Fig. 1
(b) illustrates the perpendicular configuration (antenna
2).
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Fig. 1. Layout of the UWB MIMO antenna: (a) Antenna
1 (side by side arrangement), and (b) Antenna 2
(orthogonal arrangement).

The antennas are designed on FR4 substrate of
permittivity 4.4 and 1.6 mm in thickness. The two
antennas are fed by ACS with strip 3 mm in width and
gap distance 0.3 mm to achieve 50 Q characteristic
impedance. The particular radiators are monopole
antennas with semi elliptical shape. In order to improve
the bandwidth of the UWB antenna, the ACS ground has
a small curvature. ACS-fed is used to decrease the over
size of the antennas. The distance between the two
antenna edges in the two configurations has been

ACES JOURNAL, Vol. 34, No. 9, September 2019

succeeded to become 15 mm which equals 0.15% at
3 GHz

I11. RESULTS AND DISCUSSION

A. Simulation

Figure 2 presents calculated scattering parameters
of the two antenna versions. The antenna fed at port 2
shows similar values. The simulation results illustrate
that the two antenna configurations have wide impedance
bandwidth from 3 to 11.5 GHz with reflection coefficient
lower than -10 dB. On the other hand, the mutual coupling
in the antenna 2 (orthogonal arrangement) is better than
the mutual coupling in the antenna 1 (side by side
arrangement) as shown in Fig. 2 (b). There is more than
-5 dB difference between the two antenna arrangements
at different frequencies.
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Fig. 2. Simulated S-parameters of the UWB MIMO
antenna: (a) reflection coefficient, (b) transmission
coefficient.

This presents the advantage the original
configuration of antenna 2. The isolation coupling of
antenna 2 is better than -18 dB at frequency bands from
4.5 t0 9 GHz and around -15 dB from 3 to 4 GHz and
from 9 to 11 GHz.



The simulated radiation patterns (3D) of the antenna
2 when one port 1 is excited and port 2 is matched with
50 Q load and vice versa at 4 GHz, 6 GHz, and 10 GHz
are presented in Fig. 3. Radiation patterns of the antenna
excited by ports 1 and 2 are mutually orthogonal. Good
polarization and pattern diversity between the two
antenna elements follow from that. Peak gain and
efficiency of antenna 2 calculated by the CST MwS
supposing that port 1 is excited and port 2 is terminated
by 50 Q load are plotted in Fig. 4. The antenna has
average gain around 3.5 dBi, and the efficiency has
average value around 85% within the operating frequency
band.
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Fig. 3. Simulated 3D radiation patterns of the antenna 2:
(a) at 4 GHz, (b) at 6 GHz, and (c) at 10 GHz.
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Fig. 4. Simulated results of UWB MIMO Antenna 2
(orthogonal arrangement): (a) peak gain and (b) total
efficiency.
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B. Measurement

The FR4 substrate with relative permittivity 4.4, 1.6
mm in thickness, and loss tangent equal to 0.025 was
used in the fabrication of the proposed UWB MIMO
antenna, see photograph in Fig. 5. Measured and
simulated reflection and transmission coefficients are
plotted in Fig. 6. Figure 6 (a) shows that the antenna
operates at frequency band from 3 to 11.5 GHz with
reflection coefficient lower than -10 dB. Mutual coupling
is better than -18 dB within the frequency band from
4.5 to 11 GHz and from 4 to 4.5 GHz it reaches value
better than -15 dB. A good consistency can also be
noticed between the measured and simulated results.
However, measured and calculated resonance frequencies
are shifted. This is due to the mismatch of the feeding
setup and the accuracy of fabrication process.
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Fig. 5. Photograph of the fabricated UWB MIMO antenna.

Antenna radiation patterns were measured inside
anechoic chamber using the NSI 800F-30 system at
4 GHz and 10 GHz for the three main planes, x-z plane,
x-y plane, and y-z plane. They are plotted in Fig. 7 and
Fig. 8. The measurement was done assuming the
excitation at port 1 while port 2 was matched with 50 Q
load and vice versa. Radiation patterns in x-y and y-z
planes of port 1 and port 2 are rotated by 90 degrees, and
the radiation pattern in x-z plane of port 1 is almost
similar to the radiation pattern in x-z plane of port 2.
This is due to the fact that the two antenna elements
are positioned on the substrate perpendicularly. The
radiation patterns in x-z plane of port 1 and port 2 are
omnidirectional, and are bidirectional in the x-y and y-z
planes of port 1 and port 2. However, there are small
differences between the measured and calculated
radiation patterns. This is due to the asymmetric ground
plane of the presented design fed through ACS and
because the measured setup such as there is some
radiated power doesn't take into account in the
measurements due to the small size of the proposed
antenna. Finally, it can be observed that there is
reasonable agreement between the simulated and
measured radiation patterns in all planes.
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Fig. 6. Measured and simulated S-parameters of the
UWB MIMO antenna: (a) reflection coefficient, and (b)
transmission coefficient.

Fig. 7. Measured black (solid) and simulated red
(dashed) results of the directive gain at 4 GHz: (a) port 1
and (b) port 2.
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Y-Z plane

X-Y plane

Fig. 8. Measured black (solid) and simulated red
(dashed) results of the directive gain at 10 GHz: (a) port
1 and (b) port 2.

V. MIMO PERFORMANCE
The diversity behaviour of the MIMO antenna can
be confirmed by one of the three parameters: envelope
correlation coefficient (ECC), by diversity gain, and/or
by channel capacity loss (CCL).

A. Envelope correlation coefficient and diversity gain
ECC defines the correlation of antenna elements.

The correlation coefficient between the antenna

elements should to be with lower values for achieving a

higher diversity between the MIMO antenna elements

[17]:

S:S
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ECC of both antenna 1 and antenna 2 is plotted in
Fig. 9. ECC of the proposed antenna 2 has value lower
than -50 dB within the operating frequency band.
However, ECC of the antenna 1 shows the same values
except at the frequency band from 3.5 to 4.8 GHz where
it increases to -40 dB. This means that the correlation
between the elements of the proposed antenna 2 is better
than the correlation of the antenna 1. Diversity gain (DG)
relates to ECC [18]:

DG=10*, [1-[ECC|. 0)

The diversity gain of proposed antenna is plotted in Fig.
10. It is 10 dB within the operating frequency band.
However, at frequency from 3.5 to 4.8 GHz it decreases
t0 9.8 dB in the case of the antenna 1.

(1)

ECC =p, = ‘pij‘ =
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B. Channel capacity loss (CCL)

CCL is an important parameter evaluating the
MIMO performance. In any conventional system, CCL
increases linearly with the number of used antenna
elements without increasing the bandwidth or transmitted
power and this occurred under a specified assumption
[19]. The correlation between elements in MIMO
channel systems produces capacity loss calculated by
using [20]:

CCL =—log, det(y®) ®3)
R | PLL P12
T p21 p22
2 2

Pij :_(Sii*sij +Sji*8ij) for i,j=1or2
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Fig. 9. Simulated and measured results of the envelope
correlation coefficient of UWB MIMO antenna.
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Fig. 10. Simulated and measured results of diversity gain
of UWB MIMO antenna.
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The simulated and measured CCL is plotted in Fig.
11. CCL value is lower than 0.4 bits/s/Hz within the
operating frequency band. CCL of antenna 1 is higher
than 0.4 bits/s/Hz as shown in Fig. 11. Finally, it follows
from Fig. 9, Fig. 10, and Fig. 11, that the proposed
MIMO UWB antenna achieves good MIMO
performance, better than antenna 1. This confirms that
the proposed antenna can be considered as a good choice
to operate in UWB MIMO applications.
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Fig. 11. Simulated and measured channel capacity loss
of the UWB MIMO antenna.

V. CONCLUSION

A compact UWB MIMO antenna with polarization
diversity has been presented. It consists of two elements
in the form of monopoles of half elliptical shape. The
elements are fed through asymmetric coplanar strip. The
proposed antenna operates at frequency band from 3 to
11.5 GHz with reflection coefficient lower than -10 dB
and isolation lower than 18 dB. Both simulations and
measurements showed that the proposed configuration
has polarization diversity features, low ECC through
the operating frequency band, and has good MIMO
performance. Due to this the designed antenna is a good
candidate for UWB MIMO and polarization diversity
applications. Theoretical design has been verified by
experiments.
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Abstract — A compact design of non-uniform meta-
surface for patch antenna main beam steering is
presented in this paper. The proposed design is realized
using printed circuit board technology. By adding the
non-uniform meta-surface to a patch antenna, the main-
beam direction of the patch antenna can be steered by an
angle up to 30° from the boresight direction. The meta-
surface together with the patch antenna here is called
meta-surfaced antenna, which has a very compact
structure since there is no air gap between the meta-
surface and the patch antenna. The meta-surfaced
antenna is studied and designed to operate around
2.45GHz. To verify the results of simulation, the meta-
surfaced antenna is fabricated and measured. Measured
results show that the antenna has an operating bandwidth
from 2.35-2.5GHz and peak realized gain of 7.1dBi.

Index Terms — Beam steering, compact design, non-
uniform meta-surface.

I. INTRODUCTION

As a transducer to transmit or receive electromagnetic
(EM) wave, antenna has played an increasingly
significant role in modern wireless communication
systems [1-3]. In general, we need to make the main
beam of an antenna point in a specific direction to
achieve highly efficient transmission of EM energy into
a given area. One straightforward solution to the beam
pointing is adjusting the attitude of the antenna itself.
This method is certainly the simplest but not feasible
always, since the adjustment to antenna’s attitude would
require more mounting space in most cases. Moreover,
if the antenna is conformally installed on the surface of
aircrafts or some other mobile platforms [4-6], it would
be impossible to change the antenna’s attitude arbitrarily.
For the reasons mentioned above, a solution with low
cost and simple structure, which is capable of steering
the antenna main beam without adjusting the attitude of
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the antenna itself, is highly desirable to modern wireless
communication systems.

Adding meta-surface to antenna is a potential
solution to beam steering [7-9]. Take the patch antenna
for instance, of which the main beam is along the
boresight direction, to steer the main beam direction
without adjusting the attitude of the patch antenna, the
meta-surface is supposed to work as a prism, which can
deflect the EM wave radiated from patch antenna.
However, because of the symmetric and uniform layout
of the unit cells, most of current meta-surfaces are
designed for gain enhancement or polarization conversion
[10-12], where the main beam direction is still along
the boresight after going through the meta-surface.
Moreover, air gap between the meta-surface and antenna
is usually required, leading to a bulky structure of the
final antenna design. Surface of four parallel strips are
fed through the slot-to-CPW transition in a very compact
way in [13], composing a quasi-periodic radiating
aperture. By optimizing the geometry of the quasi-
periodic aperture and the slot-to-CPW transition, the
fundamental TM1o mode and anti-phase TMzo mode can
be efficiently excited, coupled, and matched over a broad
bandwidth. However, the main-beam is still along the
boresight direction after adding the quasi-periodic
aperture. Similar design can also be seen in [14].

In this paper, a compact design of asymmetrical and
non-uniform meta-surface for patch antenna main beam
steering is proposed. The meta-surface is printed on one
side of substrate and the other side (non-copper) of the
substrate is placed in direct contact with the patch
antenna. Therefore, on one hand, the total size of the
antenna is barely changed after adding meta-surface, on
the other hand, the main beam of the patch antenna can
be deflected after going through the meta-surface.
Moreover, the deflection angle can also be adjusted by
properly designing the sizes and layout of the unit cells
of meta-surface.
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I1. DESIGN OF META-SURFACE AND
PATCH ANTENNA

The meta-surface and patch antenna are both
designed using planar technology, as shown in Figs.
1. The patch antenna is designed on a double-sided
substrate, with one side being the ground plane and the
other side a patch as shown in Fig. 1. The meta-surface
as shown in Fig. 2 is designed on a single-sided substrate,
composing of a number of rectangular-strip unit cells
with different lengths. The unit cells are placed
periodically along the x-axis but non-uniformly along
the y-axis directions on the substrate.

Fig. 2. Top view of non-uniform meta-surface.

The perspective view and assembly schematic are
shown in Figs. 3 and 4. The non-copper side of the
meta-surface is placed on the top of and in direct contact
with the patch antenna. It will be shown later that the
main beam of the patch antenna can be steered from
+z-axis in x-z plane by adding the meta-surface. The
deflection angle can be changed by adjusting the layout
of the unit cells on meta-surface. The FR-4 substrate,
with a thickness of 1.6 mm and a dielectric constant of &
=4.4, is used for the designs of the patch antenna and the
meta-surface. Optimized dimensions are listed in
Table 1 and these dimensions are used to fabricate the
prototypes of patch antenna and meta-surface as shown
in Figs. 5 and 6.

ACES JOURNAL, Vol. 34, No. 9, September 2019

Fig. 3. Perspective view.
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Fig. 4. Assembly schematic.

Fig. 5. Prototype of patch antenna (top view).

Fig. 6. Prototype of non-uniform meta-surface on patch
antenna.



Table 1: Dimensions of meta-surface and patch antenna (mm)

P Pw Fiu Fiz Fuw1 Fuw2
31 23 15 235 2 3

Uw Ugl Ug2 Gr Fp Ui
3 1 2 100 335 4-25

11l. WORKING PRINCIPLE OF
NON-UNIFORM META-SURFACE

It was shown in [15] that the meta-surface placed
atop of antenna would behave like a dielectric substrate
and different lengths of unit cells along polarization
direction would present different equivalent relative
permittivity (e;) of the substrate. To be more specific,
when strip is used as the unit cell, longer strip along
polarization direction would present higher equivalent &.
Therefore, if we make the length of unit cells keep
constant in one column and decrease gradually among
different columns from right to left side as shown in
Fig. 2, we are essentially placing unit cells with higher
equivalent g on one side (right side in Fig. 2) of the meta-
surface and lay out unit cells with lower equivalent &,
gradually to the other side. Such configuration makes the
meta-surface an equivalent prism which is planar and
placed very close to the patch antenna as shown in
Fig. 7. Both simulated and measured results have shown
that the main beam of the patch antenna is steered from
+z-axis in X-z plane by a certain angle as expected.

wh

Normal direction /

Equivalent prism
Meta-surface 1_. ---------

&&_ ______________ Incidence

Fig. 7. Equivalent prism realized from non-uniform
meta-surface.

Deflection angle

Refracted wave

By adjusting the variation range of the unit cell
length, we can have different variation range of
equivalent g accordingly, the deflection angle is then
changed. However, as it will be shown later, tradeoff
must be made between deflection angle and overall
performance of antenna, because excessive deflection
angle will lead to lower peak gain and unacceptable side
lobe. Moreover, the impedance matching will become
more difficult when the variation range of the unit cell
length is too wide. As compromise between deflection
angle and other antenna performance in simulation, the
main beam of the patch antenna can be steered by an
angle up to 30° at operating frequencies around
2.45GHz.
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IV. SIMULATED AND MEASURED
RESULTS

Simulated and measured results of S11 are shown in
Fig. 8. The antenna has a simulated impedance
bandwidth from 2.35 to 2.5GHz, for S11 less than about
-10dB. It should be noted that compared to a patch
antenna working around 2.45GHz without meta-surface,
the size of patch antenna in this paper is smaller, since
adding the meta-surface atop of it generally shifts the
operating frequency down. Besides fabrication error, the
discrepancy between the simulated and measured S11s
is mainly because that the relative permittivity (¢r) of the
FR4-substrate in fabrication is not exactly 4.4 as in
simulation.
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Fig. 8. Simulated and measured S11.
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Fig. 9. Main beam directions in x-z plane for different
variation range of the unit cell length.

As for radiation pattern, after adding the meta-
surface, the antenna main beam is deflected from +z-axis
in x-z plane as expected. As mentioned above, tradeoff
must be made between deflection angle and overall
performance of antenna. Therefore, here the variation
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range of the unit cell length is chosen to be from 4mm-
25mm, as a result, the deflection angle is -30° which can
be seen in Fig. 9 indicated by blue line. To show the
relationship between the deflection angle and the
variation range of the unit cell length, simulated results
for unit cells vary from 5mm to 35mm and from 3mm to
15mm are also shown in the same figure for comparison.
It can be seen from Fig. 9 that when the variation range
of unit cell length is set to be from 5mm to 35mm, the
deflection angle can be further increased to -55° as
indicated by red line, however, unacceptable side lobe
will appear around +57°,

The polar plots of simulated and measured two-
dimensional radiation patterns are shown in Fig. 10,
where it can be seen that the measured realized gain
reaches a peak of 7.1dBi at 2.45GHz. The half power
beam-width (HPBW) is 66° (-2°to -64°). The cross-
polarizations are too small to be shown in the same figure
and so omitted. It should be pointed out that the co-
polarization of the antenna in far-field is still linear.
Result of simulated three-dimensional radiation plot is
shown in Fig. 11.

The simulated and measured efficiencies are plot in
Fig. 12, where it can be seen the proposed antenna has
simulated and measured peak efficiencies of 95% and
91% respectively around 2.45GHz.
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Fig. 10. Simulated and measured 2D radiation patterns.
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Fig. 11. 3D radiation pattern.
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Fig. 12. Simulated and measured efficiencies.

V. CONCLUSION

Compact design of non-uniform meta-surface for
patch antenna main beam steering has been proposed.
Through adjusting the dimensions and layout of unit
cells of meta-surface, the main beam of patch antenna
can be steered by an angle up to 30°. Measured results
have shown that the peak realized gain of the main beam
can reach up 7.1dBi with a half power beam width of
66°, the final operating bandwidth is from 2.35 to
2.5GHz. Based on the meta-surface proposed in this
paper, our future work will focus on the design of
radiation-pattern-reconfigurable antenna using meta-
surface, which is possible to be achieved if we use diodes
or varactors to tune the electrical lengths of the unit cells
on meta-surface.
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Abstract — The increasing commercialization of the
Wireless Body Area Networks (WBAN) in various
healthcare facilities poises for the growing network
resources competition in the Physical layer. In remote
health monitoring, energy scarcity and limited bandwidth
compromise demand for optimized network lifetime
and high data rate of the multimedia information with
reduced spectral noises. In this paper, we have designed
a compact Tri-band antenna with three rejection bands
for WBAN applications. The rectangular antenna patch
is etched on RT/Duroid substrate. The patch consists of
flat chamfers, semi-circular, and elliptical slots. The
simulated antenna resonates at three distinct frequencies;
6.39 GHz, 7.15 GHz, and 9.89 GHz each operating at the
ultrawideband (UWB) with a return loss (|S11]) > 10 dBm.
The antenna is designed using Computer Simulation
Technology software (CST-2016) and analyzed for its
return loss, field radiation, bandwidth (cumulative BW,
3473.8 MHz), and voltage standing wave ratio
(VSWR<1.5). Simulation results show antenna
performance characteristics which suit various WBAN
applications.

Index Terms — Data rate, frequency bands, Quality of
Service (QoS), radiation patterns, return loss (S11), Ultra-
wideband (UWB), Voltage Stand Wave Ratio (VSWR),
Wireless Body Area Networks (WBAN).

I. INTRODUCTION

Advances in research for Wireless sensor networks
(WSN) envisaged the development of Wireless body area
networks (WBAN). Currently, WBAN uses biological
sensors for real-time remote health monitoring of the
human body vital signs. Monitored physiological signs
may include heart rate, blood pressure, blood sugar,
blood oxygen concentration, ECG, and EEG among
others [1-2]. The primary element of the WBAN is the
wireless body sensor embedded with a miniaturized
radiating antenna [3]. Biological sensors usually
positioned in the body as implants or a wearable device
are used to acquire physiological parameters for
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noninvasive medical diagnosis from the remote health
facilities.

In the remote health facility, the accurate prognosis
of the health situation depends on the quality of the
received data. Although in the transmission media, data
packets are highly impeded by several factors including
anomalies as a result of packet collision, latency, energy
scarcity, intrusion, interference, transmission link drop
out and tissue-specific absorption rate (SAR) [4-5].

WBAN sensors are battery powered and are
reportedly consuming more energy during transmission
and detection of the wireless signals. Therefore,
deployment of low power transceivers and power budget
consideration during network design is necessary [6].
Sometimes, energy requirement and network resources
management in WBAN depends on the nature of the
monitored body organ. Since various body organs
generate data with different rates, so communicating data
with varying data rates demand compatible transmitters.

In this view, a significant volume of data in the
transmission channel affects successful data delivery
and reduced throughput due to interference, power and
bandwidth limitation of the network infrastructure [7-9].
As far as network resource competition in WBAN is
increasing in parallel with its commercialization, in
this work, we have proposed a multi-band UWB antenna
which resonates at three distinct frequencies to support
higher data rates with minimal spectral noises and
operational power requirement.

The contribution of this work focus on the design
of the compact and low cost Tri-band UWB microstrip
patch antenna with a reduced size by ~25% of the
analytical design, isolation of the rejection bands using
slots and cuts which subsequently enhanced impedance
matching and, bandwidth enhancement whereas distinct
operational bands support bandwidth >500 MHz each.

The organization of this work consists of five
sections; Section | gives the introduction about WBAN
network requirement, Section Il briefs about UWB
antennas, Section Il discusses the materials and antenna
design methods, Section IV discusses simulation results,

1054-4887 © ACES



findings, and Section V conclude our work.

I1. ULTRA-WIDEBAND ANTENNAS

Rising demand for eHealth multimedia services
and future generation communication inquires broader
bandwidth in the transmission channel. Since IEEE
802.15.6 standard for WBAN supports UWB spectrum
in its PHY layer, the enormous demand for higher data
rates in the wireless channel influence UWB antenna
design for various QoS aware healthcare applications
[10-11]. One of the characteristics of the PHY layer
channels includes the bandwidth of ~500MHz and a data
rate between 971.4Kbps - 15.6 MHz. Antennas supporting
channel bandwidth greater than 500MHz (BW>=0.5GHz)
or with a percent bandwidth of more than 20% are said
to operate in the UWB spectrum [12].

UWB antennas have merits including; low power
consumption, support for higher data rates and low
interference probabilities. These features make UWB
suitable for both Personal area networks (PAN) and
BAN [13-14]. The UWB spectrum (3.1 - 10.6 GHz)
support a range of wireless applications (e.g., radars and
satellites) which ease WBAN mobile ambulatory services
depending on the country of implementation [15].

Microstrip patch, unlike conventional antenna, is
conformal; it can be deformed into different shapes and
geometries to meet UWB application flexibility using
notches [16]. Antenna notches are implemented through
bending or introducing slots on the patch and ground
plane; this alters its radiation characteristics and
impendence matching. Notched antennas limit radio
frequency interference at specific frequency bands. The
significance of using slots in Notched antennas is to
isolate interfering frequencies from operational frequency
bands [17]. Slotted patch has existed in different shapes
like a spearhead, U, E, H, F, PIFA slots and spiral
antennas with distinct mechanisms of feeding. Various
slitting techniques, use of thick substrate, stacked patch
and parasitic elements have proven to improve bandwidth,
radiation efficiency, gain and minimize scattering
parameters [18-21].

Numerous research findings propose different design
materials and recommend a minimum requirement to
ensure better gain and minimum return loss while
meeting body compatibility [22]. Authors in [23-24],
suggests that WBAN antenna must be durable and
portable for body implants and wearables with lower
Specific Absorption Rate (SAR) for personal radiation
safety.

Single band UWB signals (3.1-10.6 GHz), can be
interfered by Wireless Local Area Network (WLAN, 5.2 -
5.8 GHz), and X-Band (7.25 - 8.4 GHz) for satellite
communications which exist within UWB spectrum
hence threatening data security and quality of service
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[25]. To avoid such impeding issues implementation of
the multi-band UWB is necessitated.

To achieve minimal spectrum noises and low power
requirement in the transmission channel, this work, used
similar design criteria as in ([9]) and ([12]) to design an
antenna with hybrid characteristics. We have introduced
flat chamfers and circular cuts on the patch and an
aperture on the ground plane to design an ultra wideband
(UWB) microstrip patch antenna using Finite Difference
Time Domain (FDTD).

I11. MATERIALS AND DESIGN METHODS

The proposed rectangular Microstrip patch antenna
is designed using lossy RT/duroid® 5880LZ substrate
with dielectric constant and loss tangent (Tand) of 1.96
and 0.0019 respectively as shown in Fig. 1. We preferred
RT/Duroid due to its low cost, low moisture absorption,
wide operating temperature range (-55°C - 260°C),
excellent chemical resistance and uniform electrical
properties over the frequency band [26]. We use Annealed
copper with a thickness of 0.035mm in both radiating
surfaces (patch) and a background plane.

e We=Ws
| Wp Rt
< !
‘ rx b‘ 1
F " /
Lp I ry
k. L
2 __, ‘cﬂq = Rb
@
Wep ] 1
T || ¥ Lgp
Lg

Lg-0.5Lp

| ‘

)'_ Wg _“ —J;-d—

(b) ©

Fig. 1. Proposed antenna structure, (a) front view;
consisting of patch and substrate dimensions. (b) Back
view (ground plane); including the height of the ground
plane and the narrow slot dimensions (c) side view.
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Table 1: Antenna dimensions
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Dimensions (mm)

Dimensions (mm)

Parameter Ca-llc'u-lated Proposed Parameter Ca'llc.u'lated Proposed
(initial ) (initial )

Lo 42.77 29 Ny 12.34 7.87
W, 50.33 37 W - 9

Ls 52.73 40 Lgp - 0.5
W 60.29 45 Ro - 4.7%450
Lg 52.73 40 Rt - 6*45°
Wy 60.29 45 I - 8
Wi 4.164 4.7 ry - 6

Ly 22.291 17.69 h 1.66 1.66
g 1 0.9 r 4

A. Mathematical modeling

An antenna was initially designed to resonate at 3.1
GHz, with a height of substrate (h=1.66). Other antenna
dimensions were calculated using the following
equations as stipulated in [27-28]. Patch width and
length were obtained using equations (1) and (2):

W= ———— 1)
oxf * | +1
i 2
Where c is the speed of the electromagnetic wave in free
space, & is the permittivity in free space and fr is the
antenna resonant frequency.

Length of the patch is affected by fringing fields
due to varying dielectric constant when electric fields
propagate between air and substrate material along
with radiating surfaces. Fringing fields results into the
incremented length of the patch by 2*36L; actual patch
length is determined based on the effective length as

follows:
L, =Ly —20L. (2)
Where,
h -0.5
E et =g’+l+g’_l 1+12—| (3)
2 2 w,
c
e e ——— 4
LEff 2* fr *\/ greff ( )
w, 5
ot +0.3 T+O 64
oL =0.412*h (5)
£ —0.258

w
2408
h

Equations (6) and (7) evaluates the length and width
of the substrate:
L,=L,+6h, (6)
W, =W, +6h, (7
Length of the microstrip feed line is obtained using
equation (8):

L= (8)
4* fr *\/ greff

Table 1 shows calculated and proposed antenna
dimensions respectively. Antenna dimensions were
modified to meet minimum size requirements and
operational frequency bands.

B. Design modification

In this work, we use hybrid design criteria as applied
in the papers presented by Award et al. ([9]) and
Turkmen et al. ([12]). In our design, we only considered
methods used for bandwidth enhancement with some
alteration of the design approach and materials. In [9],
authors enhanced antenna bandwidth using round step
cuts on the patch with similar dimensions while in our
work, we introduced flat chamfer with different sizes on
the edges of the radiating planes as illustrated in Table 1
(Rt> Ru).

The implementation of the flat chamfers, round cut
and the elliptical slot on the patch extended antenna
radiation surface as shown in Fig. 2 (a), therefore apart
from enhancing the bandwidth of the remaining frequency
bands it also eliminated frequencies in the narrowband
spectrum. The impact of slots and chamfers formed three
notch bands between 0 - 6.12 GHz, 6.8 - 6.9 GHz and
8 - 9.47 GHz respectively.

Since the antenna could not resonate at UWB in all
the frequency bands, we introduced a narrow slot on the
ground plane as proposed by [12] to further extend
operational antenna bandwidth and Si; far below -10dB.
The antenna structure in Fig. 2 (b) shows the proposed
antenna ground plane reduced by half the patch length
(Lg-0.5Lp) with a narrow slot of dimensions Wgp*Lgp
mm2,

In practical application, WBAN requires smaller
antenna size. Whereas, using lower permittivity substrate
results into larger size antenna. This work focused on a
well performing, compact and portable antenna. Therefore
both substrate and patch dimensions were scaled down
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by ~25% of the original design as demonstrated in Table
1. The proposed antenna dimensions were 40x45x1.66
mm? for the substrate.

IV. SIMULATION RESULTS

We ran simulations using Computer Simulation
Technology (CST-2016) software. Simulation of the
proposed antenna considered essential performance
parameters including far-field radiation patterns,
reflection coefficient and voltage standing wave ratio on
free space.

After simulation, three sharp narrow troughs deep
below -10dB at 6.39 GHz, 7.15 GHz, and 9.89 GHz were
obtained. The three narrow, deep points of the Sy1 proves
that the proposed antenna is a Tri-band resonating at
three distinct frequencies.

A. Radiation patterns

Antenna E and H-field radiation patterns were
simulated as shown in Fig. 2 and 3. Figure 2 (a) shows
electric surface current on the patch, where higher field
intensities (dB) indicated in yellow concentrates on the
patch edges, notch gap, semicircular and elliptical slot.

During simulation, setting a narrow notch gap
widened the operational bandwidth with gradual distortion
on antenna return loss. Similarly, a thin slot at the middle
of the ground plane was introduced. Figure 2 (b)
demonstrates the impact of a narrow slot in the ground
plane to the antenna field radiation patterns. A slight
variation of the size of the aperture in the background
plane highly contributed to the bandwidth enhancement
of the antenna. 2D radiation patterns of the antenna are
as shown in Fig. 3.

0

=10.3
~20.6
=209
=41.2
-51.§
1.7

-2
-B2. 3
=926
-108
“113

(b)

Fig. 2. E-Field distribution (a) on the patch, and (b) on
the background plane respectively.
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Fig. 3. Far-field radiation patterns for (a) 6.39 GHz, (b)
7.15 GHz, and (c) 9.89 GHz respectively.

B. Antenna bandwidth and return loss (S11)

Amount of power reflected from the antenna due to
termination mismatch determines the performance of the
designed antenna. As S1; become, much smaller antenna
performance improves due to lower losses. In this paper,
a microstrip patch with insert feed was intended. Before
design modification, the notch gap, g was initially set to
Imm. An antenna bandwidth became very narrow
despite good Si; values at some center frequencies as
demonstrated in Fig. 4 (a).

In the proposed design, we reduced the size of  the
notch gap ‘g’ and widened the microstrip feed line
(Table 1) which subsequently improved |S11| and antenna
bandwidth as demonstrated in Fig. 4 (b).

Simulation results of the proposed design showed,
free space return loss; -44.16 dB, -24.34 dB and -18.50 dB
and the operational bandwidth of the antenna at the
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resonant frequencies; 653.3 MHz (6.39 GHz), 1044.7 MHz
(7.15 GHz) and 1775.8 MHz (9.89 GHz) respectively.

S-Parameters [Magniude in dB]

— 51

Hhp—

t 2 3 4 5 6 7 8 9 10 40 12
Frequency / GHz
()

—s11

S-Parameters [Magnitude in dB]
o~

W A 0 W A N

N LAY
N EEAA

25

30

3

45

Frequency / GHz

(b)

Fig. 4. Return loss (S11) of the antenna: (a) based on
calculation before modification, and (b) proposed antenna
characteristics after modification.

C. Voltage Standing Wave Ratio (VSWR)

The quality of the antenna termination determines
its reflection coefficient. Proper impedance matching at
the antenna feed point (50Q2) results to lower reflection
loss and subsequently the voltage standing wave ratio.

During simulation, the magnitude of the S;1 improved
proportionally with the voltage standing wave ratio.
Lower VSWR shows how well the antenna impedance is
matched to the transmission line characteristic impedance.
Simulation results show that at the resonant frequencies
the VSWR remained below standard limits (VSWR<1.5)
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as demonstrated in red dotted line Fig. 5.

Voltage Standing Wave Ratio (VSWR)
10

B Y

Frequency / GHz

Fig. 5. VSWR values at the resonant frequencies.

Antenna dimensions, support bandwidth and return
loss of the referenced design method are tabulated
comparatively against the proposed model in Table 2.
The antenna features varied from one another due to the
type of the simulation software or slight variation of the
substrate material, dielectric constant and overall antenna
dimensions. Apart from the lowest dielectric constant,
the thickness of the antenna remained nearly equal to
those of the higher permittivity values without any
performance constraints. Lower dielectric constant of
the substrate material results into larger antenna size,
tabulated results show that the antenna dimension
remained smaller despite the analytical design
requirement.

Table 2: Comparison of common antenna features

Ref. #| Substrate r?]irzn% g \|_/|VZ ';;f](:::
[9] | FR4, &-as | 30x35x1.6 | 8.28 (H-é;S)
[12] ;E’&“;iii 38x50x 1.57 | 4.171 ('ég%
Prop. 5';;3?“;226 40 X 45 x 1.66 | 3.474 (‘(1:48#?

V. CONCLUSIONS
In this work, we have designed a Triple Ultra Wide
Band (Triple-UWB) patch antenna which resonates at
6.39 GHz, 7.15 GHz and 9.89 GHz. The entire cumulative
bandwidth of the proposed antenna subdivides into three
frequency bands (653.3 MHz, 1044.7 MHz, and 1775.8
MHz respectively) each operating at UWB. The design



approach by introducing chamfers, elliptical and circular
slots on the patch with a minor rectangular aperture on
the background plane has highly improved antenna
radiation properties as well as the bandwidth and return
loss. The three separate bands ease frequency planning
and usage for various off-body WBAN applications. The
notched frequency bands were under the influence of
the thickness of the substrate and a very narrow notch
gap. Using UWB antenna, WBAN applications can use
uniform energy for signal communication which ensures
reduced spectrum noises, longer network lifetime and
better quality of service.
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Abstract — This work presents a novel RF MEMS-based
pattern reconfigurable antenna capable of steering beam
in three different directions. The proposed H-shaped
microstrip antenna is based on the basic structure of a
dipole antenna and forms an ‘H’ shape by combining
two dipoles in reverse fashion. The proposed antenna
provides pattern reconfigurability at a single resonant
frequency of 1.8 GHz, that lies in L-band. The optimized
simple structure of the proposed antenna allows easy
incorporation of single pole single throw (SPST-
RSMW101) RF MEMS switches. The antenna is
simulated using electromagnetic (EM) simulators (HFSS
and IE3D). The proposed antenna is fabricated on RT
Duroid substrate with 2.2 dielectric constant, and 1.75
mm thickness. The ON and OFF state of RF MEMS
switches enables three different scenarios of operation
with peak gains of 6.25 dBi, 6.28 dBi, and 4.01 dBi
respectively. For validation of pattern reconfigurability
the antenna is tested using time domain antenna
measurement system and found to have a good
agreement with the simulated results.

Index Terms — Beam steering, low profile, microstrip,
reconfigurable antenna, RF MEMS switches.

I. INTRODUCTION

Recent advances in modern multi-directional
radar systems and wireless applications demand high
performance reconfigurable antennas. Reconfigurability
in antennas can be achieved in frequency of operation,
pattern, polarization and combinations of them [1].
Among the reconfigurability techniques, pattern
reconfiguration devises the antenna beam in different
axial directions for the same operating frequency. This
ensures the pattern reconfigurability using the same
antenna. The beam steering antennas are widely used in
satellite, telemedicine, and radar communications [2-4].
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Reconfigurability in antennas can be achieved by
use of RF tunable components like radio frequency
microelectromechanical system (RF MEMS) switches
[1,5, 6], Varactor diodes [7], and PIN diodes [8-10]. The
RF MEMS have been proposed for incorporation into
reconfigurable antennas for the last 2 decades. Since then
many designs are reported [11-14] due to its profound
advantages like electromechanical isolation and minimal
power consumption, in comparison to conventional
semiconductor devices.

The beam steering antennas can be classified into
two broad categories: firstly, single antenna element
configuration [15] and secondly the adaptive array
antenna system [16, 17]. The size of a single antenna
configuration is smaller in comparison to the array
configuration. However, the gain achieved with the array
configuration is higher than single antenna system [15].

In [18], radiation pattern reconfigurable antenna
based on square spiral-microstrip is presented. The
antenna is capable to reconfigure the radiation patterns
between end-fire and broadside with the help of two
Radant single-pole single throw RF MEMS switches.
Another MEMS based reconfigurable Vee antenna was
presented in [11], that steered the radiation beam in
different directions at 3 GHz and 17.5 GHz.

In [12], two pattern reconfigurable antennas based
on four RF MEMS switches is presented, operating at 6
GHz and 10 GHz. The gain of both the antennas reported
is in the range of 3-6 dBi. The antenna composition is
based on rectangular spiral microstrip along with the RF
MEMS monolithically integrated and packaged in the
same substrate. The physical length of the rectangular
spiral is varied by activating the switches and thus
achieving reconfigurability in radiation pattern for the
same antenna. The authors in [19] presented an E-shaped
frequency reconfigurable antenna operating at 1.9 GHz
and 2.4 GHz with 30.3% bandwidth. The bandwidth was
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increased by introducing slots that forms the E-shape of
the final structure.

In this paper, a new beam steering H-shaped antenna
is presented. RF-MEMS switches are used to change the
physical arm length of the H-shaped antenna to achieve
the reconfigurability in its radiation pattern. The proposed
antenna is able to steer the beam in two different
directions in the elevation plane. The simulation results
are carried out by using two artificial switches (S: and
S,), while the RF-MEMS are placed instead in fabrication.
The proposed H-shaped pattern reconfigurable antenna
is compact in size and has good agreement in its
simulation and measured results.

I1. DESCRIPTION OF THE ANTENNA

The composition of antenna is based on basic dipole
antenna structure. However, two radiating elements
opposite to each other are incorporated for different axial
direction coverage. The geometry of the antenna is
shown in Fig. 1. The right dipole and left dipole forms
an H-shape and are activated using two RF MEMS
switches (S and Sy). The proposed pattern reconfigurable
antenna operates at 1.8 GHz that lies in L-band. The
design specifications of the proposed H-shaped pattern
reconfigurable antenna are summarized in Table 1.

k— 1, —

ng
W,

(P
7IN
» L
Ll

WgZ

chip resistor
[—— W,

N —| I e—

—ldik— 4, |—

Fig. 1. The geometry of the proposed H-shaped antenna
with MEMS.

The simulation of the proposed antenna is carried by
Ansoft HFSS and Zeeland IE3D. The proposed antenna
is fabricated on RT Duroid-5880 substrate with a

ACES JOURNAL, Vol. 34, No. 9, September 2019

dielectric constant of 2.2, loss tangent of 0.0009 and
thickness of 1.57 mm. The width of the microstrip line is
calculated using the Line Gauge of EM software IE3D.
The resonant frequency of the proposed antenna depends
on the total length of the microstrip line. The total length
of the antenna (lit) can be calculated as:
Lot =W, +W, . 1)
In order to get accurate dimensions and accurate
response of the proposed antenna, the ratio between
wi and wo should be roughly 1.23. Keeping the ratio
between w; and w, constant to about 1.23 and the width
of the strip line () constant, the equation for the resonant
frequency (fo) of the antennas can be derived using the
same procedure explained in [20, 21] as:

¢ ; @

f=— -
167l \fe

where & is the effective dielectric constant, and c is the
speed of light in free space.

Table 1: Proposed antenna parameters

Parameters Value Parameters Value
(mm) (mm)
| 3 d: 6
W1 37.25 dz 8
W> 30.25 |1 4
Iy 17 I, 10
Wg1 37 |3 16.7
Wg2 35 |4 18.7

The antenna consists of an optimized ground plane
with dimensions of 17x72 mm2. The H-shaped patch has
dimensions of 37x67.5 mmz?, where the width of each
side of the H-shaped patch is 3 mm. The overall
dimensions of the proposed antenna including the
ground plane are 37x72 mmz2.

Two Radant MEMS single pole single through
(SPST) RF MEMS switches are used for integration with
the H-shaped antenna. The RF MEMS switches are
highlighted in the fabricated version of proposed antenna
as shown in Fig. 2. The RF MEMS switches (SPST-
RMSW101) has a frequency range up to 12 GHz.

Figure 3 shows the close-up photograph of the RF-
MEMS switch placement. One RF MEMS switch is
placed on the rectangular patch with dimensions of
6.5x4 mm2, while the other switch is placed on a square
patch of 4x4 mmz2 size. The DC lines of 1 mm width
each, as shown in Fig. 2, are used to apply the DC
voltage. The switches are activated by applying DC
voltage of 90 volts, while the Gate, source and drain are
connected to the antenna arms with three bonding wires
as shown in Fig. 3. Each RF MEMS switch is also
connected to the ground to activate it. In addition, a
220 k< chip resistor is placed in each DC line to limit
the current flow for the RF MEMS switches.



The operation of the antennas is therefore based ON
and OFF state of the switches (S1 and S2). Thus the RF
MEMS switches are placed in such a way that the left
arm, right arm or both arms of the H-shape antenna can
be activated or de-activated accordingly. This enables
the antenna to steer its beam in 3 different directions. In
case 1 switch 1 is ON and switch 2 is OFF, in case 2
switch 1 is OFF and switch 2 is ON, and in case 3 both
switches are ON.

(b)

Fig. 2. The photograph of the fabricated H-shaped patch
reconfigurable antenna with two artificial switches: (a)
front side and (b) back side.
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Fig. 3. The photograph of the RF MEMS switch
placement.

1. SIMULATED AND MEASURED
RESULTS

The H-shaped antenna was simulated using HFSS
and IE3D for all the three cases. The fabricated antenna
was also tested for all the three cases using Anritsu
vector network analyzer 37369C. Figures 4-6 show the
comparison of simulated and measured return loss (dB)
for all the three cases, i.e. case 1 (ON-OFF), case 2 (OFF-
ON), case 3 (ON-ON).

0

(]
=]

Z-10

£ \ —— Simulated by IE3D
----- Simulated by HFSS

5_ - = = Measured

=2

-30

1 12 14 16 18 2 22
Frequency (GHz)

24 26 28 3

Fig. 4. Simulated and measured return loss for case 1
(ON-OFF).
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Return loss (dB)
! o |
<)
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=)

1 12 14 16 18 2 22
Frequency (GHz)

24 26 28 3

Fig. 5. Simulated and measured return loss for case 2
(OFF-ON).

As evident from Fig. 4, Fig. 5 and Fig. 6, a good
agreement can be found in simulated and measured
results. For all the three different cases the proposed H-
shaped antenna has an operating frequency of 1.8 GHz
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with good matching. The characteristics of the H-shaped
microstrip antenna such as gain, maximum beam
direction, and maximum electric current for all the three
cases using IE3D and HFSS are listed in Table 2 and
Table 3 respectively.

0

—— Simulated by IE3D
----- Simulated by HFSS
= = = Measured

Retum loss (dB)
=

-20

1 12 14 16 18 2 22
Frequency (GHz)

24 26 28 3

Fig. 6. Simulated and measured return loss for case 3
(ON-ON).

Table 2: Simulated characteristics of proposed antenna
using IE3D simulator

ACES JOURNAL, Vol. 34, No. 9, September 2019

directed at 270°, while in case 2 the beam steers 180
degree apart from case 1, i.e.,, the maximum beam
direction is at 90°. However, for case 3, a multiplicative
beam of case 1 and case 2 is observed with slightly
reduced gain of 4 dB. The surface current distributions
on the antenna arms for the three cases is presented in
Fig. 9. The current distributions were carried out in IE3D
simulator at 1.8 GHz.

Antenna State Case 1 Case 2 Case 3
State of s1 ON OFF ON
Artificial

Max. Beam -70 75 10
Direction

(degree) 0 0 90
Gain (dBi) 5.45 5.49 3.3

Table 3: Characteristics of H-shaped antenna in three
cases by HFSS simulator

Antenna State Case 1 Case 2 Case 3
State of s1 ON OFF ON
Artificial

Max. Beam -75 80 10
Direction

(degree) 0 0 90
Gain (dBi) 6.25 6.28 4,01

Figure 7 illustrates the simulated 3D radiation
patterns of the three cases of proposed antenna at 1.8
GHz using HFSS. A time domain antenna measurement
system GEOZONDAS-AMS [22] is used to measure the
radiation patterns for the proposed antenna. Figure 8
shows the normalized 2D simulated and measured
radiation patterns of the proposed antenna on xz-plane
are presented for case 1 (ON-OFF state), case 2 (OFF-
ON state), and case 3 (ON-ON state) respectively. As
seen in Fig. 8, the beam is steered in three different
directions for the three cases. In case 1, the beam is

dB(GainTotal)
4. 1655e+000
2.1438e+000
1.2217e-001
-1.8995e+000
-3.9212e+000
-7. 9645e+000
-9. 9862¢+000
. -1.2008e+001
-1.4930e+001
-1.6051e+001
-1.8073e+001
-2.0095e+001
-2.2116e+001
-2.4138e+001
-2.6160e+001
dB(GainTotal)
6. 3089¢+000
I 2.5901e+000
7.3068e-001
-1.1287e+000
-2, 9881e+000
-4, 8475e+000
-1, 4145e+001
-1, 6004e+001
-1.7863e+001
-1,9723e+001
-2.1582e+001
dB(GainTotal)
3.9729¢+000
2.2476e+000
5.2227e-001
-2.9283e+000
-4. 6537¢+000
-6, 3790e+000
-8. 1043¢+000
-9, 8296e+000
l -1.1555e+001
-1.3280e+001
-1.5006e+001

. 6.1872e+000
-5. 9429e+000
4. 4495e+000
-6.7069e+000
-8.5663e+000
-1.0426e+001
-1.2285e+001
-2.3442e+001
~1.2030e+000
-1.6731e+001
-1.8456e+001
-2.0181e+001
-2.1907e+001
-2.3632e+001

Fig. 7. The simulated 3D radiation patterns of the
proposed antenna at 1.8GHz.
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Fig. 8. The simulated and measured 2D normalized
radiation patterns of the proposed antenna at 1.8GHz for:
(a) case 1, (b) case 2, and (c) case 3 respectively.
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Fig. 9. Surface current distributions for: (a) case 1, (b)
case 2, and (c) case 3 respectively.
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The proposed reconfigurable antenna has more
switchable directions than all MEMS reconfigurable
antennas mentioned in Table 4. Additionally, our
antenna has better gain among all the antennas listed in
Table 4.

Table 4: Comparison Chart of reconfigurable antennas

No. of Beam Gainin All
Reference Switchable Directions
Directions (dBi)
[18] 2 NA
[11] 2 NA
[12] 2 3~6
Our proposed Case 1: 6.25
antenna 3 Case 2: 6.28
Case 3: 4.01

IV. CONCLUSION

A novel pattern reconfigurable H-shaped microstrip
antenna has been designed, simulated, fabricated and
tested. Two commercially available RF MEMS switches
are utilized to steer the beam in three distinct directions.
The proposed antenna has a simple structure, low profile,
and has low manufacturing cost. The frequency of the
proposed microstrip antenna is 1.8GHz with peak gains
of 6.25 dBi, 6.28 dBi, and 4.01 dBi for case 1, case 2,
and case 3 respectively. The different states of the
MEMS switches make it possible to steer the beam in
different prescribed directions without affecting the
resonant frequency. This concept of reconfigurable
antenna pattern is quite attractive as on antenna device
can be utilized to steer the pattern in different desirable
directions. The measured return loss and radiation
patterns of the fabricated antenna shows a close
agreement with the simulated results. Thus making the
proposed antenna suitable for incorporation in pattern
reconfigurable systems.

ACKNOWLEDGMENT
The authors would like to thank the Deanship of the
Scientific Research and the Research Center at the
College of Engineering, King Saud University, Riyadh,
Saudi Arabia, for the financial support.

REFERENCES

[1] J. Costantine, Y. Tawk, S. E. Barbin, and C. G.
Christodoulou, “Reconfigurable antennas: Design
and applications,” Proceedings of the IEEE, vol.
103, pp. 424-437, 2015.

[2] J. R. James, Handbook of Microstrip Antennas,
vol. 1: IET, 1989.

[3] T.HuynhandK.-F. Lee, “Single-layer single-patch
wideband microstrip antenna,” Electronics letters,
vol. 31, pp. 1310-1312, 1995.

[4]

(5]

(6]

[7]

(8]

[l

[10]

[11]

[12]

[13]

[14]

ACES JOURNAL, Vol. 34, No. 9, September 2019

R. Garg, P. Bhartia, 1. J. Bahl, and A. Ittipiboon,
Microstrip Antenna Design Handbook, Artech
House, 2001.

M. Wright, M. Ali, W. Baron, J. Miller, J. Tuss,
and D. Zeppettella, “Effect of bias traces and
wires on a MEMS reconfigurable pixelated patch
antenna,” in Antennas and Propagation (APSURSI),
2016 IEEE International Symposium, pp. 1429-
1430, 2016.

H. Mirzajani, M. Nasiri, and H. B. Ghavifekr, “A
new design of MEMS-based wideband frequency
reconfigurable microstrip patch antenna,” in
Mechatronics and its Applications (ISMA) 8th
International Symposium, pp. 1-6, 2012,

R. Jeanty and S.-Y. Chen, “A low-profile
polarization-reconfigurable cavity antenna based
on partially reflective surface,” in Radio-Frequency
Integration Technology (RFIT), 2017 IEEE
International Symposium, pp. 226-228, 2017.

Y. Chen, L. Ye, J. Zhuo, Y. Liu, L. Zhang, M.
Zhang, and Q. H. Liu, “Frequency reconfigurable
circular patch antenna with an arc-shaped slot
ground controlled by PIN diodes,” International
Journal of Antennas and Propagation, vol. 2017,
2017.

W.-Q. Deng, X.-S. Yang, C.-S. Shen, J. Zhao,
and B.-Z. Wang, “A dual-polarized pattern
reconfigurable Yagi patch antenna for microbase
stations,” IEEE transactions on antennas and
propagation, vol. 65, pp. 5095-5102, 2017.

Y.-M. Cai, S. Gao, Y. Yin, W. Li, and Q. Luo,
“Compact-size low-profile wideband circularly
polarized omnidirectional patch antenna with
reconfigurable polarizations,” IEEE transactions
on antennas and propagation, vol. 64, 2016.

J.-C. Chiao, Y. Fu, I. M. Chio, M. DeLisio, and
L.-Y. Lin, “MEMS reconfigurable Vee antenna,”
in Microwave Symposium Digest, 1999 IEEE
MTT-S International, pp. 1515-1518, 1999.

C. W. Jung, M.-J. Lee, G. Li, and F. D. Flaviis,
“Reconfigurable scan-beam single-arm spiral
antenna integrated with RF-MEMS switches,”
IEEE transactions on antennas and propagation,
vol. 54, pp. 455-463, 2006.

D. E. Anagnostou, G. Zheng, M. T. Chryssomallis,
J. C. Lyke, G. E. Ponchak, J. Papapolymerou, and
C. G. Christodoulou, “Design, fabrication, and
measurements of an RF-MEMS-based self-similar
reconfigurable antenna,” IEEE Transactions on
Antennas and Propagation, vol. 54, pp. 422-432,
2006.

E. R. Brown, “RF-MEMS switches for recon-
figurable integrated circuits,” IEEE Transactions
on Microwave Theory and Techniques, vol. 46, pp.
1868-1880, 1998.



[15] J.-Y. Kim, B. Lee, and C. W. Jung,
“Reconfigurable beam-steering antenna using
double loops,” Electronics Letters, vol. 47, pp.
430-431, 2011.

[16] P. Parthiban, B.-C. Seet, and X. J. Li, “Low-cost
low-profile UHF RFID reader antenna with
reconfigurable beams and polarizations,” in IEEE
International Conference on RFID (RFID), 2017.

[17] H. Tang and J.-X. Chen, “Microfluidically
frequency-reconfigurable microstrip patch antenna
and array,” IEEE Access, vol. 5, pp. 20470-20476,
2017.

[18] G. H. Huff and J. T. Bernhard, “Integration of
packaged RF MEMS switches with radiation
pattern reconfigurable square spiral microstrip
antennas,” IEEE Transactions on Antennas and
Propagation, vol. 54, pp. 464-469, 2006.

[19] F. Yang, X.-X. Zhang, X. Ye, and Y. Rahmat-
Samii, “Wide-band E-shaped patch antennas for
wireless communications,” IEEE Transactions on
Antennas and Propagation, vol. 49, pp. 1094-1100,

2001.
[20] R. Ghosh, K. Patra, B. Gupta, and S. Chowdhury,
“Accurate  formula to determine resonant

frequency of double sided printed dipole antenna,”
IETE Journal of Research, vol. 64, pp. 331-336,
2018.

[21] M. Jamaluddin, M. Rahim, M. A. Aziz, and A.
Asrokin, “Microstrip dipole antenna analysis with
different width and length at 2.4 GHz,” in Applied
Electromagnetics, APACE 2005, Asia-Pacific
Conference on, pp. 4, 2005.

[22] Geozandas.com, “Time Domain  Antenna
Measurement Systems,” Www.geozondas.com/main
_page.php?pusl=12.

Engr. Wazie M. Abdulkawi is
currently pursuing Ph.D. at Electrical
Engineering Department in King
Saud University. He received M.S.
in Electrical Engineering degree
from King Saud University in 2013
and B.Sc. in Communication Engin-
eering degree from Ibb University,
Ibb, Yemen in 2007. His research interest includes
antenna theory, chipless RFID, electromagnetics, and
microwave engineering.

ABDULKAWI, SHETA, MALIK, REHMAN, ALKANHAL: RF MEMS SWITCHES ENABLED H-SHAPED BEAM RECONFIGURABLE ANTENNA

Abdel-Fattah A. Sheta received
B.S. degree in Communications and
Electro-Physics from Alexandria
University, Egypt in 1985. He
obtained his M.S. degree in
Electrical Engineering Department,
MRS ‘L\. |, Cairo University, in 1991. In 1996,
LI AU he received the Ph.D degree in
Microwave Circuits Analysis and Design from ENST,
Université de Bretagne Occidentale, France. During
1996-1998, he worked as a Researcher in the National
Telecommunication Institute, Cairo, Egypt. In 1998,
he joined Electric Engineering Department, Cairo
University, Fayoum Branch. Currently he is Prof. in
Electrical Engineering at King Saud University, Saudi
Arabia. His current research interests include microstrip
antennas, planar, and uniplanar MIC’s and MMIC'’s.

Wagar Ahmad Malik received his
B.S degree in Electrical Engin-
eering from NWFP University of
Engineering & Technology Peshawar,
Pakistan in 2004 and M.S in Radio
Systems Engineering from The
University of Hull, UK in 2006. He
then joined academia as a Lecturer
and taught for a total of 5 years at University of
Engineering & Technology, Mardan Campus and
National University of Computer and Emerging Sciences,
Peshawar Campus, both situated at Pakistan. He resumed
teaching at Abasyn University Islamabad, Pakistan after
attaining his Ph.D. in Electrical Engineering from King
Saud University, Riyadh, KSA. His research interest
includes optimization of microwave circuits, broadband
matching of RF and microwave circuits, and wideband
high power amplifiers.

Sajjad Ur Rehman is currently
Associate Professor at the Depart-
ment of Electrical Engineering
Qurtuba University, Dera Ismail
Khan, Pakistan. He received his
Ph.D in Electrical Engineering
degree from King Saud University
in January 2019. He was working as
a Lecturer at the Department of Electronics Engineering
in Igra University Karachi (Peshawar Campus) from
2007 to 2008. He obtained M.Sc. Electrical Engineering
degree from King Saud University in 2012.

1318



1319

Majeed A. S. Alkanhal is a Full
Professor in the Department of
Electrical Engineering at King Saud
University, Riyadh, Saudi Arabia.
He received his Ph.D. in Electrical
Engineering from Syracuse Uni-
versity, Syracuse, New York in

A 1994. His research interests include
wireless communications, radar systems, electro-

ACES JOURNAL, Vol. 34, No. 9, September 2019

magnetic propagation and scattering in complex
materials, microwave/millimeter-wave antenna design
and optimization, modern optimization techniques, and
computational electromagnetics. Professor Alkanhal has
served as consultant, visiting scholar, editor, and referee
for several institutes and scientific journals. He has
published books, book chapters, research papers,
technical reports, and patents in his fields of research
interests.



ACES JOURNAL, Vol. 34, No. 9, September 2019

A Reconfigurable Crossed Dipole Antenna for Polarization Diversity Using
Characteristic Mode Theory

Amirreza Nikfal t, Gholamreza Dadashzadeh ?, and Mohammad Naser-Moghadasi

! Department of Electrical Engineering
Islamic Azad University - Science and Research Branch, Tehran, 1477893855, Iran
nikfal.amirreza@srbiau.ac.ir, mn.moghaddasi@srbiau.ac.ir

2 Department of Electrical and Electronic Engineering
Shahed University, Tehran, 3319118651, Iran
gdadashzadeh@shahed.ac.ir

Abstract — A novel printed crossed dipole antenna with
reconfigurable circular and linear polarization is
proposed. This antenna consists of a pair of L-shape
elements and a narrow gap on each arm for inserting a
conductive metal tab as an ideal switch in the center of
the gap to control its on-off status. The theory of
characteristic modes has been used to design and analyze
the proposed antenna. Based on the presented idea, a
prototype of such antenna has been constructed with the
center operating frequency at about 2500 MHz. The
experimental results have been presented and compared
with those obtained from the simulation showing a good
agreement. The antenna is low cost and possesses
simultaneous circular and linear polarization which has
not been reported in the literature for single-feed crossed
dipole antennas.

circular
linear

modes,
diversity,

Index Terms — Characteristic
polarization,  crossed  dipole,
polarization, reconfigurable.

I. INTRODUCTION

The crossed dipole is a common type of antenna
used in a wide frequency range for generating circular
polarization.

Brown developed the first crossed dipole antenna in
the 1930s under the name of “Turnstile Antenna” [1]. In
1961 Bolster introduced a new type of crossed dipole
antenna with a single feed for circular polarization
radiation [2].

Based on this idea, numerous single-feed circularly
polarized crossed dipole antennas have been designed
[3-6]. For recent wireless communications, a circular
polarization (CP) technique is popularly used because of
its insensitivity to transmitter and receiver orientations
[7]. In addition, antennas with a reconfigurable
polarization have been studied to avoid the signal fading
loss caused by multipath effects. Recent reconfigurable
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crossed dipole antennas only cover circular polarization
[8] and having circular and linear polarization
simultaneously can improve antenna applications.

The theory of characteristic modes is one of the
useful methods which are widely used for analyzing the
antennas [9-10]. The theory of CM was first developed
by Garbacz [11] and was later refined by Harrington and
Mautz in the seventies [12-13]. Recently the theory of
CM reemerged in designing antennas for modern
applications such as crossed dipole antenna [14].

In this paper first, we provide a brief description of
the theory of CM and its applications. Second, we
introduce and analyze crossed dipole antenna in linear
and circular polarization with CM theory. Finally, with
the combination of the antenna structure in two types of
polarizations a reconfigurable crossed dipole antenna
with a switchable circular and linear polarization is
presented. After implementation, we compare simulation
and measurement results.

Il. THEORY OF
CHARACTERISTIC MODES
The theory of characteristic modes is presented here
in brief. The characteristic modes or characteristic
currents can be obtained as the eigenfunctions of the
following particular weighted eigenvalue equation:

X(Jn) = A R(n), @
where the 4, are the eigenvalues, (J,) are the
eigenfunctions or the eigencurrents, and R and X are the
real and imaginary parts of the impedance operator:

Z =R +jX. 2)
Modal significance (3) and characteristic angle (4) are
other antenna characteristics using the eigenvalue
information to extract resonance information,
1
MS, = [z @
a, = 180" — tan~' A,,. 4)

1054-4887 © ACES
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The resonance of each mode can be identified by the
maximum value of each modal significance curve
corresponding to the characteristic angle that is equal to
180°. This means that the closer the modal significance
to its maximum value or characteristic angle to 180°, the
more effective the associated mode contributing to
radiation.

If excitation is present the modal excitation and the
modal weighting coefficient are calculated, giving an
indication of how well the excitation will excite each
mode and how presented in total current distribution.

I1l. ANTENNA DESIGN

The idea and the procedure for antenna design are
presented in the following subsections. The crossed
dipole antenna is analyzed in the forms of simple metal
strip structures in linear and circular polarization
according to CM theory. With the reference obtained
from the above procedure, we propose a reconfigurable
antenna with linear and circular polarization. This
prototype antenna is simulated and constructed based on
a dielectric substrate.

A. Linear polarization mode

Figure 1 shows the configuration of a simple crossed
dipole antenna composed of two orthogonal L-shape
metal strips with a vertical distance of 0.5 millimeters in
air substrate and the length of each arm along x or y-
direction is d1= d2 = 30 millimeters and the width of
each arm is w = 1 millimeter.

z

“w

feeding point ——s.

Fig. 1. Simple crossed dipole antenna.

The modal analysis of this structure is performed by
the software for electromagnetic simulations (FEKO)
[15] using characteristic modes request.

The core of the program FEKO is based on the
method of moments (MoM). The MoM is a full wave
solution of Maxwell’s integral equations in the
frequency domain. The FEKO solver supports RWG
(Rao-Wilton-Glisson) [16] and higher order hierarchical
basis functions. The procedure begins when the antenna
surface is discretized using triangles. Then with the aid
of the RWG method, the software extracts the Z
impedance matrix.

This impedance matrix is used to calculate the
eigenmodes and eigenvalues of the given antenna. This
method is used stepwise at isolated frequency points
through the predefined frequency range. The eigenvalues
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are the main parameters to calculate the additional modal
parameters, e.g., modal significance and characteristic
angle.

Figure 2 shows the variation of the modal
significance and modal weighting coefficient with the
frequency related to current modes (Jn) of the crossed
dipole antenna.

It can be noticed that the modes 1 and 2 resonate
around 2.4 GHz and mode 3 resonates at 2.6 GHz and
other modes resonate at higher frequencies as indicated
by their corresponding modal significance curves.

Modal significance versus frequency
v' i

VSR Colabais A ! 1 ) \ i i
221 22 23 24 25 26 27 28 29

Frequency(GHz)

(a)

Modal weighting coefficient versus frequency
T T T T T T T

3 21 22 23 24 25 26 27 28 29 3
Frequency(GHz)

(b)

Fig. 2. Crossed dipole in linear mode: (a) modal
significance, and (b) modal weighting coefficient.

Among these modes with feeding point in Fig. 1,
only mode 1 radiates as seen in corresponding modal
weighting coefficient curves, in other words, the antenna
in Fig. 1 radiates in linear polarization mode.

Figure 3 shows the normalized electric field (En) at
2.4 GHz associated with the characteristic currents (Jn).
It can be appreciated that far field produced by mode 1
is similar to the final far-field pattern of the antenna.

B. Circular polarization mode

It is a well-known fact that to get circular
polarization, it is essential to combine two orthogonal
and linearly polarized modes with the same current
amplitude and with a phase difference of 90°.

This is simply achieved by combining modes 1 and
2. To produce the required phase shift of current the



length of d1 (for both arms) can be increased making
d*1=d1+a, causing the resonance frequency of mode 1
which moves to lower values and simultaneously
shortens the length of the d2 (for both arms) making
d*2=d2-a causing the resonance frequency of mode 2 that
moves to higher values as seen in the curves of modal
significance of Fig. 4.

Figure 4 also shows what happens to the curves of
the characteristic angle and modal weighting coefficient.
It can be seen that the characteristic angle curves
corresponding to modes 1 and 2 have a phase difference
of 90° at the point that both modes have exactly the same
amplitude of the normalized current.

Total E-Field Magnitude 7 5

Fig. 3. Comparison of modal field and far-field pattern.

For a value of a = 2.5 mm the desired displacement
between modes 1 and 2 is obtained. Moreover, as shown
in Fig. 4, modal weighting coefficient curves (mode 1
and mode 2) have identical parts in final radiation power
and other modes can be neglected in comparison to them.
So there are two orthogonal modes that meet the required
conditions for circular polarization.

Depending on which arms (increased or decreased),
the polarization can be RHCP or LHCP.

Also, based on current distribution, we could assess
this antenna. From Fig. 2 (b) and Fig. 4 (c), we learn that
in linear mode, only mode one radiates although in
circular mode, two modes (one and two) radiate
simultaneously.

Figure 5 shows the current distribution in linear and
circular modes. As we can see in linear mode, the current
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flow to all four antenna arms via antenna port, we get
linear slant polarization.

In the circular mode, the current flow in two aligned
arms in model, and other two arms in mode 2, with a
phase difference of 90°, resulted in circular polarization
[17-18].

Modal significance versus frequency
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Fig. 4. Crossed dipole in circular mode: (a) modal
significance, (b) characteristic angle, and (c) modal
weighting coefficient.

C. Proposed antenna geometry

With the ideas explained in parts A and B, we
propose the configuration of the antenna in Fig. 6. There
are L-shape elements composed of two orthogonal arms
on both sides of a dielectric substrate. On each arm, there
is a narrow gap and a conductive metal tab or metal
bridge as an ideal switch that can be inserted on each gap.
A reflector is used for providing balanced feeding with a
coaxial cable and a higher gain. The air gap between the
ground-connected reflector and the crossed dipole is
equal to Ao/4.
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- RHCP Mode

Fig. 5. Crossed dipole current distribution for linear
mode in comparison to circular modes.

The states of the switches and the antenna
polarization are summarized in Table 1.

Table 1: Antenna polarization corresponding to states of
switches

Switch D1 D2 D3 D4 | Polarization
State 1 On | Off | On | Off LHCP
State 2 Off | On | Off | On RHCP
State 3 On On On On Linear Pol.

When D1and D3 are on and D2 and D4 are off, the
antenna radiates on a left-hand CP (LHCP) mode and the
opposite states of the diodes generate the radiation on a
right-hand CP (RHCP) mode. When all switches are on,
the antenna radiates on a linear polarization mode.

The proposed antenna is implemented on a substrate
with a relative permittivity of 4.4 (FR4) and a thickness
of 0.508 mm. Figure 8 shows the photo of an RHCP
antenna.

Ideal switches that are on, in Fig. 6, are represented
by conductive metal tabs on the gaps while those that are
off are represented by leaving the gap unchanged. It has
been shown that these simplified implementations of
switches, provide acceptable representations for the
actual switches [19-22].

ACES JOURNAL, Vol. 34, No. 9, September 2019

The parameters of the crossed dipole shown in Fig.
6areL: =204 mm, L, =3.1mm,Lz=30mm,G=1.1
mm, Wy=1mm, r1 =0.8 mm, r,=1.5mm, r3 = 1.9 mm,
and o = 45°.There are two vias each with a diameter of
0.2 mm. The antenna is center-fed by a 50 Q coaxial
cable and is placed at a quarter-wavelength above a
square reflector to obtain a directional CP or linear
radiation pattern.

z y
l 0 PE— .
OO I R
alew !
L, S
L ideal switch
> 214- P D,
7D‘4 a2 - o
e ~_~, feeding point
@
i
| ‘
Dyi1!
b I

dielectric substrate

. I z
semi-rigid
coaxial cable airgap L,

mounting post X y

T‘L““ SMA connector
(b)

Fig. 6. The configuration of the proposed antenna: (a) top
view, and (b) side view.

reflector 7

The antenna has one port for both linear and circular
polarization. For isolation between linear mode and
circular mode, we can consider the axial ratio. The axial
ratio in the circular antenna (LHCP or RHCP) is about 3
dB and in the linear antenna is greater than 30 dB in the
desired bandwidth.

HFSS computes the polarization ratio circular
LHCP and polarization ratio circular RHCP at each
selected aspect angle, so if the polarization ratio circular
RHCP is high it means that we have RHCP antenna and
vice versa. So the difference between the two graphs in
each figure indicates the isolation between the two
circular polarization in the antenna. Polarization ratio for
RHCP antenna and LHCP antenna are shown in Fig. 7
so as we see in the figure there is proper isolation
between RHCP and LHCP mode.



Axial Ratio for Linear Mode compare to RHCP and LHCP mode
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Fig. 7. (a) Axial ratio for linear mode compare to circular
modes, (b) polarization ratio in LHCP antenna mode, (c)
polarization ratio in RHCP antenna mode.

Fig. 8. Photos of RHCP crossed dipole antenna.

IV. RESULTS
The proposed antenna has been analyzed and
optimized with the aid of the Ansoft HFSS and a
prototype of the proposed design with the operating
frequency at about 2500 MHz has been constructed and
studied.
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Figure 9 shows the simulated and measured return
losses in three states based on Table 1. The measured
data in general, agree with the simulated results.

Return loss and gain for LHCP (state 1)

Gain

Return Loss

Return loss (dB)
n
Gain (dB)

- Shmulation

23 24 25 2.6 2.7 2.8 29 3
Frequency(GHz)

@)

Return loss and gain for RHCP (state 2)

Gain

Return Loss

Return loss (dB)
Gain (dB)

23 24 25 2.6 27 2.8 29 3

Frequency(GHz)
1 Return loss and gain for linear polarization (state 3) 10

0F Gain 1 0
Return Loss 5

Return loss (dB)
Gain (dB)

- ~Measurement
| simulation

kY d A " L L L
23 24 25 2.6 2.7 28 29 3
Frequency(GHz)

(©)

Fig. 9. Return loss and gain: (a) LHCP, (b) RHCP, (c)
Linear Polarization.

Figure 10 shows the simulated and measured axial
ratio for circular polarization mode. The obtained 3-dB
axial ratio bandwidth reaches 140 MHz (2500-2640
MHz) with a center frequency of 2570 MHz that is
slightly shifted in respect to the center frequency at 2500
MHz at which a minimum axial ratio is expected. From
the measured return loss shown in Fig. 9, it is evident
that the return loss for circular polarization is about 10
dB and for linear polarization is better than
12 dB in 3-dB axial ratio bandwidth. Figure 9 also
presents the measured antenna gain and the average
antenna gain level is about 7 dBi in 3-dB axial ratio
bandwidth.

1324



1325

Axial ratio for circular polarization
T T T T

Axial ratio (dB)
©

23 24 25 2.6 27 28 2.9 3

Frequency(GHz)
Fig. 10. Axial ratio for circular polarization.

Figures 11 and 12 show the simulated and measured
radiation pattern in linear and circular polarization
modes respectively. The radiation patterns have been
measured in XZ-plane (® = 0°) and YZ-plane (® = 90°).
It is also noted that the antenna has a slant polarization
in linear mode.

240 120 240

XZ-Cut

180

Fig. 11. Normalized linear

polarization mode.

radiation pattern in
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0 27

120 240
XZ-Cut YZ-Cut

180 180

Fig. 12. Normalized radiation pattern in left-hand
circular polarization mode.

A comparison of the performances of the proposed
antenna and other crossed dipole antennas [8, 14] is
shown in Table 2. According to this table, the proposed
antenna can produce three polarizations including linear
polarization, LHCP, RHCP and possesses better return
loss in 3-dB axial ratio bandwidth.

V. CONCLUSION

This paper demonstrates a crossed dipole antenna by
employing the theory of characteristic modes in a single
coaxial feed. It has been shown that CM theory provides
valuable information for mode excitation without any
design complexity. The design in this paper illustrates
that with changing lengths of antenna arms, we can
excite desired modes and polarizations. The proposed
reconfigurable antenna can produce LHCP and RHCP
and linear polarization. It is expected that by applying
this procedure on other CP antennas, we can achieve new
design for polarization reconfigurable antennas.

Table 2: Comparison of the performances of crossed dipole antennas

Antenna Size of Antenna 3-dB Axial Ratio Return Loss in
Structure (Without Biasing Bandwidth 3-dB Axial Number of Polarizations
Circuit) Ratio BW
Proposed | 0.42240x0.422)0 i o Three
antenna (at2.57 GHz) | (2900-2640 MHz)4.3% | 10dB (average) | ;hcar pol.-L HCP-RHCP)
0.37X0%0.37%0 o Two
Ref. [8] (at 2.16 GHz) (2050-2270 MHz) 10.2% | 7.4 dB (average) (LHCP-RHCP)
0.516X0x0.448)\0 ) ow | Two
Ref. [14] (at 289.25 MH2) (296-282.5 MHz) 4.7% (LHCP-RHCP)
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Abstract — Microwave absorbers have been widely
used in electromagnetic compatibility, radar absorbing
material and cloaking etc., and therefore attract much
attention in recent years. In this work, a microwave
absorber based on an array of receiving folded-dipoles
with a grounded air spacer is proposed. The cell of the
absorber can be seen as a three resonators in tandem
formed by dipole-mode and stub-modes of the receiving
folded dipole and the grounded spacer with thickness of
A4, i.e., an equivalent three-pole filter. Based on the
equivalent circuit, the impedance matching during a
wide frequency range can be achieved. Moreover, to
verify the proposed technique, a prototype of dual-
polarized absorber is fabricated and measured. A little
variation between the simulation and measurement
results are observed, however, the relative bandwidth
can still reach up to 105%. In addition, compared with
other absorbers constructed with metal and lumped
elements, the proposed absorber has a high ratio of
bandwidth/thickness, which is around 8.5 and be with
dual-polarizations.

Index Terms — Electromagnetic shielding, equivalent
circuit, folded dipole array, microwave absorber.

I. INTRODUCTION

Electromagnetic absorber have been used in many
areas, such as Radar Absorbing Material (RAM) for
improving the radar performance (by reducing interfering
reflections from other objects) or radar camouflages [1],
measurements of electromagnetic compatibility (EMC)
and measurements of antenna radiation pattern in
anechoic chambers etc.

The classical Salisbury screen invented by Salisbury
in 1952 is one type of well-known absorbers, which
is constructed with a resistive sheet of 377 Q /sq. and
a backing ground plane at A/4 away [2]; and gives a
perfectly zero reflection at the resonance. Others like
Dallenbach layers loaded with high impedance surfaces,
circuit analogue RAMs, magnetic absorbers, and lossy
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frequency selective surfaces has been investigated [3] -
[7]; however, most of their relative bandwidths are not
wide — substantially less than 100%.

Usually, to furtherly enhance the bandwidth, multi-
layer structure is the primary choice. A capacitive circuit
absorber with three layers in [8], which replaces the
band-stop resonating frequency selective surfaces (FSS)
with low-pass capacitive circuit analog absorber (CA
absorber) that gives a very wide bandwidth of 4 GHz to
24 GHz. Some other examples use optimization method
like Genetic Algorithm (GA) to find the optimal layer
thickness so as to achieve a maximum bandwidth [9].
Unfortunately, although the bandwidth can be made very
wide, the absorber is bulky, difficult to fine adjust on the
layers and therefore expensive. In [10], double square
loop and dipole with lumped resistors are used to form
the absorber, which can achieve better performance at
the absorption band; but the bandwidth is not very wide.
Other structures like 3-D periodic absorber invented by
Shen’s group [11]. In their work, a periodic structure of
3-D geometry with lump elements is introduced between
the ground plane and the top resistive/capacitive layer. A
microwave absorber of 100% bandwidth was achieved
and the performance of absorption under oblique
incidence were stable at the range of 8 = 0°~30°. However,
it is some kind of difficult to assemble for its 3-D
geometry and the amount of soldering work involved.

Generally, in most publications, absorbers based on
periodic cells are considered as independent microwave
circuits or an extensive application of FSS. However,
in our previous work [12-13], the design of an absorber
starts with a receiving antenna. The most difference
from the absorber and the traditional receiving antenna
is that the incident wave received by the former ones is
mostly dissipated, while by the latter ones is transmitted
to the next level. Therefore, the absorber based on periodic
cells can be seen as a special application of receiving
antenna array. In [14], Lin etc. also proposed a broadband
absorber of single-polarization with the receiving antenna
concept.

1054-4887 © ACES
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In this work, a novel broadband absorber constructed
with a top-loading folded-dipole array is proposed.
The measured results show a small deviation from the
simulations, that the measured relative bandwidth is
105% approximately, which is less than our expectation.
The reasons might be the wide band has reached the
frequency limit of the measuring system. Besides, the
parasitic effects of the surface mounted resistor also
contribute to the frequency deviation. For further
demonstration, we compare the performances of this
absorber with others in the literatures above, and find
that the proposed absorber can achieve wide bandwidth
but with small thickness.

1. EQUIVALENT CIRCUITS & DESIGNS
A. Equivalent circuit of the absorber cell based on

folded dipole

As mentioned above, an absorber is more like a
receiving antenna array, while the receiving EM wave
dissipated other than transmitted to the receiver, as
shown in [12]. In this work, the folded dipole array
receive the incident wave and then dissipate on the
load at the center and end of the dipole. Each cell of
the absorber is equivalent to a square waveguide (with
electric or magnetic walls) loaded across with a folded-
dipole with resistor R, and followed by a A/4 spacer
to a ground plane. Figure 1 gives the corresponding
equivalent circuit , while the upper R, of the stub mode
comes from the optional loading Rs at the end of each
stub of the (1/4) folded dipole, with Ry = Zo?/Rs; the lower
Rq is similar to Ry. The equivalent circuit is composed of
three resonators, i.e., a parallel-circuit resonator (of the
stub mode of the folding), a series-circuit resonator (of
the mode of a standard dipole) and then a parallel-circuit
resonator (of the unit cell stub of spacer and ground
below the folded-dipole). The resonators in tandem,
parallel to series to parallel, perform as standard filter.

Nevertheless, the equivalent circuit of the unit cell
in Fig. 1 does not precisely describe the characteristics
of folded-dipole absorber; this is because a) the fringe
fields have been neglected, e.g., the field effect of the
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short end of the folded-dipole. More importantly, b) the
Zy from the mutual impedances of all adjacent folded-
dipoles outside the unit cell is tedious to derive
analytically. Therefore, based on the equivalent circuit,
one can move Sy loops in Smith chart analytically, such
as up, down, left, right, and changing loop sizes. The goal
of the moves above is to fit the multi-loop locus of Si;
within the -10 dB circle at the center of the Smith chart
as long a length as possible; and therefore make the
bandwidth as wide as possible.

Table 1 lists the links of the physical parameters to
the impedance and reflections of the absorber surface;
following these links, a regular folded dipole with initial
settingsof D=4a,,ai=a,=0.15mm, I, = lg =1 =25mm
and Ra = 600 ohm can be improved to have a wide
bandwidth of 99.1%.

Table 1 Parameter adjustments and its theoretical basis

Pa}rameter Theoretical Basis and Dffects
Adjustments

D1 C/tand L,1, then O], and then wider
bandwidth
To achieve wide bandwidth, it is better

ar to have 27 + 25t — 0 in a wide band.

df = df
X When D is fixed, a proper value of a,

and K can be found.

Off-tuning the resonances, to get a
L<l&l;<l maximum length of frequency locus
running within the -10 dB circle

To suppresses the high current and
therefore the lowers the reflections
S11 of the spurious resonances to
below -10 dB over a wide band.

Ry

B. A practical wideband dual-polarized absorber

A dual-polarized folded dipole array for practical
use is a little more complicated than a singly polarized
one. Therefore, for the dual polarized folded dipole
array as a practically wideband absorber, three further
adjustments may be needed and given below.

| Stub Mode

4 Incident
Free
| Space
|
377 Q
L, Ce }
Transformer - - Transformer| |
- folding - dipole } 1T su
|
|
|
(K+1)%1 R, :377Q | |
1z
|
Dipole Mode [ Spacer | 3/4
Stub

GROUND

Fig. 1. Equivalent circuit of a unit cell on a folded-dipole array absorber.
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(a) Increasing the dipole length to get off-tuning

By top-loading the dipole with triangles at the sides
of each end of the dipole as shown in Fig. 2, the dipole
length I is effectively made longer but still within the unit
cell. Obviously, the length 21, twin-strip stubs is shorter
than the dipole I, and with a suitable off tuning between
the stub and dipole modes, one can get a wider band, as
listed in Table 1.

/ 50 A/m2

Jsurfla_per/m]
S, 0200=+08
4. 6735e+001

4. 3571e+001
4. 8357e+001
3. 7143=+001
3.3929¢+001
3.8714e+001
2. 7500=+001
] 2. 4286e+001
2.1971e+001 [ e
1. 7857e+001
1. 4843e+001

i

| 1.1429e+881
8. 2143e+000
5. 0008 +000

(a) Rs = 60 ohm, Jmax =50 A/m

/ 200 A/m2

JsurflA_per Al

. 0003 e+00.
1.86@7e+002
1.7214e+002
1.5821e+002
1.4429e+002
1.3036e+002
1.1643e+002
1.8250e+002
8.,8571e+001
7. 46Y43e+001
6.0714%e+001

4, 6786e+001
3.2857e+001
1.8929e+001
5. 0000e+000

(b) Rs = 0, Jyax = 200 A/m

Fig. 2. Current distributions at f = 7.2 GHz for the two
cases.

(b) Adding Rs to each end of the folded dipole to
suppress spurious mode

The closeness of the dipole ends means high
capacitance between them, which might produce an
extraneous mode of narrow band of high Si;. The
extraneous mode can bring strong current flowing across
the short circuits of the opposite folded dipoles as
bridges from the left to the right. However, the strong
current can be suppressed by inserting a resistor of
the Rs. Figure 2 also shows the actual current flow of
suppression before and after the insertion of Rs. Figures
3 (a) and 3 (b) show the corresponding elimination of
the spurious Si1, in the Smith chart and in linear plots.
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Meanwhile, Rs is about 60 Q, which is substantially
smaller than the characteristic Zo of the twin-strip at about
200 Q; as a result, the presence Rs does not significantly
affect the characteristic of the open circuit resonator.

1.0

5.0}
——Rs = 0ohm
——Rs = 60 ohm /

Rs = 120 ohm
= = Rs= 200 ohm

-1.0j
(a) S11in Smith chart

-10 |
@m0}
3
s
= 0F
o
P
g W e Rs= 0 ohm, --
—=— Rs= 60 ohm, BW: 2.6 ~ 9 GHz, 110.3%
gaii Rs= 120 ohm, BW: 2.8 ~ 9.1 GHz, 105.6%
— = Rs= 200 ohm, BW: 2.9 ~ 9.2 GHz, 104.1%
% 0 2 8 10

F‘roq (GHBZ)
(b) Linear Sy vs. f

Fig. 3. Adding Rs to illuminate the spurious mode.

(c) Flipping thin dielectric slab on top of the air
spacer

Generally, the folded dipole is usually printed on the

top of the dielectric slab; however, to protect the metal
parts of the absorber, one can flip the normal dielectric
slab, and so that the folded dipoles are printed at the
bottom of the dielectric slab as shown in Fig. 2. The
flipping of the thin Teflon slab change the mutual
couplings a little between the dipole ends, and therefore
changes the excitation of the spurious mode as well. This
means that the resistance R at the end of the folded
dipole may be adjusted slightly to get the best suppression
of the spurious mode and the final optimized bandwidth
of the absorber. When t = 0.5 mm, Fig. 4 then shows the
final S1; and bandwidths of the absorber, at the flipped
case and the normal cases. Although the bandwidth
improvement is not very significant, the flipping moves
the printed folded dipoles behind the dielectric slab; and
the move does provide some mechanical protect to the
folded dipoles against possible mechanical damages,



e.g., scratches causing an open circuit to a folded dipole
in the array. Additionally, the move can also protect the
metal parts from oxidation and other chemical damages
in some extent. Most importantly, the final bandwidth of
the flipped case can reach up to 120%, i.e., a ratio of 4:1
between the upper and lower frequency limits.

Teflon Slab

—e— t=0.5mm, Normal, h = 12mm,BW:2.15GHz - 8.4 GHz,118.5%
-30 [-memm t = 0.5mm, Normal, h = 13mm,BW:2.10GHz - 8.2 GHz,116.5%

= -+ t=0.5mm, Flipped, h = 13mm,BW:2.05GHz - 8.3 GHz,120.1%
-35 T T T T

0 2 4 6
Freq (GHz)

Reflection(dB)

25 b

10

Fig. 4. Comparison of reflections of the absorber surface
with optimized parameters in different cases, while
ar =0.2mm, ar = 1.2mm, D = 4.2mm, bs = 4.5mm,
Iy = 20mm, a. = 0.4mm, Ra = 300 ohm and Rs = 80 ohm.

I11. RESULTS AND DISCUSSIONS

A. Experimental validation and discussions

To validate the final designs at Fig. 4 of the folded
dipole absorber with flipped and normal slabs, we
fabricated two prototypes with same array size (300mm
* 300mm) but with different total thicknesses h. They
both consist of 11*10 folded dipole elements as in Fig.
5. By using plastic screws via the slab to the ground, one
can easily adjust the distance between them, which is
also the thickness of the spacer. For practical engineering,
however, the foam spacer may still be necessary because
of its mechanical stability. The measurement setup is
composed of two wideband horn antennas positioned on
an arch support, with operating range of the horns from
2 GHz to 18 GHz.

(a) Folded dipoles in Normal position

CHANG, CHOW: BROADBAND MICROWAVE ABSORBER BASED ON END-LOADING FOLDED-DIPOLE ARRAY

Ground

(b) Flipped folded dipole array

Fig. 5. Prototype of the absorber surface made of top-
triangle-loaded folded dipole.

Figure 6 then shows the measured and simulated
reflection coefficients of the four absorbers with similar
physical parameters, except that the position and the
thicknesses of the slab.

N
o
T

-20 +

-30 +

Reflection (dB)I

—o— Flipped _ Measurement ,2.7 GHz - 8.65 GHz, 104.8%
—a— Normal _ Measurement ,2.7 GHz - 8.65 GHz,104.8%
—o— Flipped _ Simulation,2.15 GHz - 8.50 GHz, 119.2%
—~— Normal _ Simulation,2.15 GHz - 8.45 GHz,118.8%

8 10

-40

4 6
Freq(GHz)
(@ t=0.5mm

o
T

Reflection (dB)

w
o
T

—o— Flipped _ Measurement ,2.65 GHz - 8.25 GHz, 103%
—a— Normal _ Measurement ,2.55 GHz - 8.2 GHz,105.1%
—o— Flipped _ Simulation,2.1 GHz - 8.2 GHz, 118.5%
—A— INormaI _ Silmulation,Z.OlGHz -8.1 GIHZ,120.8%I

-40

4 6 10
Freq(GHz)

(b)t=1mm

Fig. 6. Comparison of the reflections between simulation
and measurement for the cases of slab with different,
while aj=0.2 mm, a,=1.2 mm, D =4.2mm, bf=4.5 mm,
lt=20 mm, a. = 0.4 mm, Ra =310 ohm and Rs = 82 ohm.
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From Fig. 6, one can find that the measured result
has a small deviation from the simulated ones at the
lower frequency part, which the lower limit of the
frequency band moves from 2 GHz to 2.6 GHz, and
therefore leads to a decrease of the relative bandwidth,
i.e., from 120% to 104%. The reasons could be as the
follows: 1) the simulated bandwidth of the dipole is from
2 GHz to 8.3 GHz, in which the lower bounder is
reaching the measurement limit of the horn antenna. This
means that the feeding horn is operating at the right to its
frequency limit, and minor error would happen at the
limit; 2) the parasitic effects appeared on the Surface-
mount resistor. The prototype measured in this work
contains 11*10 cells, and each cell has eight resistors.
For the consideration of cost, we apply normal surface-
mount resistors to the cell, which might bring parasitic
inductive reluctance at higher frequencies, and lead to
a frequency deviation to the right. Actually, to decrease
the parasitic effects, the author tried to lower the center
frequency of the absorber, but still bound to the
measurement system. However, if we did not consider
too much on the cost, the results would agree well with
the simulation results.

Figure 6 also indicates that the differences in Si1
between absorbers made of normal slab and flipped ones
is little. One can see that, the bandwidths for both cases
are almost same, which means that the effects of flipping
is very less. However, in practical engineering, the flipped
structure of Fig. 5 (b) might be better in preventing from
the unexpected mechanical damages to the printed folded
dipoles.

B. Su of the dual-polarized surface under oblique
incidences of TE and TM Modes

Figures 7 (a) and 7 (b) give the calculated Si; vs. f
for the case of (slab thickness) t =1 mm, in the TE and
TM incidence directions respectively. Figures 7 (a) and
7 (b) also show the angular stability of Si1 vs. f curves
of the dual-polarization absorber surface of the folded
dipole array. Angular stability represents the effects of
the oblique incident waves on the bandwidth of the
absorber. For instance, when the direction of the incident
wave 6 is under 30° (from the normal direction of the
absorber), the -10 dB bandwidth can be above 100% for
both the TE and TM waves; the angular stability may
be said to be good. As the angle 6 becomes 45° the
reflections become larger but can still be under -7dB
(absorption of 80%) during a wide band, one can still
consider the angular stability as reasonably good.
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C. Discussions

Table 2 lists the comparisons between our work and
others published in recent years. Note that the that the
fractional bandwidth of the absorber usually refers to
FB=(fs-fi)/fo, while f, and f| denote the upper and lower
frequency limits of |S11|<<-10dB (the absorption A = (1-
S11>)*100%, -10dB of |S11|can get an absorption of 90%,
which is good enough for most applications). From
Table 2, one can find that, with the techniques of lossy
FSS or metal FSS with lumped elements, the widest
bandwidth is 117% in Ref. [7], but the thickness is larger
and then lead to a lower value of Q, which is only five.
In our work, the relative bandwidth of our proposed
folded-dipole absorber can reach up to 120% in
simulation, and 105% in measurement. Besides, by
comparing the value of Q of each absorber in Table 2,
one can also find that, the proposed absorber in this work
has shown a good performance.
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1 2 3 4 5 6 7 8 10
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'5-20
2
=
(5]
0:-30 )
9230 h=13mm
- 9 =45 t=
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T2 s 4 5 67 8 9 1
Frequency (GHz)
(b) TM wave

Fig. 7. S11 of the absorber surface under oblique incident
waves, while the oblique angle is ranging from 0° to 60°.
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Table 2: Comparison of numerical results of different absorber surfaces in the literature

f|_ ~ fH (GHZ)

Absorbing Good
Total Q=AM
Surface Type Spacers . BW = 2(fy - 1) 100% 77 | Angular
Type Thickness (d) |( “Thoaf x100% )| (AA=Amax-Amin) Stability
Shaped resistive ; 5.0 mm - _ 0 o _ Azo
Ref. [4] sheet Air (0.25 o) 7 ~ 22 (BW=103.5%) 5.84 0° ~ 45
Salisbury screen 9.0 mm
Ref. [7] | with resistive Air (0' 33 o) 4.5~ 175 (BW=117%) 55 0° ~ 40°
loading o0
Metal with lump FR4 substrate 3.18 mm _ 70 i
Ref. [9] resistors e=4.4 (0.138 40) 8 ~ 18 (BW=77%) 6.55
Ref. [10] | 3-D geometry =3 %822“1”; 15 ~ 5 (BW=107%) 7 0° ~ 30°
. 0
Teflon substrate
Metal with lump| (ern=2.65, hy=1 mm) 11.0 mm - 1900 10.02 o aEo0
Our work resistors and foam (0.19 o) 2.05~ 8.3 (BW=120%) (simulation) 0%~ 45
(er2=1.06, hp =10 mm)

V1. CONCLUSION

A practical dual-polarized absorber surface with
high ratio of bandwidth/thickness is proposed in this
work, which is constructed in the form of a folded dipole
array with a grounded spacer. Unlike the traditional
understanding of the absorber made of lossy FSS, the
proposed absorber surface in this work is considered as
areceiving dipole array but dissipating the incident wave
other than transmitting it to the receiver. To verify our
proposal, we fabricated and measured two prototypes
of the dual-polarized absorber with different thickness
of the slab. The hardware experiments show that the
bandwidth only reaches 105%, a small decrease from the
simulation results, which is likely due to an error of the
measuring system being pushed to its frequency limits,
and the parasitic effects occurs at the surface-mounted
resistors. However, the absorber in this work shows a
quite good performance in Q = AA/d, which can be around
8.5.

In this work, all simulations are carried out through
HFSS or CST; however, with the manipulations of the
Smith chart guided by the equivalent circuit, the amount
of computation might be quite small. This is in contrast
with the amount of computation needed when
optimization of the absorber surface is done solely by
numerical means and over the whole structure in a one-
off solution. It is reasonable to expect the computation
and optimization of a device would speed up by making
use of prior knowledge; to achieve this, the space mapping
approach uses coarse segmentation; this paper uses
equivalent circuit and Smith chart manipulations, and
thus provides a good physical insight.
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Abstract — In this paper, we present a three-bit phase
resolution and low profile unit-cell structure for X-band
passive transmitarrays. The unit-cell is implemented
using four metallic layers printed on two substrates
separated by an air gap. The phase shift is achieved by
a combination between current flow modification on
middle layers and the variation of the size of path
elements. Eight unit-cells are optimized to provide eight
phase states with a step of 45°. Experimental results
are conducted by using WR-90 waveguide to validate
the design. These eight unit-cells cover a wide -3 dB
transmission bandwidth of 15% and exhibit a low
thickness of 0.18\0.

Index Terms — Cut-ring patch, reflectarray, ring slot,
transmitarray, unit-cell design.

I. INTRODUCTION

Microstrip transmitarray antenna is currently
received many attentions for applications which require
high gain antennas such as point-to-point wireless
communications, satellite communications and radar
applications. The microstrip transmitarray antenna offers
many advantages over classic lens antenna in terms
of light weight, low profile and low cost. A typical
microstrip transmitarray antenna consists of a feeding
source placed at the focal point and an array of
transmitarray unit-cells. The operating principle of a
transmitarray is based on the phase compensation. Each
unit-cell is designed to provide a required phase shift in
order to collimate the incident power from the source
into a desired direction. To compensate for any required
phase, the unit-cell should have a phase range of at
least 360° while maintaining low transmission loss to
maximize the efficiency.

Currently, unit-cell structures based on multi-layer
frequency selective surfaces (FSS) are widely applied in
transmitarray antennas [1-5]. The advantages of these
structures are simple manufacturing process and low
transmission loss. However, they are usually bulky due
to large number of dielectric layers separated by an air
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gap of lo/4 between layers. As presented in [8], a
maximum phase range for a single layer is 90° for -3dB
transmission coefficient. To achieve a full 360° phase
range, the unit-cells using four-layer structure have been
proposed in [1-2]. The spacing between two layers of
Ao/4 makes the total thickness of these unit-cells to 3Xo/4.
Different efforts have been devoted to reduce the profile
of transmitarray unit-cells by reducing the number of
layers to three [3-5]. Although the number of layers is
reduced, the phase range of these proposed unit-cells
cannot achieve 360° for -3 dB transmission coefficient.
A transmitarray unit-cell based on a combination of C-
patches and a ring slots loaded with rectangular gap was
investigated [6]. The unit-cell was designed by using two
substrates with only one air gap. This helps reduce the
unit-cell complexity and the cost to precisely align
multiple layers. Simulation results showed that the unit-
cell can provide a large phase range and a low thickness.

In this paper, experimental validation for the
transmitarray unit-cell structure using C-patch and ring
slot loaded with rectangular gap is presented. We
demonstrate that a low profile unit-cell structure can
provide a large transmission phase range, wide -3 dB
transmission bandwidth. A set of eight unit-cells are
optimized for providing eight phase states with a step
of 45° at 11.5 GHz. Prototypes of the eight unit-cells
have been fabricated to validate the performance of the
proposed unit-cell structure.

Il. TRANSMITARRAY UNIT-CELL

A. Transmitarray unit-cell structure

The unit-cell structure is shown in Fig. 1. It is
fabricated using two identical substrates which are Roger
5870 with a thickness of 1.575 mm and ¢ = 2.33. The
two substrates are placed in cascade and separated by 1.6
mm of air. For each substrate, a C-patch is printed on the
top while a ring slot loaded by rectangular gap is printed
on the bottom. The structure operates with a linear
polarization. In this case, the orientation of E-field is
perpendicular to the gap of the C-patch, as shown in Fig.
1.
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* Layer 1

Layer 2

Fig. 1. Geometry of the proposed transmitarray unit-cell
structure.

For a unit-cell using FSS, a full 360° phase range
cannot be obtained with a single layer. An approach to
increase the phase range is to increase number of layers
of relatively wideband patch elements. As demonstrated
in [8], the maximum transmission phase range for
-1dB transmission coefficient, applying for a separation
between layers of Ao/4 are 54°, 170°, 308°, and full 360°
for single, double, triple, and quad-layer FSS, respectively.
In our design, the unit-cell is also made of a four-layer
structure, we optimize it to achieve a low thickness while
maintaining a large phase range. The method to vary
the transmission phase is based on the variation of
dimension of patch elements, combining with the
modification of the current flow on two middle layers.
The modification of the current flow on two middle
layers causes a modification of the current on C-patches,
which leads to a modification of the transmission phase
of the transmission wave. Modifying the current on
middle layers is carried out through modifying the
rectangular gap length of the ring slots, as shown in [7].
In this work, eight unit-cells are optimized to provide
eight phase states with a phase step of 45° at 11.5 GHz.
These eight unit-cells can be divided into two groups.
The first group comprises three unit-cells (cell No.1,
No.2 and No.3) in which the rectangular gap is terminated
at the centre of the ring slot, while the rectangular gap
of the unit-cells in the second group is terminated at
a distance | of about 1.75 mm from the centre of the
ring slot. The distance (I) of 1.75 mm is chosen so that
the current directions on the C-patch when | = 1.75 mm
is opposite to that when | = 0 mm. The opposite of
the current directions leads to a large difference of
transmission phase between two cases. The variation of
the transmission phase of unit-cells in each group is
obtained by varying the dimension of C-patches and ring
slots. Table 1 shows detailed dimension of the eight
unit-cells. Total thickness of a unit-cell is 4.75 mm
corresponding to 0.184 and the cell size equals 0.54 4,
where Ao is the wavelength in free-space.
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Table 1: Dimensions of the eight unit-cells

Unit | Cut-ring Patch Ring Slot Normal:zed
Cell (mm) (mm) Phase () at
11.5 GHz
Rou=5.4, lout=6, rin=5.1, °
No.l | pi-13t1 | w=0.3,1=0 0
Rout=5.5, lout=6, rin=5.4, °
NO.2 | B =07.1205 | w=0.3,1=0 45
Rout:5.7, rout:6, rin:5.6, °
No.3 | R.=0.7.t=05 | w=0.3,1=0 90
Rou=5.1, Fou=5.7, =46, R
No.4 | R =15 t=1 w=1, 1=1.8 -135
Rout:5-3, rout:6. rin=4.7, °
NOS | pi=15 t=1.2 | w=1,1=1.75 -180
Rou=5.4, lout :6. rin:4'-8, °
No.6 | piZ15 =1 | w=l I=1.75 225
Rout=5.6, lout=6, rin=4.9, °
No.7 | Ri=1 t=1 w=1, 1=1.8 270
Rout=5.7, lout=6, rin=4.9, °
No8 | pi=13 t=12 | w=12, I1=1.75 -315
Substrate: h; = 1.575 mm, &= 2.33,
tand = tand = 0.0012, a =14 mm, h, = 1.6 mm
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Fig. 2. Simulated transmission coefficients of eight unit-
cells.

Parametric analysis and optimization have been
performed by using ANSYS HFSS software, version 15.
Eight unit-cells are simulated under array environment
by using Floquet ports and Master-Slave boundaries,
with a normal incident wave (incident angle of 0°). The
simulated transmission phase and magnitude of eight
unit-cells are shown in Fig. 2. As can be seen, two
adjacent phase curves have a distance of 45° at 11.5 GHz.
The phase variation of the unit-cells in group 1 is more
linear than that of the unit-cells in group 2. Due to the
non-linearity of the phase curves, the difference of 45°
between two adjacent phase curves are not maintained at
the frequencies far from 11.5 GHz. The eight unit-cells
cover a large common -3 dB transmission bandwidth,
from 10.3 GHz to 12.0 GHz, corresponding to 14.8%.
The transmission magnitude is better than -1.5 dB at
11.5 GHz.



B. Equivalent circuit model

To better understand the operation principle of the
proposed structure, it would be helpful to represent the
structure in the form of the equivalent circuit. In order to
simplify the circuit, we assume that the circuit has no
ohmic loss, the equivalent circuit contains only capacitors
and inductors. The C-patches on the top of two substrates
are modeled as two series LC circuits which are placed
in parallel (Cs1, Lsi, Cs2, Ls2). The modified ring slot
loaded with a rectangular gap can be represented as a
series LC circuit in parallel with a LC tank (Cp1, Lp1, Cp2,
Lprz). The substrates are represented by a transmission
lines with a length of hy and a characteristic impedance
of Z1 = Zo/+/€,, Where &, is the relative permittivity of
the substrate and Zo= 377 Q is the free space impedance.
The equivalent circuit model of our proposed unit-cell is
shown in Fig. 3.

Zy Zy,hy Zo, hy Zy, by Zy
[ } I { } T {
[ | L ‘ 1
Ls1 ILsz LR e ILsz JLgy
) ) L " 3 Lp 3 3
I P17 ; % c : ;
Co L P1 . p1 L
T % [ e 17 Tt 6s:
L= ) I s T -
| Top Layer | Bottom Layer | |Bulwm Layer | | Top Layer ‘

Fig. 3. Equivalent circuit model of our proposed unit-cell.

The equivalent circuit model of each element of
the unit-cell structure is derived by using the retrieval
method. The first step of this method is the full-wave
analysis of the reflection coefficients of the C-patch
and ring slot elements by assuming that the reflection
coefficients obtained from full-wave simulation are
exact. Since the number of capacitors and inductors is
proportional to the number of resonances, the resonant
behavior of the reflection coefficient suggests us the
number of inductors and capacitors and their arrangement.
The value of each component of the equivalent circuit
can be determined by solving an iterative matching
procedure. For this procedure, we compute the value of
capacitors and inductors based on the poles and zeros of
the reflection coefficient curves. We are first interested
in the reflection coefficient of the C-patch and ring slot
elements in the free space. In this case, the dielectric
permittivity of the substrate is assumed to be 1. From [9],
the reflection coefficient of a freestanding FSS is given
by:

r — ®
clement 1+ ZZelement/ZO’

where Teiement IS the reflection coefficient, Zejement is the
impedance of the element and Z, is the free-space
impedance.

Once the value of lumped components of the
equivalent circuit of the freestanding C-patch and ring
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slot is determined, we compute the value of the lumped
components when the substrates are presented. The
capacitance can be derived by using C = (e +1).Co/2 for
the case when a dielectric slab is present on one side of
the element, where Cq is the capacitance of a freestanding
FSS. The approximated effective permittivity for the
case when a dielectric slab is present on one side of the
element is given by the equation 2, [9]:

-1
Eeff = & T (& —1 (eN—(x)> ’ )

where x=10*h/D, h is the thickness of dielectric slab, D
is the cell spacing and N is an exponential factor that
takes into account the slope of the curve [10]. For the
C-patch and ring slot, we select N=1.8.

=304

-40

Magnitude(dB)

—=— C-patch with T[IFSS

.604 —®— Ring slot with HFSS

—+— Equivalent circuit of C-patch

—#— Equivalent circuit of Ring slot

2 4 6 & 10 12 14 (6 18 20
Frequency (Gllz)

=70

Fig. 4. Reflection magnitude of the C-patch and ring slot
of the unit-cell No.1 in free space, obtained by HFSS and
by equivalent circuit model (Cs1=0.021 pF; Ls1=18.42 nH;
Cs2=0.024 pF; Ls2=2.92 nH; Cp1=0.135 pF; Lp1=1.595 nH;
Cp2=0.039 pF; Lpy=4.52 nH).

Figure 4 shows the reflection coefficients of the
freestanding C-patch and ring-slot of the unit-cell No.1,
obtained from the full-wave EM simulations using
ANSYS HFSS and the reflection coefficients of the
equivalent circuit model simulated using Advanced
Design System (ADS), version 2011 from Keysight
Technologies, Inc. Figure 5 shows the transmission
magnitude of the unit-cell No.1, obtained from HFSS
and the transmission magnitude of the equivalent circuit
model. As it can be seen, the results obtained from
equivalent circuit models agree well with that from the
full-wave EM simulations. However, there is a difference
at high frequency. The difference is due to higher modes
of the structure. We note that the equivalent circuit
model using the above procedure is an approximate
circuit. Although the equivalent circuit model does not
totally match with the full-wave simulations, it is a useful
tool for understanding the operation of our structure.
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Fig. 5. Transmission magnitude of the unit-cell No.1
obtained by HFSS and by equivalent circuit model
(C31:0.033 pF; L31:l8.42 nH; C32:0.036 pF; L32:2.92 nH;
Cp1=0.22 pF; Lp1=1.595 nH; Cp,=0.064 pF; Lp,=4.52 nH,
coupling coefficient k1=0.14, k,=0.14).

For a transmitarray using multi-layer FSS structure,
to achieve a large phase range, multi-resonant FSS
structures are employed [1-2]. For our proposed unit-cell
structure, the C-patch and ring-lot loaded with a
rectangular gap create multiple resonances. For the ring
slot loaded with a rectangular gap, the presence of the
rectangular gap creates a second resonance at high
frequency. The second resonance frequency is a function
of the length of the rectangular gap. When the length
of the rectangular gap is reduced the second resonant
frequency is shifted towards to the higher frequency. The
variation of the second resonance of the ring slot leads to
a variation of the transmission phase of the unit-cell.
Therefore, in this work, we combine the variation of the
size of C-patch, ring slot and the length of the rectangular
gap on the ring slot to vary the transmission phase.

I11. VALIDATION OF UNIT-CELLS USING
THE WAVEGUIDE SIMULATOR

Eight unit-cells have been fabricated to validate
the simulation results. To get the transmission phase and
magnitude of the unit-cells, a technique is to use the
waveguide simulator. In our validation, the WR-90
standard waveguide was used as a waveguide simulator.
The measurement system consists of two WR-90
waveguides and two rectangular-to-square transitions, as
shown in Fig. 6. The rectangular-to-square transition is
used to connect the square unit-cell to rectangular WR-
90 waveguide. It has a square aperture of 17x17 mm?, a
rectangular aperture of 22.86x10.16 mm?, and a thickness
of 3 mm. The measurement system was calibrated using
Through-Reflect-Line (TRL) calibration procedure. The
reference plane is at the open-end of two WR-90
waveguides (it does not include the two rectangular-to-
square transitions).
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Fig. 6. Photo of the measurement system.
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Fig. 7. Measured and simulated transmission coefficients
of eight unit-cells in waveguide. (a) Unit-cells No.1,
No.2, No.3, and No.4; (b) unit-cells No.5, No.6, No.7,
and No.8.

The measured and simulated transmission
coefficients of eight unit-cell in WR-90 waveguides
are shown in Fig. 7. Measured results show that the
transmission phase of eight unit-cells changes with a step
of about 45° at 11.5 GHz. The transmission magnitude is



better than -1.5 dB at 11.5 GHz. The -3 dB transmission
bandwidth is 1.75 GHz from 10.5 GHz to 12.25 GHz,
corresponding 15%. A good agreement between simulation
and measurement can be observed. Compared to the
simulated results shown in Fig. 2; Fig. 7 has a lager phase
range of 40°. The difference may due to the oblique
angle of incident wave. We note that using the WR-90
waveguide to measure the transmission coefficients, the
unit-cells are illuminated by a plane wave with an
incident angle of 35° at 11.5 GHz. For the results in Fig.
2, unit-cells are simulated with a normal incident wave
(incident angle of 0°).

The radiation patterns of one of unit-cell prototypes
have been measured at different frequencies. The co- and
cross-polarizations are shown in Fig. 8. In this case, we
use a WR-90 waveguide combining with a rectangular-
to-square transition to feed the unit-cell prototype that
was placed at the open-end of the rectangular-to-square
transition. As it can be seen, the co-polarizations in E-
plane and H-plane are almost identical. Low side-lobe
and good isolation of -15 dB between co-polarizations
and cross-polarizations are obtained at 11.5 GHz. The
gain of the unit-cell is determined based on the
comparison method where the gain of a standard horn is
used as the reference. The gain of the measured unit-cell
is about 6.9 dBi at 11.5 GHz.
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Fig. 8. Measured radiation pattern of a unit-cell at
different frequencies: (a) 10.5 GHz, (b) 11.5 GHz, and
(c) 12.4 GHz.

1V. CONCLUSION

A wide phase range and low profile unit-cell
structure for X-band transmitarray antennas has been
proposed and validated. The structure is made of C-
patches and ring slots load rectangular gap printed on
two substrates. Eight unit-cells provide eight phase states
with a phase step of 45° at 11.5 GHz and a large -3 dB
transmission bandwidth of 15%.
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Abstract — A compact, ultra light weight and efficient
asymmetric circular slit circularly polarized patch
antenna is proposed for vehicular satellite
communications. The circular slit in the corners of the
patch is utilized for achieving circular polarization and
an edge-fed through a microstrip feed line incorporates a
quarter-wave transformer for impedance matching.
Simulation results indicate an improvement in cross
polarization isolation. The proposed antenna is
fabricated using RT/DUROID 5880 material which is
lighter, flexible and less expensive compared to the
commercially existing ceramic corner curtailed patch
antennas. The measured results indicate a reflection
coefficient of -24.1 dB at resonant frequency, impedance
bandwidth of 490 MHz ranging from 11.03 GHz to 11.52
GHz, axial ratio bandwidth of 180 MHz ranging from
11.16 GHz to 11.34 GHz and constant gain through the
operating bandwidth with an apprehended peak gain of
5.6 dB. Experimentations affirmed that measured
radiation results of the suggested antenna are similar to
the simulation results and can be utilized as vehicle roof
mounted antennas for diverse satellite communication
applications.

Index Terms — Asymmetric circular slit, circular
polarization, patch antenna, vehicular satellite
communication.

I. INTRODUCTION

The rapid growth in satellite communication
attributes to the numerous services such as navigation,
weather  prediction, remote  sensing,  mobile
communication, vehicular communication and so on
[1]-[4]. Vehicular communication has recently become
very important to carry out a good roadway
management. The road accidents and burglary have
increased in the urban areas to a level which is alarming.
The accidents cause loss of human life which can be
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avoided if the accident victim is rescued at the earliest
and given the necessary treatment. Similarly the thief can
be caught at the earliest, if information of his vehicle is
immediately sent to the corresponding authorities.
Vehicular communication becomes inefficient due to the
problem of losing vital information due to missed
clusters [5], [6]. The only option to overcome this
disadvantage is by utilizing satellites for wvehicular
communication  called as  vehicular  satellite
communication. Satellites have a larger footprint and
provide communication even to the region where there
are no communication systems [7]-[9]. In particular,
vehicular satellite applications in the X band are
widespread and are found to be robust across a variety of
moving vehicles such as land vehicles, aero planes and
even ships [10]-[12]. Parabolic Reflector antennas are
conventionally used as X band satellite antennas which
are generally large and hefty like a viable dish antenna
or a reflector which has a diameter of 50 cm [13]. Such
antennas degrade the radiation characteristics due to
aerodynamic drag at high speed and are not best suited
to be mounted on the roof of fast movable automobiles
[14]. Applications utilizing satellite in automobiles and
other moving vehicles will need a low-cost, light weight
and high performance roof mountable antenna. In
addition, circular polarized antennas are needed for
satellite systems because the circularly polarized
antennas are more immune to faradays rotation effect
caused in ionosphere, reduction in degradation of signals
due to fading or multipath interferences and orientation
of transmitting and reception antenna need not be the
same. Cross polarization isolation for these mobile
satellite systems also require improvement for efficient
communication [15].

To obtain miniaturization of an antenna for
communication  devices fitted in automobiles,
investigators have also considered utilizing ceramic
patch antennas but these antennas have reduced gain,
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increased weight and increased cost; making it less
affordable for day to day users [16].

Efforts have been made by researchers to design the
circularly polarized (CP) patch antennas which are low
cost, easy to fabricate and with good radiation
characteristics like wide angle axial ratio bandwidth and
improved cross polarization isolation. Apart from patch
antennas, CP antenna can be constructed utilizing other
antennas like helical antennas, spiral antennas, magneto-
electric dipoles or slot antennas [17]-[20]. In microstrip
patch antenna, the circular polarization can be achieved
in any feed structure. Single feed is preferred because of
its simpler feed structure. A recognized method of
obtaining circular polarization in a single-feed patch
antenna is by marginally perturbing the patch utilizing
stubs, slits, notches, slots and curtailed corners[21], [22].

In this research, a circular shaped asymmetric slit
edge feed microstrip patch antenna is proposed for CP
radiation with a compact antenna size. The design was
arrived by studying and analyzing different circularly
polarized microstrip antennas. The slit circumference
plays an important role in reduction of patch dimension
and hence obtains the desired compact size. The
performance of the antenna was compared with the
conventional CP microstrip antenna with truncated
corners using Ansys HFSS Electromagnetic simulation.
The overall antenna dimensions were optimized and
fixed to enhance and achieve the desired radiation
characteristics. The proposed antenna has good cross
polarization isolation compared to the conventional CP
microstrip antenna with truncated comers. The proposed
design was fabricated easily and inexpensively. The
information of the proposed antenna design, simulated
radiation results, fabrication and measured results are
given in the following sections.

I1. ANTENNA DESIGN METHODOLOGY

Figure 1 depicts the geometry of the proposed
antenna and the optimized dimensions are listed in Table
1. The proposed antenna is printed on RT/DUROID
5880 substrate with thickness of 0.79 mm. The relative
permittivity of this substrate is 2.2. The dimensions were
calculated for the quarter wave transformer edge fed
rectangular microstrip patch antenna using the design
equations [23]. To achieve circular polarization, the
rectangular patch is converted to a square patch by
changing the dimensions and the inclusion of
perturbation elements. A pair of symmetric perturbation
elements in the form of circular slits in the main diagonal
corners is inserted on the square patch as shown in Fig.
1. Another pair of circular slits in the corners of
secondary diagonals are also inserted with a smaller
radius when compared with the circular slits in the main
diagonal corners. The corner slit structure in the patch
radiator is asymmetric due to the difference in
circumference of the two pairs of circular slits. The four
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circular slits are connected to the corresponding corners
of the patch through a slit gap Sgl x Sg as shown in Fig.
1 given below.

= We 5

L2 xW2

L1 xW1

=]

Fig. 1. Structure of the CP asymmetric slit patch antenna.

Table 1: Optimum parametric values of the proposed
antenna

Parameters Values (mm)

Lg 37.18
Wg 19.6
Lp 8
Wp 8
Dc 1.2
Dx 0.69
L1 7.8
W1 2
L2 5.6
W2 0.4
Sg 0.28
Sql 1.1

Substrate thickness 0.79

The presented antenna is edge fed by quarter wave
transformer. Circular slits in the main diagonal direction
of the patch acts as a perturbation to the microstrip patch
which excites two modes which are orthogonal and has



a 90° phase shift, thus causing CP radiation. Two modes
Ex and Ey are excited from the corner slits which has
larger radius. This excitation of the two modes causes
vector rotation of current to achieve left handed circular
polarization. The corner slits in secondary diagonal
corners suppresses cross polarization. This improves the
cross polarization isolation of the antenna. When the two
pairs of the corner slits in main diagonal and secondary
diagonal are swapped- right handed circular polarization
is achieved.

Variation of the diameter of the circular slits on the
main and secondary diagonal direction of the proposed
antenna causes variation in the resonance frequency of
the antenna [24]. The optimal dimensions of the antenna
are obtained by Ansys HFSS Electromagnetic
simulation.

I11. RESULTS AND DISCUSSION

A. Simulation of proposed asymmetric circular slit
circularly polarized patch antenna

The simulation results of the proposed CP patch
antenna are shown Figs. 2, 3, 4 and 5. Figure 2 shows the
reflection coefficient (S11) simulated over a frequency
range of 9 GHz to 13 GHz and it’s seen that S11 values
for the frequency range of 11.02 GHz to 11.52 GHz is
less than -10 which is the industrial standard for
measuring impedance bandwidth. Thus the impedance
bandwidth of 500MHz is achieved.

0.00 Curve Info
] — dB{S(1,1))
i Setup1 : Sweep
i 1
-10.00 —
E .
H-20.00
5 i
-30.00 — 2
) T T T T T T T T | T T T T | T T T T
9.00 10.00 11.00 12.00 13.00
Freaq IGHz]

Fig. 2. Reflection coefficient (S11) of the proposed
antenna.

The simulated result of axial ratio is shown in Fig.
3. The axial ratio values are simulated over the frequency
range of 11.00 GHz to 11.5 GHz with the step size of
0.02 GHz and the angle Phi=90deg is kept constant for
selecting the electric field component. Its seen that the
axial ratio for the frequency range of 11.16 GHz to 11.34
GHz is less than 3 which is the industrial standard
required for circular polarized antennas. The axial ratio
bandwidth is 180MHz.
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Fig. 3. Axial ratio of the proposed antenna.

The peak gain is found to be 6.6985dB in
simulation. Figure 4 and Fig. 5 given below shows the
radiation pattern of the proposed antenna and
conventional truncated corner patch antenna respectively.

-180

Fig. 4. Radiation pattern of the proposed antenna.

60

90

-120 120

-150 150

-180

Fig. 5. Radiation pattern of the conventional corner
truncated antenna.
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The red colour trace in Fig. 4 and Fig. 5 indicates
the co-polarization plot which is left-handed circular
polarization plot. Similarly, the lavender colour trace in
both the figures indicate the cross-polarization plot
which is right handed circular polarization plot. The
cross polarization isolation is the difference between the
co-polarization and cross-polarization at 0 dB. The
radiation pattern proposed single element circularly
polarized microstrip patch antenna and conventional
corner truncated circularly polarized patch antenna is
shown in Fig. 4 and Fig. 5 respectively. These results
indicate a significant improvement of cross polarization
isolation by 4dB in the proposed single element
circularly polarized microstrip patch antenna which will
be very useful in enhancing the efficiency of the mobile
satellite communication systems [15]. This enhancement
in cross polarization isolation is due to the smaller slits
in the secondary diagonal that suppresses the cross
polarization.

B. Fabrication, testing and validation of the proposed
asymmetric circular slit circularly polarized patch
antenna

The optimized antenna design was fabricated on a
RT/DUROID 5880 substrate. The fabricated circularly
polarized asymmetric slit patch antenna is shown in Fig.
6. The external dimensions are 37.18 mm x 19.6mm x
0.79mm. All the dimension values including patch, feed
etc are specified in Table 1.

Fig. 6. Fabricated circularly polarized asymmetric slit
patch antenna.

This circularly polarized asymmetric slit patch
antenna is designed to operate at the centre frequency of
11.3 GHz for wvehicular satellite communication
applications. Agilent N9917A vector network analyzer
was utilized to measure the reflection coefficient. Figure
7 shows the comparison plot of measured and simulated
reflection coefficient of the proposed antenna. The
simulated -10dB impedance bandwidth was 500 MHz
(11.02 to 11.52 GHz) and the measured impedance
bandwidth was 490 MHz (10.9 to 11.39 GHz). The Fig.
7 also shows a small shift in the resonant frequency due
to manufacturing errors.
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Fig. 7. Reflection coefficient of proposed antenna.

The radiation patterns were measured in a test setup
which consists of an anechoic chamber with a VVerdant
JR12 horn antenna as the transmitting antenna of the
measurement system for validation of the proposed
antenna design.

The measured Vs. simulation radiation patterns of
proposed antenna at the resonant frequency of 11.3 GHz
in E and H principal planes is shown in Fig. 8 and Fig. 9
respectively. These figures show left-handed circularly
polarized broadside radiation pattern with maximum
directivity along Odeg. The axial ratio is found to be less
than 3-dB across a 100° beamwidth over the axial-ratio
bandwidth frequency range in both the principal planes
and the side lobe level of this proposed antenna is
measured as -14.9 dB. The test setup comprising of
anechoic chamber and JR12 transmitting horn antenna
was used to measure the radiation pattern. The direct
measurement of gain was not possible utilizing this test
setup. Therefore, the gain of the proposed antenna was
determined manually using Friss’s transmission formula
by applying the measured received power obtained by
the test setup. There is a slight reduction in gain which
occurs due to losses in the connector. But still the
simulated results are in good agreement with the
measured results and the radiation patterns of simulated
and measured results are similar.

— Simulation
30 | — Measured
60
90
120
150

-180

Fig. 8. E-plane pattern of the proposed antenna.
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Fig. 9. H-plane pattern of the proposed antenna.
The simulated vs. measured results of the proposed
antenna discussed in this section is consolidated and
given in Table 2 shown below.

Table 2: Optimum parametric values of the proposed
antenna

Parameters Simulated | Measured
Axial ratio bandwidth 180 MHz 170 MHz
Impedance bandwidth 500 MHz 490 MHz

Peak Gain 6.6985 dB 5.6 dB

IV. CONCLUSION

The compact circularly polarized asymmetric slit
patch antennas have been presented on low loss
RT/DUROID 5880 substrate. The antenna has a 3-dB
axial ratio bandwidth of 180 MHz and impedance
bandwidth of 490 MHz. The proposed antenna has
improved cross polarization isolation when compared to
the conventional corner truncated patch antenna. The
measured gain 5.6 dB was lower by 1dB for the antenna
when compared with simulation results on the
RT/DUROID 5880 substrate. The largest possible slit
without changing the required characteristics enabled
size reduction to get a compact structure. The proposed
antenna because of its improved cross polarization
isolation besides the good radiation characteristics is best
suited for vehicular satellite applications.
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Abstract — in this paper, HIS (High Impedance Surface)
are used, in order to verify their utilities; we have
considered two different structures as a ground. The first
is mushroom EBG (Electromagnetic Band Gap) structure
which is composed of several patches with a ground
connecting via, where the second is 2D metamaterial
structure with resonant rings. Both the structures are
investigated by simulation and compared at the frequency
12 GHz. The metamaterials proprieties are successfully
verified around the resonant frequency.

Index Terms — Digital capacitance, EBG structures,
metamaterials, negative index materials, wire antenna.

I. INTRODUCTION

The antennas manufacture requires a big precision
in realization, because the dimensions of these circuits
are of the same order of magnitude as the wave length.
Considering imprecision factors due to the manufacture
constraint, surface waves will be engendered;
consequently, antenna performance will be influenced.

A special material is used to block surface waves
known as metamaterial, it enhances significantly the
antenna performance which is characterized by
simultaneously negative values of the permeability and
the permittivity [1]; it doesn’t exist in natural state.

Metamaterials enhance significantly the antenna
performance. They have interesting proprieties [2], it
consists in stopping surface waves to propagate along the
surface, there is no phase delay to be introduced to the
progressive wave and the evanescent wave is amplified.
Hence, we can say that both propagating and evanescent
waves contribute to the resolution of the system and
circuit’s spatial frequency is restored. Therefore the
wave behaves as there is no physical obstacle [3-4].

Il. METAMATERIAL TRANSMISSION LINE
THEORY

Figure 1 [5] shows a cell of metamaterial

transmission line which is a combination of Right-

Handed Transmission Line (RHTL) and Left-Handed
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Transmission Line (LHTL). By applying the Kirchhoff
law, it results:

[0 _ t)—'(L ! )'( n,

< A& =j{lrw 0.C, ix,t), (1)
di(x, t) . 1
t o Yv(x, t) =j <CR. w— o LL) vix,t). (2)
Ly.Ax Cyfx

i(x,t) i(x+Ax)

| —>-0
Iy i;

5 Cpdx == Lyhx 4

O O

Ax

Fig. 1. Metamaterial transmission line cell model.

We solve simultaneously (1) and (2), we obtain the
wave equations, for Voltage wave V:

%v(x, 1)/ 0x? = —ZYv(x,t) = —y?v(x,t). (3)
Where:

Y=V 7Y = o+ ]B =
1 LrRCpL+ LLCR
—w?(LrC + — 4
\[ (b (02/Trcr)’  (wyicr) )
We can introduce the RH resonant frequency: wg =
1 1 ] .
T And LH resonant frequency w;, = N it results:
V=i @0 + @ /02 —kef.  (®)

Equation (5) describes all the behaviors of the
metamaterial transmission line.

Figure 2 shows the graph of the complex propagation
constant. Where A = max( wg, wp ), B = min(wg, wp )
and C = wg, ws, wp and wg are respectively the series,
shunt resonance frequencies and maximum attenuation
frequency [5].

1054-4887 © ACES
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We consider Fig. 2, if w < min(wy, wp ), the phase
velocity (slope of the line segment from origin
to curve) and group velocity (slope of the curve) have
opposite sign (they are antiparallel) which means that the
transmission line is left-handed and that B is therefore
negative.

If we apply Maxwell equations and use (1) and (2),
it results:

1

{H((D) = Lg— (oZ_CL' (6)
1

18((.0) = CR - (JJZ—LL . (7)

When w << min(ws, wp ), (6) and (7) become:
{u(w) =-1/w2C. <0

Left-Handed Transmission Line.
g(w) = —1/w?L;, <0

w w

Fig. 2. Complex propagation constant vs. frequency

I11. SIMPLE DIPOLE ANTENNA RESPONSE

Figure 3 shows the radiation pattern of dipole
antenna in free space. In horizontal plane (3.B), when
viewed from above, the pattern exhibits two lobes which
represent the omnidirectional characteristic of the dipole
antenna (bidirectional radiation).

When a dipole antenna is installed close to the
earth’s surface, the pattern radiation is attenuated because
of the reflection from the surface [6]. In the ideal case,
the gain of the dipole antenna doesn’t exceed 3 dB as
shown on Fig. 4.

1V. MODELS AND DIMENSIONS
In order to investigate the performance of the dipole
antenna, it will be installed close to different surfaces and
each structure will be also optimized in order to seek the
best results.

A. Dipole above a perfect electric conductor (PEC)
The most simple structure is a ground plane placed

under the dipole antenna (27.5X27.5 mm) of distance

hgise =1.925 mm functions as reflector as shown on Fig. 5.
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Fig. 3. Idealized dipole radiation pattern.
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Fig. 4. Dipole radiation diagram of the gain at 12 GHz.

3

Fig. 5. Dipole antenna above a reflector.

B. Dipole above EBG substrate (mushroom)

The second model is the dipole antenna placed
above EBG substrate of distance hg;, = 0.02). It is
composed of several patches of side width w = 0.122,
gap width g = 0.02 A, substrate thickness h = 0.04 A and
via hole of ray r = 0.005A.

We have considered the following parameters as:
dipole length L = 0.452) and dielectric constant &, = 2.17
for the frequency 12 GHz (red graph in Fig. 10), the
dipole length L = 0.457\ and dielectric constant &, = 2.2
for the frequency 12.228 GHz (green graph in Fig. 10).
Figure 6 illustrates the model.



Fig. 6. (a) Dipole antenna above mushroom structure,
and (b) parameters of mushroom cells.

C. Dipole antenna above 2D structure substrate with
digital capacitors and rings

The third model is the dipole antenna placed above
substrate of distance hg;p = 0.02), permittivity &, = 2.2
and thickness h = 1.25 mm. It is composed of several
patches of width wp,., = 0.084A, seven digits digital
capacitors of parameters wigjc = 0.0084A and rings with
parameters: 7 ,.;,,= 0.08% [7], @ = 0.007), the space
between rings g = 0.02 X and via hole of ray r = 0.005A.

We have considered the digit length of the digital
capacitor (Ldigit) and the dipole length (L) as follows:

Ldigit =M4 and L=0.41A;
for the frequency 12 GHz (red graph in Fig. 12):
Ldigit =A5 and L =0.42x;
for the frequency 11.772 GHz (green graph in Fig. 12).
Figure 8 illustrates the model, where the digital
capacitor as shown on Fig. 7 can be calculated by the
following formula [8]:
F
C(P"/um ) = (e + DUWN = A, + 4;). ()
Such as:
Ay = 4.409 tanh [0.55(7/;,)°*51107°,
A, = 9.92 tanh [0.52("/;;)°%]107.
Where W =S =S§’, N is the number of digits.

(9.9)
(9.b)

Fig. 7. Seven digits of the digital capacitor.
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Fig. 8. 2D structure with digital capacitor and rings: (a)
structure and (b) parameters.
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V. RESULTS
The return loss of the first model as shown on Fig. 9
below doesn’t satisfy the minimum attenuation, it can’t
be used as a ground.

S-Parameter (Linear Magnitude)
1 1 I 1 I I I T I

=t

08 1

| | |

0. ! | | |
%1 112 114 116 118 12 122 124
Frequency (GHz)

126 128 13

Fig. 9. Return loss vs. frequency of the dipole above PEC
ground.
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Figure 10 shows the graph of the reflection
coefficient dipole antenna above mushroom structure.
Two different graphs appear: we have considered the
dipole length L = 0.452) and &, = 2.17 for the red graph,
the dipole length L = 0.457X and &,= 2.2 for the green
graph.

From the curve it’s clear that the antenna at 12.228
GHz reaches a perfect resonance, it has the minimum
value of the reflection coefficient -41.39 dB compared
to 12 GHz operating frequency which has less reflection
-26.45 dB.
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Fig. 10. Dipole mushroom return loss for 12 GHz
operating frequency and around: (a) magnitude in dB and
(b) linear magnitude.
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Fig. 11. Dipole mushroom parameters: (a) directivity at
12.228 GHz, (b) directivity at 12 GHz, (c) gain at 12
GHz, and (d) gain at 12.228 GHz.

Figure 11 shows the different parameters of the
dipole mushroom structure, the graphs show that the
gains are closely similar at 12 GHz and 12.228 GHz, they
reach 8.3 dB, but the structure is more directive at 12.228
GHz, 59.8 deg. compared to 83.5 deg. at 12 GHz.

Figure 12 shows the graph of the reflection
coefficient dipole antenna above 2D structure with
digital capacitors and rings. Two different graphs appear:
we have considered Ldigit = M4 and the dipole length
L = 0.412 for the red graph, Lgjgjt = A/5 and the dipole
length L = 0.42) for the green graph.

Compared to the mushroom structure, we have more
reflection at 12 GHz and also around the resonant
frequency: -30 dB at 12 GHz and -45 dB at 11.772 GHz.
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Fig. 12. Dipole above 2D structure with digital capacitors
and rings: return loss for 12 GHz operating frequency
and around.

Furthermore, the gain is increased by 1 dB at 12 GHz
and close to 2 dB around the resonant frequency as
shown on Fig. 13. As for the directivity, we obtain 59.4
deg. at 12 GHz and 56 deg. around the resonant frequency
as shown on Fig. 14.
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Fig. 13. Dipole above 2D structure with digital
capacitors and rings: (a) gain at 11.772 GHz and (b) gain
at 12 GHz.
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Fig. 14. Dipole above structure with digital capacitors:
(a) directivity at 12 GHz and (b) directivity at 11.772 GHz.

V1. CONCLUSION

Two HIS structures have been simulated and
compared to prove the application utility of the
metamaterials and verify theirs proprieties. Both the
structures considered have successfully enhanced the
performance of the dipole antenna, whereas the simple
dipole is an omnidirectional antenna, the antennas
considered in this article become directives with a much
higher gain, close to 10 dB compared to the gain of 2 dB
of the simple dipole antenna. These structures have
successfully contributed to block surface waves.

We have used the digital capacitor because it allows
a greater capacity value than the gap capacitor and
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combined resonators with 2D metamaterial make the
circuit original compared to the classical mushroom.
The results are obtained by using CST which is
based on one of the most popular numerical method for
the solution of electromagnetic problems (FDTD) [9].
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Abstract — The present paper reports on the development
of a novel compact fractal microstrip patch antenna for
spectrum sensing in cognitive radio. The geometrical
design of the proposed fractal antenna is optimized using
nature inspired Moth Flame Optimization (MFO) method.
The optimized antenna is having broadband characteristic
within two bands (6.206 - 7.864 GHz, 23.56%) and
(14.95 - 20 GHz, 28.89%), which are specified for IEEE
C-band, Ku-band and K-band applications respectively.
The proposed fractal antenna is also having high peak
gain of 7.26 dBi at 18.04 GHz and omnidirectional
radiation pattern at all frequencies. The performance of
the proposed antenna is also validated experimentally
by having a comparison of simulated results with the
measured results. The proposed design offers 45.54%
reduction in antenna physical size (copper required) as
compare to a rectangular patch antenna of same size.

Index Terms — Cognitive radio, CPW feed, fractals, IFS,
method of moment, microstrip patch antenna, moth
flame optimization.

1. INTRODUCTION

Microstrip antenna is made up of a metallic patch
printed at upper surface of a substrate having a ground
plane incorporated on its lower surface. These antennas
are inexpensive, low profile, simple, compact, conformal
and easy to fabricate [1]. Microstrip antennas have a
number of applications in the field of modern wireless
communication including radar systems, satellite
communication, telemetry, telemedicine, consumer and
military applications [2]. In today’s world of wireless
communication, the most elementary constraint is to
have wideband as well as compact antenna systems. Size
of a microstrip antenna can be further reduced by using
fractal geometry [3-4] in its design. Also, introduction
of fractal geometry leads to multiband behavior [4-7].
Further, the concept of soft computing possesses its
own position to optimize the parameters of antenna for
enhancing its performance [8]. A variety of optimization
techniques can be applied on the patch antenna to get
better performance [9-10]. Basically, two antennas are
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required for cognitive radios, i.e., spectrum sensing
antenna which searches the spectrum holes and
communicating antenna which communicate in these
holes [11-12]. Wideband antenna with omnidirectional
radiation pattern is mandatory for spectrum sensing [13].
An antenna with very large bandwidth (1.35 - 30 GHz)
is designed for spectrum sensing [14], but non-omni-
directionality in H-plane is observed in the same. In [15],
an ultrawideband slotted disc antenna for 0.7 - 11.23 GHz
is presented but quasi-omnidirectional radiation pattern
is observed. A multiband fractal antenna for spectrum
sensing in cognitive radios is presented [16], but in this
case, Sy1 is not improved significantly and only simulated
results are presented. Again in [17] a multiband Sierpinski
triangular antenna for cognitive radios is reported but
with simulated results only. In [18], Sierpinski gasket
antenna is presented for cognitive radios which resonates
at 1.89 GHz, 4.01 GHz 7.89 GHz, 15.3 GHz frequency
but the value of Si1is not much improved. In order to
address these issues, in the present work, a novel fractal
antenna is designed for spectrum sensing which is further
miniaturized and optimized by a recently introduced
heuristic nature inspired optimization technique, Moth
Flame optimization proposed in [19]. This algorithm
was applied on unimodal, multi-modal and composite
functions, and observed that this algorithm explore and
exploit the search space properly. In this paper, MFO
algorithm is applied to optimize the dimensions of patch
and ground plane to optimize Si1. In order to achieve
this, polynomial curve fitting method in the MATLAB
environment is applied to model input-output response
of the proposed antenna. The performance of the Moth
Flame optimization is further examined by optimizing
the geometrical dimensions of the proposed fractal
antenna and its comparison is done with other two highly
explored and universally accepted optimization techniques
including Genetic algorithm (GA) and Powell optimization.

1. PROPOSED FRACTAL ANTENNA DESIGN
A. Geometrical description of the proposed antenna

The proposed fractal antenna is designed on the
architecture of having repeated geometry of isosceles
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triangle. Scaling is applied on the angle. In 1% iteration,
isosceles triangles are cut on the opposite sides of the
rectangle of basic iteration. For next iteration, these sides
of triangle are taken as base to make other isosceles
triangles. In 2" iteration, isosceles triangles with 0.5
scaling factor is introduced on each side of the triangle
of 1%t iteration. This course of action is repeated up to 3"
iteration. The geometrical description of the proposed
architecture used to arrive at final geometrical shape of
the proposed fractal antenna is illustrated in Fig. 1. Here,
ABDC is a rectangle having AB = CD and AC = BD as
well as ABOD is an isosceles triangle with angle ZOBD =
a, whereas, AOEB is also an isosceles triangle with
ZOBE=f. Again, using the same criteria, AOFE is drawn
with ZOEF =y, where:

y=p12=al4. Q)
Same process of mathematical modelling is applied in all
the quadrants. Figure 1 and Table 1 represent various
dimensions of the proposed antenna geometry. The basic
iteration isa CPW fed rectangle of 10 mm x 20 mm. Feed
width is 2.6 mm and length is 15 mm. The gap, g, between
patch and ground plane is 6 mm and that between feed &
ground is 0.9 mm. Width of the ground plane is 4.8 mm
and length is 9 mm. Overall dimensions are 25 mm x
20 mm. Various iterations of the proposed antenna is
presented in Fig. 2. Basic geometry is fabricated with RT
Duroid material having & = 2.2, h = 1.6 and & = 0.02.
Antenna is fed by a 50 Q@ CPW feed. Copper conductor
with thickness of 35 um is used. The proposed antenna
geometry is mathematically presented by an Iterative
Function System (IFS). An IFS is a method to create
fractals. A series of affine transformations W is applied
on the basic shape, defined by [3,20]:

W X| [ab|]x N e )
yl led|ly]| | f] )
where matrix,

{a b} (%)cos& —(%)sine
= . ' 3
cd (%)sme (%)cosH )
and a, b, ¢, d, e & f are real numbers in which rotation
and scaling is controlled by a, b, ¢ & d, whereas linear

translation is controlled by e & f. IFS generator equations
for the proposed geometry are given as:

w, (X, y)=(lcose.x—}sin H.y,lsin 6’.x+1c056.y). 4)
S S S S

W, (X, y):(lcose.x+£sin 9.y+l,
S S 2

()
—lsin 9.x+lcose.y+ltan o),

S S 2

o 0 for 1* iteration
44 s 1

where, =—, s=
2" 2cos6

» n=[1 for 2™ iteration |.
2 for 3" iteration
IE3D software which is based on method of moment
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(MOM) is used for the design and simulation of the
proposed fractal antenna. It is an integrated full-wave
electromagnetic simulation and optimization package
used for the design and analysis of 3D and planar
microwave circuits, MMIC, RFIC, RFID and antennas.
Present results demonstrated in Fig. 3, illustrates that as
the number of iterations goes on increasing, the lower
cut off frequency of band I goes on reducing up to 2"
iteration. The lower cut off frequency in basic shape is at
6.884 GHz with Sy; at —10.2 dB. In 1% iteration it has
been shifted to 6.206 GHz with -10.35 dB Si1. In the 2™
iteration, it is further shifted to 6.055 GHz with Sy, at
-10.11 dB. In the 3" iteration the lower cut off is 6.055

GHz with -10.29 dB.
A Y B B
E
1 |
% &
c D
D <

F
)
@
W

A

Fr
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v

«—> -
Gw Fw
(b)

Fig. 1. Geometrical description of the proposed design.

Table 1: Dimensional parameters of proposed shape

Dimension Value (in mm)
w 20
L 10
GL 9
Gw 4.8
Fw 2.6
FL 15




(a) Basic iteration (b) 1% iteration

Fig. 2. Multiple iterations of the proposed design.

B. Optimization of proposed fractal antenna

Three optimization methods namely Powell, Genetic
and Moth Flame optimization are applied on the proposed
design in the present work to achieve best results in terms
of S11. Comparative evaluation of these three techniques
established the effectiveness of the proposed Moth Flame
optimization method. Powell Optimization method is used
to find out local minima of a function when derivative is
not available. A set of directions is iteratively updated
to reach at the desired direction [21]. The method is used
to find out local minima of a continuous but simple
functions but it is really very difficult to find optimal
solutions for complex multi-objective problems with
desired accuracy. Moreover, the function should be
real-valued with a fixed number of real-valued inputs.
Genetic algorithm is a heuristic search and optimization
algorithm, based on the process of natural selection.
These are computational models inspired by process of
evolution [22]. The method is used extensively for the
optimization of microstrip patch antennas. Hence, the
same has been included in the present work so as to
establish the effectiveness of the MFO. In MFO, the
moths are actual search managers that travel around the
search space and flames are their best positions [19].
Each moth search around a flame and bring up to date
itself to find a best solution intended for the proposed
design as defined in Table 2, with search agents, 1000
and iterations, 200. MFO is executed in MATLAB
environment in which first of all, a random matrix (M)
of moths is created. Then, an array of moth fitness (OM)
is computed. In the next step, a matrix of flames is
calculated. Ultimately, the location of the moth (M) with
respect to flame is updated using following expression:

Mi=S (Mi, Fj),
where S is logarithmic spiral function and is given by the
following expressions:
S (M, Fj) = Di €. cos (2at) + F;,

Di=| Fj- M|, i.e., distance of i"" moth for j* flame.

(c) 2" iteration
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Fig. 3. Simulated Si; of proposed antenna in various
iterations.

Table 2: Input/Output parameters for MFO with fixed Cg
(0.5 mm x 7 mm)

Parameter Lower Upper Optimize
(in mm) Limit Limit d Value
Width, C; 0.25 4.5 3.6
Length, C; 0.25 4.75 3.3
Length, Cs 2 6.5 5
Width, C4 0.8 3.8 3.8
Length, Cs 0.5 8.5 0.5
Width, Cs 0.5 3.8 3.8
Feed width, Fw 1 34 2.6
Width, C; 0.5 3.5 1.5

Curve fitting tool in MATLAB is used to calculate
the objective functions which are several order equations.
Optimum value of the Sy is realized by optimizing a
range of dimensions of the design. Various curve fitting
equations to accomplish the task are shown in Table 3
with objective function described by:

Objective function = min f(z),
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where z=

ZB
Genetic, Powell and MFO have been applied on the
design. From Fig. 4, it reveals that the end result obtained

from moth flame optimization is best in terms of Sij,
which must be least.

o !
=
- "|
n 1 Genetic H
30— Semeececacs SR ==l

1 . = = Powell ‘ : S
3540 PP TRTSPI SR RN
4 e Moth Flame : : : ]
A0RS EERT EERCEELE ERECEECEE B RS B
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8 8 10 12 14 16 18 20
Frequency (GHz)

Fig. 4. Simulated S11 of proposed antenna with different
optimization algorithms.

C. Proposed fabricated fractal antenna

In order to validate the performance of the proposed
fractal antenna, the same is fabricated using printed
circuit technology by making the use of single side RT
Duroid copper clad board material as shown in Fig. 5.
The measurements on the fabricated antenna were
carried out by coupling it to the Vector Network
Analyzer (ANRITSU MS46322A) through 50 ohm
SMA connector. The simulated results are compared
with measured results. The Si1is measured at different
frequencies of its operation covering specified bands
completely. The results are presented in next section.

Table 3: Curve fitting equations for MFO

ACES JOURNAL, Vol. 34, No. 9, September 2019

I11. RESULTS & DISCUSSION

A. Simulated and measured S11

Experimental validation of the proposed fractal
antenna is carried out by having a comparison of
simulated and measured Si; from fabricated antenna.
The graph obtained in Fig. 6 reveals that there is a good
matching in simulated and measured results pertaining
to S11. A slight discrepancy is observed in band Il which
is due to fabrication tolerances as well as experimental
errors. Such type of small deviation is always expected
in the experimental investigations of the fabricated
antenna in real time measurements.

AL

L

) :
T - :
- .
b :
CJ :
Simulated
. ==-=-Measured :
404 : B R B
L e i AL R S D
6 8 10 12 14 16 18 20
Frequency (GHz)

Fig. 6. Simulated and measured S;; of the proposed
design.

Implemented Cut in Patch, | Subsequent Equation for Input-Output Response of Various Cut in Proposed Antenna
Ground Plane

Width, C, 2, = —0.69x°+10.56 x°~ 61.36 x*+172.2x* — 243 .46 x*+160 .58 x — 53.58

Length, C; z, =0.006 x°~ 0.08x°+0.51x"~1.428 x* + 2.06 x°~ 2.57 x — 9.37

Length, Cs z, =—0.44x°+10.006x°—90.20x*+ 413.97x* —1021.2x*+1285.1x — 664.82

Width, C4 7, =—1.5x>+9.5x*-23x-9.8

Length, Cs 2, =0.02x°~0.53x*+4.406x°~15.78x* +27.33x — 47.26

Width, Cs z, =0.08x*-0.64x°+0.42x-19.27

Feed width, Fw 2, =—5.65x°+60.67x*—246x°+ 470.77x°-432.92x +147.07

Width, C; z, =—0.34x%+2.93x*-6.91x-14.27




B. Current distribution

Current distribution of the optimized geometry for
two resonating frequencies is presented in Fig. 7. At
lower resonant frequency, the current density is mainly
due to the edges of the patch and feed, but at higher
resonating frequency it is strongly confined at the edges
of the cut because cylindrical cut is having more curvature
than planar surface.

Fig. 7. Simulated current distribution at: (a) 7.412 GHz
and (b) 19.32 GHz.

C. Gain versus frequency

Figure 8 reveals that gain of the proposed optimized
design is positive for all frequencies of band I and band
I1. A significant value of gain 7.26 dBi at 18.04 GHz
in band 11 has been achieved. Gain of the antenna is a
factor which illustrates the capability of antenna to focus
energy in a given direction, which is revealed by radiation
pattern. Gain of the antenna should be positive.

D. Efficiency versus frequency

Figure 9 depicts the efficiency of the proposed design
is more than 80% for numerous frequencies in both
bands. High value of radiating efficiency is a sign of
power delivered by the antenna is more and conduction-
dielectric losses are less.

E. Radiation pattern
Figures 10 & 11 depict the radiation pattern of the
----- £=7.03 {GHz), E-total, phi=0 (deg)

=7.18 (GHz), E-total, phi=0 (deg)
- - £=7.26 (GHz), E-total, phi=0 (deg)

180

@)

Fig. 10. Radiation pattern for Band I in: (a) elevation plane and (b) azimuth plane.

AGGARWAL, PHARWAHA: ON THE DESIGN OF A NOVEL FRACTAL ANTENNA FOR SPECTRUM SENSING IN COGNITIVE RADIO

proposed antenna for 7.03 GHz, 7.18 GHz, 7.26 GHz
frequencies of band | and 18.04 GHz of band II. It may
be noticed that radiation pattern is directional in elevation
plane and non-directional in azimuth plane which means
its radiation pattern is omnidirectional, which is the
fundamental requirement of cognitive radio.

Band il

Gain (dBi)

6 8 10 12 14 16 18 20
Frequency (GHz)

Fig. 8. Simulated peak gain vs. frequency of the
proposed design.
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Fig. 9. Simulated efficiency of the proposed design.
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Fig. 11. Radiation pattern for Band Il in: (a) elevation plane and (b) azimuth plane.

1V. CONCLUSION

The results obtained illustrate that the antenna exhibits
broadband characteristic within two bands (6.206 - 7.864
GHz, 23.56%) and (14.95 - 20 GHz, 28.89%) specified
for IEEE C-band, Ku-band and K-band applications
respectively by International telecommunication union
and having very high peak gain (7.26 dBi at 18.04 GHz)
and high radiation efficiency in these two bands. This
antenna is also having omnidirectional radiation pattern
and good impedance matching at all frequencies in both
the bands thus making it a capable design for spectrum
sensing in cognitive radios. From comparative evaluation,
it is revealed that Moth Flame optimization technique
outperforms in an attempt to achieve optimal S;; at most
of the frequencies in the specified bands. Moreover, it is
also found that very few parameters are required to be
adjusted for the execution of this technique. The present
study revealed that Moth flame optimization technique
is an effective alternative for the optimization of
microstrip fractal antennas.
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Abstract —In order to construct a compact chipless
RFID tag with scalable coding capacity, a design is
proposed that includes bending arms along both sides of
the microstrip transmission line. Each bending arm
produces a resonant frequency, which indicates one bit.
And the bending structure can effectively reduce the
coupling between units. A 12-bit chipless RFID tag with
dimensions of 37x17.7mm? is designed with a frequency
band from 5GHz to 6.05GHz. And a 40-bit chipless
RFID tag is proposed with a frequency band from
2.95GHz to 5.65GHz. Both amplitude and Group Delay
responses of the proposed tag are measured and
analyzed. The measurement results are in good
agreement with the simulation results. The measured
results achieve stability and high capacity the coded
information.

Index Terms — Chipless RFID tag, multi-stop band
filter, resonant units.

I. INTRODUCTION

In recent years, the applications of radio frequency
identification (RFID) are expanding exponentially in
warehousing, supplied chain management and other
automation processes due to penetrating ability and
higher data transmission rate [1]. Although the
traditional RFID systems based on the use of silicon
RFID chips are very common and largely exploited in
practice, some of their limitations, such as cost and
robustness, are driving many researches towards
alternative solutions, namely chipless RFID tag [2-3].
The most promising way for chipless RFID development
is to directly print on product or package [4].

In general, a chipless RFID tag that utilizes
frequency signature encoding consists of a vertically
polarized UWB transmitting antenna, a horizontally
polarized UWB receiving antenna and multi-resonant
units, as shown in Figure 1. The cross-polarized antennas
minimize cross talk between transmitting and receiving
signal [5]. Overall, the receiving antenna is illuminated
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by the electromagnetic wave from the reader, and the
signal from the receiving antenna is transmitted to the
multi-resonant units to obtain multi-stopband or multi-
passband filtering. The frequency band of operation is
divided by N sections, corresponding to N bits. The
presence and absence of resonance at each section of the
frequency band is associated with bits ‘1’ and ‘0’,
respectively. Research on chipless RFID tags can be
broadly classified into two main categories: time domain
reflectometry (TDR)-based chipless RFID tag [6-8],
spectral signature-based chipless RFID tag [9-12] and
amplitude/ phase backscatter modulation-based chipless
RFID tag [13].

Tx UWB
Antenna

Multi-resonator

Rx UWB
Antenna

-0

Encoded signal

Rx Reader
Antenna

Tx Reader
Antenna

RFID Reader

Fig. 1. Physical concept of the chipless RFID system.

Frequency-signature-based chipless RFID tag has a
relatively high storage performance, which is an
important feature in tag research. In [9], a 35-bit chipless
RFID tag is designed with spiral resonance units. The tag
operates between 3.1-7GHz. In [10], an 8-bit chipless
RFID tag with eight E shape resonator units is proposed.
The E shape resonators efficiently reduce coupling
between units. However, the tag has low encoding
density and the large dimension. In [11], an 8-bit chipless

1054-4887 © ACES



RFID tag uses a split ring resonator unit that enhances
the encoding capacity at a specific resonance frequency.
In[12], 8-bit data encoded tag is proposed using multiple
microstrip open stub resonators. In these researches, not
only should the designed tag incorporate large amount of
data, but should also be designed as compactly as
possible. However, by increasing the number of bits on
the tag, the couplings between the resonances are
increased. Hence, the independence of the resonance
frequency is reduced.

To overcome these problems, a 12-bit chipless
RFID tag and a 40-bit chipless RFID tag with
expandable coding capacity are designed and analyzed
respectively in this paper. The chipless RFID tag consists
of different bending arm units which are adopted to
realize miniaturization and reduce the coupling between
adjacent units.

I1. DESIGN OF BENDING ARM ELEMENT

A. The resonant performance of the bending arm

To encode data within a frequency band, the design
of a chipless RFID tag is combined with coupling filter
technology, which is filtered through multiple resonant
circuit units exited by a 50 microstrip transmission line.
In this paper, the bending arms are loaded on both sides
of the 50Q2 microstrip transmission line to produce the
multiple resonances and miniaturization, as shown in Fig.
2 (a). The yellow indicates metal and blue indicates the
dielectric substrate. The bending arm consists of bends
and lines, which is modeled by an equivalent T-network,
as shown in Fig. 2 (b). Figure 2 (c) shows the simplified
equivalent circuit which can be taken as a parallel circuit
magnetically coupled to the main transmission line. Since
the resonator unit is meandered, its equivalent inductance
is increased, while the equivalent capacitance is slightly
decreased [14]. This design assumes that the effective
resistance of the bending arms can be ignored. The
operating frequency f0 of the stop-band satisfies the
following formula [13]:

1 1
27 Jeelalm t L ML, D
where M is the mutual inductance of Ly, and L.

The gap is a main parameter that affects M. When the
value of gap is reduced, the mutual inductance M
increases, and as a result the resonance frequency fp
decreases judging by the equation (1). Cys is mainly
generated by the value of /;, which is the sum of the
capacitance of the bending arm unit. Ly is the sum of the
inductance value produced by a bending arm unit, which
is affect by wi. When the effective length of the bending
arm element (w;) is decreased, and then the Ly, and Chs
becomes smaller that results in the resonant frequency fy
increases. When the parameter /4; is decreased, the
equivalent Cyy decreases leading to the resonant frequency
fo increases.

0
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(b)

(d)

Fig. 2. The proposed chipless RFID structure and the
equivalent circuit: (a) the proposed chipless RFID, (b)
equivalent circuit of discrete element, (c) simplified
equivalent circuit of bending arm unit, and (d) series
parallel-resonant branches of N-bit chipless RFID tag.

Seen from the Fig. 3 (a), the center frequency of the
bending arm unit is 5.07GHz with suitable band-stop
filter characteristics. There is a significant in-band
rejection using only 70MHz. The key parameters (w1, hi,
gap) are simulated and analyzed, as shown in Figs. 2
(a-d). When the wy increases from 4mm to 6mm, the
resonant frequency changes from 4.87GHz to 5.25GHz,
as shown in Fig. 3 (b). Similarly, when the h; increases
from 1.6mm to 2mm, the resonant frequency will shift
from 5.55GHz to 4.63GHz in Fig. 3 (c). When the gap
changes from 0.2mm to 0.5mm, the resonant frequency
shifts from 5.02GHz to 5.12GHz, and the curve depth
changes from -18.42dB to -11.04dB.
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A
| ] -
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Frequency (GHz)

(d)

Fig. 3. Analysis of key parameters: (a) Sz1 of a single
resonator, (b) Sx1 versus wi, () Sz1 versus hy, and (d) S
Versus gap.

B. The narrowband characteristic of the bending arm

In order to increase the number of codes at same
bandwidth, the narrowband characteristic of the bending
arm is required. The equivalent circuits for the multi-
resonators of Fig. 2 (a) can be obtained as depicted in
Fig. 2 (d), where Yo denote the terminating impedance
and admittance. Consider a two-port network with a
single series branch of Y=jwC+1/jwL, where L and C are
the sum of inductance and the sum of capacitance.

The equation w=wetVw, wo=1/VLC , b=weC is
substituted into the equation of Y:

Y = j(w, +Va)xC +_;
j@y,+Vao)xL
= jo,C+ jVaC + ————xaC
(@, +Vo)
- o T2 @IYOTVE) ()
@, w,+Vao
~ jo,cl+ Y2 14 Y2
@y Wy
= jo,Cx Vo
@y
The transmission parameter with Yy is given by:
R 3)
1+-2

2Y
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The equation (2) is substituted into the equation (3), and
the Sy can be calculated as:

- 1 - 1 1 o
S21 - Yo - ] Yo - .1 Ve (4)
Y wWe ) Ve Y
2jpr? 4p+2 4>
@y 2) Yo
The amplitude of S can be calculated as:
1

|821| = 7 (5)
Jl{%}
AbIY,)Ve

1
where a susceptance slope parameter b:wOC:—L and
()

we can define the |Sz1|= mdB .When the frequency shifts
such as:

L @ _ 100 _1-1a, (6)
40b1Y,) Vo,

the value of Sy; will reach to -mdB. The mdB bandwidth
can be defined by:

Vo,e =Vo,-Vo_ = % . (7
4Ab1Y,)
Therefore, we have:
B _ (23 _ fo , (8)
Y, AAV®, .  4AASf,
Af Yo ©)

mdB 8A7Z'C

In conjunction with the preceding analysis, when
the value of h; increases, the equivalent capacitance C
increases leading to the bandwidth Afngs decreases as
shown in Fig. 3 (b). The performance of the designed
chipless tag is simulated using the simulation tool HFSS.
When the h; increases from 1.7mm to 2mm, the Afsgg
shifts from 65.4MHz to 52.1MHz, and the Afiggs shifts
from 20.4MHz to 14.6MHz. Similarly, when the gap
increases, the equivalent capacitance C increases slightly,
and the bandwidth Afygs is decreased by equation (9),
assuming that the frequency is constant. In Fig. 3 (d),
when the gap increases from 0.2mm to 0.5mm, the Afsgs
shifts from 76.5MHz to 29.4MHz, and the Afiogg shifts
from 23.7MHz to 4.8MHz.

C. The coding independence of the bending arms
Furthermore, this is an efficient approach to encoding
independently by reducing the coupling between the
resonators. Figure 4 (a) shows the current distribution at
5.1GHz. The current is distributed mainly in the bending
arm element along the x axis, while the current along the
y axis is weak. Compared with the spiral structure [8],
there is a strong current distribution along the direction
of the x axis and y axis. When multiple units are arranged
along with the transmission line, the coupling between
adjacent units is reduced to achieve encoding
independently. And the units’ distance of proposed
bending arm structure is 1mm for miniaturization,



compared the one of spiral structure (3mm). To sum up,
the bending arm element provides the advantage of fully
utilizing the frequency band without overlapping the
resonant dips, and thus it prevents mutual coupling.

(b)

Fig. 4. The current distribution at 5.1GHz: (a) bending
arm structure, and (b) the spiral resonant units.

I11. DESIGN OF CHIPLESS RFID TAG
WITH BRNING ARMS

A. Design of the 12-bit chipless RFID tag

In the proposed chipless RFID tag, multi-resonance
is achieved by adopting cascaded bending arm coupling
to a 50Q transmission microstrip line as shown in
Fig. 5. The prototype is fabricated on a TXL-8 substrate
(e:=2.55, h=0.787 mm, tand=0.0017) with dimensions of
37x17.7mm?. The cascaded bending arms are distributed
on both sides of 50Q transmission line. The parameter
for a 12-hit chipless RFID tag is shown in Table 1.

mﬁ&j”WT
— =
e e L

Fig. 5. Detail parameters of 12-bit chipless RFID tag.

Table 1: The optimal dimensions of the proposed 12-bit
chipless RFID tag (Unit: mm)

Parameters Value Parameters Value
L 17.7 Ws 3
w 37 We 2.5
h1 2.2 W7 2
S 0.6 Wg 15
|1 1.8 Wg 1
Wo 5 Wio 1.7
W1 5 W11 1.2
W> 4.5 W12 0.7
W3 4 gap 0.3
Wa 3.5 gap: 1

The bending arm unit represents a logic state ‘1’
when interrogated with an incident wave. The logic state
is changed to ‘0’ when the bending arm structure is

ZHU, LI, JIA: COMPACT AND CODING EXPANDABLE CHIPLESS RFID TAG WITH BENDING ARMS

removed or shortened. Each bending arm element with a
different length contributes to a specific frequency. The
removed bending arm unit will show no resonance in
our desired band, and thus absence of a resonance
dip corresponds to a 0-bit at the respective resonance
frequency. Incorporating this concept, numerous tag IDs
can be generated by removing or keeping different units,
as shown in Fig. 6.

Sn(dB)

legic °17

------ 101010101010
010101010101

-30

33 3l 6.1 6.5
Frequency (GHz)

Fig. 6. The simulated result of bit combination ‘1010
1010 1010’ and ‘0101 0101 0101°.

Therefore, a unique ID can be allocated to each tag
which results in avoiding the collision of data in any
network. There is a code for ‘0101 0101 0101” when the
six resonant units above the transmission line is removed.
Similarly, the six bending resonant units loaded below
the transmission line are removed, and the code of 1010
1010 1010’ is achieved. Comparing the two sets of
codes, it can be seen that two cases of coding frequency
points are interspersed with each other, generating the
code of ‘1111 1111 1111°. The coding works in the
bandwidth of 5-6.04GHz, and each code occupies 88MHz.

Figure 7 shows surface current at 5.00GHz, 5.10GHz,
5.44GHz, and 5.91GHz. When the operating frequency
is 5GHz, it implies the current distribution of the first
bending arm element is strongest. And so as the other
frequencies.

(@) (b)
E::EEE S=520103
=EEEEEN=EEEEE B

(©) (d)

Fig. 7. Surface current distributions: (a) 5.00GHz, (b)
5.10GHz, (c) 5.44GHz, and (d) 5.91GHz.
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B. Design of the 40-bit chipless RFID tag

To expand the coding capacity, a 40-bit chipless tag,
which can reserve 240 data, is proposed. The 40-bit
chipless RFID tag consists of 40 bending resonators and
a transmission line, with dimension of 146.8x29.7mm?,
as shown in Fig. 8. In addition, each bending arm
element responds to a specific resonant frequency.

Fig. 8. A 40-bit chipless RFID tag.

Figure 9 shows the results of transmission
coefficient and Group Delay for the 40-bit chipless RFID
tag, which operates between 2.95GHz and 5.65GHz,
occupying just 67.5MHz for each bit. Keeping the
bending arm units above or below the transmission line
respectively, the two kinds of codes are interspersed into
each other, as shown in Fig. 10.

0

-10 A

S11 (dB)

-20 A

2.75 3.25 3.75 425 4.75 5.25 5.75
Frequency (GHz)

(@)

20

Mt

-20 A

Group Delay (ns)

40 A

-60
275 325 375 425 4.75 525

Frequency (GHz)

(b)

Fig. 9. Simulated results for 40-bit chipless RFID tag: (a)
transmission characters, and (b) group delay.
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Fig. 10. Simulated results for 40-bit chipless RFID tag
with different data: (a) transmission character, and (b)
group delay.

IV. FABRICATION AND RESULTS

Figure 11 (a) shows photograph of the designed 12
bending arm units. The S;; and group delay is measured
by vector network analyzer (VNA) connected to both
ends of proposed 12-bit chipless RFID tag, as shown
in Fig. 11 (b). Each bending arm unit has a 1:1
correspondence with a data bit (12 units=12 bits).

As shown in Fig. 12, the simulated bandwidth of the
proposed 12-bit chipless RFID tag is from 5GHz to
6.05GHz, while the measured one is from 4.99GHz to
6.04GHz. And each of the bits occupies 87.5 MHz on
average. Moreover, the measured data points show close
correspondence with the simulated results with twelve
different resonance points operating at the frequencies
of 5.00GHz, 5.08GHz, 5.18GHz, 5.30GHz, 5.38GHz,
5.44GHz, 5.53GHz, 5.60GHz, 5.69GHz, 5.71GHz,
5.79GHz, 5.91GHz and 6.03GHz. It is clear that there is
a small shift in the resonant frequency due to mutual
coupling effect between the resonators. The band notches
are well defined and for the worst case the magnitude of
the dip is better than 5 dB.
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Fig. 11. Photo of the measurement environment: (a)
fabrication of the 12-bit chipless RFID tag, and (b)
experimental set up for bistatic measurement.
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Fig. 12. Measured and simulated S; results of proposed
chipless RFID tag: (a) Sa1 result of the bit ‘1111 1111
11117, and (b) group delay result of the bit ‘1111 1111
1111°.
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The performance comparison of the proposed and
other reported chipless RFID tags are listed in Table 2.
The proposed chipless tag with bending arms in this
article has higher coding density and narrower inter-code
bandwidth.

Table 2: Performance comparison of the proposed RFID
chipless tags and references

Dimensions|Frequency |Bandwidth/bit| Capacity
(mm3) (GH2) (MHz) (bit)
Work 1.09
1 37x17.7 | (5.0-6.05) 87.5 12
Work 2.7
2 | 146.8x29.7 /(2 95-5 65) 67.5 40
3.9
O] | 88x65 | (31-7.0) 1114 35
0.65
[10] | 59x30 |(312-377)] 81.25 8
4
[ 25x50 | (347 500 8
2.6
[121] 5030 | (1.9.45) 420 8

V. CONCLUSION

In this paper, a novel chipless RFID tag with
bending arm units is presented. Each bending arm unit
produces a resonant frequency that indicates one bit. The
proposed tag not only enhanced the data capacity within
the minimum frequency area, but also improved the
isolation and density. A 12-bit RFID chipless tag is
simulated and measured. A 40-bit chipless tag is
simulated and analyzed. The simulated and measured
results agree well.

ACKNOWLEDGMENT
This work is supported by the Fundamental
Research Funds for the Central Universities.

REFERENCES
[1] X. Li, H. Zhu, D. Zhang, Z. Sun, Y. Yuan, and
D. Yu, “Two-dimensional scanning antenna array
for UHF radio frequency identification system
application,” IET Microwaves, Antennas &
Propagation, vol. 8, no. 14, pp. 1250-1258, 2014.
[2] M. M. Khan, F. A. Tahir, M. F. Farooqui, A.
Shamim, and H. M. Cheema, “3.56-bits/cm?
compact inkjet printed and application specific
chipless RFID tag,” IEEE Antennas and Wireless
Propagation Letters, vol. 15, pp. 1109-1112, 2016.
[3] Md. A. Islam and N. C. Karmakar, “A 4x4 dual
polarized mm-wave ACMPA array for a universal
mm-wave chipless RFID tag reader,” IEEE
Transactions on Antennas and Propagation, vol.

63, no. 4, pp. 1633-1640, 2015.
[4] A. Vena, E. Perret, and S. Tedjini, “A fully
printable chipless RFID tag with detuning

1364



1365

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

correction technique,” IEEE Microwave and
Wireless Components Letters, vol. 22, no. 4, pp.
209-211, 2012.

S. Preradovic and N. C. Karmakar, “Design of fully
printable planar chipless RFID transponder with
35-bit data capacity,” Proceedings of the 39th
European Microwave Conference.

A. Ramos, A. Lazaro, D. Girbau, et al., “Time-
domain measurement of time-coded UWB chipless
RFID tags,” Progress in Electromagnetics Research,
vol. 116, no. 8, pp. 313-331, 2011.

M. Pépperl, A. Parr, C. Mandel, R. Jakoby, and
M. Vossiek, “Potential and practical limits of
time-domain reflectometry chipless RFID,” IEEE
Transactions on Microwave Theory & Techniques,
pp. 1-9, 2016.

D. Girbau, A. Ramos, A. Lazaro, and R. Villarino,
“Passive wireless temperature sensor based on
time-coded UWB chipless RFID tags,” IEEE
Transactions on Microwave Theory & Techniques,
vol. 60, no. 11, pp. 3623-3632, 2012.

S. Preradovic, I. Balbin, N. C. Karmakar, and G. F.
Swiegers, ‘“Multiresonator-based chipless RFID
system for low-cost item tracking,” IEEE Trans-
actions on Microwave Theory and Technique, vol.
57, no. 5, pp. 1411-1419, 20009.

M. Sumi, R. Dinesh, C. M. Nijas, S. Mridula, and
P. Mohanan, “High bit encoding chipless RFID tag
using multiple E-shaped microstrip resonators,”
Progress In Electromagnetics Research B, vol. 61,
pp. 185-196, 2014.

M. E. Jalil, M. K. A. Rahim, N. A. Samsuri, and R.
Dewan, “Flexible printed chipless RFID tag using
metamaterial-split ring resonator,” Applied Physics
A, pp. 122:348, 2016.

C. M. Nijas, R. Dinesh, U. Deepak, A. Rasheed,
S. Mridula, K. Vasudevan, and P. Mohanan,
“Chipless RFID tag using multiple microstrip open
stub resonators,” IEEE Transactions on Antennas
and Propagation, vol. 60, no. 9, pp. 4429-4432,
Sept. 2012.

E. Md. Amin, Md. S. Bhuiyan, N. C. Karmakar,
and B. Winther-Jensen, “Development of a low
cost printable chipless RFID humidity sensor,”
IEEE Sensors Journal, vol. 14, no. 1, pp. 140-149,
2014,

C. M. Nijas, U. Deepak, P. V. Vinesh, and R.
Sujith, “Low-cost multiple-bit encoded chipless
RFID tag using stepped impedance resonator,”
IEEE Transactions on Antennas and Propagation,
vol. 62, no. 9, pp. 4762-4770, 2014.

ACES JOURNAL, Vol. 34, No. 9, September 2019

Hua Zhu received the M. S. degree
from Guilin University of Electronic
Technology, P. R. China, in 2010,
and the Ph.D. degree from Beijing
Institute of Technology, Beijing,
P. R. China, in 2015. She has been
a postdoc at Beijing University of
Posts and Telecommunications, P. R.
China.

Her research interests include UHF RFID beam
scanning antenna array design in complex environment
and millimeter wave/ Terahertz antenna design.

Xiuping L. received the B. S. degree
from Shandong University, Jinan,
Shandong, P. R. China, in 1996,
and the Ph.D. degree from Beijing
Institute of Technology, Beijing, P.
R. China, in 2001. She has been a
professor at Beijing University of
Posts and Telecommunications, P. R.
China.

Her research interests include microwave devices
for communications, antennas, and microwave circuit
design for millimeter wave/ Terahertz applications.

Jia Song received the B.S. degree
from Chongging University of Posts
and Telecommunications, P. R.
China, in 2013, and the M.S. degree
from Beijing University of Posts and
Telecommunications, P. R. China,
in 2016.

Her research
chipless RFID techniques.

interests include



ACES JOURNAL, Vol. 34, No. 9, September 2019

Miniaturized Elliptical Slot Based Chipless RFID Tag for Moisture Sensing

Igra Jabeen!, Asma Ejaz !, Muhammad Ali Riaz!, Muhammad Jamil Khan?,
Adeel Akram?, Yasar Amin 2, and Hannu Tenhunen 2

! ACTSENA Research Group
University of Engineering and Technology (UET), Taxila, 47050, Pakistan
igra.jabeen@students.uettaxila.edu.pk, asma.ejaz@uettaxila.edu.pk, ali.riaz@uettaxila.edu.pk,
muhammad.jamil@uettaxila.edu.pk, adeel.akram@uettaxila.edu.pk, yasar.amin@uettaxila.edu.pk

2TUCS, Department of Information Technology
University of Turku, Turku, 20520, Finland
hannu@kth.se

Abstract — This paper presents a compact 10-bit chipless
radio frequency identification (RFID) sensor tag. The
proposed structure has overall size of 22.8 mmx16 mm
and possesses the capability of identification of data
as well as moisture sensing of the tagged objects. The
resonating structure comprises of elliptically shaped
slots in a nested loop manner, investigated for three
substrates that are Rogers RT/duroid®/5880, Taconic
(TLX-0) and Rogers RT/duroid ®/5870. The prototype
is fabricated by using Rogers RT/duroid®/5880, and
moisture sensing is realized by deploying heat-resistant
sheet of Kapton®HN (DuPontTM) on the smallest slot
considered as sensing slot over the aspired frequency
spectrum of 3.5 GHz-15.5 GHz. The proposed tag is
quite suitable for cost effective applications and can be
deployed on the conformal surfaces for identification
and sensing purposes.

Index Terms — Chipless tag, moisture sensor, Radio
Frequency Identification (RFID).

I. INTRODUCTION

The chipless RFID as contactless identification
technique plays a vital role in RF sensing of low-cost
item-level tagging along with identification. In the
literature, different smart materials have been explored
for temperature, moisture, strain and gas sensing in
various chipless RFID tags [1]. Chip based RFID tags
require silicon chip or integrated circuit for operation
which makes the tag economically less viable [2]. In
contrast with conventional RFID systems, chipless tags
require neither an integrated chip, battery or power
source nor a complex mechanism needed for interrogation
of binary data between transmitter and receiver. Various
flexible substrates such as paper and printing techniques
like flexography have been analyzed to make the tag
robust and less expensive [3]. Data-dense, compact and
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humidity sensor tag incorporating moisture absorbing
polyvinyl-alcohol is used to monitor real-time humidity
in the environment of tagged objects [4]. In the modern
technological era, ceaseless development of internet
of things (loT) [5-6] facilitates the task automation
by inclusion of wireless sensors and efficient home
monitoring system using different internet protocols [7].
Application specific RFID tag fabricated on a low-cost
paper substrate for efficient frequency band allocation
and applications focusing on time and data identification
using frequency shift encoding technique has been
reported in [8]. Deposition of various moisture sensitive
materials on the resonators/slots to make the tag capable
of monitoring humidity has also been explored in recent
works. Fully passive chipless RFID tag can be deployed
on curved surfaces by using organic and flexible
substrates such as paper-based tags [9-10].

Inductor-capacitor based humidity sensor tag
provides a less expensive solution for tagging of millions
of objects [11]. Multi-resonator chipless RFID tag
optimized using Taconic substrate within the small size
can be used for many industrial and 10T based applications
[12]. The change in permittivity of the superstrate above
the substrate using backscattering phenomenon is another
approach to investigate the humidity sensing in chipless
tags [13-14]. The reliable system of measurement is
designed to monitor the read range of tag and humidity
sensing behavior presented in [15]. The parameters of
interest while designing the resonant element include
shape, dimensions, and structure like ring-shaped tag
structure using paper substrate [16], FSS based square
shaped concentric loop tag design [17] and C-shaped
chipless RFID tag [18]. Researchers are focused on
achieving high data capacity and compactness in smart
tags by introducing novel structures capable to perform
sensing.

This research work presents a symmetric, moisture
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sensitive and data-dense fully passive chipless RFID tag.
A novel elliptically shaped slot resonator is designed
to store massive data within a small size of 3.648 cm?.
While maintaining the bit density of 2.74 bits/cm?, the
proposed structure is geometrically optimized and
comparatively investigated for three distinct substrates.
Using Rogers RT/duroid®/5880 as a substrate, flexibility
is accomplished over the operational RF band of 3.5
GHz-15.5 GHz. Furthermore, the most attractive feature
of the presented tag is moisture sensor integration using
Kapton® HN tape on the smallest slot along with being
compact and flexible, in comparison with the recently
published research work.

II. OPERATION MECHANISM

The proposed chipless RFID tag works on
backscattering technique. The backscattering principle
works with RFID reader (transceiver with antenna) and
the chipless tag. The two main components of the RFID
measurement system which play a vital role in the
generation and reception of a signal from the chipless
tag are VNA (vector network analyzer) and antenna
subsystem. The function of VNA is to analyze the
transmitted signals impinged on the tag and the
backscattered signals that are reflected towards the
reader. The antenna subsystem is responsible for
transmission and reception of signals.

Incident plane EM waves are used to energize
the RFID tag when placed in the vicinity of the reader.
The chipless RFID tag absorbs electromagnetic waves
transmitted by the reader. These EM waves when impinged
on the tag, stimulate the current on the conductive layer
of the resonating structure. In response to this, the
modulated backscattered signals are returned towards
the reader. This technique is called “backscattering” in
which encoded data from the tag containing the
exclusive tag IDs are used for tracking of tagged objects
as illustrated in Fig. 1.
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Reader Rx Antenna Chipless RFID Tag

Fig. 1. Backscattering mechanism.

The proposed chipless tag design presented in this
research article consists of elliptical slotted structures in
a nested loop manner. The realized tag is placed at far
field distance for the efficient measurement of RCS
response. The Fraunhofer distance can be precisely
calculated from (1):
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R = 2D?%/2, 1)
here R represents far field distance, D signifies the
longest dimension of the tag and A denotes wavelength.
There is an inverse relation of frequency with the
wavelength. Hence, wavelength can be found from (2):

A=c/f, )
where, ¢ indicates speed of light and its value is 3x108
m/s and f symbolizes centre frequency.

III. CHIPLESS TAG DESIGN

The design and analysis of chipless RFID tag is
highly focused on maximizing the bit capacity to size
ratio. The in-depth analysis of areas consumed by
different shapes helped us to reach a compact structure.
The proposed elliptic tag provides enhanced performance
in comparison with conventional circular slot-based
tag and Fig. 2 is provided to signify the choice of the
structure. The resonance frequency of a particular slot
can be calculated using (3):

_c 2 3
fr=2a €+1 ®

here, ¢ represents speed of light, A symbolizes the
dimension of the largest slot and & is the relative
permittivity. As per this equation, the larger slot produces
resonance at smaller frequency. It is worth noticeable
in Fig. 2 that the elliptical slot consumes less area and
is able to produce resonance at smaller frequency in
comparison with the circular configuration. This can be
explained by carefully evaluating the design parameters
of circle and ellipse. The area of circle is defined by only
one parameter, i.e., radius. The overall area of the ellipse
is controlled by major and minor axis. The two design
parameters provide space for further optimization and
hence, prove the elliptical structure a finest choice for the
tag design.
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Fig. 2. Comparison between circular and elliptical slot.

A compact, miniaturized and passive chipless RFID
tag structure loaded with slots in nested loop fashion
with its geometric parameters is shown in Fig. 3. Rogers



RT/ duroid®/5880 having thickness of 0.508 mm, Rogers
RT/duroid®/5870 with the thickness of 0.787 mm, and
Taconic TLX-0 having thickness 0.635 mm are three
substrates used for tag optimization. The area consumed
by the compact tag design in all cases is 22.8 mmx16 mm.
The length of minor axis is labelled as M1=11 mm, while
the length of the major axis from the origin is represented
as M2=7 mm. Slots are etched out from copper cladding
with the thickness of 35um. There are ten slots
corresponding to ten bits generating 2:°=1024 multiple
unique tag IDs. The tag is optimized in such a way that
sharp resonances are produced at different frequencies
in RF band of 3.5 GHz-15.5 GHz. The uniform width
of slot G1 is 0.35 mm, while the space between two
neighboring slots is denoted by G2 = 0.4 mm. The length
of the minor axis of the innermost slot E and the height
of the outer most ellipse A are 1.1 mm and 15.4 mm,
respectively. Furthermore, S2=0.4 mm and S1=0.3 mm
are the perpendicular and horizontal distances of the tag
from the outermost slot, respectively. Incident plane
wave is used for exciting the RFID tag and the presence
of slot produces logic state “1” while a shorted slot
generates logic state “0” which results in absence of
that particular resonance in the RCS curve. After the
successful optimization and analysis of single elliptical
slot, additional number of resonators are added in the
structure in a similar way. The proposed design is
simulated, geometrically analyzed and optimized using
CST Microwave Studio Suit®.

Fig. 3. Layout of proposed chipless RFID tag.

IV. RESULTS AND DISCUSSION
This section demonstrates the measured and
computed RCS response of the proposed flexible,
robust and ten-bit chipless RIFD tag. The presented
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tag design is examined for three dissimilar substrates,
Rogers RT/duroid®/5880, Taconic TLX-0 and Rogers
RT/duroid®/5870. The results are recorded in terms of
different data encoding combinations for identification
of tagged objects. It is observed from the results that
changing the electrical properties of the substrate shifts
the RCS graph on the frequency axis. The comparative
analysis of the tag examined using different substrates is
also discussed in this section and given in Table 1. The
experimental arrangement consists of transmitting and
receiving antennas and vector network analyzer (VNA)
model R&S ZVL-13 for testing the fabricated sample of
the proposed tag in the standard environment. The tag is
positioned at the far-field distance of 32 mm to observe
the RCS response. The fabricated prototype of the
proposed chipless tag in comparison with euro coin is
presented in Fig. 4.

Fig. 4. Fabricated prototype of chipless tag.

A. Rogers RT/duroid®/5880 substrate

The frequency signatures of the articulated tag in
terms of computed and measured RCS response with
flexible laminate Rogers RT/duroid®/5880 is illustrated
in Fig. 5 (a). The RFID tag design covers the operational
RF spectrum from 3.5 GHz to 15.5 GHz and yields ten
bits with unique tag ID: 1111111111. Sharp and clear
resonances are observed, and every single resonance
corresponds to one data bit. Figure 5(b) illustrates
the arbitrary data encoding sequences that can be
accomplished by adding and subtracting slots in the
proposed structure generating two unique tag IDs:
0101111111 and 0000000000. Here “0” represents shorted
slot and omission of a dip in the RCS graph. The proposed
tag demonstrates acceptable agreement with measured
and computed results.

Table 1: Comparison of proposed tag with various substrates

Characteristics Rogers RT/duroid®/5870 Taconic TLX-0 Rogers RT/duroid®/5880
Thickness (mm) 0.787 0.635 0.508
Loss Tangent 0.0009 0.0019 0.0009
Permittivity 2.2 2.45 2.2
Radiator Copper Copper Copper
Flexibility x x v
Freg. Band (GHz) 3.7-15 3.5-14.9 3.5-15.5
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Fig. 5. (a) Simulated and measured results, and (b) RCS
response with different bit sequences.

B. Taconic TLX-0 substrate

The optimized tag design by using the Taconic TLX-
0 substrate with thickness 0.635 mm (er = 2.45) has ten
bits as shown in Fig. 6. The RCS response of the tag
illustrates ten resonance dips and covers the bandwidth
of 11.4 GHz. It is observed from results that the most
significant bit appears at 3.5 GHz, and the least significant
bit is produced at 14.9 GHz.

C. Rogers RT/duroid® 5870 substrate

The proposed symmetric geometric structure is
analyzed for Rogers RT/duroid®/5870 with the thickness
0.787 mm and loss tangent tan 6=0.0009. Figure 6 depicts
the RCS magnitude response of the proposed structure in
the squeezed frequency spectrum of 3.7 GHz -15 GHz.

The surface current distribution of the formulated
slotted structure by using Rogers RT/duroid®/5880 laminate
at the lowest frequency of 3.5 GHz is presented in Fig. 7
(a). The metallic portion acts as capacitive part while the
non-metallic part behaves as an inductive element. The
maximum concentration of current represents the inductive
effects. The low intensity of the current indicates the
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capacitive effects. Figure 7 (b) indicates the surface
current intensity at the highest frequency of 15.5 GHz.
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Fig. 6. RCS response with various substrates.

(®)

Fig. 7. (a) Current density at minimum frequency, and
(b) current density at maximum frequency.

V. MOISTURE SENSOR
The proposed RFID tag holds an additional feature
of moisture sensing when the heat-resistant polyamide
sheet of Kapton® HN is incorporated into the structure.
For this purpose, multiple steps are performed for the



proposed symmetric tag. We use Rogers RT/duroid®/5880
as substrate, and place thin sheet of the Kapton® HN with
the thickness of 0.125 mm on the smallest slot. Here,
Kapton HN tape is used for sensing purpose and absorbs
moisture from the surroundings. This feature of Kapton
enhances its usage for the moisture sensitive applications
such as the food industry (cold storage eatables) and drug
storage [14].

The change in the percentage of relative humidity
level will alter the permittivity (er = 3.5) of Kapton film
which results in the shifting of resonances associated
with sensing slot towards the left side in the RCS curve
[11]. The linear change in permittivity level with relative
humidity [20-21] of Kapton®HN is demonstrated in (4):

€,=3.05+0.008 <RH. 4)

To experimentally analyze the moisture sensing
performance of proposed chipless tag, climatic chamber
by Weiss Technik WK11-180 is used to investigate the
sensor response of the tag for numerous humidity levels.
As shown in Fig. 8, every 20% increase in moisture level
shifts the resonance frequency of the sensing slot
towards the lower side.
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Fig. 8. RCS response for moisture sensing.

Table 2: Comparison with already published work
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It is observed that when the % RH increments from
20% to 80%, the overall response of the tag shifts and
the resonance frequency of sensing slot starts drifting
from 13.2 GHz to 12.2 GHz. Thus, the integration of
moisture sensing in proposed chipless RFID tag makes
it novel as no external circuit is required for sensing
purpose and it can be easily deployed for various smart
sensing applications. The formulated tag provides the
additional advantages of compactness, symmetry, flexible
nature, low-cost, robustness, and moisture sensing.

The comparative analysis of the elliptically shaped
tag with previously published research articles is
demonstrated in Table 2.

Table 2 illustrates that proposed tag design has the
ability to encode 10-bits over the miniaturized footprint
of 3.648 c¢cm?. In contrast with other tag designs, the
presented tag yields a high bit density of 2.74 bits/cm?
with the additional feature of humidity sensing using
flexible laminates.

VI. CONCLUSION

A novel, compact, robust and flexible 10-bit
moisture sensing chipless RFID tag over the miniaturized
dimensions of 22.8 mm x 16 mm is presented in this
research article. The RCS response of the elliptically
shaped tag design is optimized and investigated for three
distinct substrates, i.e., rigid Rogers RT/duroid®/5870,
flexible Rogers RT/duroid®/5880 and Taconic TLX-0.
The proposed structure has the capacity to generate 2=
1024 exclusive 1Ds with the additional functionality of
moisture sensing. Kapton®HN tape is used as moisture
sensitive material on the shortest slot within a squeezed
frequency band from 3.5 GHz to 15.5 GHz, and a shift
in resonant frequency is observed by increasing the
moisture level. Flexible nature of the realized chipless
tag by using Rogers RT/duroid®/5880 substrate enhances
its attractiveness for its deployment on bendable surfaces.
Hence, the presented symmetrical geometric structure is
a potential candidate for data encoding and various low-
cost moisture sensitive applications.

Parameters L-shape [10] Rectangle [12] Square [17] E-shaped [19] Ellipse Shape

Size [cm?] 7.14 3.387 20.25 17.7 3.648

Tran. Bits 8 6 3 8 10

Bit density [Bits/cm?] 1.120 1.771 0.14 0.45 2.74

Flexibility v x v x v

Sensing v x v x v
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Abstract — Novel high order constant absolute bandwidth
(ABW) cross-coupled electrical tunable bandpass filters
(BPFs) are proposed. Microstrip cross-coupled tunable
resonators are designed and investigated to meet the
coupling requirement of the tunable BPF with constant
ABW. A thorough theoretical analysis is derived to
determine the performance of the proposed filter and
verify the initial values of design parameters. To verify
the design concept, two prototypes are fabricated and
measured. The measurements show that the proposed
four-order filter has a -3 dB ABW of 119.5+2.5 MHz
with 1.31~1.98 GHz tuning frequency. And the proposed
six-order filter has a -3 dB ABW of 102+6 MHz with
1.39~2.07 GHz tuning frequency. High selectivity has
been achieved in the proposed filter by TZs (transmission
zeros) beside the passband, good agreement between
simulated and measured results has been demonstrated.

Index Terms— Bandpass filter, filter, four-order, six-
order, source-load coupling.

I. INTRODUCTION

In recent years, people pay more and more attention
to the research of filter [1-4]. Specifically, constant
bandwidth BPF and high order BPF with high selectivity
are a longstanding concern for wireless communication
systems [5-9]. Up to now, many planar tunable filters
have been proposed, but most of them focus on the
design of two-order tunable filters [5-8]. Only a few
numbers of high order (more than two poles) tunable
filters have been reported to meet the high selectivity
requirement. For example, in [9-12], the direct coupling
topology was applicable to the varactor-loaded A/2, A/4
or LC resonators resulting in the simple-tunable filters.
In [13], a four-order tunable BPF with cross-coupled
stepped-impedance resonator (SIR) is designed, however,
the passband and TZs are distorted, and the bandwidth
is not constant due to the uncontrollable coupling
coefficients. In order to introduce the TZs and enhance
the selectivity of the tunable response, the cross-coupling
or extra cross coupling structures were added to the
conventional high order tunable filters [14]-[18]. Many
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different methods have been introduced and reported to
design constant bandwidth BPFs. A magnetic-dominated
mixed coupling method is proposed based on quarter
wavelength resonator loaded with tunable capacitor at its
open termination [5]. Since the coupling structure is
magnetic-dominated, the whole hybrid coupling can be
pre-designed while the tunable capacitance increasing.
This method has been widely used in constant bandwidth
tunable filters design [6-10]. Another method is built on
electric coupling coefficient control. Constant bandwidth
tunable filters based on microstrip LC resonators with
electric coupling compensation capacitor network are
provided in [9].

The above techniques are able to achieve the high
order tunable filters. However, most of them are very
complex, because a lot of varactors or pin diodes (more
than the resonators) are utilized, and deteriorate the
insertion loss. Besides, the selectivity of the reported
filters needs to be further improved. Similar to the
frequency-fixed filter design, the tunable filter with the
fully canonical response is preferable. Only [14] reported
a four-order tunable filter with the fully canonical
response, but which needs a mass of controllable
capacitor and bias to stabilize the passband, and the
constant ABW was not achieved. To best of our
knowledge, there is hardly any reported four-order or
six-order cross-coupled tunable BPF with constant ABW
(where there is no need to employ extra varactors to
control the coupling between resonators).

This paper focuses on the novel high order cross-
coupled tunable filter topology with constant ABW. The
basic theories [19-20] are used in designing the proposed
filters. This filter has four or six resonators. Cross-
coupled tunable resonators and simple tuning method are
designed to deal with multiple coupling coefficient
curves requirement of tunable BPF with constant ABW.

I1. DESIGN OF FOUR-ORDER SOURCE-
LOAD BPF
Figure 1 shows the proposed four-order source-load
BPF. The resonators are represented by the number 1
to 4. The source or load is represented by S or L, and
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electric or magnetic coupling is represented by E or M,
respectively. In order to devise this BPF, the coupling
coefficient between the resonators must be obtained based
on the prototype of the filter. In this paper, the design
index: RL (Return Loss)=20dB, the normalized zero
position is +2 and %4, and the N+2 coupling matrix is
obtained by the method of reference [19]. The calculated
normalized coupling coefficients are Mg=1.0217,
Ms1=0.0115, M1,=-0.8664, M23=0.77286, M1,=-0.19728.
The other coefficients in the matrix are the same as these
five coefficients, or 0. When ABW=120MHz, the resonant
frequency fo=1.2~2GHz, then the desired non-normalized
coupling coefficient k and Qe can be obtained from the
following:

ky = FBW -M; (i, j=S,1,2.1), )

1
Qe=—v-—, @)
FBW - M2

where FBW is fractional bandwidth and FBW=ABW/f,.
When the resonant frequency and ABW are settled to
1.6 GHz and 120MHz, then FBW=7.6%. The non-unitary
coupling matrix [K] and non-unitary Qe are calculated by

1)~ ():

0 -0065 0 -0.015
-0065 0 0059 0
[k]= )
0 005 0 -0.065
-0015 0 -0065 O
Qe=10.4, (4)
kg, =k s =0.00087. (5)

Once the coupling matrix [M] is determined, the
filter frequency responses can be computed in terms of
scattering parameters:

S21 =-2 j[A];iZ,l' (6)
S, =1+2j[Al;. ()

The matrix [A] is given by:
[Al=[M]+QU]-j[R], (8)

in which [U] is similar to the (n+2) x (n+2) identity
matrix, except that [U]11 =[Uln+2n+2 = 0, [R] is the (n+2) x
(n+2) matrix with all entries zeros, except for [g]u1=
[g]n+2n+2=1, and Q is the frequency variable of lowpass
prototype. The lowpass prototype response can be
transformed to a bandpass response having a fractional
bandwidth FBW at a center frequency fo using the well-
known frequency transformation:
1 f f
& FBW (fo f ) ®)
From equations (1) (2), In order to obtain constant
ABW filter, the coupling coefficient needs to decrease
with the increase of resonant frequency, while the
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external quality factor needs to increase with the increase
of resonant frequency. For the coupling coefficient, the
distance between two couplers and the position of the
capacitance C, need to be adjusted. In order to get an
extra adjustment degree of freedom, the SIR structure
is used in the regulation of ky; and kis in this paper.
For external quality factors, the length and width of the
coupling lines and input capacitance Ci, can be adjusted
to achieve the purpose of constant ABW.

M
ooz
Fig. 1. The proposed four-order source-load BPF.

The simulated k and Qe can be got as [20]:

B f12 _ f22

_ , 10

£+ (10)
27t - f

o= 2 fo 75, () :( o) (11)

where the f; and f, are characteristic frequencies when
the input port is very weakly coupled to the coupled
resonator structure, zs11 is the group delay.

Consider an 1/O structure that only involves the
source-load coupling as shown in Fig. 2 (c). The simulated
direct source-load coupling ks. can be obtained as [20]:

IS, P
SL T
1S
where 0 < |Sp1 | < 1 and ks = 0 for |Sz; |=0.

As shown in Fig. 2, the C, of the resonator and the
length of its coupling line are first selected by the desired
adjustable range. Secondly, in the range of adjustable
frequency, five coupling coefficients are required to be
designed. For the coupling coefficient ki, ka3, kis, and
Qe, can be varied by the position of the C,, the coupling
distance between the resonators, and the different
positions of the SIR. After the initial adjustment of the
four parameters, the ks. was adjusted separately. Each
coupler is then combined from the initialized BPF.

(12)
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Fig. 2. Desired and simulated result: (a) coupling
coefficient ki2 and kzs, (b) coupling coefficient ki4 and
external quality factors Qe, and (c) source-load coupling
coefficient ks.

Based on the tuning, the strength of magnetic-
dominated coupling coefficient ko3, electric-dominated
coupling coefficient k12 and ki4 and source-load coupling
coefficient ks. decrease as the resonant frequency
increase, and the external quality Qe increase as the
resonant frequency increase, then the simulated slope of
K12, K23, Kia, ksi and Qe can be same with the desired. So
these coupling structures can be used to build the cross-
coupled tunable BPF with constant ABW.

I11. DESIGN OF SIX-ORDER BPF
According to the above method and theory of
designing four-order filter, the six-order filter is realized
to have one pair of TZs on the normalized resonant
frequency £1.2 for high selectivity and maximum in-band
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return loss of the filter is 20dB. By using the synthesis
technique [19], when the resonant frequency is 1.6GHz
and the ABW is settled to 120MHz, the main design
coupling coefficients are ki2=kss=0.062 kas=kis=-0.040,
k34=-0.059, ko5=0.020 and external coupling factor Qe=13.6.

Figure 3 shows the proposed six-order BPF. Figure
4 is the comparison curve between simulated and desired
after the adjustment of coupling coefficient. It can be
seen that after a series of adjustments, the coupling
coefficient curve has basically met the requirements. By
using these initial values and further optimization, the
purpose of designing a high-order constant ABW filter
can be achieved.

[—

Fig. 3. The cross-coupled topology of the proposed six-
order tunable bandpass filter.
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Fig. 4. The desired and simulated: (a) k12 and kas; (b) ksa
and kzs; (c) Qe.
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IV. FABRICATION AND MEASUREMENT

Through the above analysis, combined with
simulation software Sonnet and Agilent Advanced Design
System for collaborative simulation, the four-order BPF
with optimized geometry parameters (L:=19.5, L,=2.8,
L3=16.7, L4=13.9, Ls=7.6, Le=2.9, Ly,=2, Lg=5.2, Lo=3.1,
L10223.1, L11:5.4, W1:2.6, szl, W3:1.3, W4:0.6, E1:0.8,
$;=0.1, S$»=1.3, S3=0.1, Unit: mm, Cin=2.2pF) has been
obtained, and the six-order BPF filter with optimized

1S1/(dB)

geometry parameters (L1=18.3, L,=4, Ls=15.2, L4=10.5, 08 1 12 14 16 18 2 22 24
L5:10.2, L6:2.2, L7:3, L3:2.2, L9:10.2, Llo:3.9, L11:12, Frequency(GHz)
W1=2.6, W>=0.8, W5=1.2, E;=0.8, $1=0.1, S,=1.5, S3=0.3,
unit: mm Cin=2.4pF) has been obtained. The substrate 0
is 0.8mm F4B-2 with a relative dielectric constant of .10 A
2.65 and a loss tangent of 0.001. SMV1405 varactors 20 1
(C\-0~30V, 0.63~2.67pF) is considered to be tuning ~ -30
elements. Since the input and output resonator are i—':_% -40
coupled to the feed in network, the designed filter needs "5 50 A
to be synchronously tuned, and two different bias voltage £ 60 4
Vi and V; are used to tune the passhand. -70 1

The fabricated four-order BPF with source-load is -80 1
illustrated in Fig. 5. The core area is 80mmx82mm. The -90 T
fabricated six-order BPF with source-load is illustrated 08 1 1é 14 16 18 222 24
- . requency(GHz)
in Fig. 7. The core area is 72mmx107mm. The S-
parameters are measured by Agilent E5071C vector (b) 10
network analyzer. Figure 6 and Fig. 8 show the measured — 140 T Tl —122Mhz
S-parameters, which is in good agreement with the T 100 (gt :lZMhZC L8 o
simulation. The resonant frequency of four-order BPF %100 | e T o2
can be continuously tuned from 1.31 GHz to 1.98 GHz, =] 80 | V(l\//\;z o0 2717; 5/3-6§ 15/9.7 §30/18-65 6 38
and four-TZs are generated beside the passband, leading S i i P s
to a sharp selectivity. The -3dB ABW is in the range of s 601 $— . //% ‘e
119.5+2.5MHz. The insertion loss of the passband is g Ve |, £
2.7 dB ~ 4.4 dB. The resonant frequency of six-order can @ 201 --e--Sim. T 2708
be continuously tuned from 1.39 GHz to 2.07 GHz, and ob———Mea 2R,
TZs are generated beside the passband, leading to a sharp 1213 14 15 16 17 18 19 2 21
selectivity. The -3 dB ABW is in the range of 102+6MHz. Frequency(GHz)
The insertion loss of the passhand is 5.2 dB~6.8 dB. The ()
return loss of two filters is better than 10 dB over the
entire tuning range. Fig. 6. Comparison between simulated and measured

results of proposed four-order source-load BPF: (a) Si1,
(b) S21, and (c) -3dB bandwidth and insertion loss.

Fig. 5. Photograph of fabricated filter. Fig. 7. Photograph of fabricated filter.
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proposed coupling tuning method makes it easier to
design high order BPF. Good agreement between
simulated and measured responses of the filter is
demonstrated. The proposed BPF with high selectivity
will find its applications in RF front-end systems.

IS2/(dB)
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Abstract — In this paper, a miniaturized microstrip-based
Bailey power divider is proposed by incorporating split
ring resonators. New analytical design equations are
derived for predefined power split ratios. To validate the
proposed design methodology, two miniaturized dividers
with 5:1 and 20:1 split ratios at 600 MHz are simulated,
fabricated and measured. Simulated and measured results
agree very well and show input port matching better than
-15 dB and -20 dB at the design frequency, for the 5:1
and 20:1 dividers, respectively. The desired high split
ratios are achieved with transmission parameters, Sz1 and
S31,0f-1.9+0.1dB and -8.9 + 0.5 dB for the 5:1 divider,
and -0.9 £0.1dB and -13.9 + 1.5 dB for the 20:1 divider,
respectively. Furthermore, a size reduction better than
65% is achieved as compared to conventional footprints.

Index Terms — Bailey power divider, high split ratio
power dividers, miniaturization, split ring resonators,
slow wave effect.

I. INTRODUCTION

Power dividers find many applications in modern
wireless communications systems, such as antenna
feeders, radars, and amplifiers. Consequently, power
dividers with enhanced electrical properties (e.g., high
power-split ratio, multi-band operation) and physical
characteristics (e.g., compact circuitry, ease of fabrication
complexity/cost) are of utmost importance. To split
power unequally at the output ports of a divider built
with microstrip technology, a combination of printed
circuit board (PCB) lines of high and low impedances are
used. However, the design of high-split ratio dividers
usually imposes microstrip lines with impractical widths.
T-junctions, Wilkinson power dividers (WPDs), and
Bagley power dividers (BPDs) are commonly utilized
dividers for power division. A less known one, yet an
attractive substitute, is the Bailey power divider [1].

The WPD uses lumped elements (i.e., resistors) to

Submitted On: November 4, 2018
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improve output ports isolation. Nevertheless, high-split
ratio WPDs require narrow lines. In [2], a new design
method of an unequal WPD using arbitrary resistor value
was presented, where line impedances were evaluated
after the resistor value was arbitrarily chosen. In [3], a
dual-band 1:10 WPD was designed by replacing the
impractical high impedance line in the conventional
design with cascaded dual band T-section structures
based on derived analytical equations.

The BPD, which is usually used for equal splitting,
suffers from several drawbacks, such as its large size,
inconvenient ports arrangement, and unmatched output
ports. In [4], T- and n-shaped networks were utilized to
design compact dual-band unequal-split BPDs.

Unlike other dividers, when high ratios of splitting
are of interest, the Bailey power divider does not require
lines with impractical high characteristic impedances.
Unequal splitting with different ratios using this divider
can be easily obtained by only varying the input port
position according to an analytical design equation. The
main drawback of this divider, however, is its large
physical area. Recently, many miniaturization techniques
have been introduced to overcome the large area occupied
by transmission lines [5-9]. In [10], stepped impedance
sections were used to minimize the length of the quarter-
wave arms of a coupler, which is an integral part in the
Bailey power divider. In [11], the low impedance line,
with high width, was substituted by equivalent parallel
high impedance lines, while avoiding the impractical
thin lines. In [12], the reduction was achieved by using
T- and n-sections.

Split ring resonators (SRRs) are widely used to
reduce the size of microwave components. In [13], two
rose-shaped resonators were etched under every line in a
hybrid quadrature coupler, and an algorithm to modify
the width of the lines to compensate the effect of these
resonators was presented. In [14], a hybrid branch line
coupler was miniaturized by loading its lines with
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square-split ring resonators. In this work, the effect of
etching multi-ring SRRs is studied, and applied to the
transmission lines (TLs) forming the Bailey power
divider to achieve miniaturization.

The rest of this paper is organized as follows: In
Section 2, the Bailey power divider is presented. In
Section 3, the effect of etching SRRs with different
number of rings is studied and applied to a hybrid
quadrature coupler. Measurements and simulation
results of a Bailey power divider loaded with SRRs are
introduced in Section 4. Finally, conclusions are given in
Section 5.

1. BAILEY POWER DIVIDER

The unequal-split Bailey power divider is mainly a
hybrid quadrature line coupler excited at its two input
ports with equal amplitudes but different phases. At the
output ports, the output signals are the superposition of
two input signals fed to a hybrid coupler. The signals
combine at the output ports such that the output
amplitude ratio can be any desired value, while
maintaining an in-phase relationship at the output [1]. To
excite the two input ports of the hybrid coupler, a simple
T-junction with unequal line lengths is connected to the
inputs to produce the required phase difference, as
illustrated in Fig. 1.

At the design frequency, b = A/4, where A is the
wavelength. The power ratio at the output ports of the
splitter is given as:

P,/ P, =tan’(za/ 2b). @
Therefore, the power split-ratio (at the design frequency)
is simply determined by the position of the input port (i.e.
the ratio a/b).

Figure 2 shows the layout of 600 MHz equal-split
Bailey power divider (a/b = %) using a 1.5 mm-thick
FR-4 substrate with a dielectric constant of 4.4. As can
be noticed, the divider occupies a very large area. A
miniaturization technique, using SRRs will be discussed
in the following section, and applied to reduce the Bailey
power divider area.

-+ Z,/V2 -
z L /
I
A/4
1
= ]
— I
P, Z,/V2 Vo' Zy Z =
I - ™
I A/4 ]
[
S

Fig. 1. Layout of the conventional Bailey power divider.
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Fig. 2. Layout of 600 MHz equal-split Bailey power
divider.

I1l. SPLIT RING RESONATORS

Meta-materials are synthesized materials, in which,
electron oscillations over electrically small inclusions
can result in new electromagnetic properties. SRRs
are artificial magnetic metamaterials (AMMSs). A
conventional single split ring resonator cell has a pair of
enclosed loops with splits at opposite ends. Etching an
AMM in the ground plane under a microstrip TL
generates a high magnetic coupling between the line and
the rings. The SRR cell has a resonance (i.e., stopband)
frequency that depends on its dimensions [15]. Loading
a TL with an SRR causes a Slow Wave Effect, where the
loaded TL has the properties of a longer one, which can
be exploited to reduce the size of microwave components
formed by these TLs.

A. Slow-wave effect

A schematic diagram of a microstrip TL loaded
with an electrically small 2-ring resonator etched in
the ground plane is presented in Fig. 3. The resonance
frequency and the effect of this resonator on the TL
depend on its dimensions and number of rings. Adding
another cell with the same resonance frequency will
increase the effect on the TL. As the radius of the etched
resonator increases, its stopband frequency decreases. A
fine tuning can be also obtained by changing the width
of the rings and the gaps between them.

Fig. 3. Microstrip TL loaded with a two-ring SRR.

A 50 Q microstrip TL is designed to exhibit a 90°
phase shift at 600 MHz in the absence of the resonator.
Different resonators with different stopband frequencies
are loaded to the TL, and more rings are added inside
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these resonators to study their effect on the line.
Figure 4 illustrates a 4-ring SRR. The dimensions of the
used SRRs are indicated in Table 1 considering the
previously mentioned FR-4 substrate.

Fig. 4. 4-ring SRR.

Table 1: SRRs dimensions and their corresponding
stopband frequencies

Stopband
SRR | Rings (mRm) (rr\1,\rln) (mgm) Frequency
(GH2)

A 2 5.5 0.15 | 0.20 1.8
B 2 7.5 0.25 0.25 14
C 4 7.5 0.25 | 0.25 1.1
D 2 8.5 0.50 | 0.50 1.1
E 4 8.5 0.50 | 0.50 1.0
F 8 8.5 0.50 | 0.50 0.9

Table 1 shows the relation between the resonators
dimensions and their stopband frequencies obtained
through full-wave simulation. As the number of the rings
increases, the resonance frequency decreases. SRRs C
and D have the same resonance frequency, even though
they have different dimensions. The extra rings and the
narrow rings width in SRR C compensated the greater
radius of SRR D. This fact can be taken into consideration
to avoid the large area that may be occupied by the
resonator when lower stopband frequencies are desired.

The slow-wave effect caused by these resonators
can be determined by examining the transmission
parameter phase [13]. Figure 5 (a) shows the phase of Sz1
for the microstrip lines with the resonators in Table 1
etched in the ground plane. For the unloaded TL, a 90°
shift occurs at the design frequency 600 MHz. However,
for the loaded lines, the 90° phase shift occurs at lower
frequencies. This implies that the loaded line performs
as a longer one and can be shortened. As the resonance
frequency of the etched SRR decreases, the slow-wave
effect on the loaded line increases, as shown in Fig. 5 (a).

For further shortening, two cells can be etched
under the same line. The results of adding an extra
cell are illustrated in Fig. 5 (b). The transmission
parameter of the designed line has a phase of 90° at
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0.46 GHz when two cells of SRR F are applied. In other
words, the resulting line has the electrical parameters of
a conventional 91 mm length line, while its actual length
is 68 mm.

P
w
5]
o
=
o0
9]
=
-’
@
w
_:é
Ay
Sy
o
w2
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Frequency (GHz)
(@)
s —=No SRR
8 ===SRRs A
= ---SRRs B
%D ===SRRs C
= —SRRs D
2 —SRRs E
-g —SRRs F
A
y—
(o]
%) 4
0.9 1
Frequency (GHz)
(b)

Fig. 5. The slow-wave effect using: (a) a single cell SRR,
and (b) two cells SRRs.

The factor by which the line can be shortened is
initially calculated by [13]:

F=—¢/90°, @
where ¢ is the phase of Sy: (in degrees) at the design
frequency after loading the resonators. The length can be
then tuned to achieve the desired transmission
properties.

B. Hybrid coupler with SRRs

Firstly, SRRs are applied to a hybrid coupler with
a design frequency of 600 MHz, as it is the main part
of the Bailey power divider. Two 8-ring SRRs (with
dimensions of SRR F in Table 1) are etched under each
TL in the coupler, then, the line is shortened to obtain the
same transmission properties of the original one. The
layout of the loaded coupler is shown in Fig. 6.

The coupler in Figure 6 has an area of 17.5 cm? as
compared to 47.6 cm? occupied by the conventional
design. In Fig. 7, the simulated scattering parameters of
the reduced size coupler show that it operates properly at
the design frequency, with input port matching better
than -35 dB and isolation parameters better than -20 dB.
The transmission parameters, Sy1 and Ssi, are in close
proximity to -3 dB.
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Fig. 6. Hybrid coupler loaded with 8-ring SRRs
(dimensions in mm).
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Fig. 7. Simulated S-parameters of the miniaturized
coupler using SRRs.

IV. MINIATURIZED BAILEY POWER
DIVIDER

A. New formulation
As the arms of the SRR-loaded coupler in the Bailey
power divider are shortened, the expression in (1) cannot
be used. In this subsection, a new formulation based on
the miniaturized coupler is derived. Figure 8 represents
the layout of a reduced size Bailey power divider.
The lengths x and y need to be calculated to achieve
a specific splitting ratio. The design equation is derived
based on transmission line theory. Referring to Fig. 8, at
the design frequency, the incident voltage waves at the
input ports of the coupler are given as follows:
V) =Ve (32)
Vv, =Vvie W, (3b)
where g = 2zl at the design frequency. The scattered
voltages at the output ports of the coupler can be
calculated as the superposition of the response of a
hybrid coupler to two input signals, as follows:

VARAA
V, ==+, (42)
2 J\/E \/E

BAVARNAYA
VA (4b)
3 J\/E \/E

After some mathematical manipulations, one can derive
the following expressions for the magnitudes of the
output voltages:

N, [ = |[a+sin px= )], (5)
Vs | = |[2-sin px-y)]”. (5b)

The power at the output ports can be written as
follows:

2

P, :%:i[lﬂinﬂ(X—Y)]’ (62)

2Z
o Ml

2

2 +
= :[VL 1-sin B(x—y)]. (6b)
=2 "2z, [1-sin p(x~y)]
Thus, the design equation of the miniaturized Bailey
power divider, with a split ratio of R = P; /P; is:
R_ [1+ s!n B(x—y)] . %
[1-sin B(x— )]

Equation (7) shows that the split ratio depends on
the difference between the lengths of the two arms
feeding the coupler input ports. It also applies to the

conventional design where (1) is a special case when
X +y =4,

Vi Vi
—I
X
e vV
Y ——
Vi Vs

Fig. 8. Layout of the reduced size Bailey power divider.

B. Experimental results

Figure 9 shows the layout of a 5:1 (P2: Ps =5 : 1)
SRR-loaded 600 MHz Bailey divider. Using equation
(7), the difference between the two arms should be
0.116 A at 600 MHz (33 mm), and tuned to be 34 mm.
The input arm of the divider is also shortened by etching
two 8-ring SRRs. The designed divider is fabricated on
the previously mentioned FR-4 substrate. The S-
parameters are measured using an E5071C ENA
Keysight vector network analyzer and compared with the
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simulated ones in Fig. 10, which shows measured input
port matching better than -15 dB. The transmission
parameters, Sy; and Ssi, are measured to be -1.9 dB and
-8.3 dB, at the design frequency, respectively. Such
values are close to the theoretical calculations, -0.8 dB
and -7.8 dB, respectively.

|16.5 mm; --——3%¢ mm—----—

Fig. 9. Layout of the 5:1 miniaturized Bailey power
divider.
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Fig. 10. Simulated and measured results of the

miniaturized 5:1 Bailey power divider.

Instead of using SRRs at the input arm, it can be
meandered as shown in Fig. 11. The input arm is
positioned to obtain a 20:1 split ratio. The difference
between the coupler feeders is 0.18 A at 600 MHz (49.3
mm). Measured and simulated results are shown in
Fig. 12. The measured input port matching is better than
-20 dB at the design frequency. Simulated transmission
parameters, S;; and Ss;, are -0.9 dB and -13.9 dB,
respectively, which are in a good agreement with the
theoretical values, -0.2 dB and -13.2 dB, respectively.
The small discrepancies between the simulated and
measured results are thought to be due to conductor
losses, and the soldering of the connectors to the lines.

A photograph of one of the fabricated dividers is
illustrated in Fig. 13. The SRRs are etched in the ground
plane exactly under the coupler TLs. The fabricated
divider has an area of around 35% of the one occupied
by the conventional divider.

ACES JOURNAL, Vol. 34, No. 9, September 2019

6.5

FA— - N TR -

Fig. 11. The fabricated 20:1 miniaturized Bailey power
divider (dimensions in mm).
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Fig. 12. Simulated and measured results of the

miniaturized 20:1 Bailey power divider.

Fig. 13. Photograph of the fabricated 20:1 Bailey power
divider with SRRs.

V. CONCLUSION

In this paper, the Bailey power divider was
presented as a high split ratio divider which tackles the
problem of the high impedance thin lines problem. A size
reduction technique based on SRRs was studied, where
the slow-wave effect resulting by these resonators was
utilized to shorten the microstrip transmission lines.
Adding more rings inside the resonators increased the
slow-wave effect allowing for further size reduction. The



miniaturization technique was applied to reduce the large
size of the Bailey power divider. Two prototypes of the
miniaturized divider were fabricated and tested. High
splitting ratios of 5:1 and 20:1 were achieved. The
fabricated dividers have an area of less than 35% of the
one occupied by the conventional 600 MHz Bailey
power divider.
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Abstract — In this paper, we present a complete
derivation of a new formula for calculating the mutual
inductance between two parallel non-coaxial circular
coils by using the magnetic vector potential. Although
this problem has been studied by Kim et al, their formula
is wrong when the two parallel circulars are non-coaxial.
The newly derived formula can not only clarifies the
origin of the error introduced in Kim’s work, but also can
be reduced to the well-known F. W. Grover formula.
Different from the Grove’s formula that has various
cases of the singularities, the new formula enables to
simplify all the singular cases into single situation. The
singularity in our formula has the clearly geometrical
significance, i.e., the point located in one projected
circular coil overlapped with the center of another one,
which can be easily tackled by the principal value
integrals. In order to check the validity of our formula,
we have investigated the mutual inductance of the
circular coil of the rectangular cross section, and the
results demonstrate the correctness of our formula as
compared with the other approaches, such as the
Neumann’s formula, Grover’s formula and other
published data. In addition, our formula is capable of
handling the topics involving the circular coils such as
the coils of the rectangular cross section, wall solenoids,
disk coils and circular filamentary coils etc. In conclusion,
our newly derived formula is of great importance for the
electromagnetic applications concerning the calculation
of the mutual inductance of the two parallel non-coaxial
circular coils.

Index Terms — Filament method, Grover’s formula,
Kim’s formula, magnetic vector potential, mutual
inductance, Neumann’s formula, non-coaxial coils.

I. INTRODUCTION

Circular coils are widely wused in various
electromagnetic applications such as metal detector [1],
inductive coupled contactless energy transfer (CET)
system [2], radio frequency identification (RFID) [3],
biomedical engineering [4] and the magnetic force etc.
[5-7]. The mutual inductance between the primary
and secondary coils is an important parameter which
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determinates the current and electromotive force induced
in the secondary windings [8], when the machines are
of the induction type. If the machine is such that its
secondary is not supported by any means, the axis of
the secondary windings may not be the same as that of
the primary coils. The mutual inductance between the
coaxial circular filaments has been quite thoroughly
calculated by a number of authors since the time of
Maxwell, and the accuracy of these calculations meets
the requirements in practice [9-11]. Many works were
based on the Neumann’s formula and Biot-Savart law
[12-14]. Formula for circular loops with parallel axes
has been derived by Butterworth [15] and Snow [16].
Unfortunately, these formulae were slowly convergent
and not usable with a wide range of parameters. Using
Butterworth’s formula, Grover developed a general
method to calculate the mutual inductance between
circular coils located at any position with respect to each
other [10, 11].

Nowadays, with the availability of the powerful
numerical methods, such as the boundary element
method (BEM) and the finite element method (FEM), it
is convenient to obtain the mutual inductance for almost
practical electromagnetic applications. However, it is
still an interesting topic to discuss this problem by
using analytical and semi-analytical methods in many
circumstances, as it considerably simplifies the
mathematical procedures, and often leads to a significant
reduction of the simulation effort.

In this paper, we derived a new formula to calculate
the mutual inductance between two non-coaxial circular
coils with parallel axes by using the magnetic vector
potential, which has been studied for the first time in
[17]. First, our formula is not the same as those obtained
by Kim et al. Second, the equation (12) in Kim’s work
is not correct, as pointed out in reference [18], but the
reason for that mistake has never been discussed. Third,
our formula reduces to the well-known F. W. Grover
formula which is expressed in terms of the general
Neumann integral, instead of the magnetic vector potential
approach. Two numerical experiments are provided in
Section 5 to show the validity of our derivations and
arguments.

1054-4887 © ACES



I1. REVIEW OF BASIC EXPRESSION

Let’s consider two circular coils as shown in Fig. 1.
The center of the primary coil with radius R, corresponds
to the origin O(0,0,0) of plane XQY , and the circle’s axis
corresponds to the Z axis. The secondary coil with radius
R islocated in XO'Y' plane, andthe Zand Z’ axes are
parallel with each other. The distance between the planes
of the both coils is ¢, and the distance between the two
corresponding axes is d. The mutual inductance between
two closed circular loop 1, and I, isgiven by the double

integral Neumann formula:
= r2z R R, cos(e, —,)depd
M21 :& 2 J‘z p s ((pl (/72) (2017 , (1)
4o 2o R
here R is the distance between point P and Q, which is
given by:
R=[R}+RZ+c*+d” —2R R, cos(¢, — ,)

1
—2R,d cos¢, +2R.d cos e, ]?,

and g, =4z x10"H /m is the magnetic permeability of

free space.

In Ref. [11], Grover presented the formula for the
mutual inductance between the two coils with parallel
axes in terms of the Neumann integral, and in Ref. [18],
Babic derived the Grover’s formula by using the approach
of the magnetic vector potential. The Grover’s formula
for the mutual inductance is given as follows:

1-—cos¢
Z,uORfRSR p
My =— "], ¥(kde, ()

d
RS
kW

where

2
azRS bzi,V= l+d—2—21003¢,
R, R R

S S
1

' 4aVv
(1+aV)® +b?
In the above equations, F(k) and E(k) are the

complete elliptic integrals of the first and second kinds,
respectively [19]:

(k) = (l—k?)F(k) —-E(k).

z dée
F=[2— 0% |
(k) -[0 (L-k’sin® 9)¥*

E(k) :jf(l—kzsinze)l/zde.

Based on the approach of the magnetic vector
potential, another solution to this problem has been
proposed by Kim et al. [17], their expression for the
mutual inductance can be expressed as:

1R, c2e[(Ry+1)? +¢%)Y2
My = 2 .[o
Vs r

P(K)dg,,

SONG, FENG, ZHAO, WU: A GENERAL MUTUAL INDUCTANCE FORMULA FOR PARALLEL NON-COAXIAL CIRCULAR COILS

2R L Boprgnn,
T Okr

here r is the distance between the point P and Z axes,
which is given by:

r=[(d +R. cosg,)’ + (R sing, 2’2,
and
B 4Rpr
a (R, +r)*+c*’

As expected, the formula obtained by Kim et al. [17]
should be equivalent to Grover’s formula because both
formulae are derived from the magnetic vector potential.
However, in many examples, the numerical results based
on equation (2) and (3) are not consistent with each other,
which evidently indicate that at least one of them must
be incorrect. In order to clarify this, we re-calculate the
mutual inductance between two non-coaxial circular
coils with parallel axes by using the approach of the
magnetic vector potential, as done by Kim et al. The
formula obtained in this work is not the same as Kim’s
work. However, our formula could reduce to the well-
known F. W. Grover formula, which strongly supports
that our formula is correct. All the details of our
derivation and check for the validation of our formula are
provided in section 3.

2

W(K) = (1—"7)F<k>— E(K).

4 z'

P> 7 Y’
r dl,

X

Fig. 1. Configuration of the primary coil and the
secondary coil.

I1l. DERIVATION OF NEW FORMULA
In the following, based on the method of the
magnetic vector potential, we will re-calculate the
mutual inductance between the two non-coaxial circular
coils with parallel axes as shown in Fig. 1. The magnetic
vector potential at point P on the secondary coil produced
by the primary coil carrying the current I, has a tangential

component only, and it can be expressed as following:

=R cosg,
[[———do. (@)

_ toly
A, = —

2
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Figures 1 and 2 show the dimensions and parameters
for calculating the magnetic flux and the mutual
inductance between two non-coaxial circular coils. R can

be written as follows:
1

2 2 2 >
R=(R,+r°+c°—2R rcosg ). (5)
Letting ¢, =7+ 28, so that,
cos ¢, = cos(7 +26) =—c0s26 = 2sin* -1,

and dg, =2d@, then,
LR, 2 in9-—

A(/7=luo 1 pjz Z(ZSIP 9 1) — 2d9é1(6)
O [(Ry+r)?+C’—4R rsin’ )"

Substituting the modulus,

__ AR

(R, +1)7+c*’

into equation (6), we can rearrange the integrand to

get the following expression for the magnetic vector
potential:

ol Rovr Koye%
, = 2LEDTA- ),

2 _

de
(1-k?sin? 9)¥?

‘ff (1-k2sin? 9)¥2d 4]

R 2 2
=”';I1(—”)2[(1—k—)F(k)— SIE (@)
7K r 2
Using Stokes’ theorem, the magnetic flux through
the secondary coil due to a current in the primary coil is:
u= Ile'dsz = IVXA21'd52

S2 S2

:qSAzl'dlw
IZ

where s, and |, are the cross section and the perimeter

of the secondary circular coil, respectively.
By definition, the mutual inductance between the
primary and secondary coils is given by:

M21=%. ©)
1

From (7) - (9), we obtain:

v, b A

(8)

7 (/;1 (pZ Sd¢2

1
;uORs 2r 1 RP 3 kz
[ E - R () - EMle e 000,

1

_ 2H6R, | ”E(ﬁ)z (k) cosadp,. (10)

7 Okr
Obviously, equation (3) and equation (10) are not the
same, because cosa is not equal to 1 in general.
Equation (3) is just coincident with equation (10) if and
only if two coil axis coincide with each other.

The kernel function of equation (2) is singular in the
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case V =0. For the case c#0 and d =R_, a modified
Grover’s formula can be adopted, and the Bessel
function can be used to solve the singularity case for
c=0,d=R =R, and c=0, d =2R =2R_. However,
the kernel function of equation (10) is singular in the
case r=0. The principle value integrals of Gaussian
numerical integration are adopted for all the singularity
case at r=0.

p
<
&
<

Fig. 2. Top view of the two circular coils.

Let’s consider the two circular coils as shown in Fig.

1. The top view of the two circular coils is shown in Fig.
2. Using cosine theorem in triangle AOO'P , we obtain:
d?>=r*+R?-2Rrcosa, (11)
r’=d’+R?-2Rdcosg. (12)

Substituting equation (11) into equation (10), the

mutual inductance between the primary and secondary
coils is given by:

M, = 2R [ Rz d, . (13)
T

Substituting equation (12) into equation (13), and
using ¢, =z —¢ transforms, the mutual inductance can
be re-written as:

r+R —d?

S

r+R -d?

do,. (14)

S

2.14R,
M, = £ I (“)2 (k)
T
Introducing additional dlmensmnless variable:
2 2 2
Vo l+d—2—21COS(p= RS +d 22dR5c05go
R: R, R
rror
- 15
R (15)
Finally, equation (14) indeed reduces to well-known
Grover formula (2):
d
1-—cos
2u\RR, cn R
M, = [ p()dp,  (16)
T k‘N3

S




where
4aV

R c I\
(1+aVv)?+b*’

(9 = 1~ F 0 -EX),

which is the desired proof.

IV. FILAMENT METHOD

In order to verify the accuracy and the computational
cost of the expressions for the mutual inductance obtained
by using the Neumann formula of equation (1), Grover
formula of equation (2), the formula in Kim et al. (also
see equation (3)) and our new formula of equation (10),
we will present an efficient filament method to calculate
the mutual inductance of two circular coils with
rectangular cross section.

In order to account for the finite dimensions of the
coils, the primary and secondary coils are considered to
be subdivided into meshes of filamentary cells as shown
in Fig. 3. The cross sectional area of the primary coil
is divided into (2K + 1) by (2N + 1) cells, and that the
secondary coil into (2m + 1) by (2n + 1) cells. Each cell
in each coil contains one filament, and the current
density in the coil cross section is assumed to be uniform,
so that the filament currents are equal. This means that it
is possible to apply equations (1)-(3) and (10) to the pairs
of the filament in two coils.

2K +1 p
| ~
2N +1 ‘
|
""" P W 2m+1
2n+1
R e

o
0

c
Fig. 3. Configuration of mesh coils.

Using the same procedure given in [17] the mutual
inductance can be expressed in the following form:
M = N, N, .
2K +1)(2N +)(2m+1)(2n+1)

K N m

z z z Zn:Mji(g:h’ p.l), (17)

g=—K h==N p=—ml=-n
where i and j are the corresponding thin coils of the
first and second coil, respectively. M is the mutual

inductance between i and j filamentary coils. The number
of turns in the primary coil is N, and that in the

p 1
secondary coil is N;:
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HP
R,(N) =R, + h, h=-N,..0..,N,

(2N +1)
R()=R +— 251, I=—n.w,0,.n,
(2n+1)
w W
2(9,p) =c ° *—p,

(2K +1) (2m+1)
g=-K,...,0,..,.K;p=-m,...,0,...,m,

1) = - -E®).

V. NUMERICAL EXAMPLES

Example 1: Two circular coils of rectangular cross
section with parallel axes

To validate our formula, we compare the results
obtained by Neumann’s formula, Grover’s formula, the
formula in Kim’s work and our formula for a given
application case. The problem consists of the two circular
coils of rectangular cross section with the following
dimensions:

(1) Primary coil:

R,=42.5mm, W,=10mm, H,=10mm, N,=150.

(2) Secondary coil:

Ry=20mm, Wy=4mm, H;=4mm, N;=50.
The number of subdivisions was K=N=2, m=n=1.

The mutual inductance between the two circular coils
of rectangular cross section with lateral misalignment
and parallel axes are calculated and shown in Fig. 4. The
mutual inductance as a function of off-center distance d
for ¢=0 is plotted. For the off-center distance d varied
from 0.0 to 0.3 m, all the results obtained by Neumann’s
formula, Grover’s formula and our formula are in an
excellent agreement. The results by the formula in Kim’s
work are correct if and only if two coil axis coincidence.
However, the results of Kim’s formula are wrong when
there is a slight misalignment of the two coil’s center
axes. The value of mutual inductance obtained by
equations (1), (2) and (10) all presents a sign reversal
(i.e., the sign of the value changes from positive to
negative as shown in Fig. 4) when the secondary coil
moves far away from the primary coil. There is a
negative maximum at d = 0.06 m and the value of
the mutual inductance approaches to zero for the large
misalignment “d”. The characteristics can be explained
by the electromagnetic theory; the detailed reason is that
the magnetic flux linked by the secondary coil change
their orientation outside the primary coil. On the other
hand, the mutual inductance obtained by equation (3)
slowly approaches zero when the secondary coil is
outside the primary coil, and never reach negative values,
which is not correct according to electromagnetic theory.
Thus, this proves that equation (3) is erroneous for non-
coaxial circular coils. Actually, it is exact only when the
coils’ axes are in coaxial position. In addition, we have
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compared the calculation time of these approaches, the
calculation times of our formula and Grove’s formula are
0.37 seconds and 0.32 seconds, respectively, which are
comparable and considerably smaller than that of the
Neuman’s formula (70.08 seconds).

0.00030 |-

0.00025

0.00020

*
< 0.00015
T *
2
£ 0.00010
S *
S
2 0.00005 *
0.00000 PO TV PP v Tvyv~,
* ‘
-0.00005 |- w
-0.00010 L L L X L
0.00 0.05 0.10 0.15 0.20 0.25 0.30

Off-center Distance(m)

Fig. 4. Mutual inductance as a function of the off-axis
displacement d, with axial distance c=0.

Example 2: Two circular coils of rectangular cross
section with parallel axes

We further investigate the two reactance coils of
rectangular cross section with parallel axes. The coils’
dimensions and the number of turns are set as follows:
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Rp = 7.832cm, Ry = 11.7729cm, W, = 14.2748cm,
Ws=2.413cm, H,=1.397cm, Hs=4.1529cm, N, = 1142,
Ns =516, d =30.988cm, ¢ =7.366cm, and the number of
subdivisions was K=N=m =n=12. Table 1 lists the
calculated results by analytical expression and Maxwell
software.

From Table 1, one can see that our results agree well
with the results obtained by equations (1), (2), the data
from experiment and the Maxwell software, which also
prove the formula of Kim’s work are invalid for non-
coaxial circular coils. Importantly, our formula is much
easier to handle the singularity as compared to the Grove’s
formula. In addition, under the same accuracy, our
approach only costs 4.524 seconds, which is comparable
to Grove’s formula (4.712 seconds) and faster than the
Neumann’s formula (489.047 seconds), Maxwell software
(1486 seconds).

Besides, we have also investigated the other
examples involving the circular coils such as the coils
of rectangular cross section, wall solenoids, disk coils
and circular filamentary coils etc. All the results reveal
the correctness and effectiveness of our newly derived
formula. The calculations of equations (1), (2), (3) and
(10) were taken on a personal computer with Intel(R)
core (TM) i7-4790 3.6 GHz processor with FORTRAN
programming.

Table 1: Mutual inductance of two circular coils of rectangular cross section

Method Measured [21] | Neumann’s Kim et al. Grover’s This Work Maxwell

M (mH) -1.47 -1.4705 9.1398 -1.4743 -1.4625 -1.4772

Time () 489.047 4.377 4,712 4.524 1486
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Abstract — In this work, bandpass filters employing
half-mode substrate integrated waveguide (HMSIW)
cavities and various modified complementary split-ring
resonators (CSRRs) are presented. The two modified
CSRRs, which are called as Type-I and Type-Il CSRRs,
can exhibit larger effective inductance and capacitance,
and eventually to contribute to the size miniaturization
of the resonators. Thereafter, as the two CSRRs are
independently loaded into HMSIW cavities, the newly-
formed HMSIW-CSRR cavity resonators can achieve
more size reduction as compared with the HMSIW
cavity with the conventional CSRR. To demonstrate the
proposed concept, two HMSIW cavity bandpass filters
independently loaded with the proposed Type-l and
Type-Il CSRRs are implemented. Experimental results
shows that measurements of the proposed filters agree
with their corresponding simulations well. Meanwhile,
as compared with some similar works, the two proposed
filters achieve size reduction of 76.8% and 78.6%,
respectively, as well as good selectivity, illustrating their
suitability for the system integration application in
microwave remote sensing and radar systems.

Index Terms — Bandpass filter, complementary split-
ring resonator (CSRR), remote sensing system, substrate
integrated waveguide (SIW).
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I. INTRODUCTION

In contemporary wireless applications such as
microwave remote sensing, mobile communications and
radar systems, the radio frequency (RF) front-end is a
fundamentally essential constituent for transmitting and
receiving wireless signals. Generally, in a typical RF
front-end of the microwave remote sensing system,
bandpass filters are key components for frequency
selection, which enable the remote sensing system to
separate different channels or signals, and eventually
realize sensing, detecting and controlling of different
targets. More recently, with the rapid development of
wireless technologies, many different operation modes
and functions have been integrated in a single module.
Nevertheless, integrating multiple functions together
generally leads to larger physical size of the circuitry,
which is inconvenient for practical applications. Under
such situation, there is an increasing demand on the
system integration that simultaneously focuses on the
integration of circuit functions and the miniaturization of
physical size.

On the other hand, substrate integrated waveguide
(SIW) has captured plenty of attention in the past few
years since it implements the planarization of the high-
performance rectangular waveguide. Thanks to its quasi-
closed form, SIW is with many merits like low loss, high
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quality factor, and easy integration. Therefore, a large
number of microwave components, including filters,
have been developed [1]. Most reported SIW filters
utilized the resonator-coupling scheme, that is, their
typical unit cells are SIW cavity resonators, whose
lengths and widths are generally about half guided-
wavelength of the dominant mode in SIW. Thus, as
operating at the same frequency, the conventional SIW
cavity filters are usually larger than their corresponding
microstrip counterparts in term of physical size, which
consequently results in the SIW cavity filters being
unsuitable for practical applications.

To improve the practicability of SIW cavity filters,
various approaches for size miniaturization have been
developed. The half-mode SIW (HMSIW) structure can
help to reduce the size of SIW cavity by half or so [2].
The quarter-mode SIW (QMSIW) is an intrinsic resonant
cavity and can get further size reduction of 50% on the
basis of HMSIW cavity [3]. In [4], the defected ground
structure (DGS) is etched on the surface of SIW to
miniaturize the cavity size, and loading the SIW cavity
with complementary split-ring resonator (CSRR) can
even acquire more size reduction [5-7]. Another work
introduces CSRR into QMSIW to achieve extra size
miniaturization of 40% [8]. In [9], the C-shaped slots
and microstrip stubs are simultaneously loaded into the
circular SIW cavity to reduce its size by 80%. Recently,
the stepped-impedance CSRR (SICSRR) has been
proposed and utilized with HMSIW cavity for compact
single- and dual-band filter applications [10, 11].
Additionally, the multilayered structure is utilized
incorporating with the QMSIW and CSRRs for further
size miniaturization [12]. However, the modification of
CSRR hasn’t been further investigated and applied
deeply.

In this work, two different CSRRs, namely, Type-I
and Type-1l CSRRs, are developed and combined with
HMSIW cavities to realize size-miniaturized bandpass
filters. As compared with the conventional CSRR, the
Type-1 and Type-lIl CSRRs can exhibit larger effective
inductance and capacitance, which makes them more
preferred in size reduction applications. This work is
organized as followed: Section Il and Il respectively
investigate working principles of the two CSRRs and
their application to size-miniaturized HMSIW cavity
filters in detail. Experimental results of the two proposed
filters, as well as their comparison with some similar
state-of-art works, are briefly discussed in Section IV.
Finally, a conclusion is given.

I1. PROPOSED CSRRS AND HMSIW-CSRR
CAVITIES
Figure 1 shows geometries and equivalent-circuit
models of the conventional, Type-1 and Type-I1 CSRRs.
Here, L, and C; respectively stand for the equivalent
inductance and capacitance of the conventional CSRR.
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L, and C; separately represent the extra equivalent
inductance and capacitance contributed from the inner
slots in Type-I CSRR. Similarly, in Type-1l CSRR, L,
and C, denote the incremental equivalent inductance and
capacitance introduced by its inner-lengthened split,
respectively. More exactly, equivalent-circuit models of
the two proposed CSRRs can be clearly comprehended
from their dual structures by applying duality. As is
known, the dual structure of the conventional CSRR
is the split-ring resonator (SRR) [13]. Hence, it can be
simply obtained that the corresponding dual structures of
the proposed Type-I and Type-Il CSRRs are Type-I and
Type-11 SRRs, which have been given in Fig. 1 as well.
By applying duality, the equivalent inductance and
capacitance of the conventional CSRR can be derived
from the equivalent capacitance and inductance of SRR.
Specifically, as shown in Fig. 1 (a), the interrelation
between the conventional single ring CSRR and SRR can
be expressed as:

Cr= 480Lro/ﬂ0, (1)

Lr= ILIOCro/(480) y (2)
where Ly, and Cy, are the equivalent inductance and
capacitance of the conventional SRR, respectively. uo
and & are the permeability and permittivity in free space.

l
=l

Conv. CSRR Type-l CSRR Type-Il CSRR
L, L, L, L, L,
ﬂ W’:Icr c  C c C

§ Duality t Duality ‘ Duality
Conv. SRR Type-l1 SRR Type-Il SRR

Qﬁ%‘ Cio Cro Cao Cro

Lro L1o Lo L2o Lo

@ (b) (©

Fig. 1. Geometries and equivalent-circuit models of: (a)
The conventional, (b) Type-I, and (c) Type-1l CSRR.

Therefore, by using the duality theorem similarly,
the equivalent inductance and capacitance of the Type-I
and Type-Il CSRRs can be derived from the equivalent
capacitance and inductance of the Type-l and Type-II
SRRs as well. For the proposed Type-I CSRR and its
corresponding Type-lI SRRs in Fig. 1 (b):

(C1+ Cr) = 46‘0('.10 + Lro)//,lo, (3)
(Li+ Lr) = p20o(C1o+ Cro) / (4€0) (4)
where Li, and Ci, are the incremental equivalent
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inductance and capacitance of Type-l SRR, respectively.

Similarly, for the proposed Type-Il CSRR and its
corresponding Type-1l SRR in Fig. 1 (c):

(Cz +Cr) = 46‘0('.20 + Lro)/yo, (5)

(LZ + Lr) = /JO(CZO + Cro)/(480) , (6)

where Ly, and Cy are the incremental equivalent

inductance and capacitance of Type-1l SRR, respectively.

Then, resonant frequencies of the conventional,

Type-1 and Type-Il CSRRs are respectively calculated as:

fesnn =1/ (271 Cr), (7
f., =1/ [2n-J(C+C) (L+1) |, (8)

fru =Y] 2n-JC+Co) (L+L7) |. 9

For the conventional, Type-I and Type-II SRRs, there
are relations as: (Ciot+ Cip)> Cro, (L1o+ Lio)> Lio, (C2o+ Co)
> Cyo, and (L2o+ Ly») > Ly. Considering these relations with
(4), (5) and (6) together, it can be captured that (L, +L,) >
L, (Ci+C)>C,, (La+Ly)>L, and (C,+ C,)>C,. Hence,
as the conventional and proposed CSRRs are with the
same outer physical size, dominate resonant frequencies
of the proposed CSRRs will be lower than that of the
conventional one. In other words, once the conventional,
Type-I and Type-II CSRRs work at the same dominant
frequency, outer sizes of the proposed ones will be smaller
than that of the conventional one, which means physical
size miniaturization is able to be expected. That is,
the proposed CSRRs are electrically smaller than the
conventional one as they operate at the same frequency. In
addition, according to the geometry of Type-I SRR in Fig.
1 (b), the capacitance from inner stubs Cj, are dominant,
while the inductance L, is smaller or even negative
(a negative L, typically means L, and L, are parallel
connected), which is mainly influenced by the specific
geometrical dimensions. Therefore, for the Type-I CSRR,
it can be deduced with the duality theorem that the
inductance L, from the inner slots is dominant, while the
capacitance C) is smaller or even negative (a negative C;
typically means C; and C, are series connected). On the
other hand, according to the geometry of Type-II SRR in
Fig. 1 (c), L2 is mainly contributed from the inner-
lengthening of the metal ring, and C>, is mainly attributed
from the widening of the split, which is originated from
the lengthening of the metal ring. Hence, for the Type-II
CSRR, it can be deduced with (9) that both C; and L, will
have notable influence on the resonant frequency.

Subsequently, by etching the proposed CSRRs on the
top metal cover of the HMSIW cavity, the Type-I and
Type-II. HMSIW-CSRR cavity resonators are formed,
with their configurations listed in Fig. 2. With such
defected electromagnetic structure being loaded on the
top metal cover, the HMSIW cavity and the defected
electromagnetic structure will interact with each other and
further change distributions of the electromagnetic energy
in the cavity. As a result, the evanescent mode resonance
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can be generated and size reduction of the HMSIW cavity
will be eventually achieved [8].

fc=10.11GHz
Qu=224.2

fc=6.58GHz

Qu=2255 Qu=215.8

AW
fc=16.63GHz
Qu=296.5

Qu=808.1

Qu=227.0

fc=48.10GHz
Qu=826.6

fc=36.08GHz
Qu=481.6

fc=31.55GHz
Qu=387.0

~ [fE -

l i ] L
fc=53.66GHz ' fc=36.18GHz fc=46.56GHz
Qu=862.9 Qu=496.5 Qu=467.5

Fig. 2. Comparison of the simulated electric field
distributions of the conventional, Type-lI and Type-II
HMSIW-CSRR cavity resonators.

Furthermore, since the proposed Type-I and Type-
I CSRRs are more electrically compact than their
corresponding conventional counterparts, they can help to
acquire extra size reduction for the HMSIW cavity on the
basis of the conventional CSRR [10,11]. In order to show
the improvement in size reduction of the proposed Type-I
and Type-II HMSIW-CSRR cavity resonators over the
conventional one, some numerical simulations have been
systematically carried out by using a commercial three-
dimensional (3D) full-wave electromagnetic simulator.
In order to study properties of these three cavities



conveniently and reasonably, all simulations are setup
on a substrate with a relative permittivity of 2.94, a loss
tangent of 0.0012, a thickness of 0.508mm, and a
0.035mm-thick conductor surface. For the full-wave
electromagnetic simulator mentioned above, the PEC in
its material library is with a conductivity of 1x103°S/m, a
relative permittivity of 1, and a relative permeability of
1, whereas the copper is with a default conductivity of
5.8x107S/m, a relative permeability of 0.999991, and a
relative permittivity of 1. Hence, the PEC will contribute
to better current conduction performance in the
simulation, namely the simulated results with these two
materials will be different, particularly on the conductor
loss. Therefore, in the modeling setup, both the conductor
surface and metallized vias are set as copper, instead of the
perfect electric conductor (PEC), which is more accurate
and realistic. Figure 2 shows comparison of the simulated
electric field distributions of the conventional and the two
proposed HMSIW-CSRR cavities, as well as their
corresponding geometrical dimensions. It is clear that all
the three HMSIW-CSRR cavities are with the same cavity
size and slot-ring size, with the only difference on their
splits. As shown in Fig. 2, the dominant resonant mode
of the conventional HMSIW-CSRR cavity operates at
10.22GHz, while the proposed ones work at 7.5GHz and
6.58GHz, respectively. Hence, once the two proposed
cavities are both set to operate at 10.22GHz, their physical
sizes are supposed to be miniaturized. Meanwhile, the
conventional HMSIW-CSRR cavity is with an unloaded
quality factor (Q,) of 224.2, whereas the proposed ones
are with O, of 225.5 and 215.8, which means the three
cavities in Fig. 2 are not with notable difference in term of
the total loss. Actually, for these HMSIW-CSRR cavities,
the radiation loss is dominate in the total loss.
Meanwhile, the lowest four higher-order modes in the
conventional, Type-I and Type-II cavities are listed in Fig.
2 as well. Obviously, their first higher-order modes are the
same one, mainly controlled by the CSRRs. On the other
hand, their other three higher-order modes are much
different with each other. For the conventional HMSIW-
CSRR cavity, the operation frequency of its first higher-
order mode is 31.57GHz, about three times of it’s
dominate resonant frequency. Whereas for the proposed
cases, working frequencies of their first higher-order
modes are 11.87GHz and 16.63GHz, respectively, about
1.58 and 2.53 times of their dominate operation
frequencies. Moreover, resonate frequencies of the
second, third and fourth higher-order modes of the
proposed HMSIW-CSRR cavities are also much lower
than the corresponding counterparts of the conventional
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one. It is clear that such difference is mainly caused by
the difference between the conventional and proposed
CSRREs.

Il. HMSIW-CSRR CAVITIES FILTERS

To verify the aforementioned idea, two bandpass
filters made of the proposed HMSIW-CSRR cavity
resonators in Fig. 2 are developed. Figure 3 gives
detailed configuration of the proposed Type-1 HMSIW-
CSRR cavity filter. It is designed with a central
frequency (f) of 8.5GHz, a fractional bandwidth (FBW)
of 8%, and a ripple of in-band insertion loss of 0.1dB.
Hence, the initiated inner coupling coefficients (ki) and
external quality factor (Qc) of the proposed Type-I
HMSIW-CSRR cavity filter can be calculated by using
the elements of the Chebyshev lowpass prototype filter.
For this case, the coupling coefficients matrix k and Qe
are:

0 0.0735 0

k=|00735 0  0.0735], (10)
0 00735 0
Q, =12.893. 11)

Qowooo@ooooool

Fig. 3. Detailed configuration of the proposed Type-I
HMSIW-CSRR cavity filter.

Afterwards, ki and Q. in the proposed Type-I
HMSIW-CSRR cavity filter are numerically studied.
These numerical simulations are carried out by using
the same simulator mentioned above. Figure 4 sketches
relation of the coupling window size between two
adjacent Type-I HMSIW-CSRR cavity (px) and their k;,
with the scaled simulation model given in the inset.
Figure 4 also shows the relation between width of the
open port (pe) and Qe, as well as the corresponding
geometrical dimensions. Then, by taking Fig. 4 with (9)
and (10) into consideration, the initiated geometrical
parameters of the proposed Type-I filter can be selected.
Finally, the entire filter in Fig. 3 is simulated and
optimized by using the same full-wave simulator
mentioned above.
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Fig. 4. Simulated ki and Q¢ in the proposed Type-I
HMSIW-CSRR cavity filter.

Generally, there are two different strategies for the
full-wave simulation and optimization. One is using
the auto-optimization tool in the simulator, which can
run optimizing procedures automatically. However, the
auto-optimization typically cost too much time and not
efficient in practical design. The second strategy is using
the artificial tuning method. Firstly, setting initial values
of geometrical parameters captured from the Eigenmode
and coupling analyses as intermediate values. Then,
choose two values for each geometrical parameter. For
the two values, one is larger and the other is smaller
than the intermediate one. Thirdly, by simulating the
proposed filter respectively with geometrical dimensions
of the larger, intermediate and smaller values, different
results will be captured. Later, interrelation between
the geometrical values and the transmission properties
can be summarized by comparing these results. With
the interrelation, it will be much faster to obtain the
optimized values of the geometrical parameters of the
proposed filter. For this case, some key geometrical
parameters, including sizes of the cavities, widths of the
coupling windows, and sizes of the feeding lines, are
supposed to be tuned and simulated firstly, so that the
optimization can be more efficiently. The optimized
geometrical parameters are: 1t=0.50, wt=0.25, ws=1.25,
w0=3.10, w1=3.25, wad=w7=3.20, s1=s2=0.40, t1=0.20,
r=0.20, p=0.70, p1=1.30, p2=1.55, a1=0.30, a2=0.20,
b1=1.60, b2=b3=2.40, ¢1=0.20, d1=0.20, a4=0.30,
a5=0.20, b4=1.60, b5=b6=2.40, c4=0.20, d4=0.20,
ar=0.30, a8=0.20, b7=1.60, b8=b9=2.40, c7=0.20,
d7=0.20 (unit: mm).

Later, for the proposed Type-ll HMSIW-CSRR
cavity filter in Fig. 5, it also contains three basic
resonators and designed with the same specifications
as the Type-1 one. Naturally, same design procedures
mentioned above are utilized to the Type-I11 filter as well.
Figure 6 shows relation between width of the coupling
window (px) and ki of two adjacent Type-1l HMSIW-
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CSRR cavities, and relation between width of the open
port (pe) and Qe, with the scaled simulation model
simultaneously shown in the inset. Finally, the proposed
Type-1l HMSIW-CSRR cavity filter is simulated, with
the optimized geometrical parameters as below: 1t=0.50,
wt=0.25, ws=1.25, w0=2.80, w1=3.00, w4=w7=2.95,
s1=s2=0.40, t1=0.20, r=0.20, p=0.70, p1=1.20, p2=1.45,
al=0.50, a2=0.20, b1=1.29, b2=b3=2.20, c1=0.20,
d1=0.20, a4=0.40, a5=0.20, b4=1.35, b5=h6=2.15,
c4=0.20, d4=0.20, a7=0.40, a8=0.20, b7=1.35,
b8=h9=2.15, ¢7=0.20, d7=0.20 (unit: mm). And the
artificial tuning method is utilized again in the simulation
and optimization as well.

Fig. 5. Detailed configuration of the proposed Type-II
HMSIW-CSRR cavity filter.

pe (mm)

0.6 0.8 1.0 1.2
020 1 1 1 1
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] —O—ki
—[0-Qe
0.00 T T T T T T T 10

0.8 1.0 1.2 1.4 1.6 1.8 2.0

px (mm)

Fig. 6. Simulated ki and Q¢ in the proposed Type-II
HMSIW-CSRR cavity filter.

IV. EXPERIMENTAL RESULTS

Prototypes of the proposed Type-lI and Type-II
HMSIW-CSRR cavity filters are fabricated by using the
standard printed circuit board (PCB) process on a Rogers
RT/Duriod 6002 substrate, with a thickness of 0.508mm,
a relative permittivity of 2.2+0.02, a loss tangent of
0.0012. In the fabrication, the surface copper is grown
with extra thickness of 0.011mm on the basis of the
original copper of 0.024mm. Moreover, the metallized
via-holes and the defected surface copper are dealt with
separately: The via-holes are drilled firstly, with the
mask corrosion and surface gold metal electroplating
subsequently. Finally, all the via-holes are metallized by



wet electroplating. Photograph of the two fabricated
HMSIW-CSRR cavity filter is given in the inset of Fig.
7 and Fig. 8, respectively. It can be easily captured that
the functional part of the fabricated Type-l HMSIW-
CSRR cavity filter is with a size of 3.9mmx10.0mm,
while the value is 3.8mmx9.5mm for the Type-II case.

0+

-15-/
-30,

>22dBc

Magnitude (dB)

45 A
17 —&— |S11| (simulated)
604 —/— |S21| (simulated)
—&— |S11| (measured)
—0O— |S21| (measured)
-75 T T T T T
6 9 12 15 18 21 24

Frequency (GHz)

Fig. 7. Simulated and measured |S21| and |S11| of the
fabricated Type-1 HMSIW-CSRR cavity filter.
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o
Ko
[0
©
2
E -45-
% H . 2
= —A— |S11| (simulated)
60d T2 —/— |S21| (simulated)
—&— |S11| (measured)
—0O— |S21| (measured)
-75 T T T T —
6 9 12 15 18 21 24

Frequency (GHz)

Fig. 8. Simulated and measured |S21| and |S11| of the
fabricated Type-1l HMSIW-CSRR cavity filter.

The fabricated HMSIW-CSRR cavity filters are
measured by using a Keysight vector network analyzer
N5242A, with the default SOLT calibration being used.
Figure 7 shows measured and simulated magnitude of
the transmission coefficient (]S21|) and input reflection
coefficient (|S11|) of the fabricated Type-I filter. The
fabricated Type-l filter achieves an f. of 8.56GHz, a
FBW of 7.8%, an in-band insertion loss of 1.62dB, and
an in-band return loss better than 15dB. A transmission
zero (TZ) located at 10.3GHz is able to provide
suppression over 50dB, with the stopband up to 20GHz
with rejection over 22dBc. On the other hand, measured
and simulated results of the fabricated Type-II filter are
given in Fig. 8. It can be obtained that the fabricated
Type-Il filter can exhibit an f. of 8.60GHz, a FBW of
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7.1%, an in-band insertion loss of 2.05dB, and an in-
band return loss better than 13dB. Moreover, a TZ is
captured at 9.7GHz with the rejection over 70dB, and the
relative out-of-band suppression is larger than 27dBc
from 9.2GHz to 18GHz.

In addition, Table 1 lists the comparison between
the proposed HMSIW-CSRR cavity filters and some
reported state-of-art works in similar technologies. Here,
&r denotes the relative permittivity of the substrate.
According to Table 1, as compared with the filter using
QMSIW cavity and coplanar waveguide (CPW) resonator
in [3], the filter employing SIW cavity and DGS in [6],
and the filter utilizing SIW, C-shaped slots and
microstrip stubs in [9], the proposed HMSIW-CSRR
cavity filters are with much smaller electrical size.
Particularly, as compared with the filter in [7], the
proposed Type-l and Type-Il filters separately achieve
size reduction over 76.8% and 78.6%. Therefore, the two
proposed HMSIW-CSRR cavity filters have the smallest
size, as well as good performance.

Table 1: Comparison between some similar SIW cavity
filters and the proposed HMSIW-CSRR cavity filters

fc (GHz), | Elec. Size

Ref.| Poles Topology EBW (Pler)

31| 3 QMSIW+CPW |4.00, 16% 0.431

[6] | 3 |SIW cavity+DGS [4.90,9.2% | 0.406

€1 3 SIW+slot+stub |5.20,6.3% | 0.410
HMSIW cavity+ o

| 3 Type-I CSRR 8.56,7.8% | 0.094
HMSIW cavity+ o

1 3 Type-Il CSRR 8.60,7.1% | 0.087

V. CONCLUSION

In this work, bandpass cavity filters based on the
proposed Type-l and Type-Il HMSIW-CSRR cavity
resonators are designed, fabricated and measured.
Compared with some reported similar works, the
proposed HMSIW-CSRR cavity filters achieve notable
size-reduction, both with amount over 76%, as well as
good selectivity performance, which demonstrates that
they are applicable for the system integration and
packaging of microwave remote sensing systems.
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Abstract — A simpler structure of super wide band
(SWB) tunable microstrip band pass filter (BPF) using
stub loaded multimode resonator (MMR) is presented
here. The MMR is formed by loading a single open-
ended shunt stub at the center with a simple stepped
impedance resonator. By incorporating this MMR with
two interdigital parallel coupled feed lines, a novel
SWB tunable BPF is formed. The BPF is fabricated
using FR-4 substrate of 1.6 mm thickness with dielectric
constant of 4.4 and simulated using high frequency
structure simulator (HFSS) software. The simulated
and measured results are in good agreement with each
other, with a wide fractional bandwidth (FBW) of
179%. The measured insertion loss is less than -0.9 dB
throughout the pass band of 3.1 GHz-15.4 GHz with the
return loss higher than 11.5 dB. The group delay of the
filter is relatively constant and less than 0.3 ns over the
desired pass band.

Index Terms — Band Pass Filter (BPF), Multimode
Resonator (MMR), Super Wide Band (SWB), Ultra
Wide Band (UWB).

I. INTRODUCTION

Since 2002, the ultra-wideband (UWB) system
was approved for civilian-use, by the US Federal
Communications Commission (FCC) for both academic
and industrial fields [1]. It provides high data rate
transmission, low power assumption and low cost
for the wireless communication system. Filter is an
essential component in the UWB communication
system. The challenge to design an UWB BPF is that
the fractional bandwidth must exceed 110%. The
parallel-coupled microstrip lines are one of the most
commonly used RF/microwave circuits due to their
design simplicity, planar structure, and relatively
wide bandwidth [2]. Multiple coupled transmission line
structure implementations have been increased to
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develop multiple-mode resonator (MMR) filters with
wideband passband [3-9]. An UWB passband with five
transmission poles was achieved by forming MMR and
introducing quarter-wavelength parallel coupled lines in
the input and output ports [10]. An improved microstrip
line UWB BPF is proposed, designed, and implemented
based on the stub-loaded MMR [11]. An equivalent
circuit was used to derive filtering transfer function and
the mathematical formulation was used to calculate
characteristic impedance of filter [12]. Wideband BPF
with high passband selectivity and deep stopband
rejection performances, have been proposed based on
various structures, e.g., ring resonators with open stubs
[13], stub-loaded multimode resonators (MMRs) [14],
harmonic-suppressed dual-transmission lines [15]. A
highly selective triple band notch UWB (3.3 GHz-10.7
GHz) filter was presented where the UWB pass band
characteristics were achieved by two coupled multi-
mode resonators [16].

In this paper, a simpler structure of SWB tunable
microstrip BPF is developed to cover the frequency
range from 3.1 GHz-15.4 GHz. Therefore, the designed
filter has a wide band passband to cover C-band (4 GHz-
8 GHz), X-band (8 GHz-12 GHz), and some part of Ku-
band (12 GHz-18 GHz) frequency range. This feature
can also be used for the Cable Television Relay Service
(CARS) stations with frequency range from 12.7 GHz-
13.20 GHz. The CARS stations are point-to-point or
point-to-multipoint microwave systems used by cable
and other multichannel video programming distributor
(MVPD) operators. The proposed filter is designed based
on MMR, which is constructed by properly loading a
stepped-impedance resonator with a single open-ended
stub at the center. This SWB BPF with excellent
passhand selectivity is designed, analyzed and fabricated
with FBW of 179%, insertion loss is less than -0.9 dB,
return loss higher than 11.5 dB and group delay is
relatively constant and less than 0.3 ns at the pass band.

1054-4887 © ACES
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Il. UWB FILTER DESIGN AND ANALYSIS

A. Design of MMR and allocating UWB passband

Figure 1 () illustrates the schematic of designed
UWB microstrip filter. The MMR is constructed with
two sections of three coupled lines separated by a stub-
loaded resonator. The stub-loaded resonator is formed
by attaching one open-circuited stub with two high-
impedance microstrip lines at its center. The first three
resonant modes of the MMR can be evenly allocated
within the 3 GHz-10.8 GHz passhand with FBW of
113% by properly adjusting the length and width of the
stub as shown in Fig. 1 (b). Two interdigital coupled line
(ICL) sections are placed at two sides of the resonator to
provide tight coupling with 50 Q microstrip feed lines.
These coupled line sections also provide the desired
coupling for the passband. The length of the coupled
lines is quarter wavelength (Ag/4) at the center frequency.
The effects of varying coupled line lengths of the
filter structure are analyzed on parameter basis. The
capacitively coupled gap and the quarter wavelength
open stubs are adopted to generate transmission zeros
at the edges of the desired passband to improve the
selectivity of the parallel coupled BPF.

Unit: mm

Inset depth (S) = 0.62
Wey =02
Wer

{500 Line e Ls=5.5 3| g

Strip width (Ws) = 0.2
Slot width (W¢)=0.2

50Q Line

0 2 4 6 8 10 12 14 16 18
Freq(GHz)
(b)

Fig. 1. (a) Schematic diagram, and (b) simulated S
parameters performance of UWB BPF.

B. Equivalent transmission line network of the UWB
BPF

Figure 2 gives an equivalent transmission line
network of Fig. 1 (a), in which the pair of stubs can
be perceived as an equivalent frequency dependent
capacitance Cs (w). The ICL section is characterized as
a J-inverter susceptance (J) and two electrical lengths
(6/2), which represents the series capacitive coupling and

SENGUPTA, CHOUDHURY, DAS: SUPER WIDE BAND TUNABLE MICROSTRIP BPF USING STUB LOADED MMR

equivalent phase shifts respectively [17]. On the other
hand, the central line can be perceived as an additional
phase factor (¢/2), so that the total electrical length ¢
should be made up of three separate parts, i.e. ® = 0/2+
¢/2+ 6/2. For a symmetric two port network,

j_tan(¢/2)+B,; | 1)
B, tan(6/2)
2B,
O=—tan{——~L
{1_ Bi+Bj }’ @)

whereJ =J/Y,,B,, =B, /Y, =B, /Y,,B, =B, /Y, =B, /Y,
and Yy is the characteristic admittance of the microstrip
line. On the basis of transmission line theorem, the
normalized input admittance (Y, =Y, /Y,) at one
termination (#1), looking into opposite termination
(#1°), can be easily deducted and expressed as a
function of J and @ such that,

v - J 2@.2+ ]J Ztan CD). ©)
J°+ jtan®
Accordingly, the reflection coefficient (Si11) at #1
can be expressed as:
_ J(l—J4)tan(CI)) ) (4)
M7 237 4+ jl1+ T4 tan(o)
The stub-loaded resonator section of the circuit is
responsible for the stopbands at two edges of the UWB
bandpass filter.

0/2 0/20/2 ¢/2 8/2 0/2!
— . —CH
Yo [/=B ! Csfw) /=8 Yo |
#1 #IZ #2' #:1‘

Fig. 2. Equivalent transmission line network of the
proposed UWB BPF.

To analyze this section, odd and even mode methods
are implemented along this AA’ line as shown in the
following Figs. 3 (a-e). This AA’ line subdivided the
above section into two symmetric portions. For odd and
even mode analysis, equivalent circuits are shown in
Figs. 3 (b) and 3 (c) respectively. The input impedance
expressions for odd mode and two even modes are
given by equation (5) to equation (7):

Zinow = 12,100, ©)

. (Ztng-7,c016,) (6)
in,even1 1 Z1 + Z2 tan 91 COt92

, _ (2,tang -7, c0tg)) )

ineven2

' Z,+Z,tan @, cotb,
For the resonance condition, to achieve stopbands
at the two UWB response,
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Zin,evenl = Zin,evenZ =0, (8)
and,
Zin‘odd =%. (9)
A
l— 71,01 —g3 £2.92
i
)
a
le— Z1,01 —>IJ_ l— Z1,01 —i£22’92
= 73,0
) o B0
|[e———— > > | e—>|
21,01 22,07 71,01 I23,03

(d) (e)

Fig. 3. (a) Circuit layout for, (b) odd, and (c) even mode
analysis; (d) & (e) decomposed parts of even mode.

I11. MODIFIED UWB FILTER DESIGN AND
ALLOCATING SWB PASSBAND

A. Modified design of MMR and allocating SWB
passband

The proposed structure is modified according to the
consideration of inset feed and infinite ground plane.
The simulated S parameters performance of SWB BPF
is shown in Fig. 4.

0

—
o

AW
S 3

S-Parameters(dB)
)
S

4 6 8
Freq (GHz)

10 12 14 16 18

Fig. 4. Simulated S parameters performance of proposed
SWB BPF.

The first four resonant modes of the MMR can be
evenly allocated within 3.1 GHz-15.4 GHz passband by
decreasing the coupling line lengths and stub width,
where Si; < -11.5 dB and thus SWB passhand is
achieved. The slot width between the parallel coupled
strip lines and strip width are defined by W, and W;
respectively. The Inset depth is taken as S, length of
coupled lines is defined by Ls, and the width and length
of the open-ended stub are described by Wei, Wy,
Le, and Lgo respectively. From this comparison the
optimized dimensions of the wideband BPF are
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fabricated and the final design dimensions are: Ls=4 mm,
Ler = 0.25 mm, Wer = 0.2mm, We = Lo = 0.76 mm,

s=W;=0.2 mm, and S = 0.62 mm as labeled in Fig.
1 (a). The overall length of this filter is approximately
equal to one full wavelength at 6.85 GHz, which is
much smaller than those reported in literatures. Finally,
the bandwidth is increased with FBW of 179%. Increase
of the slot width (W) reduces the bandwidth of the
desired passband and vice versa. So, the pass band is
controlled by the slot width. The performance of the
BPF is improved by changing the coupling strip line
lengths and stub width, to cover the SWB frequency
range from UWB passband.

Umnit: mm o
Tnset depth (8) = 0.62 Strip width (Ws)=0.2
Wep=0.76 Slot width (We)=0.2
. Werp .
{500 Lme | 1 - s 500 Line

-Paramctlcrs( dB)
)
S

-30 ;
--=-S11with inset%;= .-+ S without inset
#-40 'S5 1with inset] --- Spjwithout inset
00 2 4 6 8 10 12 14 1618
Freq (GHz)
(b)
| —
]
Z .10 A o
3 i\ " Si1with inset
?gj -20 \ : Y === S21with inset
‘D‘;‘ 30 5 ' " ~.-.8yywithout inset
[75]

i — So1without inset
0 2 4 6 8 10 12 14 16 18
Freq (GHz)

(©)

Fig. 5. (a) Schematic diagram of modified SWB BPF,
(b) simulated S-parameters performance, with and
without inset feed of SWB BPF for infinite ground, and
(c) finite ground.

B. Effect of infinite and finite ground plane with
inset and without inset feed line

Here the frequency re-configurability can be
achieved with a change in the induced current
distribution by varying the size of the ground plane
and inset feed. Better impedance matching is achieved



by giving the inset feed. The schematic diagram of
modified SWB microstrip BPF is shown in Fig. 5 (a). In
this design no inset feeding is provided, and the ground
plane is finite. It is seen that the lower frequency and
higher frequency shifted from 3.1 GHz to 5.4 GHz and
15.4 GHz to 15.8 GHz respectively due to the finite
plane and without inset feeding. So, the size of ground
plane has a significant effect on the frequency shifting.

Figures 5 (b-c) show the simulated S parameters
performance, with and without inset feed of proposed
and modified SWB BPF for infinite and finite ground
respectively. The performance comparison of SWB and
modified SWB BPF is shown in Table 1.

Table 1: Performance comparison of SWB and modified
SWB BPF

Figure Ground Feedin Bandwidth
No. Plane g (GHz2)

. - Without Inset 3.6-15.8

Fig.-5(b) | Infinite =y mnset | 3.1-15.4

. - Without Inset 5.4-15.8

Fig.-5(c) | Finite i inset | 4.3-15.4

Figure 6 shows the comparison of ground plane
size with inset feed. And it confirms that the infinite
ground plane with inset feed give the best results. The
current density of the proposed filter at the center
frequency of 6.85 GHz of the pass band is shown in
Fig. 7.

E ,/(— Infinite ground plane, Lower cut off freq = 3.1GHz
705 W=14.4mm, Lower cut off freq = 4.23 GHz
= 5 // ---- W=10.4mm, Lower cut off freq = 4.26 GHz

-------- W=6.4mm, Lower cut off freq = 4.3 GHz

Insertion loss(dB)

(8
S

6 8 10 12 14 16 18
Freq (GHz)

Fig. 6. Sx performance for different widths of ground
plane with inset feed.

Fig. 7. Current density of the proposed SWB BPF.

Here the stub loaded resonator with high impedance
line resonates with a much higher density at the center
frequency.
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IV. FABRICATION AND MEASUREMENTS
A prototype of the proposed SWB microstrip BPF
with MMR is fabricated as shown in Fig. 8. It is
also measured by vector network analyzer (VNA). The
fabricated filter occupies a small size of 12.2 mm x
1.01 mm which amounts to 0.279 Lo x 0.023 Ao, where Ao
is the free-space wavelength of the operating frequency.
For the measurement, a 6.4 mm long 50 Q microstrip
feed line is added at both input and output. The simulated
and measured results are in good agreement with each
other over the wide frequency range of 500 MHz-18
GHz. In the measurement, the lower and higher cut-off
frequencies of the SWB pass band are equal to 3.1 GHz
and 15.4 GHz respectively, as observed in Fig. 9. This
indicates that the relevant fractional bandwidth about
179% is achieved. The measured insertion loss is found
as -0.9 dB at the centre frequency of 6.85 GHz. The
return loss in simulation and measurement are both
higher than -11 dB with four transmission poles over
the passbhand.

oS GRS

' iy
I R U L

Fig. 8. The photograph of the fabricated SWB BPF.
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Freq(GHz)

Fig. 9. The measured and simulated SWB BPF S
parameters performance.

—— Measured
===- Simulated

Group Delay (ns)

2 4 6 8 10 12 14 16
Freq (GHz)

Fig. 10. Simulated and measured group delay of
proposed SWB BPF.
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The proposed SWB BPF group delay is obtained
from the simulated as well as measured results as shown
in Fig. 10. It is clear that the variations in the group delay
are around 0.3 ns for the frequency band of 3.1 GHz-
15.4 GHz.

V. PERFORMANCE SUMMARY OF SOME
PUBLISHED WIDEBAND BPFs
The SWB filter here shows two transmission zeros
at the lower and upper edges of the desired passhand

Table 2: Comparison with other topologies
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and four attenuation poles inside the passband which
enhanced the performance of the filter. Taking Ao is the
free-space wavelength of the operating frequency, the
resonator size is compared. It can be easily found that
the overall length of this proposed SWB BPF is smaller
and simpler than the existing publications as shown in
Table 2. At the center of 6.85 GHz, the insertion loss
and return loss results are better as compared with some
referred journals [5-11].

Reference Freqlizir(]:ifl(’G Hz) FBW | [Su|dB | [Su|dB Dims:syif)lrﬁa(lmm) Consta?nlt(;IHegglr?t (mm)

[5] 6.85 119% | <1.1 >10 9.44 x 7.09 10.8/0.635

[6] 6.85 117% | <2.0 >7.0 22.3x13.64 2.55/0.8

[7] 6.85 117% | <14 >12.5 22.3x16.18 10.5/0.635

[8] 6.85 116% | <14 >11.0 31.92x15.3 2.55/0.8

[9] 6.85 120% | <1.6 >12.5 10.1 x 6.99 10.5/0.635

[10] 6.85 113% | <0.55 >10 15.65 x 1.049 10.8/1.27

[11] 6.85 114% <0.8 >14.3 13.77x 2.711 10.8/1.27
Proposed 6.85 179% | <09 | >I11.5 12.2x1.01 4.4/1.6

V1. CONCLUSION

The MMR is constructed of two sections of three
coupled lines separated by a stub-loaded resonator. The
stub-loaded resonator is formed by attaching one open-
circuited stub with two high-impedance microstrip lines
at its center. The MMR structure is analyzed, and the
corresponding transmission line equivalent model is
given. The coupling space of the input/output interdigital
coupled line sections are largely taken to realize a
good SWB pass band performance. All the predicted
parameters, i.e., insertion loss, return loss, group delay
are experimentally verified. It can be seen that, a SWB
passband can be achieved from a UWB BPF, by
decreasing the coupled line length and width of stub.
When the ground plane is finite, resonator length is
decreasing and the structure is without inset feeding,
this leads to shift of the overall passband frequency to
higher value. By giving the inset feed, better impedance
matching is achieved and the SWB passhand is realized.
So, the pass band is tuned by the size of resonator
length, coupling line length, stub width, ground plane
and inset feed. The SWB BPF is fabricated using FR-4
substrate. The filter is simulated using HFSS software
and realized using photolithographic technique. The
outcome of FBW about 179% of this smaller and
simpler structure is the achievement of the design. Here
the insertion loss < -0.9 dB and the variations in the
group delay are around 0.3 ns throughout the pass band
of 3.1 GHz-15.4 GHz and has a wide -30 dB rejection

in the upper stop band. The simulated results are in
good agreement with the measured ones and a sharp
selectivity is achieved.
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Abstract — A novel rejection filter composed of the
single comb-shaped spoof surface plasmon polariton
(SSPP) and the folded split-ring resonators (FSRR) is
proposed in this letter. By embedding the FSRRs into
grooves of the low-pass SSPP filter, the compact
rejection filter with the same size as the low-pass filter is
consequently realized. Compared with traditional ones,
the proposed filter provides simpler structure, more
compact size, lower insertion loss, higher frequency and
controllable rejection bandwidth. The dispersion interprets
the transmission modes of the rejection SSPP unit. And
the approaches of controlling the rejection band prove
the fine controllability in the filter. The fabricated filter
has a size of 3.23/4%0.2414, a central rejection frequency
of 18.43 GHz, a fractional rejection bandwidth of 7.8%,
maximum rejection depth of 42 dB, and an average
passband insertion loss of 2.5 dB. The simulated rejection
bandwidth controllable range is 4.0%~6.8%. Improved

performances confirm the advantages of the proposed filter.

Index Terms — Compact rejection filter, controllable
rejection bandwidth, folded split-ring resonator, spoof
surface plasmon polariton.

I. INTRODUCTION

The surface plasmon polariton (SPP) is a kind of
surface wave transmitting on the interface of substrate
and dielectric in the infrared and optical band [1]. Owing
to its ability to constrain the field to the subwavelength
range from the interface, it has been applied to achieve
a variety of optical devices. The SSPP is a manmade
periodical array to imitate the subwavelength confine
ability of the SPP in lower frequency bands and it has
been applied into various microwave devices [2]-[4]. Due
to its different design methods and ultra-wide passband
characteristic than common filters, the SSPP filters are
popular among microwave engineering [5]-[6].

The rejection filters loading rejection bands on
passbands to reject unwanted signals in the passbands
are indispensable devices for today’s wideband
communication systems. Since the SSPP just performs
the wide passband frequency characteristic, it was

Submitted On: September 15, 2018
Accepted On: May 12, 2019

attempted to achieve a rejection filter when the planar
SSPP was first proposed [7]. Only one year later, Ref. [8]
introduced some resonators to the side or back of the
low-pass SSPP transmission line, where a rejection
band was generated on the low-pass band and a rejection
filter was realized. Reference [9] also achieved a similar
rejection filter by etching resonators on the low-pass
SSPP transmission line, where width of the SSPP
transmission line was reduced. However, because the
signal feeds of both filters are implemented through the
coplanar waveguide, the filters still take wide areas.
Reference [10] embeds the resonators into grooves of
the SSPP transmission line and the signal feeding was
achieved by the microstrip, where a more compact filter
with much reduced width was presented. The dispersion
of the rejection SSPP unit was also illustrated in Ref.
[10], explaining the transmission modes of the rejection
filter. However, the resonators in the mentioned filters
all are double-ring ones, whose structures are relative
complex and they are worth simplifying. In addition,
none of these filters consider the control of the rejection
bandwidth through the structural parameters.

This letter replaces the double-ring resonators of Ref.
[10] with single-ring ones to achieve a simpler rejection
filter with controllable rejection bandwidth. The
dispersion of the rejection SSPP unit is also analyzed to
illustrates the transmission modes of the rejection filter.
Moreover, approaches of controlling the rejection
frequency, the rejection depth, the rejection bandwidth
and the filter’s cutoff frequency through structural
parameters all are detailed. The fabricated filter is also
compared with traditional ones, which proves that the
proposed one provides more compact filter size, higher
rejection frequency, smaller insertion loss and
controllable rejection bandwidth.

I1. DISPERSION ANALYSIS
Schematic of the novel SSPPs unit is presented in
Fig. 1 (a) and its structural parameters are listed in Table
1. The proposed SSPP unit embeds a folded split-ring
resonator (FSRR) into groove of the single comb-shaped
(SCS) SSPP unit. The SCS unit is a representative planar

1054-4887 © ACES
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SSPP unit and its fundamental dispersion mode is a low-
pass one [7]. The schematic is designed on the substrate
RT/duroid 5880 whose permittivity and thickness are
2.2 and 0.508 mm, respectively.

Dispersion of the SSPP unit is simulated in CST
Microwave Studio and corresponding results are displayed
in Fig. 1 (b). In the figure, the Light Line is the dispersion
of the light transmitting in the vacuum. Mode 0 and Mode
1 are transmitting modes of the proposed SSPP unit. The

Fig. 1. Schematic and dispersion of the proposed SSPP unit:

yellow and blue regions are passbands of the SSPP unit
and the gray one is a rejection band. Consequently,
dispersion of the SSPP unit has a frequency characteristic
of pass-reject-pass and the introduction of the FSRR
inserts a rejection band on the passband of the SCS
unit. Passbands of mode 0 and 1 are DC~17.86 GHz
and 18.67~27.72 GHz, respectively. Accordingly, central
frequency and bandwidth of the rejection band are 18.27
GHz and 0.81 GHz, respectively.
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Fig. 3. Simulated S parameters of the proposed filter.

Table 1: Structural parameters of Fig. 1 ()

Name L W Ls Ws
Value 1.54 2.04 1.24 1.14
Name H d S g

Value 1.34 0.1 0.1 0.1

. FILTER SIMULATION

Due to the reject-pass-reject characteristic of the
proposed SSPP unit, it is applied to achieve the proposed
rejection filter in Fig. 2, where the SSPP part contains
five periodical SSPP units and it determines the filter’s
frequency characteristics. The mode conversion parts
transform the transmission modes of the microstrip and
the SSPP bidirectionally and they are beneficial to the
filter’s performance. The microstrip is used for connecting
with other microwave devices, width of which matches
with 50 Q characteristic impedance and it is 1.54 mm.
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Fig. 4. Influence of the SSPP units on the frequency characteristics of the filter. (a) The influence of the FSRR length
on the central rejection frequency; (b) the influence of the SSPP unit number on the rejection depth; (c) the influence
of the structural parameter on the rejection bandwidth; (d) the influence of the groove depth on the filter’s cutoff

frequency.

The filter is simulated in CST Microwave Studio
and simulation S parameters are displayed in Fig. 3, where
the filter behaves one rejection band and two passbands.
Central frequency and -3dB rejection bandwidth of the
rejection band are 18.49 GHz and 1.26 GHz (6.8%),
respectively. The -20dB rejection bandwidth and the
maximal rejection depth are 0.84 GHz and 40.1dB,
respectively. Moreover, the filter’s cutoff frequency
is 27.31 GHz and the average insertion losses in the
passhands are 0.29 dB and 0.78 dB, respectively.
Therefore, the filter provides a wide and deep rejection
band.

The gray band in Fig. 3 is the rejection band of the
dispersion, and f., is the cutoff frequency of Mode 1.
According to the figure, the cutoff frequencies of the
dispersion are closed to which of the filter, and the

rejection bands of the dispersion are also entirely
contained by which of the filter. This shows that
frequency characteristics of the dispersion agree with
those of the filter and the dispersion indicates the
transmission modes of the SSPP units.

IV. FREQUENCY CHARACTERISTICS
CONTROLLABILITY
To meet more demands in engineering applications,
the methods of controlling the filter’s S parameters
through the structural parameters are discussed in this
section.

A. Control on the central rejection frequency
In the proposed filter, the central frequency of the
rejection band depends on the total length of the FSRR.



Accordingly, changing the length of the FSRR can alter
the central frequency. The simulation results of three
rejection filters with different g are illustrated in Fig. 4
(a) where the central frequency of the rejection band is
increased by about 1.5 GHz when g increases by 0.1 mm,
meanwhile the rejection bandwidth and the filter’s cutoff
frequency are roughly unchanged. The simulation result
demonstrates that changing length of the FSRR can
effectively control the central rejection frequency and
make few impacts on other performances of the filter.

B. Control on the rejection depth

The effect of SSPP unit number on the rejection
depth is shown in Fig. 4 (b), where the rejection depth is
increased by about 16 dB as the SSPP unit number n
increases by 2, and the central rejection frequency is
maintained. In addition, the roll-off factor of the filter’s
cut-off band is also increased with the increasing of the
SSPP unit number. Notably, dispersion of the SSPP unit
remains unchanged in the whole process. The results
indicate that number of the SSPP units can control the
rejection depth and the roll-off factor. Meanwhile does
not make influences on the central frequency of the
rejection band.

C. Control on the rejection bandwidth

The influence of structural parameters on the
rejection band is shown in Fig. 4 (c) where diverse s and
Ls are set in different filters. According to the figure, the
rejection band is decreased 0.52 GHz (2.8%) when s and
Ls are increased 0.2 mm simultaneously, and the central
frequency also shifts 1.31 GHz. Notably, total length of
the FSRR in not changed in the processing, but the shape
of the FSRR has been changed from a short and wide one
into a high and thin one. It can be seen that the shape
variation leads to changes in the rejection bandwidth and
the central frequency. Besides, since the impact on the
central frequency can be compensated by adjusting the
FSRR’s length, the rejection bandwidth control approach
can be applied in engineering applications.

D. Control on the cutoff frequency

Groove depth H in low-pass comb-shaped SSPP
filters almost decides their cutoff frequencies and it
is usually used to control the cutoff frequencies. This
approach is also applicable in the proposed rejection
filter. Simulated S;1 of three rejection filters with
different H are illustrated in Fig. 4 (d), where the cutoff
frequency is reduced by about 2.6 GHz as the groove
depth increases by 0.2 mm, meanwhile the rejection band
is nearly not affected. Two conclusions can be drawn
from the simulation result. Firstly, the groove depth can

effectively control cutoff frequency of the rejection filter.

Secondly, frequency characteristics of the rejection band
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and the cutoff band are mutually independent and they
can be independently controlled.

In conclusion, the approaches of controlling the
central frequency, the rejection depth, the rejection
bandwidth and the cutoff frequency are detailed in this
section. The illustrated simulation results prove the fine
frequency characteristics controllabilities of the proposed
rejection filter and these controllabilities can be combined
to meet different demands in practical designs. The
application range of the filter is broadened by these
controllabilities, especially the controllable rejection
bandwidth contributes more to the broadening.

V. FABRICATION AND MEASUREMENT

Fabricated filter and microstrip are displayed in
Fig. 5, where the microstrip is used for evaluating the
additional loss from the welding, the substrate and the
connectors. The filter and microstrip are put in the
aluminum box to be measured by the vector network
analyzer. Size of the filter is 40.0 mmx3.0 mm
(3.571¢%0.294y), where Aq is the guided wavelength of the
central rejection frequency. Substrate and length of the
microstrip are same as the filter, where the characteristic
impedance and length are 50 Q2 and 40.0 mm, respectively.

Microstrip

Fig. 5. Photograph of the fabricated filter and microstrip.

In the measurement, the microstrip is firstly measured
and its Sy1 is normalized to 0 dB in the vector network
analyzer before measuring the filter. Accordingly,
measurement Sy; of the filter has subtracted the loss of
the microstrip. The measurement results are illustrated in
Fig. 6, where the measurement Sy; in Fig. 6 (b) is a result
of taking away the measurement Sy, in Fig. 6 (a). In the
frequency band of 10-30 GHz of Fig. 6 (a), simulated and
measured average insertion losses of the microstrip are
0.33 dB and 1.78 dB, respectively, hence the additional
loss is about 1.45 dB.
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Fig. 6. Measurement S parameters of the fabricated filter and microstrip: (a) the microstrip and (b) the rejection filter.

Table 2: Comparison with SSPP rejection filters

Work Size (lgxlg) | fo/GHz | FBW Y% | IL%dB Order Depth RBC?® Dispersion
[8] 5.64x1.40 6.75 1.9 4.6 8 -15 No No
[8] 6.20x1.54 7.45 174 3.7 7 -42 No No
[9] 13.4x3.18 8.15 5.8 5.5 5 -32 No No
[9] 14.2x3.41 8.74 4.6 3.1 6 -33 No No
[10] 5.85x0.15 14.47 14.7 4.3 5 -43 No Yes
Thiswork | 3.23x0.24 18.43 7.8 2.5 5 -42 Yes Yes

LFBW is the fractional rejection bandwidth;
2L is the insertion loss of the passhand;
3RBC is rejection bandwidth controllability.

As Fig. (b) demonstrates, central frequency and
-3 dB bandwidth of the rejection band are 18.43 GHz
and 1.45 GHz, respectively, thus the fractional rejection
bandwidth is 7.9%. The -20dB rejection bandwidth is
0.84 GHz and the maximal rejection depth is 42.2 dB.
The average insertion losses of two passbands are
0.58 dB and 1.02 dB, respectively. The filter’s cutoff
frequency is 27.32 GHz and the out-of-band rejection is
greater than 60 dB. The measurement results agree well
with the simulation, proving both the proposed filter and
the design approach are available.

The comparison between traditional SSPP rejection
filters and our filter is listed in Table 2, where the
additional loss of our filter is taken into the total insertion
loss. According to the table, the proposed filter provides
more compact filter size, higher central frequency,
middle rejection bandwidth and smaller insertion loss.
In addition, the proposed filter gives the approach of
controlling the rejection bandwidth for the first time. It
can be concluded that the proposed filter has improved
performances than traditional ones.

V1. CONCLUSION
By simplifying the structure of traditional SSPP
units, a novel SSPP rejection filter with controllable

rejection bandwidth is achieved in this letter. The
dispersion is analyzed to explain the transmission
mechanism of the rejection SSPP units. And the
approaches of controlling the filter’s S parameters
through the structural parameters are also presented. The
measured better performance than traditional filters
proves that the proposed filter has an improvement from
traditional ones.
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Abstract — In order to ensure the safe operation
of wire ropes, non-destructive testing methods are
being applied to inspect wire ropes. Any geomet-
rical discontinuity in magnetic permeability in the
magnetized wire rope will impact the magnetic field
conveyed by the rope, under a proper excitation.
In this work, the electromagnetic device known as
“parametric transformer” has is proposed for the
non-destructive testing of ferromagnetic bodies hav-
ing cylindrical symmetry, as tubes and ropes. The
principle of its functioning is described by means of
an equivalent magnetic network and a more rigorous
approach using the Partial Element Equivalent Cir-
cuit (PEEC) method. Then, the proposed principle
has been tested experimentally through the realiz-
ation of a model which has confirmed the expected
results.

Index Terms — Cylindrical ropes, non-destructive
testing, parametric transformer.

I. INTRODUCTION

Steel wire ropes are the basic and important ele-
ments of loading, and, as such, they are widely em-
ployed in many fields, such as mining, architecture,
transport, etc. Safe use of the wire ropes depends on
their condition. Deterioration of a wire rope leads
to a reduction of the wire rope safety factor. The
manual inspection such as visual observing is often
used to check wire ropes but it can only detect sur-
face flaw, so this method is not that reliable. On the
other hand, destructive inspection can only bring the
information about tested part of rope and requires
spare lengths of the rope be available for such test.
Hence, non-destructive testing (NDT) for steel wire
ropes has received increasing interest. The most
popular NDT inspection methods include acoustic
emission, electromagnetic methods [1, 2, 3], imaging
methods. Among the electromagnetic methods, the
most common technique applied in the NDT of ferro-
magnetic ropes are based on the magnetic inspection
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(MI) and in particular on the magnetic flux leakage
(MFL) [4] making use of testing sensor, signal con-
ditioning unit and computer system unit.

In this work a different approach is proposed.
In particular, the parametric transformer is used to
detect imperfections occurring in cylindrical ropes.
Indeed, the principle is rather simple. Even small
defects in the rope cause a magnetic flux to appear
in the central limb of the transformer which is usu-
ally inactive in absence of defects. This flux causes
an induced voltage on a sensing coil located on the
same limb which can be easily measured by a voltage
meter. The proposed method can be adopted in case
of quite long ropes as those used in the elevators,
cableways or skilifts when the length of the rope is
in the range of tens, hundreds or even thousands
of meters, to continuously monitor the state of the
rope.

The paper is organized as follows. Section II
briefly describes the parametric transformer (PT)
and explains how it can be used for NDT purposes.
The ideal model of the PT is presented in Section
IIT and a simplified solution is proposed. In order to
more accurately model the PT and give evidence to
its capability to be used fo NDT purposes, the Par-
tial Element Equivalent Circuit method is used. It
is summarized in Section IV. The numerical results
are presented in Section V confirming also numeric-
ally that the PT is effective in detecting small defects
occurring in cylindrical ropes. The conclusions are
drawn in Section VII.

II. THE PARAMETRIC
TRANSFORMER

The parametric transformer (PT thereafter) is a
“two ports” device based on any special symmetric
magnetic circuits which couples an input coil with an
output coil; this coupling is inactive until the above
mentioned symmetry is guaranteed, and the mutual
induction coefficient is zero. There are many types
of PT with different shape of the magnetic circuit [5];
we chose the particular one shown in Fig. 1, in which

1054-4887 © ACES



the magnetic circuit is completed by a sample of
the material to be tested, so that any defect present
in the sample breaks the magnetic symmetry, the
mutual induction coefficient turns into a non-zero
value and an output signal is obtained if the input
port is powered.
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Fig. 1. Parametric transformer.

In Fig. 1, the coordinate directions of the cur-
rents and the magnetic fluxes are highlighted in or-
der to clarify the functioning principle.

The equivalent magnetic network of this device
is composed by:

e the left and right outer branches, including also
their horizontal part, both of the same reluct-
ance R;

e the central branch of reluctance Re;

e the sample of the material ferromagnetic to be
tested, a part of which completes the magnetic
mesh composed by the above mentioned out-
ward branches; we set Rs + Rs =2Rs reluct-
ance of this part if the sample is integer, but we
set 2Rs+Rp if a defect of additional reluctance
Rop is present in its left or right part;

e two equal coils winding the two outward
branches, powered by the same current,
provides two equal exciting m.m.f. F, having
the same directions along the external magnetic
mesh composed by the two outer branches and
the portion of body under testing;

e a coil winding the central branch, providing an
output signal if a variable magnetic flux ¢ ap-
pears in it.
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In the first rough approach of the analysis of this
device we assume:

e the magnetic fluxes are restricted inside the PT
and inside the sample, namely no leakage flux
exists;

e the behaviour of the PT and of the sample is
linear.

ITII. IDEAL MODEL

If the aforesaid hypotheses are satisfied, we may
draw the magnetic equivalent network of the Fig. 2.
We assume the coils are powered by a steady state
current; if the body to be tested may slide along
(and in contact with) the three branches, a flux ¢
appears in the central branch when a defect of the
sample is present; in Fig. 2 we suppose the existence
of a defect in the right side.

R R

VW VW

}'T Re

Rs ¢ Rs + Rp

Vv NV

Fig. 2. Equivalent magnetic network.

If the sliding sample does not have any defect
(that is if Rp =0) a magnetic flux, whose value
obviously equals 2F/(2R+2Rs), is present only in
the outer branches of the PT; consequently ¢ = 0
and no output signal is present. If a defect occurs,
the analysis (plain but cumbersome) of this network
provides for the above flux the value:
¢ =FRp/[(R+Rc+Rs)(R+Rc+Rs+Rp)—Rel.

(1)
Obviously the amplitude of the electrical output sig-
nal depends on the derivative of the flux ¢ and there-
fore on the flow rate of the sample, which may not
be sufficient to obtain an adequate level; if, how-
ever, the feeding occurs in a sinusoidal regime, this
limitation disappears and in addition there is the ad-
vantage of being able to perform the test even when
stationary.

IV. BASIC PEEC FORMULATION
In order to verify the feasibility of the proposed
methodology to detect defects in cylindrical ropes,
the Partial Element Equivalent Circuit (PEEC)
method [6] is used to model the parametric trans-
former and the rope. The PEEC method is based
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on the volume equivalence principle of Maxwell’s
equations and use the electric field integral equa-
tion (EFIE) and the continuity equation. When
conductors, dielectrics and magnetic materials are
considered, the natural physical quantities which
are usually adopted to express the magnetic vec-
tor potential are the electrical and polarization cur-
rent densities and magnetization. Furthermore, the
scalar electric potential is also used. Typically, rect-
angular basis functions are used to expand these
quantities and to test the EFIE and continuity equa-
tion, based on the Galerkin’s testing procedure. It
results in the following set of equations:

jwP~t —AT 0 P I,
A Z,+jwL, jwLy|-|1|=|0 |,
0 D T M GI;

where P accounts for the coefficients of potential, L,,
is the partial inductance matrix, L,, represents the
induced effects due to time varying magnetization,
D and T matrices describe the constitutive relation
of the magnetic field and A is the connectivity mat-
rix. Matrix Z; is diagonal with the self impedances
of elementary volumes, which reduce to resistances
for conductors [7] and the impedances of the excess
capacitance [8] for dielectrics. Finally, I represents
the independent current source which is assumed to
drive the excitation coils. The term GI; represents
the magnetic flux density produced by the forced
current. The derivation of (2) and the analytical
formulas to fill matrices in (2) are detailed in [9, 10].
The time domain counterpart is straightforward to
be obtained.

V. NUMERICAL TESTS

A 3D PEEC model of the parametric trans-
former has been set. It is shown in Fig. 3. The
conductivity of the magnetic core is ¢ = 10 S/m
and its relative magnetic permeability is p, = 400
while the coils are made of copper (0 = 5.8 - 107
S/m).

In addition a rope with a small defect (a hole
with volume 1 cm?) has been placed in the air-gap
as shown in Fig. 3. The conductivity of the rope is
o = 10* S/m and its relative magnetic permeability
is p, = 300.

The geometrical parameters for the z — y plane
are given in Fig. 4. Respect to the z axis, both
the rope and the magnetic core are 20 mm thick.
The coils are 10 mm thick in all directions and the
spacing between these and the magnetic core is 1
mm. Finally, the spacing between the rope and the
magnetic core is 0.5 mm.
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Magnetic core~_

Fig. 3. 3D view of the PEEC model of the paramet-
ric transformer.
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Fig. 4. Configuration of the parametric transformer,
Ty = 250, yu = 50, y, = 150, w = 50, z. = 72,
ye = 105 and £ = 500 (all dimensions are in mm).

The excitation coils, namely Ec,, Ec,, Ec, and
Ec,, are driven by a 10 A sinusoidal current source
(2.5 A for coil) varying at 50 Hz.

The analysis has been performed by using an
uniform mesh resulting in by 9297 surface nodes,
29554 inductive branches and 3034 magnetic cells
in the case of the absence of the defect for the rope
while in the presence of the defect the mesh is consti-
tuted by 9297 nodes, 30304 inductive branches and
3180 magnetic cells.

The voltage revealed by the sensor coil Sc, is
reported in Figs. 5 and 6 for both the cases of ab-
sence and presence of the defect, respectively. As it
is clearly seen, even a small defect, causes significant
differences in the sensed voltage.

Finally, Figs. 7 and 8 show the z component
(|B.|) of the magnetic field for both the cases of
absence and presence of the defect, respectively, at
the time instant in which the excitation current is
maximum (the surface in the z-y plane is located in
the middle of the structure respect to the z axis). As
before, a small defect causes significant differences
also in the magnetic field.
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Fig. 8. |B.| in the presence of the defect.
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Fig. 5. Sc¢, voltage without defect.

8
fixture. We used for it the magnetic laminations of

a common three-phase transformer; for a former pro-
al totype of this device it was chosen the arrangement
shown in Fig. 1 [11]. In order to better identify the
defects of the sample, the initial prototype has been
0 i developed as described in Fig. 1. Hence, it is con-
stituted by two PTs mounted in opposite position;
their outputs are connected in series, in order to ob-
4 j tain the sum of the two signals, with a significant
improvement of the sensitivity.

6, |

Vg [wV]
SC1

The scheme of Fig. 2, which was used to cla-
-8 : : : rify the operating principle, can no longer be used
0 50 . 100 150 200 for quantitative evaluations, either because in the si-
Time [ms] nusoidal regime equation (1) should be recalculated
in the complex field, and because it does not take
into account the inevitable leakage flux that does
x [mm] not remain confined into the magnetic material un-
-200 -100 0 100 200 [Bz| [uT]  der analysis. The estimation of this leakage flux is
6 not easy. The rope sample has been modeled with
a geometry composed of elementary parallelepipeds,
in one of which an interruption has been introduced
12 that simulates the defect. The permeability and res-
istivity values of the magnetic circuit are the normal
values for a sheet from transformers, while for the
08 cable we assumed the estimate of 400 as the average
“iron-air” value of the relative permeability.

Fig. 6. Sc, voltage in the presence of the defect.

y [mm]

0.6
To evaluate the efficiency of the device, we car-

04  ried out several series of measurements on a sample
of parametric transformer, shown in Fig. 9. In
the beginning, a piece of rope free of defects has
0 been used. Since the operation must also take place
with the rope in motion and this involves the exist-
ence of an air gap whose influence cannot be neg-

VI. EXPERIMENTAL SET-UP lected, we have simulated its existence in the meas-
Having described the operating principle, we de- ~ urements (which were of the static type) by inserting
scribe now how we have realized the experimental WO strips in cardboard 0.5 mm thick between the

0.2

Fig. 7. |B| without defect.
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Fig. 9. Experimental set-up.

sample and the surfaces of the pole pieces of the
device. We fed the input with a 50 Hz sinusoidal
generator at variable voltage, of which we measured
the effective current and voltage values; of the sig-
nal at the output we measured the effective value
in voltage. With the aforementioned sample, we
have carried out a series of preliminary measure-
ments that have served to highlight the inevitable
constructional asymmetry of the apparatus, which
produce a “bias” signal which must be taken into
account in the results. Then the measurements were
performed in the presence of defects that we simu-
lated using the same integral sample to which we
added a small piece of elementary wire at one of the
two spaces between the poles.

Since the measurement is of the differential type,
the equivalent of a lack of the same wire volume is
obtained at the other space between the two poles.
The results of the measurements were collected in
Table 1, made up of 7 columns; in the first and in
the second ones respectively, the effective values of
the current Cj,, (in A) and of the voltage V;,, (in V)
at the input are indicated, having chosen to impose
current values at constant intervals of 0.10 A; in the
third column we have indicated the output voltage of
“bias” (Vhias) detected with the rope sample intact;
in the fourth and fifth columns we have indicated,

ACES JOURNAL, Vol. 34, No. 9, September 2019

Table 1: Experimental results

Ci ‘/z ‘/bias VoutR VoutL SR SL

0.10 (3.0 0.012 {0.019 [0.013 [1.58 |[1.08
0.20 |4.0 0.013 |0.027 |0.020 |2.08 |1.54
0.30 (6.0 0.013 |0.037 |0.029 |2.85 |[2.23
0.40 (8.0 0.015 |0.060 |0.036 |4.00 |2.40
0.50 [10.0 (0.016 [0.065 [0.042 [4.06 |2.63
0.60 (13.0 [0.018 [0.060 [0.049 [3.33 |2.72
0.70 |15.0 (0.018 [0.067 [0.060 [3.72 |3.33
0.80 |17.0 ]0.018 |0.077 [0.070 |4.28 {3.89
0.90 |20.0 |0.026 |0.104 [0.083 |4.00 {3.19
1.00 |22.0 ]0.027 |0.110 |0.085 |4.07 |3.15
1.10 |24.0 1]0.027 |0.103 [0.093 (3.81 |3.44
1.20 |26.0 1]0.028 [0.109 [0.095 (3.89 |[3.39
1.30 |28.0 |0.028 [0.106 |0.096 |3.79 |3.43
1.40 |30.0 |0.029 [0.123 |0.083 |4.24 |2.86
1.50 |33.0 |0.029 [0.122 |0.085 |4.21 |2.93
1.60 |34.0 ]0.029 |0.124 |0.085 (4.28 |2.93
1.70 |37.0 ]0.030 [0.134 |0.085 (4.47 |2.83
1.80 |39.0 (0.030 [0.126 |0.095 |4.20 |3.17
1.90 |39.0 |0.031 [0.140 |0.095 |4.52 |3.06
2.00 [42.0 |0.032 |0.144 |0.101 |4.50 |3.16
2.10 |45.0 |0.033 |0.146 |0.095 |4.42 |2.88
2.20 |46.0 |0.034 |0.135 |0.101 |3.97 |2.97
2.30 |48.0 |0.036 |0.140 |0.101 |3.89 |2.81
2.40 [50.0 |0.037 |0.145 |0.114 (3.92 |3.08
2.50 [52.0 (0.039 |0.167 |0.114 [4.28 |2.92

respectively, the output voltage with the fault po-
sitioned first on the right (as in Fig. 2) and then
on the left of the central pole (Vi and Voyer); in
the sixth and seventh columns we have reported the
respective useful signals (Sg and S1) calculated as
the ratio between the two aforementioned voltages
and that of “bias”; Sr and Sy are obviously adi-
mensional quantities. Figure 10 shows the measured
voltages in presence of the defect at right (Vouir)
and left (V,y:r) of the central pole along with the
bias voltage (Vpigs)-

A. Discussion

It can be seen how, while the input current
increases with a constant pitch, the corresponding
voltage does not increase with the same regularity;
this is due to the fact that the rope, being composed
of strands wound in a spiral, configures with the sur-
faces of the poles an average air gap that is variable
and depends on the position assumed from time to
time, when the defect is transferred from one part to
the other of the sample. In other words, the reluct-
ances R and R¢ of the scheme in Fig. 2 comprise
the air gaps and are affected by their variability. It
can also be noted that the state of the magnetic
materials of the laminations and of the cable is al-
ways in the linearity zone, since the module of the
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Fig. 10. Measured voltages in presence of the defect

at right (Voutr) and left (Voyer) of the central pole
and bias voltage (Vpias)-

input impedance V;,,/C;y, has a very little variation
between the minimum and maximum values of 20.0
Q and 22.2 Q (as is easy to verify) throughout the
excitation current range between 0.10 A and 2.50 A.
Its small variability is due to the not exact reprodu-
cibility of the air gaps during all the measurements.
The magnitude of the fault signals (even these vary
in an uncoordinated way, again due to the variab-
ility of the air gaps between one measurement and
the other) seems sufficient to achieve the purpose for
which the apparatus was designed, especially consid-
ering how the artificial failure has been achieved.

VII. CONCLUSIONS

The parametric transformer has been found ef-
fective in the detection of the defects present in a
rope. A simple derivation has been presented along
with a numerical simulation have given evidence to
the theoretical claim. Furthermore, an experimental
setup has been built and has confirmed the theoret-
ical results, in spite of the complicated shape of the
rope section which caused, owing to the variability
of the air gap, little anomalies in the measurements.
No doubt these anomalies disappear, if the mater-
ial was a sample of a simple tube. In order to im-
prove the output signal for the ropes, it is required
a reduction of the air gap reluctances, achievable by
an enlargement of the three poles along the axis of
the sample. Despite these limitations, a satisfactory
sensitivity has been achieved, confirming the possib-
ility to use the parametric transformer as an effect-
ive device for non destructive testing of cylindrical
ropes.
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Abstract — A novel 3dB wideband coupler with
enhanced selectivity has been proposed and developed
in multilayer HMSIW topology. Periodic ginkgo leaf
slots (GLS) are etched on top layer of HMSIW to realize
a pass-band combining with high-pass characteristics
of HMSIW. The novel GLS cells have stop-band
characteristics aiming to improve the frequency selectivity
and extend the upper stop-band. Moreover, the roll-off at
the upper side is very sharper. A continuous coupling slot
is etched in the conductor layer at the broadwall of
HMSIW. Coupling takes place through the long, offset
slot, which features a flexible design providing a wide
coupling dynamic range with wideband characteristics.
Detailed design process is introduced to synthesize a
wideband filtering HMSIW coupler with better stop-
band rejection. The novel coupler is showing a 34.9%
coupling bandwidth at 8.87 GHz with good isolation,
reflection and out-of-band rejection performances. Its
stop band is from 13.8 to 17.6GHz with the rejection
more than 40dB. Good agreement is obtained between
the simulated and measured results of the proposed
structure.

Index Terms — Electromagnetic band gap (EBG), Half-
mode Substrate Integrated Waveguide (HMSIW), high
selectivity, multilayer, wideband coupler.

I. INTRODUCTION

Directional couplers are essential components in
transceivers for microwave communication systems.
Because they have a great impact on the overall system
performance, wideband, low insertion losses and high
isolation are usually required in many applications. The
substrate integrated waveguide (SIW) technology [1-17]
is a promising candidate for modern wireless transceiver
systems and has provided an excellent trade-off between
waveguide and planar technologies [18-24] in terms of
quality factor, volume, the losses, power handling and
easy integration.

Nevertheless, the conventional SIW circuits are still
too large for millimeter wave systems. Several solutions
have been proposed to reduce the footprint of SIW
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structures, including the half-mode substrate integrated
waveguide (HMSIW) [2-6] and the substrate integrated
folded waveguide (SIFW) [7-8]. These two topologies
allow the width of the SIW to be reduced by a factor of
two. In [2], a 3-dB coupler is realized at Ku band using
HMSIW, which keeps the good performance of the
SIW coupler with nearly a half reduction in size. A
ridged HMSIW was proposed in [5], which open side
is capacitively loaded with a continuous ridge so as
to lower the first-mode cutoff frequency. In [8], the
proposed dual-band rat-race coupler was developed in
the FSIW, consisting of two stacked layers of substrates.

Recently, miniaturization design is becoming one of
the primary trends for many applications in transceivers.
On one hand, the use of multilayered topologies [9-11]
is known to provide more freedom to design coupling
paths and control coupling levels between waveguided
structures while preserving a compact circuit size. On the
other hand, more and more attention has been paid to
single devices integrated with different functionalities,
such as a bandpass balun, bandpass coupler [12], and
bandpass antenna [13]. A reduced size rat-race SIW
coupler incorporating a bandpass frequency response
characteristic was presented in [12].

The SIW has highpass performance and the periodic
electromagnetic band gap (EBG) structures have slow-
wave and stop-band characteristics [14-16]. As such, a
periodic configuration is etched on the top layers of the
HMSIW to realize the wideband filtering response. In
[14], an EBG-loaded ridge substrate integrated waveguide
(RSIW) ring coupler was presented. The periodic EBG
structures are employed to increase the propagation
constant to achieve further size reduction. In [16], a
wideband directional coupler was proposed on the
basis of the concept of slow-wave HMSIW to achieve
compact size. Generally speaking, some problems faced
by the above-mentioned structures are poor stopband
suppression or narrower bandwidth. How to solve these
two problems at the same time has been attracting
increasing attention.

In this paper, to overcome the limitation of a
conventional coupler, a novel wideband directional
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filtering coupler with enhanced selectivity has been
proposed and developed in multilayer HMSIW topology.
Periodic ginkgo leaf slots (GLS) are etched on top layer
of HMSIW to realize a pass-band combining with high-
pass characteristics of HMSIW. The dimensions of the
coupling slot and HMSIW are used to determine both
the coupling ratio and the center frequency. Meanwhile,
it is possible to control the bandwidth and the rejection
level by adjusting the parameters of GLS. It's a good
combination of multilayered topologies, HMSIW and
EBG structures.

1. ANALYSIS AND DESIGN

A. Filtering coupler structure

As shown in Fig. 1 (a), Port 1 is the input port; Port
2 is the through port, whereas Ports 3 and 4 are coupling
port and isolation port, respectively.

Port4 vere

Suhstrat N
. - \

Substrate2

(b)
Lslot .. P
~fyeececcsedeccssseappeiion .-[
[WsiwH T tWslot (fWtaperH
=5 A NI Tl s
“LtaperH  Tebg Dslo i o
Lstripl
o o ——
Wstrip
(©

Fig. 1. The proposed HMSIW filtering coupler with GLS
cells: (a) anatomy view, (b) geometries of ginkgo leaf
slots (GLS), and (c) top view.
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The multilayer E-plane HMSIW coupler consists
of two parallel waveguides (HMSIW1 and 2) coupled
together by means of a longitudinal slot etched in
their common broad wall. The long coupling slot have
variable lengths (Lslot), widths(Wslot) and offsets
(Dslot), and are arranged with respect to the distribution
of TEos,0 mode. In the coupling region, the coupling slot
is located on the metal plane between substrate 1 and 2.
As depicted in Fig. 1 (b) and Fig. 1 (c), a periodic GLS
configuration is etched on the top layer of the HMSIW1
and 2 to realize the wideband filtering response.

B. Analysis of coupler

As discussed above, the width of the HMSIW is half
that of the SIW, so the width of an SIW properly
operating in the same frequency range should be
determined at first on the basis of the design
considerations in [2-3]. The HMSIW has highpass
performance and the electromagnetic band gap (EBG)
structures have stop-band characteristics.

a(l
—

Portl %

cident Wave)

a; (Transmission Wave)

Fig. 2. Schematic of the filtering coupler with GLS.

Figure 2 illustrates the schematic of a four-port
filtering coupler. As seen, the proposed structure
integrates a bandpass filter and a directional coupler.
There are three steps to design the proposed coupler.
First, the cutoff frequency for the HMSIW can be

determined by the following formulae:

2 c

Ay, fo =
Ay = gy 0.95-p ¢(TE10) Zaeﬁ\/; (1)

Where, aerr and asiw are the equivalent and real width
of SIW, respectively. apsiw is the width of HMSIW
(asw=2ansiw). D and p are the diameter of metallized via-
holes and center-to-center pitch between two adjacent
via-holes. ¢ is the light velocity in vacuum, and &
is the dielectric constant of substrate. Secondly, the
dimensions of the coupling slot and the feed lines for
transition between the HMSIW and the microstrip are
determined to achieve equal coupling strength. Finally,
the parameters of the GLS and the periodic separation
can be determined by using electromagnetic simulation
to obtain good out-of-band rejection.

As observed in Fig. 1 (a) and Fig. 3, the physical
fields existing in the structure can always be expressed
as the superposition of these two modes, i.e. even mode



and odd mode. When the ports 1 and 4 are excited with
two signals of same amplitude and phase, only TEgs, o
mode (even mode) can be observed in the coupling
region. However, when the two ports are excited by two
signals with same amplitude but reverse phase, only
TEM mode (odd mode) can be found. The electric field
intensities of TEgs, o0 mode and TEM mode are summed
at ports 2 and 3, resulting in the power output at these
two ports.

Coupling Slot
/__~HMSIW1
///I// I
Electric Wall 7/ 1/ HMSIW2
\: H(!W’T !
s, t ’x m T T Magnetic Wall
(@)
Coupling Slot
/__~HMSIW1
g // g !
Electric Wall ) // , J 1L HMSIW2
& ) “ l l Magnetic Wall
(b)

Fig. 3. Electric field distribution in coupling region: (a)
even mode and (b) odd mode.

The superposition filed in the coupling slot satisfies
[10]:

A (2) =ae " cos(Kz), )

A (2) = jae * sin(Ka), 3)

K :%(ﬂe _ﬂo) :%Aﬁ:”(llﬂvo.ao _1/17EM )' (4)

where, f. and f, are the propagation constant of even
mode and odd mode respectively. In this way, within the
coupling region, there are two kinds of modes, namely
TEgs, 0 mode in HMSIW and TEM mode in stripline.
Supposing the length of the coupling region as L, the
wavelength of TEqs,0 mode in HMSIW as /5,0, Whereas
the wavelength of TEM mode as Arem. The coupling ratio
at port 3 can be controlled by changing the size of the
coupling region, it can be defined as:

C =20xlg AL =20xIg[sin(KL)| = 20xIg

sin(A—zﬁ L)|-(5)

For a 3-dB coupler(C=-3dB), we have,
ABL=1/2= (fe-fo) L. (6)

According to reflection suppression condition of TEgs, o
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mode at both ends of coupling region [25]:

1+e /% =0. ©)
Based on (7), we have,
sin(2p. L)=0, and cos(2f.L) = -1. (8)
So that the relation between S, and L is given by,
BeL=(2n+1) /2. (9)

From (6) and (9), the propagation constant of the
two modes is thus obtained:
B, 2n
B 2n+l
When the difference between the propagation constants
increases the coupled length L decreases. Therefore,
smaller value of n corresponding to shorter coupler slot.
Hence,

(10)

Lo 15e=2/3 (n=1). (11)
In the coupling region of coupler, the propagation
constant for TEqs0 mode is given below:

ﬂe(f):\/[Zﬁ srf) _[ Vs J
C [

According to the theory of Bethe hole, there is an
approach to obtaining flat coupling versus frequency. So,
the initial location of the coupling slot is given by [26],
[27]:

(12)

Dsiot=aeft/4. (13)
At the center frequency f, the initial length of the
coupling region (L) may be determined by using formula
(6), (10), (11), and (12).

C. EBG design

EBG structures are periodic structures that produce
variations in the refractive index of the medium to
introduce both a slow-wave effect and a certain stopband
in its frequency response. The following step is to
identify the EBG dimensions to be used for realizing out-
of-band rejection. In Fig. 1 (b), there are five parameters
to determine the band-gap properties: the periodic
separation Lebg between adjacent EBG cells, the radius
rl, the angle 6, the length Ig, and the width s1 of the
GLS cell. The radius of the GLS structures rl (the first
parameter) was increased in steps to find out its influence
on the bandwidth and rejection, as shown in Fig. 4 (a).

The simulated results in Fig. 4 (a) revealed that for
increasing radius of GLS, the relative bandwidth of
the coupler was also found to decrease correspondingly.
The parameters of the EBG cells (r1, s1) as well as the
relative bandwidth are summarized in Table 1.

The second parameter is the width s1 of the EBG
cell. Fig. 4 (b) shows the relationship between relative
bandwidth and s1. The coupling bandwidth increases
when the width s1 of the EBG cell is increased. In
addition, smaller s1 corresponds to narrower bandwidth
and steeper rolloff slope in transition band.
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Fig. 4. Variation of frequency responses with respect to
the parameters of the GLS cells: (a) the radius r1, (b) the
width s1, and (c) the period Lebg.

Table 1: Relative bandwidth Af/f, change with rl and s1

ri(mm) | Affo (%) | si(mm) | Aff (%)
05 38.16 0.1 34.18
0.6 33.42 0.2 38.16
0.7 27.44 0.3 42.04
0.8 23.16 0.4 45.19

The third parameter is the period Lebg of the
structure, as it controls the center frequency of the
stopband where Lebg=1¢/2 and Ags is the corresponding
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guided wavelength of the stopband center frequency.
Lebg should be chosen such that, this stopband comes
after the band of operation required.

The period (Lebg) of the EBG cells can be
calculated by using HFSS. As shown in Fig. 4 (c), the
center frequency of the stopband (fs) reduces evidently
with the distance between the EBG cells increased. Table
2 illustrates the period Lebg may affect the center
frequency of the stopband and the corresponding guided
wavelength.

Table 2: f; and relative bandwidth change with Lebg

Lebg (mm) fs (GH2) Af/fo (%)
4.5 15.85 38.16
5 15.79 35.79
55 15.17 32.56

The number of EBG structure controls the rejection
whereas the bandwidth is determined by the size (which
is controlled by the radius and width) of the EBG
structure. Such configuration can be employed efficiently
where wide-band stopband rejection is desired. Finally,
the rest of the dimensions are estimated using HFSS
simulation tool.

D. Coupling slot

As depicted in Fig. 1, the coupling slot is located on
the metal plane between substrate 1 and 2. Moreover, the
long coupling slot has variable lengths (Lslot), widths
(Wslot) and offsets (Dslot), and the design parameters
control the mutual coupling between two parallel
waveguides.

From the formula (5), (6), and (12) we can see that
the coupling ratio depends on the lengths (Lslot=L) of
coupling slot. For a 3-dB coupler, AS decreases with
increasing lengths (Lslot) of coupling slot. In addition,
Lslot is also related to the center frequency of the coupler.

Table 3: Coupling ratio and fo change with Dslot

Dslot (mm) fo (GHz) Coupling Ratio (dB)
2.5 7.6370 -4.8276
3 8.6437 -4.1445
3.5 8.9273 -4.0869
4 9.0407 -3.9610
4.5 9.0832 -3.9045

But for a 6-dB coupler (AfL=n/3), the length (Lslot=L)
of coupling slot is shorter than the corresponding length
of a 3-dB coupler. The other two parameters of the
coupling slot have effects on both the coupling ratio and
the center frequency.

According to the Table 3, both coupling ratio and
the center frequency (fo) of the coupler increase when the
offset (Dslot) is increased.



Table 4: Coupling ratio and fo change with Wslot

Wslot (mm) fo (GH2z) Coupling Ratio (dB)
2 8.9862 -3.9778
2.5 9.0430 -3.9611
3 9.2131 -3.9956
3.5 9.2273 -3.9917
4 9.2982 -4.0039

The simulated results in Table 4 revealed that for
increasing widths (Wslot) of coupling slot, the center
frequency of the coupler was also found to increase
correspondingly. However, the change of coupling ratio
is just the opposite. Moreover, it has to be noted that
among all of the parameters of the slots, the offset
distance (Dslot) has a critical effect. This is due to its
direct impact on the field within the coupling slot as it
causes a rapid variation for small offsets and slow
variations for larger ones.

E. Deign example

In our design, the center frequency and relative
bandwidth of the filtering coupler are 9 GHz and 36%,
respectively. The used substrate is Taconic RF35 with
relative permittivity (&) of 3.5 and height of 0.508 mm.

Based on our knowledge, HMSIW structure has
high-pass characteristics and can be used to realize
lower sideband response of coupler. In addition, periodic
ginkgo leaf slots (GLS) determine the center frequency
of the stopband and can be used to form upper sideband
response. As such, bandpass response of the coupler
can be easily realized by combining above two
characteristics. After the parameters of GLS cells have
been properly adjusted, better out-of-band rejection in
wideband may be achieved at the same time.

Therefore, the first step is to decide the dimensions
of HMSIW structure. According to our specification, the
cutoff frequency for the TEose dominant mode in
HMSIW is estimated to 6.3GHz. By using (1), the initial
values of width of HMSIW (ansiw) should be 6.5 mm.
There are six EBG cells in our design, as shown in
Fig. 1. So, the length of the HMSIW should be at least
more than five times of period of EBG cells. As such, the
initial length of HMSIW can be determined as: Lysiw=8
Lebg.

The second step is to determine the parameters of
GLS cells. As above discussion, the period of the GLS
cells controls the center frequency of the stopband (fso)
which can be calculated by using HFSS. According to
Fig. 4 (c), Table 2, and our specification, the value ranges
for the center frequency of the stopband are from 15.17
to 16GHz. Thus, the value ranges for period of EBG cells
Lebg are from 4.5 to 6 mm.

The bandwidth and rolloff slope in the transition
band are also affected by the radius rl1 and the width s1
of the GLS structures. According to Table 1 and the
specifications, the value ranges for the radius r1 are from
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0.5 to 0.6mm. Similarly, as observed in Table 1, the
value ranges for the width s1 are from 0.1 to 0.3mm.

The third step is to calculate the length and location
of coupling slot in HMSIW coupler. According to (6),
(11), (12), and (13), the initial length (Lslot) and location
(Dslot) of coupling slot should be 17.75mm and 3.38mm,
respectively. Based on above considerations, the final
optimal dimensions of the proposed coupler can be easily
determined.

I11. SIMULATED AND MEASURED
RESULTS

After optimization implemented by HFSS, the
geometry parameters of the proposed coupler are listed
in Table 5. The proposed coupler was designed and
fabricated on a substrate with thickness of 0.508 mm,
relative dielectric constant of 3.5 and dielectric loss
tangent 0.0018 (at 10 GHz). The simulated and measured
results of S11, S21, S31 and S41 are presented in
Fig. 5 (a).

04
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—— S21(simulated)
e -204 —— S31(simulated)
om 30 —-~— S41(simulated)
k] —— S11(measured)
:’ 40 —— S21(measured)
[} || —— S31(measured)
-a-,- -50 S41(measured)
£ -60-
o
& 70
2 50
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Fig. 5. Response of the coupler: (a) The proposed
coupler with high selectivity, and (b) The coupler with
and without GLS.

In the frequency range 6.6-10.7 GHz, the return loss
(S11) is below -14.5dB. The isolation (S41) is above
15 dB in the range 6.1-10.5 GHz. With the acceptable
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performance of S11 and S41, a measured power equality
of -4.15+0.5 dB for S21 and S31 is achieved in the
frequency range of 7.3-10.4GHz.

Fig. 6. Photograph of the fabricated coupler.

The insertion losses of the multilayer HMSIW
filtering coupler are estimated to be nearly 1 dB in the
frequency range 7.3-10.4 GHz. Its stop band is from 13.8
to 17.6GHz (Upper Sideband) with the rejection (S31)
more than 40dB. In lower sideband (from 1 to 4.8GHz)
the rejection is more than 25dB.

Table 5: Parameters of the fabricated coupler

D (mm) 0.8 Wstrip (mm) 1.18
p (mm) 1.5 Lstrip (mm) 11
&r 3.5 WsiwH (mm) 6.5
rl (mm) 0.5 Wslot (mm) 2
sl (mm) 0.2 Lslot (mm) 16
0 (deg) 90 Dslot (mm) 4
Lebg (mm) 5 Ig (mm) 3
LtaperH (mm) 13 h (mm) 0.508
WtaperH (mm) 3
130
1201 — o — Simulated
§’ 110 — +— Measured
T 100
S 90
g 80
g 70+
T 60
& 504
£ 40]
o

30

75 80 85 90 95 100 105
Frequecy (GHz)

Fig. 7. Phase difference between Port 2 and Port 3.

As shown in Fig. 5 (b), the proposed coupler with
GLS can realize high selectivity and improved coupling
bandwidth. Compared with the coupler without GLS,
the frequency selectivity and stopband suppression
bandwidth of the proposed structure are improved
evidently. In addition, the roll-off at the upper side is
very sharper. The power equality points increased indicate
that the coupling efficiency of the coupler is also
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improved. Figure 6 is the photograph of the fabricated
HMSIW filtering coupler. The simulated phase difference
is 90°+5°from 7.3 to 10.4GHz, as shown in Fig. 7.

Table 6: Performance comparison of SIW/HMSIW
couplers

Size (4¢%)/ Stopband
Ref. II"B(\?VH((?/) Isolation (dB)/ | Rejection (dB)/
% | SFBW* (%) | Layers*/er
2] | 13120 2.36/16/2.4 711/2.2
[5] 0 2.64/15/10.5 101122
[12] | 7.75/258 | 2.23/30/15.05 |  25/2/35
[14] | 81125 2.2/20/2.8 8/2/2.94
[15] | 10.2/24.6 | 596/15/4 10/1/2.2
[16] | 141/42 | 21/15/51 8/1/9.5
[28] | 10.25/34 | 5.26/15/3.1 8/1/9.5
This | g 67/349 | 2.2/15/24.64 40/2/3.5
work

*Where Ag is the guided wavelength on the substrate at
the center frequency fo, FBW represent the fractional
bandwidth. Layers™ represent number of substrate layers.
SFBW* represent the Stopband (Upper Sideband)
fractional bandwidth.

A detailed performance comparison with SIW/
HMSIW couplers in recent years is shown in Table 6,
which demonstrates the advantage of the proposed
coupler clearly. Compared with the works in Table 6, the
proposed structure has the better stop-band rejection and
steeper transition band.

Its stop band is from 13.8 to 17.6GHz with the
rejection more than 40dB. The stopband (Upper Sideband)
fractional bandwidth is about 24.64%. Compared with
the works in [2], [5], [12], [14], and [15], the presented
coupler has featured wider bandwidths and lower loss.

V. CONCLUSION

A novel multilayer 3dB filtering coupler with high
selectivity has been proposed and developed in
multilayer HMSIW topology. This modification allows
HMSIW operation, resulting in significant size reduction
using both multilayer and half-mode schemes
simultaneously. Moreover, the novel GLS cells are
etched on top layer of HMSIW to realize filtering coupler,
which is a kind of multifunctional structure. Since the
proposed structure integrates a bandpass filter and a
directional coupler, it can contribute to the miniaturization
of an RF transceiver. Compared with the coupler without
GLS, the frequency selectivity and stopband suppression
bandwidth of the proposed structure are improved
evidently. It's a good combination of multilayered
topologies, HMSIW and EBG structures. The proposed
wideband coupler with GLS shows advantages of low
cost, compact size, high selectivity and wide stopband
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bandwidth, indicating it being a good candidate for
wideband wireless communication applications.
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Abstract — Since traditional permanent magnet
synchronous motor (PMSM) with salient pole effect has
a lower d- than g-axis inductance, the maximum torque
has a power angle higher than 90 degrees, which poses
threat to demagnetization when the motor runs under
load. To solve the problem, a novel PMSM with reverse
salient pole is designed and optimized to realize the
characteristic of L, > L, in this paper. Firstly, the
electromagnetic design of reverse salient pole PMSM is
carried out, followed by finite element analysis (FEA) of
traditional PMSM and reverse salient pole PMSM. The
simulation results show that air-gap flux density and no-
load back EMF of reverse salient pole PMSM is closer
to sinusoidal wave compared with the traditional PMSM.
The danger of permanent magnet demagnetization is
reduced due to L, > L,. In addition, reverse salient
pole PMSM improves the maximum torque and overload
capacity and has less loss and higher efficiency in
steady-state operation. Finally, the optimal design of
reverse salient pole PMSM is carried out. From the
comparison of the simulation results, the optimized
structure is superior to reverse salient pole PMSM in
these performances, which shows that the design is
reasonable.

Index Terms — Finite element analysis (FEA), PMSM,
reverse salient pole, the optimized reverse salient pole.

I. INTRODUCTION
Permanent magnet synchronous motor (PMSM) has
been widely used and researched in the industrial field
due to high efficiency and high power density. In the
analysis and design of PMSM, researchers at home and

abroad have done a lot of work and achieved stage results.

A lot of work has been done on motor structure and
parameter design, which laid the foundation for the
design and research of PMSM [1]. A controllable flux
PMSM with built-in hybrid rotor magnetic circuit
structure was proposed to improve the air-gap flux
density waveform, which provides ideas for improving
the speed regulation performance of the motor [2].
Optimize the rotor structure by grooving the rotor
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surface of interior PMSM, reducing the cogging torque
of the motor [3].

Recently, a new type of PM motor with the
characteristic of L; > L,, often named a flux-intensifying
interior PM (FIIPM) motor, has been proposed and
investigated [4, 5]. In addition, Xiaoyong has also
carried out a lot of simulations and experiments on
permanent magnet Flux-Intensifying Motors [6, 7]. The
most obvious characteristic is that the d-axis inductance
L, is greater than the g-axis inductance L, by the
modification of rotor topology. In this paper, reverse
salient pole effect of L, > L, is realized by changing the
rotor structure on the basis of the traditional PMSM. This
not only reduces the demagnetization risk of permanent
magnets under load operation, but also reduces the
saturation degree of rotor magnetic circuit. Next, FEA of
traditional PMSM and reverse salient pole PMSM are
carried out. The simulation results show that the air-gap
flux density and no-load back EMF of reverse salient
pole PMSM are closer to sinusoidal wave and have
stronger overload capability. In addition, in the starting
process, reverse salient pole PMSM can reach the stable
operation state more quickly, with less loss and higher
efficiency in the steady state. Furthermore, the reverse
salient pole PMSM is optimized. The results of FEA
show that the optimized structure is superior to the
reverse salient pole motor in these performances, which
proves the rationality of the structure design.

II. ELECTROMAGNETIC DESIGN OF THE
REVERSE SALIENT POLE PMSM

A. Basic parameters design of motor

Basic parameters include the main size of motor, the
size and working point of permanent magnet, slot and
stator winding. If the slot type is not suitable or electric
load is not satisfied, it is necessary to adjust the size of
permanent magnet and its correspondence parameters to
meet design requirements and technical and economic
indicators.

The main dimensions of the motor are the inner and
outer diameters of stator and rotor, the stator core length

1054-4887 © ACES
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and the effective length of air-gap, etc. The main
dimensional relationship of the induction motor can be
approximated by using to derive the main size relations
of the motor. Selected main parameters of motors are
shown in Table 1 below.

Table 1: Main parameters of the motor

Parameters Value
Rated power/kW 20
Rated speed/rpm 1000
Rated line voltage/V 380
Frequency/Hz 50
Stator outer diameter/mm 400
Stator inner diameter/mm 285
Core length/mm 210
Number of poles 3
Stator slot number 72
Rotor slot number 54
Magnet type NdFe35
Steel type D23 50

B. Design of rotor structure

Rotor structure design mainly includes the selection
of rotor slot shape, the determination of slot size, the
determination of permanent magnet type and size, etc.
The slots of PMSM rotor with traditional structure and
reverse salient pole structure are trapezoidal slots with
the same slot size.

w _N& NF_NNI_ N

L=0=T=n"mn *x (1)

In (1), w is the winding flux, N is the number of
winding turns, F is the magnetic motive force, | is the
current in the coil, and A is the magnetic reluctance.

Formula (1) shows that the inductance is
proportional to magnetic permeability and inversely
proportional to the magnetic reluctance when the number
of coil turns is constant.

The traditional PMSM has a permanent magnet on
the d-axis, whose permeability is close to that of air,
which is equivalent to air-gap widening on the d-axis and
makes the magnetic reluctance of the d-axis higher than
g-axis. According to Formula (1), the g-axis reactance
is greater than the d-axis reactance. The structure of
traditional PMSM is shown in Fig. 1 (a). Realizing
the characteristics of L, > L, in PMSM means that the
d-axis inductance is higher than g-axis inductance. It is
necessary to increase the magnetic reluctance on the
g-axis magnetic circuit, so trapezoidal ventilation holes
should be set up at the g-axis position of the rotor. The
structure of reverse salient pole PMSM is shown in
Fig. 1 (b).

ACES JOURNAL, Vol. 34, No. 9, September 2019

(b)
1-Permanent magnet, 2-Rotor core, 3-Shaft,
4-Stator core, 5-Stator winding, 6-Squirrel cage bar,
7-Ventilated slot

Fig. 1. (@) FEA model of the traditional PMSM, and (b)
FEA model of reverse salient pole PMSM

The figures above show the structure of two kinds
of motors. In order to accurately compare their
performances, the outer and inner diameters of stator and
rotor and the amount of permanent magnet are exactly
the same. Different from the traditional PMSM, the
trapezoidal ventilation holes are formed along the g-axis
direction of reverse salient pole PMSM. This makes the
flux leakage of the motor less than that of traditional
PMSM. The degree of magnetic saturation of g-axis is
alleviated and the distribution of magnetic density is
more reasonable. As the saturation of magnetic circuit
is greatly reduced, the iron loss is reduced and the
efficiency of reverse salient pole PMSM is improved.
Moreover, ventilation holes can facilitate the rotor heat
dissipation, which reduces the rotor temperature and
protects the permanent magnet.



I11. FEA OF THE REVERSE SALIENT POLE
PMSM

In this paper, the FEA software is used to establish
the model of the traditional PMSM and the reverse
salient pole PMSM. This paper obtains and analyses
air-gap flux density waveform, no-load back EMF
waveform, d-axis and g-axis inductance characteristics,
power angle characteristics and rated load starting
performance of the two motors with different structures.

A. Analysis of no-load back EMF and air-gap flux
density

The FEA of the traditional PMSM and the reverse
salient pole PMSM is carried out. The no-load back EMF
and air-gap flux density of the two motors are solved by
using the FEA software [8], and the Fourier analysis and
the comparison of harmonic component are performed.
The no-load back EMF and air-gap flux density waveforms
of the two motors are shown in Figs. 2 and 4, respectively.

From Figs. 3 and 5, it can be seen that the
fundamental components of no-load back EMF and air-
gap flux density of reverse salient pole PMSM increase
to a certain extent compared with the traditional PMSM.
The fifth and seventh harmonics are also reduced, and
the third and ninth harmonics can be suppressed by the
Y-connection of the stator windings. Therefore, reverse
salient pole PMSM effectively increases the fundamental
component and reduces the harmonic component, making
back EMF waveform and air-gap flux density waveform
closer to sinusoidal wave.
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Fig. 2. (a) No-load back EMF waveform of the traditional
PMSM, and (b) no-noad back EMF waveform of reverse
salient pole PMSM.
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Fig. 3. Harmonic analysis results of no-load back EMF
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Fig. 4. (a) Air-gap flux density waveform of the
traditional PMSM, and (b) air-gap flux density
waveform of reverse salient pole PMSM.
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B. Analysis of inductance characteristics of d-axis
and g-axis

The d-axis and g-axis inductances have great
influence on the operation characteristics. The reverse
salient pole effect of motor is expressed in terms of
the parameter L, > L,. Therefore, it is very important to
analyze the inductance characteristics. At present, most
inductance calculation methods are based on magnetic
circuit method. By introducing some optimum parameters
and calculating them according to empirical formulas,
the accuracy is not high. When the structure of magnetic
circuit is complex, it is difficult to calculate by this
method. In this paper, the FEA is used to calculate the
reactance of PMSM.

The winding flux linkage of d-axis and g-axis are
mutually vertical, but in the actual motor, d-axis and
g-axis are not completely decoupled. So there is a strong
cross-coupling between them. The expression of flux
linkage considering cross-coupling is as follows [9]:

idzld(l‘d, iq)zLdid+quiq +lf7 (2)
dg=hq(iariy) =LyiytLagi. 3)
In the formula, L, and L, are the self-inductance of
d-axis and g-axis respectively; L, L,, are the d-axis and
the g-axis mutual inductance; 4, is the flux linkage of the
permanent magnet.
According to the expression of flux linkage shown
in formula (2), (3), Aimeng from North China Electric
Power University has proposed and revised the calculation
model of L, and L, considering cross-saturation of
magnetic circuit:
L= Ad(id,iq?-i_/((), 0)

id
_iq(id'iq)
L=

The calculation model of inductance parameters
shown in formula (4), the flux linkage of permanent
magnet is obtained when the stator current is zero.
Therefore, in solving the d-axis inductance, the flux that
acts only on permanent magnet is subtracted, and the
effect of g-axis current on d-axis magnetic circuit is fully
considered. According to formulas (4), (5), the FEA method
is used to analyze the calculation model of inductance
parameters. When calculating d-axis inductance of two
kinds of motors, g-axis current is set to the rated value,
and d-axis current changes from 5A to 50A. Similarly,
when calculating g-axis inductance, d-axis current is set
to the rated value, and g-axis current changes from 5A to
50A [10]. Therefore, the inductance characteristics of
two motors that fully consider the cross-saturation of the
d-axis and g-axis magnetic circuit can be obtained, as is
shown in Figures 6 (a) and 6 (b).

It can be seen from Fig. 6 (a) that the traditional
PMSM expresses salient pole effect of L, > L,. Because
of the high degree of magnetic saturation, the inductance
of d-axis and g-axis decrease obviously with the increase

| ig=constant> (4)

| ig=constant’ (5 )
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of the current of their respective axis. Moreover, due to
the existence of permanent magnets on the d-axis, the
saturation degree of the d-axis is less than that of the g-
axis, so reduction of the d-axis inductance is less obvious
than that of the g-axis inductance. In Fig. 6 (b), due to
the trapezoidal ventilation slot on the g-axis, reverse
salient pole PMSM expresses the reverse salient pole
effect of L, > L,. In addition, a trapezoidal ventilation
slot is opened on the g-axis of the rotor for the motor,
which greatly reduces degree of saturation. Thus, with
the increase of current, inductance drop of d-axis and
g-axis is less than that of the traditional PMSM.
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Fig. 6. (a) Inductance curve of the traditional PMSM, and
(b) inductance curve of reverse salient pole PMSM.

C. Analysis of power angle characteristics

In order to obtain the power angle characteristics of
PMSM, it is necessary to solve the torque. By setting
different power angles in the FEA software, the torque
values corresponding to different power angles are
solved, and the power angle characteristics are obtained.

Generally, the stator winding resistance R;is small,
neglecting its influence, the torque of the salient pole
PMSM is as follows [11]:

50U sind+m U (L —L) sin29. (6)

X9, 20,\X, Xy

In (6), m is phase number, E, is no-load EMF, U is
power supply voltage, Q, is mechanical angular velocity,
o is power angle, X; and X, are d-axis and g-axis
reactance, respectively.

It can be seen from (6) that the torque consists of
two parts: basic electromagnetic torque by the interaction

T,,=m
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between the rotor permanent magnet field and the stator performance of the two motors under rated load are
magnetic field, which is called the permanent magnet  obtained by simulation [15]. Corresponding speed and
torque; as well as the second one donating reluctance  torque curves are obtained as shown in Figs. 8 and 9.
torque caused by the unequal reluctance of d-axis and

g-axis. In the traditional PMSM, because the g-axis 40007
inductance is larger, the power angle corresponding to 3000
the maximum torque is over 90° [12]. In reverse salient

pole PMSM, the d-axis inductance is higher, so the power 3 100002
angle corresponding to the maximum torque is less than fg_mooj
& 1000

90°.The power angle characteristics of the two structural
motors are obtained by FEA are shown in Fig. 7.
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Fig. 7. Power angle characteristics of two kinds of

motors. Fig. 8. (a) Starting speed curve of rated load for the

] ] traditional PMSM, and (b) starting speed curve of rated
As can be seen from F|g 7, different from the load for reverse salient pole PMSM.

power angle characteristic of the traditional PMSM, the
maximum torque of reverse salient pole PMSM is at 2507
the position where the power angle is at 80 degrees. ]
Therefore, it is known that the reluctance and torque

2
component Tem2=mi<i-i>sin25 of the motor is
29, \X; Xy

positive when the power angle is less than 90 degrees. It
is also proved the reverse salient pole PMSM has reverse
salient pole effect of L, > L,. When the motor operates
under load, the magnetic field of the armature reaction in
the same direction as the magnetic field of the rotor,
which acts as a magnetizing aid. Moreover, compared
with the traditional PMSM, the maximum torque of
reverse salient pole PMSM increases under the same
amount of permanent magnets. It not only improves the
utilization ratio of permanent magnet, but also increases
the overload capacity [13].

100 150 200 _ 250 300 350 400 450 500
Time [ms]

(a)

s L

P

D. Starting performance analysis of rated load
Line-start permanent magnet synchronous motor T A e rann =

(LSPMSM) can be regarded as placing permanent magnet Time [ms]

in the rotor of three-phase induction motor, which can (b)

start by the asynchronous torque generated by the rotor

cage winding [14]. The motor has the advantageous  Fig. 9. (a) Starting torque curve of rated load for the

ability of self-starting. In this paper, three-phase rated  traditional PMSM, and (b) starting torque curve of rated

voltage is loaded into three-phase stator windings of load for reverse salient pole PMSM.

two motors by FEA method. In addition, they start at

zero speed under rated load (7, =200N.m). Starting Figures 8 and 9 show the speed and torque curves
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of the two motors during starting with rated load,
respectively. During the process of load starting, the
torque is higher in low speed section, and the motor is
accelerated close to synchronous speed. After a period of
oscillation, it is pulled into synchronous operation. From
the speed curve, it can be seen that the speed of the
traditional PMSM stabilizes to synchronous speed close
to 350ms. Speed of reverse salient pole PMSM stabilizes
to synchronous speed around 300ms. In addition, it can
be seen from Figs. 9 (a) and 9 (b) that the torque ripple
of the traditional PMSM is more obvious than that of
reverse salient pole PMSM in steady-state operation. It
shows that the latter is better than the former in starting
performance.

E. Efficiency analysis of rated load

Efficiency is an important performance index. When
motor operates under load, loss inevitably exists. In this
paper, the FEA method is used to obtain the iron loss,
stator copper loss and rotor copper loss of two kinds of
motors at steady-state operation [16]. As shown in Table
2 below.

Table 2: Efficiency of two kinds of motors under
rated load

The The Teverse
Traditional Salient Pole
PMSM PMSM
Iron loss (W) 338.5 318
Stator copper
oss (W) 285.7 226
Rotor copper
loss (W) 366.6 287.3
Output power
20947.9 20945.6
W)
Efficiency 95.48% 96.18%

As can be seen from Table 2, the efficiency of the
two kinds of motor is more than 95%, and the efficiency
of reverse salient PMSM is higher than that of the
traditional PMSM. The efficiency of the two motors
fully meets the requirements of PMSM design. The
results show that feasibility and reason of the proposed
design.

IV. OPTIMAL DESIGN OF THE REVERSE
SALIENT POLE PMSM

Improving fundamental component of air-gap
magnetic field and restraining harmonic component are
effective ways to improve motor performance. In
this paper, a rotor structure with non-uniform teeth is
proposed to improve the performance of motor. As
shown in Fig. 10, the teeth distance of the rotor at the d-
axis position is widened by two times as much as that of
the conventional teeth, so that the magnetic reluctance
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on the d-axis direction decreases, the magnetic density
and the fundamental component of the air-gap magnetic
field increases.

1-Permanent magnet, 2-Rotor core, 3-Shaft,
4-Stator core, 5-Stator winding, 6-Squirrel cage bar,
7-Ventilated slot

Fig. 10. The structure of the optimized reverse salient
pole PMSM.

V. FEA OF THE OPTIMIZED REVERSE
SALIENT POLE PMSM

In this paper, a model of the optimized reverse
salient pole PMSM is established by using FEA
software. The FEA simulation is used to obtain air-gap
flux density waveform, no-load back EMF waveform,
power angle characteristic and rated load starting
performance, and then the reverse salient motor
described earlier in these main performance is used to
compare.

A. Analysis of no-load back EMF and air-gap flux
density

The solution of no-load back EMF and air-gap flux
density of the optimized reverse salient pole PMSM is
carried out by using FEA software. The waveforms are
shown in Figs. 11 (a) and 11 (b). At the same time, the
no-load back EMF and air-gap flux density are analyzed
by Fourier method, and compared with the reverse
salient pole PMSM. The results are shown in Figs. 12
and 13.
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Fig. 11. (a) No-load back EMF waveform of the
optimized reverse salient pole PMSM, and (b) air-gap
flux density waveform of the optimized reverse salient
pole PMSM.
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Fig. 12. Harmonic analysis results of no-load back EMF
for two kinds of motors.
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Fig. 13. Harmonic analysis results of air-gap flux density
for two kinds of motors.

From Figs. 12 and 13, it can be seen that the
fundamental components of no-load back EMF and air-
gap flux density of the optimized reverse salient pole
PMSM obviously increase compared with reverse salient
pole PMSM. The fifth and seventh harmonics are
roughly the same, while the third and ninth harmonics
are also suppressed. Therefore, the optimized reverse
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salient pole PMSM effectively increases the fundamental
component and reduces the proportion of harmonic
components, making the back EMF waveform and air-
gap flux density waveform are closer to sinusoidal wave.

B. Analysis of power angle characteristic for the
optimized reverse salient pole PMSM

In this paper, the optimized reverse salient pole
PMSM is set different power angles by FEA software,
and the corresponding torque values are solved to obtain
its power angle characteristics. Compared with the power
angle characteristic of reverse salient pole PMSM, the
results are shown in Fig. 14.
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Fig. 14. Power angle characteristics of two kinds of
motors.

As can be seen from Fig. 14, the trend of power
angle characteristics of the optimized reverse salient pole
PMSM are basically the same as that of reverse salient
pole PMSM. Because the optimized reverse salient pole
PMSM removes six squirrel cage bars on d-axis, which
enlarges the width of the rotor teeth and increases the
magnetic flux of the motor. Thus, in the case of the same
amount of permanent magnets, the torque corresponding
to each power angle of the optimized reverse salient pole
PMSM will be greater than that of reverse salient pole
PMSM, which improves the overload capacity of the
motor. Therefore, it is shown that the optimized reverse
salient pole PMSM has better performance in the torque.

C. Starting performance analysis of the optimized
reverse salient pole PMSM

In this paper, three-phase rated voltage is loaded into
three-phase stator windings of the optimized reverse
salient pole PMSM. In addition, it also starts at zero
speed under rated load (7,=200N.m). The speed and
torque curves of the motor during rated load are obtained
by simulation, which is shown in Figs. 15 (a) and 15 (b)
below.
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Fig. 15. (a) Starting speed curve of rated load for the
optimized reverse salient pole PMSM, and (b) starting
torque curve of rated load for the optimized reverse
salient pole PMSM.

From the speed and torque curves, it can be seen that
the optimized reverse salient pole PMSM has reached
the synchronous speed near 300ms. After reducing six
squirrel cage bars of the rotor starting winding, the
starting performance of the motor is not affected, which
shows the superiority of the starting performance of the
optimized reverse salient pole PMSM.

D. Efficiency analysis of the rated load

In this paper, the FEA method is used to simulate
the iron loss, stator copper loss and rotor copper loss of
the optimized reverse salient pole PMSM during steady-
state operation, and compare with reverse salient pole
PMSM. The results are shown in Table 3 below.

Table 3: Efficiency of two kinds of motor under rated
load

The Optimized | The Reverse
Reverse Salient | Salient Pole
Pole PMSM PMSM
Iron loss (W) 270.9 318
Stator copper
loss (W) 267.7 226
Rotor copper
loss (W) 279 287.3
Output power (W) 20949.2 20945.6
Efficiency 96.24% 96.18%
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From Table 3, it can be seen that the efficiency of
the two kinds of motors is over 96%. Moreover, the
efficiency of the optimized reverse salient PMSM is
slightly higher than that of the reverse salient PMSM
which shows the superiority in efficiency and proves the
rationality of the optimized design.

V1. CONCLUSION

In this paper, a novel reverse salient pole PMSM
is proposed and optimized. Two-dimensional models
of PMSM with three different rotor structures are
established and simulated by FEA software. The results
show that air-gap flux density and back EMF of reverse
salient pole PMSM are closer to sinusoidal wave than
those of the traditional PMSM. By opening trapezoidal
slots on the g-axis of the rotor, it has reverse salient pole
effect of L, > L,, reducing the risk of demagnetization
and increasing operation stability. The reverse salient
pole PMSM improves the maximum torque and the
overload capacity of the motor. In addition, reverse
salient pole PMSM has higher efficiency at rated load.
Moreover, the optimized reverse salient pole PMSM in
these performances will be better than reverse salient
pole PMSM. It also proves the rationality of reverse
salient pole PMSM and its optimal design.
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Abstract — Using magnetic levitation technology to
implement a reference signal can avoid fluid mechanical
surge and better control the movement of motorized
spindle-mounted cutting tools. Magnetic levitation has
the advantages of no friction, no mechanical wear, and
high efficiency. In this paper, the performance of axial
trajectory tracking control of active magnetic bearings
with a classical proportional-integral-derivative (PID)
controller is studied. First, the principles of trajectory
tracking with an active magnetic bearing system are
expounded, and the mechatronics models of such a system
are established. Then, a PID controller is designed and
trajectory tracking performance using different reference
signals is verified by simulation and experiment. The
results show that PID-based control of magnetic bearings
can meet the requirements of tracking position control.
In the experiments, the tracking errors were all within 18
pum in the rotating state.

Index Terms — Active magnetic bearings, machining
movement, mechatronics modeling, reference signal,
trajectory tracking.

I. INTRODUCTION

Magnetic levitation technology has been widely
used in rotating machinery for its advantages of having
no mechanical contact or wear, zero friction, long service
life, no lubrication, high efficiency, and low noise [1].
In recent years, it has been applied to active magnetic
bearings (AMBSs) and maglev trains. It is also gradually
being applied in trajectory tracking control, such as
fluid mechanical surge suppression and the tracking of
motorized spindle machining tools.

Tooltip tracking refers to the use of a reference
signal as a guide for the machining of parts with complex
geometries. In previous work, tooltip tracking has been
implemented with ball screw mechanisms [2, 3] and
actuators [4, 5]. In the present study [6], a synchronous
tool tracking method for an AMB rigid rotor with
invariant control is proposed. Wang [7] put forward a
principle for machining noncircular piston pin-holes by
controlling the trajectory of the spindle’s axis to achieve
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high-frequency and radial micromotions. Smirnov [8]
adopted tool tracking in AMB spindle and adjusted
magnetic bearings through a PID control strategy, which
enables the tool to reach a set position. Classical PID
control methods are very practical due to their clear
physical concepts and intuitive design processes. However,
they require a high level of knowledge and insights in the
fields of system dynamics and classical control [9].
Sanadgol [10] and Yoon [11] achieved surge control in a
magnetic suspension centrifugal compressor by using
the H., robust control method, which mainly depends on
the adjustment of the rotor’s axial position; that is, axial
trajectory tracking control of the rotor. Minihan [12]
investigated the variation in electromagnetic forces at
different levitation positions for large displacement
tracking control of magnetic bearings and designed three
kinds of nonlinear controllers to achieve position tracking
control. Pesch [13] and others studied the rotor position
tracking performance of radial magnetic bearings based
on u-synthesis. Reference [14] proposed an adaptive
tracking method that ensures stable operation throughout
the rotational speed range. Grochmal [15] introduced
a nonlinear reduced-order disturbance observer and
applied it to flatness-based tracking control. In reference
[16], an adaptive control algorithm was applied to
the suspension system of a single-degree-of-freedom
magnetic bearing system. It proved valuable in the
design and implementation of a precise positioning
platform based on this magnetic bearing system. In
summary, many scholars have studied the trajectory
tracking control of AMBS, but few have studied tracking
performance under different reference signals, which is
also very important. Therefore, it is necessary to track
the trajectory of AMBSs under different reference signals.
Furthermore, it is particularly important to ensure that a
bearing rotor has good positional tracking performance
under different reference signals in the process of axial
position tracking control. In this process, the magnetic
thrust bearings need to drive a rotor and change its axial
position to meet the needs of different reference signals
(part contours).7

Based on the above research, in this paper, a PID

1054-4887 © ACES



controller is applied to a magnetic thrust bearing to study
the positional tracking of AMBs. The main contribution
of this paper is to study trajectory tracking control
performance with AMBs under different reference signals
based on axial variable reference positional control of the
rotor, which is the basis of machining or fluid mechanical
surge control. The implementation process of this study
is as follows. First, the working principle of trajectory
tracking about magnetic bearings is expounded. Then,
an integrative electromechanical model of trajectory
tracking is comprehensively described and mathematical
models of a rotor-electromagnet, sensor, power amplifier,
and controller time delay are analyzed. A simulation
study based on trajectory tracking of magnetic thrust
bearings is then carried out. In the simulation, a PID
controller is used to realize trajectory tracking simulation
analysis under different reference signals. Finally, the
trajectory tracking control performance of different
reference signals under static and rotational states is
verified experimentally.

The rest of this paper is arranged as follows. Section
2 introduces the AMB trajectory tracking principle.
Mechatronics modeling of trajectory tracking is presented
in Section 3. Section 4 presents an analysis of the
simulation. Section 5 presents the experimental results.
Conclusions are drawn in the final section.

I1. PRINCIPLE OF MAGNETIC

SUSPENSION TRAJECTORY TRACKING

The principle of magnetic suspension trajectory
tracking is graphically represented in Fig. 1, where Cq is
the unilateral air gap (Co = 0.75 mm), o represents the
offset relative to the middle position, lo is the bias current,
and I, is the control current. The basic working principle
is that both the bias current and control current enter
the coil, which drives the electromagnet to generate an
electromagnetic force. Thus, the value of ¢ is adjusted to
implement trajectory tracking.

Active magnetic
thrust bearing

Fig. 1. Principle of magnetic suspension trajectory
tracking.
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According to  Maxwell's  principle, the
electromagnetic force imposed on a suspended object
(rotor) is given by [9]:

Fx = Fxl - sz

CANE (i Y (1= =i Y @)
4 C,+o+x C,—-o—x

where Fyi and Fy are the electromagnetic forces imposed
on the suspended object (rotor) on each side of the
magnetic bearing, o is the permeability of the vacuum,
A is the magnetic pole area, N is the number of coils turns,
ix is the current disturbance, and x is the displacement

disturbance around the suspension position.
The function is expanded in Taylor’s series when
ix=0and x =0, and neglecting the higher-order term [9]:
F =F +k i, +k, -x, )
where k; and ky indicate the force-current stiffness and

force-displacement stiffness, respectively. The parameters
in Eq. (2) are given as follows:

5 _ AN LY (-1 )
° 4 |lc,+6 C,-6) |

Kk :,UoANZ{ (I +1) N (Io=1) } ()
2 [(C+8) (C,-0)

AN (L) ('o"l)z] ©

" 2 |:(C0 +0)° (G, -6y

When the system is suspended stably, the current
disturbance ix and displacement disturbance x around
the suspension position are both zero, and the system is
force-balanced, that is:

2 2
HANZ (g +1 ) (11 _o. (6)
4 C,+5 Co-0o
Finally, it can be deduced that | :Ci ly-

1
0
Both the force-current stiffness ki and force-
displacement stiffness kx can be considered as nonlinear
functions of the offset value relative to the middle position
0.

According to the parameters in Table 1, the
relationships between the force-current stiffness ki, the
force-displacement stiffness ky, and the offset relative to
the middle position J can be obtained, as shown in Fig. 2.

Variation in the electromagnetic force of the AMBs
requires adjustment of the active controller. Thus, stable
suspension and accurate trajectory tracking of the rotor
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can be obtained. The control principle is depicted in Fig.
3. The error between the reference signal and feedback
signal (that is, the trajectory tracking signal) is actively

adjusted by the controller, with the target error being zero.

If the error is not zero, the controller will keep actively
adjusting the system. This adjustment process comprises
the trajectory tracking of the AMBs.

Table 1: Major parameters of the magnetic thrust bearing

Parameter Name Symbol | Value Unit
Vacuum permeability 1o 4nx107 | N/A?
Magnetic pole area A 7.69x10% | m?
Coil turns N 240 /

Single stage clearance

-3
of middle point Co |0.75x103| m

Bias current lo 2.0 A

215

210+

205 S

200+ \/

195
-2

ki IN/A]

-1 0 1 2
the offset relative to the middle position [m] ~ x10*

(a) Variation in force-current stiffness with suspension

position

59 210°

,53 L
E L A
z AN
Z 55 // N

/ AN
56F / \ 4

-57
-2

4 0 1 2
the offset relative to the middle position [m] . 10*

(b) Variation in force-displacement stiffness with
suspension position

Fig. 2. Relationships of force-current stiffness ki and
force-displacement stiffness k.

+ Power
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Reference ‘ Amplifier 9

signal

Trajector
tracking

Fig. 3. Principle of trajectory tracking in AMBs.
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Because variation in the suspension position can
lead to changes in the force-current stiffness k; and force-
displacement stiffness ky, it is necessary to determine
whether the controller can ensure system stability and
good tracking under changing values of k; and k.

I1l. MODELING OF AMB TRAJECTORY

TRACKING

The AMB trajectory tracking control model is
depicted in Fig. 4. Displacement of the rotor relative
to the reference position is detected by the sensor. The
control signal is calculated by the controller according to
the error signal. The control signal is sent to the power
amplifier to be transformed into the control current,
which will drive the electromagnet to generate the
control force so that the rotor is suspended in a given
position. In Fig. 4, C is the controller, K, is the transfer
function of the power amplifier, Gawvs is the transfer
function of the electromagnet and rotor, and K; is the gain
of the sensor.

Reference Controller Power Amplifier Electromagnet-Rotor

signal error ‘ I }_»\ K, }_»\ GAMB}*"

Sensor
K
s 7

Fig. 4. Control model of trajectory tracking.

A. Electromagnet-rotor model
Around the stable working point of the magnetic
bearing system, the transfer function of the electromagnet
and rotor can be determined by small-scale linearization
of force, displacement and current [9]:
k

G :—i7 7
A8 ms? 1k, )

where m represents the rotor mass (m = 14.56 kg).

B. Displacement sensor model

The bandwidth of the eddy current displacement
sensor is 5 kHz, which is much larger than the frequency
of the axial tracking signal. Therefore, the displacement
sensor can be considered as an ideal proportional system.
The detection range of the axial displacement sensor is 0
to 0.9 mm and its output ranges from 0 to 5 V. The gain
of the sensor is given by:

K, =50000/9 (V/m). )

C. Power amplifier model

The adopted power amplifier is a kind of voltage-
current three-level PWM switching power amplifier.
After obtaining the amplitude-frequency characteristics
of the power amplifier by a frequency sweep test, the



transfer function can be identified by a third-order model:
K < 0.04204s° +3979s’ +8.737 x10°s +1.505 x10° ©)
: s® +9251s? + 6.451x10°s +1.098 x10° '

Figure 5 illustrates a comparison of the tested
frequency response and the theoretical model of the
power amplifier. The red solid line is the Bode diagram
of the theoretical model, namely Eqg. (9), and the blue
dashed line is the Bode diagram of the experimental test.
From this figure, it can be seen that the theoretical model
accurately describes the characteristics of the power
amplifier.
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Fig. 5. Comparison between the tested frequency response
and theoretical model of the power amplifier.

D. Modeling of the electrical part of the system

The digital control system was developed based on
DSP. Its hardware included an anti-aliasing filter circuit
added to the pre-processing circuit before the displacement
input, and a smoothing filter was added to the post-
processing circuit after the control signal. As for the DSP
chip itself, A/D and D/A conversion were also added into
the control system.

The transfer functions of the smooth filter link and
partial voltage link were obtained by theoretical derivation,
as follows:

0.6

Con(9) 9.132x10°s? +4.22x10°s +1 10

The mathematical models of the DSP chip and D/A

conversion module can be simplified to time delay

transfer functions, and the mathematical model of the
DSP chip and D/A transfer module can be obtained as:

G, (s) =k,e ™" . (11)

In Eq. (11), ki is the coefficient of lag time and ky is
the gain term. A more accurate mathematical model can
be obtained by modifying k: and kg. In this paper, the
approximate mathematical model can be obtained by
adopting a second-order Pade approximation [17]. Taking
ki as 1.1, kq as 3.35, and sampling time Ts as 0.0001, an
approximate mathematical model of the time delay can
be obtained as follows:
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_, (03175T;s-1)° 3.35(0.3175x10™*s-1)’

~K, = >0 (12)
(0.3175Ts+1)>  (0.3175x10*s+1)

Gp(s)

E. Reducing the order of the overall object model

After getting the model of each link in the trajectory
tracking closed-loop, all links except the controller are
incorporated into the controlled object, then the model of
the controlled object is as follows.

G, () = G (5)K, (8)K, (8)°G, (5):Gp (8) - (13)

The order of the controlled object model is 10, and
such high order number will make it difficult to adjust
the controller parameters in the simulation. Thus, the
control algorithm is hard to implement. Since the
operating frequency range of the magnetic thrust
bearing-rotor system mainly covers lower frequencies,
the order of the controlled object model can be reduced
if the accuracy of the system at low frequencies can be
guaranteed. We used the hankelmr function to reduce the
order of the model to 3. The model after reduction is
given by:

~11.47s +2.389x10"s +1.436 x 10°

G.(s) =
() s® +557.3s2 —1.101x10*s — 2.501x 10"

. (14)

IV. SIMULATION OF TRAJECTORY

TRACKING
The electromagnetic force of the magnetic
suspension fluid mechanical rotor and the magnetic
suspension machining tool will change nonlinearly with
changes of the suspension position. In order to study the
trajectory tracking performance of the magnetic bearing
system, a PID controller was designed.
The structure of the PID controller is presented in
Eq. (15), and its control parameters, obtained by trial-
and-error, are illustrated in Table 2:
s (15)

1

K.
C(s)=K, +—+K,
S ——s+1

Table 2: Control parameters of the PID controller in
simulation

Control Parameter Symbol Value
Proportional coefficient Ko 9
Integral coefficient Ki 90
Differential coefficient Kg 0.03
Cut-off frequency f 1500

A reference signal is introduced into the sinusoidal
signal with a frequency is 0.5 Hz and amplitudes of 0.2 V,
0.4V, and 0.6 V, respectively. The obtained simulation
of rotor position tracking is shown in Fig. 6. It can be
seen from Fig. 6 that sinusoidal signals of different
amplitudes have better tracking performance with a
0.5 Hz frequency. Moreover, the tracking error of the
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sinusoidal signals with different amplitudes is almost the
same, with a maximum value of about 0.58%.
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Fig. 6. Trajectory tracking of sinusoidal signals.
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Fig. 7. Trajectory tracking of square wave signal.

The reference signal is superposed with a square
wave signal with a frequency of 0.25 Hz and amplitude
of 0.4 V so that a trajectory tracking simulation of the
rotor can be obtained, as presented in Fig. 7. It can be
seen from Fig. 7 that the square wave signal also has
good tracking performance. The maximum tracking error
occurs at the moment of sudden change in the signal.
However, the error of the maximum amplitude relative
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to the equilibrium position is small, which is about
0.018V, and the adjustment time is about 0.32 seconds.

The reference signal is set to a continuous step form
to achieve trajectory tracking simulation of the rotor, as
illustrated in Fig. 8. From Fig. 8, we can see that the
tracking effect is better with the continuous step signal.
The maximum tracking error also occurs at the moment
of sudden change in the reference signal. The error of the
maximum amplitude relative to the equilibrium position
is relatively small, which is 0.01 V. The adjustment time
is only 0.19 seconds.
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Fig. 8. Trajectory tracking of a continuous step signal.
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Figure 9 displays the tracking performance of a
ramp signal. It can be concluded that since the variation
amplitude of the signal transition is smaller than that of
the square wave and step signals, the tracking error is
relatively small, with a maximum tracking error of about
0.0024 V.

V. EXPERIMENTAL STUDY OF
TRAJECTORY TRACKING

PERFORMANCE
In this section, the tracking effect of different
reference signals is verified by the axial trajectory
tracking experiments under the static suspension and
rotating states.

A. Trajectory tracking performance under a static
suspension state

Figure 10 shows the test rig, whose main components
were an AMB-rotor test bench, sensors and conditioning
circuit, power amplifiers, digital controller, signal
generator, PC, and so on. Table 3 lists the PID control
parameters used in the experiment.

1.AMB-Rotor; 2.Sensors and conditioning circuit; 3.Data acquisition
card; 4.Digital controller; 5.Power amplifier; 6. PC; 7.Signal Generator.

Fig. 10. Experimental equipment.

Table 3: PID controller parameters used in the experiment

Control Parameter Symbol Value
Proportional coefficient ) 7
Integral coefficient Ki 70
Differential coefficient Kqd 0.0192
Cut-off frequency f 1500

The signal generator generated sinusoidal signals
with a frequency of 0.5 Hz and amplitudes of 0.2V, 0.4 V,
and 0.6 V. The signals were input to the digital controller
of the magnetic bearing system as an axial position
reference signal to obtain the axial position response of
the rotor, as shown in Fig. 11.

From Fig. 11, it can be concluded that the positional
tracking errors of the sinusoidal signals under PID
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control were small and meet the basic real-time tracking
requirements. Due to the existence of high-frequency
interference, the tracking errors were slightly larger than
those of the simulation. The error was about 20% at an
amplitude of 0.2 V and was within 15% at amplitudes of
0.4V and 0.6 V. The larger error at the lower amplitude
was also due to the existence of high-frequency
interference, which increases the relative error at low
amplitude.
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Fig.11. Trajectory tracking of sinusoidal signals (static
suspension).

Figure 12 exhibits the tracking performance with
a square wave reference signal. The reference signal
was superimposed with a square wave signal with a
frequency of 0.25 Hz and amplitude of 0.4 V. From Fig.
12, itis evident that the square wave signal also provided
a good tracking effect in the experiment. The maximum
tracking error occurred at the moment of abrupt change,
but the error of the maximum amplitude relative to the
equilibrium position was small, about 0.18 V, and the
adjustment time was about 0.17 seconds.

The reference signal was set to a continuous step
form, as illustrated in Fig. 13, and a rotor position
tracking effect diagram was obtained. It can be observed
from Fig. 13 that the continuous step signal had a good
tracking effect. The maximum tracking error was at the
moment of sudden change in the step signal. The errors
of the maximum amplitude relative to the equilibrium
position and adjustment time were small, about 0.12 V
and 0.17 seconds, respectively.
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Fig. 14 shows a tracking effect diagram for a ramp
reference signal. Similar to the simulation results, the
error was smaller than with other mutation signals. The
tracking effect meets the basic real-time tracking
requirements.
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Fig. 14. Trajectory tracking by a ramp signal (static
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The experimental results above indicate that the
system had good axial position tracking performance
under static suspension. However, the tracking
performance in a rotating state still needs verification.

B. Trajectory tracking performance in a rotating state

The trajectory tracking accuracy of the magnetic
bearing spindle system in the rotating state is directly
related to the machining accuracy of the workpiece. And
the magnetic suspended fluid mechanical surge control
is also operated under the rotating state. So, it is
particularly important to study the tracking accuracy in
the rotating state. The tracking performance of sinusoidal
signals at different rotational speeds is shown in Fig. 15.
It can be indicated from Fig. 15 that the performance of
the positional tracking of the magnetic bearing system
was less affected by the rotational speed, with maximum
errors of about 30% at the three speeds tested. The main
reason for the larger error is that the amplitude of the
sinusoidal reference signal was 0.2 V (too small for high-
frequency noise) at the three speeds, and the final error
was relatively large due to the existence of high-
frequency noise.

To study the trajectory tracking performance of the
magnetic bearing system while rotating, a speed of 3000
rpm was selected for the experiment. The tracking results
with a sinusoidal signal with amplitudes of 0.4 V and 0.6
V are shown in Fig. 16. Compared with tracking during
static suspension (Fig. 11), tracking while rotating was
also good, with an error was less than 15% (Fig. 16).
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Taking the sinusoidal signal with an amplitude of 0.6 V _ 4 ' —— Tracking signal
as an example, the tracking error was within 16.2 um. P —~ - Reference signal
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Figure 17 displays the tracking performance with a Fig. 18. Tracking by a continuous step signal (3000 rpm).
square wave signal at a bearing speed of 3000 rpm. It
shows that the tracking effect was better in the rotating Figure 19 illustrates the tracking performance with
state and the maximum error occurred at the position of ~ aramp signal at 3000 rpm. The tracking error was within
signal mutation. +0.05V, which is about 9 um.
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The results of the rotational tracking experiments
demonstrate that axial position tracking was better, and
all tracking errors were small with different machining
contours.
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Fig. 20. Tracking by sinusoidal signals with a low-pass
filter (3000 rpm).

In order to reduce the influence of sensor
measurement noise, a displacement signal was input to
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the controller after it passed through the second-order
low-pass filter with a cut-off frequency of 3 kHz, and
then the corresponding control was performed. The
transfer function of the low-pass filter was as follows:
1
= . 1
&) 1.1501x107°s* +6.7827x10°s +1 (16)

Taking the 0.6 V sinusoidal signal in Fig. 16 as an
example, the tracking effect after introducing the low-
pass filter is shown in Fig. 20. The comparison shows
that the low-pass filter effectively reduced the high-
frequency component of the displacement signal. At
the same time, the error was reduced by about 2.3%
compared with the original.

The lower the cut-off frequency, the lesser the
influence of displacement signal noise on the controller,
but an over-lowed cut-off frequency reduces the stability
of the system. Therefore, an effective cut-off frequency
should be obtained via repeated experiments.

V1. CONCLUSION

In this paper, we abstracted the machining curve into
several different reference signals. Then, the trajectory
tracking performance of the magnetic thrust bearing
under these reference signals was studied. Simulations
and experiments indicate that the PID controller can
meet the performance requirements of axial position
control, and the trajectory tracking errors are within the
allowable range. All the different machining profiles
tested in this paper can meet the requirements of
positional control. The results obtained in this paper
provide bases for the positional control of magnetic
levitation motorized spindle tools and magnetic
suspension fluid mechanical surge control. The
conclusions are summarized as follows.

1) Both static and rotating states provide high
trajectory tracking accuracy, but the accuracy is
slightly lower in the rotating state.

2) Rotational speed has little effect on the accuracy
of axial trajectory tracking.

3) High-frequency noise causes relatively large
tracking errors with reference signals with small
amplitudes.

4) Tracking accuracy based on sinusoidal signals
is higher than that using other signals such as
square waves.

5) Overall, under the experimental conditions, the
tracking errors were all within 18 pm.

6) After the low-pass filter was introduced, the
high-frequency component of the displacement
signal could be significantly reduced.

In future work, we will study trajectory tracking
with different interference signals and try to improve
tracking accuracy by applying advanced algorithms.
Reducing the influence of high-frequency noise on
tracking accuracy is also worthy of further research.
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Abstract — This article presents the impact of fixed
tissue conductivities on the distribution of eddy currents
in human body. Electrical conductivities characterising
human tissues present in limbs have been collated based
on various publications from the last 25 years. The article
shows the extent to which simulation results are affected
by changes to electrical conductivity of specific tissues.
It has been demonstrated that the tissues taking the
largest part of the studied domain have the greatest
impact. The conclusions from these results suggest
that it is very important to determine the electrical
conductivity of tissues forming the human body with
increasing precision, as it is an important factor affecting
the accuracy of results. This factor seems much more
significant than the growth in the precision of models
resulting from increasing resolution of numerical models
made available for research purposes.

Index Terms — Bioelectromagnetics, eddy currents,
other dielectric or magnetic materials, magnetic devices,
magnetic fields, uncertainty problem.

1. INTRODUCTION

Magnetotherapy is a method of treatment or
stimulation of human body tissues the current is induced
by means of a time-varying magnetic component
(Magnetic Field-MF) of Electromagnetic Field (EMF)
and used in the treatment of many diseases [1]. Unlike
the  stressful  method involving  electrodes,
magnetotherapy relies on induction of electric currents
in the tissue without physical contact and is used
especially in regard to bones [2], [3]. Calculation of the
distribution of magnetic field-induced eddy currents in
limbs require relatively high computational complexity.
However, as computers are becoming more powerful,
and virtual human models that involve systems of
hundreds of thousands of equations to be solved are
becoming available, the time necessary to carry out
relevant calculations can be less than an hour, even if
we use computers available to the general public (at a
reasonable price). The driver for research, including
numerical computations, is multifaceted work related to
transcranial magnetic stimulation (TMS). This is the area
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where solutions of very accurate models are being forced
[4], which results in the necessity to solve systems of
tens of millions of algebraic equations.

In addition to the tendency to increase the accuracy
of calculations by compacting grids — resulting from the
resolution of available models, sometimes it is necessary
to use significantly simplified models, especially when
devices are optimized, e.g., magnetic coils [5]. Then the
field problem can be solved analytically or be reduced
to calculate a curve integral [6] with a mathematical
representation of a coil [7].

The growing accuracy of calculations, however, is
still accompanied by some uncertainty. It is related to the
electrical parameters of tissues, particularly their electrical
conductivity. This article shows how significant for the
analysis of eddy currents distribution is conductivity of
specific tissues and how significantly it can impact the
results. Based on the cited works, it has been shown that
there are large discrepancies in tissue conductivity in
computational models used in recent decades.

Although electrical parameters and publications on
this subject have been appearing for several decades, in
recent years, very high-resolution models of human
body’s structure have been developed. The article
shows that, in contrast to the model’s resolution, and
three-dimensional mesh generation method, the tissues
conductivities are very important, and may substantially
affect the results — also those presented using statistical
tools.

1. COMPUTATIONAL PROBLEM

A. Magnetotherapy background

Calculation of eddy currents distribution uses a
model from Virtual Family [8], which is based on MRI
scans of women (Ella): 26-year-old, 1.63 meters in
height and over 58 kg in weight. The eddy currents
distribution was evaluated in a 100 mm fragment of an
upper limb (left arm), whose skeleton was shown in
Fig. 1 in an X-Ray-like style. Calculations use a largely
extended domain, i.e., nearly the entire arm from the
humerus to the wrist. In the figure in question, three
cross-sections (CS1, CS2, CS3) have been marked
perpendicularly to both bones in this limb fragment.

1054-4887 © ACES
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Tissue distribution for these cross-sections have been
shown in the subsequent illustrations: Figs. 2—4.
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Fig. 1. The women's left hand. Cross sections (CS1, CS2,
CS3) presented on next figures.
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This 100 (mm) limb fragment has the volume of
nearly 276,000 cubic millimetres and is divided into
sub-domains corresponding to 8 tissues present in them,
which has been collated in Table 1. Data has been
collated based on a model with the resolution of 1 mm.
It also uses the Iso2mesh free library to overlay the
tetrahedral mesh over the structural mesh [9] forming the
border between both the arm and the air (insulator).

Table 1: Tissues in 100 mm part of the limb

Tissue Volume Percent of Total
(mm?) Volume (%)
All 275904 100.00
Muscle 168304 61.00
Subcutaneous
adipose tissue 45984 16.67
(SAT)
Skin 29608 10.73
Fat 22752 8.25
Bone 5072 1.84
Veins 2168 0.79
Arteries 1984 0.72
Marrow red 32 0.01

The simulations presented in the article use the coil
with a multilayer solenoid (Fig. 5), 0.1 (m) in inner
radius and 0.2 (m) in length (along the z—axis). The coil
is powered with sinusoidal current whose RMS is equal
to 1 (A). The axis of the main coil is parallel to and nearly
coincides with the long bones of the upper limb, i.e. ulna
and radius. Two bones positioned in such a way are
extremely useful for this reflection, because a single long
bone situated almost at the axis of symmetry of the
domain in question could be located in such a manner,
that eddy current paths would run around it regardless of
its conductivity.
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Fig. 5. Applicator, hand’s model and z-axis.

The arm is exposed to a sinusoidal B-field of about
25 (mT) (RMS) at 50 (Hz). This coil is characterised by
a relatively homogeneous B-field. The B-field distribution
along the coil axis, is shown in Fig. 6.

30

20

B (mT)

-0.20 -0.10 0 0.10 0.20
z (m)

Fig. 6. Magnetic field with the x-axis.

B. Field model

Determining the current (here: eddy currents)
density distribution using numerical methods requires
the use of an appropriate model whose complexity
depends on the type of problem being analysed. There is
an assumption, that ferromagnetic materials are absent in
the domain, and the entire domain is characterised by
magnetic permeability equal to the magnetic constant.
Due to the very low dielectric permittivity of human
tissues and the air surrounding them, and due to the low
frequency band, displacement current is neglected.

Human tissues are characterised by relatively low
electrical conductivity as well, and in addition, the
limb (body) is surrounded by air (an insulator of zero-
conductivity). Hence, the eddy currents reach quite low
values, and magnetic field induced by them (secondary
magnetic field) it is insignificantly low in relation to the
external field induced by the coil.

For this type of issues, the so-called AV model — a
pair of: vector magnetic potential (A) and electrical
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potential (V) — is provided. Thus, the analysed domain is
described by the Partial Differential Equation (PDE),
which is replaced by a system of algebraic equations. In
turn, the equation system and its dimension depend on
accuracy (resolution) of model used. Both PDE and
Boundary Conditions, which are unavoidable in this
case, have been introduced in: [10]-[12].

Thanks to the properties of the domain presented
above, the results are scalable, since the model is linear
in the extremely low frequency band. Once the eddy
current distribution is determined for a given spatial
configuration of the limb and the coil, this gives the
option of converting the result using a real coefficient. It
is assumed that the source (current of coil and MF
distribution) is scaled by this coefficient. This was used
to standardize the results obtained for a collective
presentation.

C. Numerical solution procedure

To obtain the results, proper partial differential
equation has to be replaced by system of algebraic (here
linear) equations. For this purpose, Finite Element
Method (FEM) with cubic elements was used. This kind
of spatial mesh is due to geometry of human body model,
composed of voxels. The analyzed problem involves
formulation and solution of over 338 thousand of
equations. To obtain one solution of PDE on personal
computer with clock rate of 3.30 GHz and 16 GB of
RAM, about one hour is needed.

The total computational time consists of several
stages. The first is creation of matrix corresponding to
the left side of equation system. This matrix is rare, and
its exact structure and values of entries depend on mutual
location of individual elements of human body model
and their electrical properties. Matrix formulation takes
about 2600 seconds (it is almost 44 minutes).

Right-hand side of equation system is generated on
the basis of magnetic vector potential’s distribution
within the border of subareas of different electrical
conductivities. This stage lasts over 180 seconds, mainly
because of integration related to a generation of MF. In
turn, the very solution of equation system takes about 82
seconds.

The generation of a cubic structural mesh, unlike
non-fixed structure meshes (e.g., tetrahedral mesh), is
not characterized by high computational complexity.
Meshing itself, however, is inseparable from computational
solutions of partial differential equations.

However, as long as optimization is not carried out,
but rather an evaluation of several or dozen of material
properties’ combinations, this total time seems to be
satisfactory.

I11. SOURCE OF UNCERTAINTY
The analysis of tissue conductivities made available
in publications released over the last two decades and



parameters adopted by the authors lead to large
discrepancies — this applies to both conductors [13] and
low conductivity materials [14, 15]. Table 2 collates
conductivities provided in various publications, which
are discussed and commented on below. The percentage
volume of tissue stems from a specific 0.1 m fragment
of a limb. Chapter has been divided into 6 parts
corresponding to respective columns of Table 2. Apart
from the references to the literature, points below include
some comments related to the more or less accurate
characteristics of particular tissues.

1) Conductivity o1 collated in the table based on
[16]; according to Scopus - database, this article was
cited over 1900 times. The authors distinguish between
two types of bone structure: cortical and cancellous. A
number of articles cite results shown in that article,
particularly for magnetotherapy simulation [17]. It is
also worth noticing that electrical conductivity may to a
smaller or greater extent vary with the frequency, also
within a narrow band up to 1000 (Hz) [18]. Some tissues,
such as muscle, also show anisotropy.

2) Conductivity o7 in the table was proposed on the
basis of [19], which used the data from [20].

3) Article [21] sets together mean values of tissues
conductivities on the basis of [22] — supplemented in the
table as o3. [23] refers to the mean value from multiple
references and bone tissue is adopted by them on the
level of 0.010 (S/m).

4) The sinusoidal low frequency stimulation with
varying magnetic component of EMF, at the frequency
of 50 (Hz), is relatively compatible to models used in
Transcranial Magnetic Stimulation (TMS) and Spinal
Cord Stimulation, in relation to a tissue electrical
conductivity. After the query of this topic, the table

Table 2: Tissues electrical conductivities
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contains next column, due to conductivity values
collected in [24], [25]. It is shown as o4.

5) In research [26] presents the os list of
conductivities, clearly marking that the skin is treated
as a composite tissue consisting of skin proper and
subcutaneous fat (SAT). The above points show how
complicated this problem is. Only some sources
distinguish between skin and the subcutaneous adipose
tissue (SAT).

6) In [27], authors collate data shown here as the os
list. The article deals with calculation for an Extremely
Low Frequency, namely 60 (Hz).

Further reflection is based on two different
conductivity values for important tissues. The primary
tissue chosen for the discussion is the muscular tissue,
whose impact on the induction of eddy currents in a
variable magnetic field is the greatest due to its large
volume. Another significant conductivity is related to the
bone tissue, due to the fact that magnetotherapy is used
especially for bone injury treatment. Moreover, two
conductivities were considered for subcutaneous adipose
tissue (SAT), fat and skin tissue. Here, for the sake of
the need to preserve transparency of the results,
conductivities assigned to those tissues were identical
in each variant, hence the subscripts (SFS) refer to
data related to the three tissues. Fortunately, for the
frequencies used in magneto therapy, dependencies
between frequency and tissue conductivity do not exist
in contrast to other form of therapy [28], and this factor
may be omitted.

Without discussing the validity of the adopted tissue
conductivities, the impact of specific parameters on the
results will be shown with particular emphasis on
currents induced in bones.

Tissue 61 (S/m) 62 (S/m) 03 (S/m) 64 (S/m) o5 (S/m) o5 (S/m)
Muscle 0.241 0.202 0.150 0.160 0.350 0.233
SAT (subcutaneous adipose tissues) — 0.012 — 0.078 — —
Fat 0.020 0.012 0.078 0.078 0.040 -
Skin 0.0002 0.012 - 0.100 0.100 -
Veins and arteries — — — — — 0.700
Blood vessel 0.264 0.700 0.600 0.600 0.700 -
Bone - 0.020 - 0.015 0.020 0.050
Bone (cortical) 0.020 — — — — —
Bone (cancellous) 0.081 — — — — —
Bone (trabecular) — — — — 0.070 —

IV.RESULTS
A. Evaluation criteria
The maximum value in the analysed domain should
be examined first. According to [29] and cited previously
[11], the 99" percentile (A99) is used to avoid
computational instabilities instead of maximum result
from analysed domain. And the introduced A50 factor,

corresponds to a median value of current within the
analysed area. Other symbols for factors are formed by
combining the first letter (or letters) of the name of the
tissue and the percentile. These are: A — for all tissues
considered together, M — for muscle tissue, B — for bone,
SAT - for subcutaneous adipose tissue, Fat — for fat
tissue and Skin — for skin. The 50" percentile (median)
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and, in the case of the most important tissues, the 99t
percentile are highlighted. It refers to a muscles,
characterised by relatively high conductivity, and since
the muscles take the most space within the examined
domain. The second is bone tissue, and this results from
the fact that this tissue is treated using magnetotherapy.

B. Exemplary results

For the coil in question, whose MF reaches 25 (mT)
along the axis, and omuscie=0.350 (S/m), ases=0.078 (S/m)
(common conductivity for: subcutaneous adipose tissue
(SAT), fat and skin), osone=0.050 (S/m), the results have
been shown in Table 3.

Table 3: Exemplary results

Factor J (mMA/m?)
A99 36.86
A50 12.94
M99 37.08
M50 20.06
B99 11.24
B50 6.56

SATS50 8.69

Fat50 8.73

Skin50 6.15

The results, particularly A99, lead to the conclusion
that the MF and the assumed tissue conductivities (the
highest ones among the considered values) do not
produce results that might lead to a risk of bodily injury.
As stated by [30], this level should not exceed 100
(MA/mM?).
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Further reflection, involving various conductivities
adopted for specific tissues, the results will be scaled to
adjust the A99-factor to a value equal to 10 (mA/m?) for
the sake of greater clarity.

C. Impact of tissue properties on results

Table 4 shows the results for various tissue
conductivities. In the fourth and fifth row of results, it
can be seen that M50 is nearly equal to 60% of M99,
unlike other cases, where it is merely 50%.

These two cases occur when combining lower
conductivity for muscles with higher conductivity of
SFS (SAT, fat, skin). This is confirmed by the fact, that
the analysed domain, a set of tissues, jointly form eddy
current paths, and the parameters of individual tissues do
not directly translate into the results.

What can seem surprising is the fact, that the highest
result for B50 (fifth row in Table 4) was achieved with
low conductivity of muscles surrounding the bone. It is
also worth stressing that lower conductivity of muscles,
due to the fact that they form the majority of limb
volume, significantly reduces A99 throughout the limb,
which allows the MF to be set at a level not posing a risk
to the tissues, and hence achieve much higher B50 levels.
Furthermore, with the same fixed conductivities for
muscles and SFS, B50 results preserve the proportion
corresponding the ratio of the fixed conductivities for
bone tissue itself (rows 1 and 2 and subsequent pairs of
rows in the B50 column of Table 4). The change (by over
three times) of the fixed bone conductivity in turn causes
minimum fluctuations of results for all the remaining
tissues, which results from the very low volume taken by
bone tissue compared to the entire domain.

Table 4: Tissues electrical conductivities. Results for all combinations of selected tissue conductivities (A99 is 10

mA/m?)

OMUSCLE GSFS GBONE A50 M99 M50 B99 B50 SAT50 | Fat50 | Skin50
0.350 0.078 0.050 3.510 10.058 | 5.441 3.049 1.781 2.356 2.367 1.668
0.350 0.078 0.015 3.440 10.085 | 5.331 1.239 0.643 2.331 2.332 1.655
0.350 0.012 0.050 3.084 10.178 | 5.003 3.023 1.645 0.352 0.367 0.241
0.350 0.012 0.015 3.047 10.203 | 4.950 1.175 0.563 0.346 0.364 0.239
0.160 0.078 0.050 4551 8.908 5.182 4.425 2.838 4.443 4,233 3.247
0.160 0.078 0.015 4.265 8.503 4.839 1.940 1.097 4171 3.931 3.049
0.160 0.012 0.050 3.030 9.583 4.809 4531 2.657 0.723 0.743 0.499
0.160 0.012 0.015 2.928 9.470 4.708 2.150 1.105 0.712 0.724 0.492

The mutual relations between conductivities of
tissues significantly impact the possibility to achieve
highest currents in bones undergoing treatment, as

shown in Fig. 7 and Fig. 8. Eddy currents must always
be concentrated in bone tissue with consideration to safe
levels in other tissues.
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Fig. 7. Current densities factors (A99, A50, B99, B50)
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Fig. 8. Current densities factors (A99, A50, B99, B50)
for oses = 0.012 (S/m).

V. CONCLUSIONS

Each organism might differ in size, which affects
eddy current paths. Moreover, the percentage of specific
tissues can vary depending on the fact content and other
factors. As shown here, another factor contributing to the
uncertainty of what human body tissues are exposed to,
is the real conductivity characterising the tissues. While
analysis the eddy current density distribution in human
body, there is a need to decide what parameters should
be assigned to specific tissues. As shown above, there are
many options to choose from, and this decision can
significantly influence the results achieved using the
same device whose work is simulated in compliance with
certain absolute allowed current levels. Virtual human
models available for numerical investigations [31], [32]
are becoming more numerous and more precise. Based
on the results presented here, however, it can be
observed, that despite the achievements of recent
decades, it is very important to carry out further research
to identify accurate and unambiguous parameters,
particularly electrical conductivity of specific tissues.

REFERENCES
[1] D. Andritoi, V. David, and R. Ciorap, “Dynamics
analysis of heart rate during magneto-therapy

SYREK: UNCERTAINTY PROBLEM AS ILLUSTRATED BY MAGNETOTHERAPY

(2]

(3]

[4]

[5]

(6]

[7]

(8]

(9]

[10]

session,” 2014 International Conference and
Exposition on Electrical and Power Engineering
(EPE), lasi, pp. 514 517, 2014.

S. M. Schwab, C. Androjna, E. I. Waldorff, J. T.
Ryaby, L. R. Moore, R. J. Midura, and M.
Zborowski, “Mechanical stress on suspended
cortical bone sample by low frequency magnetic
field,” IEEE Transactions on Magnetics, vol. 52,
no. 7, pp. 1-4, 2016.

A. Miaskowski, A. Krawczyk, and Y. Ishihara, “A
numerical evaluation of eddy currents distribution
in the human knee with metallic implant,”
COMPEL: The International Journal for
Computation and Mathematics in Electrical and
Electronic Engineering, vol. 31, no. 5, pp. 1441
1447, 2010.

P. I. Petrov, S. Mandija, 1. Sommer, C. van den
Berg, and S. Neggers, “How much detail is needed
in modeling a transcranial magnetic stimulation
figure-8 coil: Measurements and brain simulations,”
PLoS ONE, vol. 12, no. 6, pp. 1-20, 2017.

B. Minnaert, L. De Strycker, and N. Stevens,
“Design of a planar, concentric coil for the
generation of a homogeneous vertical magnetic
field distribution,” ACES Journal, vol. 32, no. 12,
pp. 1056-1063, 2017.

G. M. Noetscher, S. N. Makarov, F. Sciré-
Scappuzzo, and A. Pascual-Leone, “A simple
absolute estimate of peak eddy currents induced by
transcranial magnetic stimulation using the GR
model,” IEEE Transactions on Magnetics, vol. 49,
no. 9, pp. 4999-5003, 2013.

P. Syrek and R. Barbulescu, “Parametric curves to
trace the TMS coils windings,” 10th International
Symposium on Advanced Topics in Electrical
Engineering (ATEE), Bucharest, Romania, pp.
386-391, 2017.

A. Christ, W. Kainz, E. G. Hahn, K. Honegger, M.
Zefferer, E. Neufeld, W. Rascher, R. Janka, W.
Bautz, J. Chen, B. Kiefer, P. Schmitt, H. P.
Hollenbach, J. X. Shen, M. Oberle, D. Szczerba, A.
Kam, J. W. Guag, and N. Kuster, “The virtual
family — development of surface-based anatomical
models of two adults and two children for
dosimetric simulations,” Physics in Medicine and
Biology, vol. 55, no. 2, pp. 23 38, 2010.

Q. Fang and D. Boas, “Tetrahedral mesh generation
from volumetric binary and gray-scale images,”
Proceedings of IEEE International Symposium on
Biomedical Imaging, pp. 1142-1145, 2009.

G. M. Noetscher, S. N. Makarov, F. Sciré-
Scappuzzo, and A. Pascual-Leone, “A simple
absolute estimate of peak eddy currents induced by
transcranial magnetic stimulation using the GR
model,” IEEE Transactions on Magnetics, vol. 49,
no. 9, pp. 4999-5003, 2013.

1450



1451

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

V. Guadagnin, M. Parazzini, S. Fiocchi, I. Liorni,
and P. Ravazzani, “Deep transcranial magnetic
stimulation: modeling of different coil config-
urations,” IEEE Transactions on Biomedical
Engineering, vol. 63, no. 7, pp. 1543-1550, 2016.

S. N. Makarov, J. Yanamadala, M. W. Piazza, A.
M. Helderman, N. S. Thang, E. H. Burnham, and
A. Pascual-Leone, “Preliminary upper estimate of
peak currents in transcranial magnetic stimulation
at distant locations from a TMS coil,” IEEE
Transactions on Biomedical Engineering, vol. 63,
no. 9, pp. 1944-1955, 2016.

S. Lalléchere, “Advanced statistical 3D models of
composite materials for microwave electromagnetic
compatibility applications,” ACES Journal, vol.
32, no. 12, pp. 1113-1116, 2017.

G. Liu, “Time-domain electromagnetic inversion
technique for biological tissues by reconstructing
distributions of cole-cole model parameters,”
ACES Journal, vol. 32, no.1, pp. 8-14, 2017.

P. Gas, “Optimization of multi-slot coaxial antennas
for microwave thermotherapy based on the S11-
parameter analysis,” Biocybernetics and Biomedical
Engineering, vol. 37, no.1, pp. 78-93, 2017.

S. Gabriel, R. W. Lau, and C. Gabriel, “The
dielectric properties of biological tissues: IlI.
Parametric models for the dielectric spectrum of
tissues,” Physics in Medicine & Biology, vol. 41,
no. 11, pp. 2271-2293, 1996.

A. Miaskowski, A. Krawczyk, and Y. Ishihara,
“Computer modelling of magnetotherapy in ortho-
pedic treatments,” COMPEL: The International
Journal for Computation and Mathematics in
Electrical and Electronic Engineering, vol. 29, no.
4, pp. 1015-1021, 2010.

A. Bouazizi, G. Zaibi, M. Samet, and A. Kachouri,
“Parametric study on the dielectric properties of
biological tissues,” 16th International Conference
on Sciences and Techniques of Automatic Control
and Computer Engineering (STA), Monastir, pp.
54-57, 2015.

M. Parazzini, S. Fiocchi, 1. Liorni, and P.
Ravazzani, “Effect of the interindividual variab-
ility on computational modeling of transcranial
direct current stimulation,” Computational Intelli-
gence and Neuroscience, vol. 2015, Article ID
963293, pp. 1-9, 2015.

NRCalfAP 2015, National Research Council and
Institute for Applied Physics, “Nello Carrara”, “An
internet resource for the calculation of the
dielectric properties of body tissues,” IFAC-CNR,
Florence, Italy. http://niremf.ifac.cnr.it/tissprop/,
2015.

B. Sawicki and A. Krupa, “Experiments with
models of variability for biological tissues,”
Przeglad Elektrotechniczny, vol. 92, no. 7, pp. 83

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

ACES JOURNAL, Vol. 34, No. 9, September 2019

86, 2016.

C. Gabriel, A. Peyman, and E. H. Grant, “Electrical
conductivity of tissue at frequencies below 1
MHz,” Physics in Medicine & Biology, vol. 54, no.
16, pp. 4863 4878, 2009.

T. A. Wagner, M. Zahn, A. J. Grodzinsky, and A.
Pascual-Leone, “Three-dimensional head model
simulation of transcranial magnetic stimulation,”
IEEE Transactions on Biomedical Engineering,
vol. 51, no. 9, pp. 1586 1598, 2004.

M. Parazzini, S. Fiocchi, I. Liorni, E. Rossi, F.
Cogiamanian, M. Vergari, A. Priori, and P.
Ravazzani, “Modeling the current density generated
by transcutaneous spinal direct current stimulation
(tsDCS),” Clinical Neurophysiology, vol. 125, no.
11, pp. 2260-2270, 2014.

M. Parazzini, S. Fiocchi, A. Cancelli, C. Cottone,
I. Liorni, and P. Ravazzani, “A computational
model of the electric field distribution due to
regional personalized or nonpersonalized electrodes
to select transcranial electric stimulation target,”
IEEE Transactions on Biomedical Engineering,
vol. 64, no. 1, pp. 184-195, 2017.

P. Dimbylow, “Development of the female voxel
phantom, NAOMI, and its application to
calculations of induced current densities and
electric fields from applied low frequency
magnetic and electric fields,” Physics in Medicine
and Biology, vol. 50, pp. 1047-1070, 2005.

L. H. Hoang, R. Scorretti, N. Burais, and D. Voyer,
“Numerical dosimetry of induced phenomena in
the human body by a three-phase power line,”
IEEE Transactions on Magnetics, vol. 45, no. 3,
pp. 1666-1669, 2009.

P. Gas and A. Miaskowski, “SAR optimization for
multi-dipole antenna array with regard to local
hyperthermia,” Przeglad Elektrotechniczny, vol.
95, no. 1, pp. 17-20, 2019.

M. Parazzini, S. Fiocchi, and P. Ravazzani,
“Electric field and current density distribution in an
anatomical head model during transcranial direct
current stimulation for tinnitus treatment,” Bio-
electromagnetics, vol. 33, no. 6, pp. 476-487, 2012.
ICNIRP 2010, “Guidelines for limiting exposure to
time-varying electric and magnetic fields (1 Hz-
100 kHz),” Health Physics, vol. 99, no. 6, pp. 818-
836, 2010.

S. N. Makarov, G. M. Noetscher, J. Yanamadala,
M. W. Piazza, S. Louie, A. Prokop, A. Nazarian,
and A. Nummenmaa, “Virtual human models for
electromagnetic studies and their applications,”
IEEE Reviews in Biomedical Engineering, vol. 10,
pp. 95-121, 2017.

P. C. Miranda, R. Salvador, C. Wenger, and
S. R. Fernandes, “Computational models of non-
invasive brain and spinal cord stimulation,” 2016



SYREK: UNCERTAINTY PROBLEM AS ILLUSTRATED BY MAGNETOTHERAPY 1452

38th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society
(EMBC), Orlando, FL, pp. 6457-6460, 2016.

Przemyslaw Syrek received his
Master Degree in Electrical Engin-
eering in 2005 and Ph.D. in the same
area from AGH University of Science
| L3 and Technology in Krakow, Poland
| Y (2011), where he has been working
g in Department of Electrical and

Power Engineering. His major

research interest is field theory, including biomedical
applications of electromagnetic field.

iy




1453

ACES JOURNAL, Vol. 34, No. 9, September 2019

Design of Low-Cost, Circularly Polarized, and Wideband U-Slot Microstrip
Patch Antenna with Parasitic Elements for WiGig and WPAN Applications

Mourad S. Ibrahim 12

! Department of Communications and Networks Engineering
College of Engineering, Prince Sultan University, Riyadh, 11586, KSA
mrizk@psu.edu.sa

2 Department of Electrical Communication and Electronic Systems Engineering
College of Engineering, Modern Sciences and Arts University, 6" October, 12566, Egypt

Abstract — In this article, a well matched U-Slot
Microstrip Patch Antenna (MPA) with two paratactic
elements is designed and simulated. The antenna is
designed to resonate at 60 GHz (VV-band) and exhibits a
wideband extend from 53.3 GHz to 60.8 GHz with more
than 87% total efficiency. The presence of U-slot makes
a current perturbation in the antenna which contributes
to generate a Circular Polarization (CP). The 3-dB Axial
Ratio (AR) is extended from 56 — 57.2 GHz (~ 1.2 GHz
bandwidth). The analysis and optimization processes
throughout this paper are carried out using Finite Element
Method (FEM) and verified with Finite Integration
Technique (FIT). Good agreement between the results by
the two simulators is obtained. Hence, the performance
of the proposed antenna makes it a good candidate for
fifth generation applications at V-band like Wireless
Gigabit Alliance (WiGig) and Wireless Personal Area
Network (WPAN).

Index Terms — Circular Polarization, MPA, Parasitic
elements, U —slot, V-band, WPAN, WiGig.

I. INTRODUCTION

This paper is an extension of work originally
presented in EUCAP 2019 [1]. The unlicensed V-band at
60 GHz has motivated researchers to obtain a high data
rate for short range communications within 10 meters
[2]. The VV-band has applications like WiGig and WPAN.
Since the battery life is the main concern; the VV-band has
used to compensate between bandwidth efficiency and
low power consumption [3]. The antennas at millimeter
need to exhibit a high gain, wide bandwidth, and small
size. MPAs are promising candidate for mm-wave
applications, where the antenna is low-profile, can easily
integrated with a Monolithic Microwave Integrated
Circuit (MMIC), light in weight, and low fabrication cost.
The main disadvantage of MPA is the narrow bandwidth
[5]. Multilayer antenna structures using Low-Temperature
Co-fired Ceramic (LTCC) technology in order to enhance
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Accepted On: July 1, 2019

the antenna bandwidth [6-8]. The complex fabrication
processes of LTCC technology lead to a high
manufacturing cost as well as high antenna volume.
Parasitic elements [9], V —slot [10] and U —slot [11-12]
also have used to enhance the antenna bandwidth. Due to
the advantages of CP antennas over the linearly polarized
(LP) antennas [13], CP is more preferable than LP. CP
antennas are very prosperous in combating the multi path
fading, eliminate the Inter — Symbol Interference (I1SI),
and they are vigorous to polarization mismatch [13-14].
The strength of the received signal is approximately same
nevertheless of the CP antennas directions which make it
likable for mm-wave applications.

In this article, the design of a CP matched wideband
mm-wave antenna is developed. The simulation of the
designed antennas was carried out using the FEM
numerical method [15] and verified with the FIT
numerical method [16]. The presence of parasitic
elements enhances the antenna bandwidth. The U-slot
allows current perturbation and the current take longer
path. The U-slot dimensions are optimized to obtain a
wide bandwidth. The proposed antenna exhibits a CP
through the using of the two opposite square corners
truncation as well as the U-slot. The truncation corners
with U-slot work to generate two orthogonal filed
components with equal amplitudes which are a necessary
to obtain CP antennas. The proposed antenna is mounted
on Netlec NH9338 (&, =3.38) substrate with substrate
thickness h = 0.2 mm and loss tangent tand = 0.0025.

In the following sections, the antenna structure and

design of the CP wideband antenna is described, and then
simulated results are presented and discussed.

I1. ANTENNA STRUCTURE AND DESIGN
At the first, a single square MPA using A/4 feeding
network is designed to resonate at 60 GHz. The antenna
mounted on substrate with dielectric constant (&, ) of

3.38 and height (h) of 0.2 mm supported by conducting
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ground plane. The patch length (L) dimension is
calculated from the following equation [5]:
c 2
T2\ +1
where ¢ is the speed of light, and f, is the resonant

frequency of the antenna.

The dimensions of a single element antenna are
optimized to resonate at 60 GHz while exhibits a CP.
The antenna structure and dimensions is illustrated in
Fig. 1. The square patch with length (L) of 1.28 mm,

ground plane dimensions are Wy by L, with the same

1)

dimensions as the substrate. The 50Q2 feed length L ,
and width W; while the A/4 section with length Lgg,

and width Wgg, is used to match the 50 feed line with
the patch antenna.

W

L W,

Ly gap

_’I ¢ I‘_ Losa

Wosa—p ll <

[:
-

Wi

Fig. 1. The proposed corner-truncated square MPA
antenna with two parasitic elements using A/4 feeding
network.

1. SIMULATION RESULTS AND
DISCUSSION
A parametric study has been conducted in order to
enhance the MPA bandwidth by varying the U — slot
dimensions (L,,W,, and t) in addition to the parasitic

elements dimensions and location (L,,W,, and gap).

The square truncation area (c?) is optimized in order
to get a circularly polarized antenna. The optimized
dimensions of the proposed antenna with U — slot,
parasitic elements, and truncation area in order to obtain
a wide bandwidth with CP are shown in Table 1.

Table 1: Optimized dimensions of the proposed antenna
in mm

Parameter Value Parameter Value
L 1.28 c 0.2
Lg 5.23 Wy 3.7
Losa 1.2 Woga 0.1

Ly 0.775 Wi 0.443
L, 0.5 W, 0.3
t 0.1 gap 0.4
Ly 1.3 W, 0.5

Fig. 2 illustrates the effect of varying the parasitic
elements dimensions (L,,and W) with gap = 0.4 mm
and the other parameters are fixed as indicated in Table
1. The effect of varying the U — slot dimensions
(L,, and W, ) with t =0.1 mm is shown in Fig. 3.

o
= y
» y
e =1mmw_=03mm
- - =L =1mm W =05mm |
P P
— L =1mm,W_=0.7mm
P P

e L =1.3mm,Wp=0.3mm

°

- - =L =1.3mm,Wp=0.5mm

°

L =13mm, Wp=0‘7mrn

©

-6050 5‘2 5‘4 5‘6 5‘8 6‘0 6‘2 6‘4 6‘6 6‘8 70
Frequency [GHz]

Fig. 2. S1; of the proposed antenna with varying parasitic

elements’ dimensions ( Lp and Wp ).
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Fig. 3. S11 of the proposed antenna with varying U — slot
dimensions (L, and W, ).
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Figure 4 illustrates the Si1 using High Frequency
Surface Structure commercial software (based on the
FEM method) and CST Microwave Studio (based on FIT
method) for the optimized dimensions indicated in Table
1. Small difference between the two simulated results is
observed due to the different mesh sizes between the two
simulators.

s, [4B]

50 L L
50 55 60 65

Frequency [GHz]

Fig. 4. S11 of the proposed antenna using FEM and FIT.

AR [dB]

AR - FEM
- = —=AR-FIT

. L . . . . L . .
55 55.5 56 56.5 57 57.5 58 58.5 59 59.5 60
Frequency [GHz]

Fig. 5. AR versus the frequency using FEM and FIT.

The simulated bandwidths are 53.32 — 60.82 GHz
(7.5 GHz), and 53.5 — 60.6 GHz (7.1 GHz) using FEM
and FIT respectively. Figure 5 shows the AR with CP
in the frequency bands of 56.1 — 57.2 GHz (1.1 GHz)
and 55.64 — 56.74 (1.1 GHz) using FEM and FIT
respectively. The radiation patterns in xz and yz planes
using FEM and FIT at the resonant frequency (60 GHz)
are illustrated in Fig. 6. Good agreement between results
is obtained. The maximum realized gain is shown in Fig.
7 on the left y-axis with maximum values of 7.2 dB at
59.5 GHz and 7.63 dB at 58 GHz. Less than 1.3 dB and
0.43 dB gains variation along the antenna bandwidth
using FEM and FIT respectively is obtained. The total
efficiency using FIT along the entire antenna bandwidth
is greater than 78% with maximum value of 92.6% at
57 GHz as illustrated in Fig. 7 on the right y-axis. The
radiation efficiency is more than 87% along the antenna
bandwidth using FEM and FIT. The surface current

ACES JOURNAL, Vol. 34, No. 9, September 2019

distributions of the proposed MPA with the two parasitic
elements at 53 GHz, 55 GHz, and 60 GHz are shown in
Fig. 8. It can be observed that the two parasitic elements
act as two radiators and the presence of U — slot allows
the current perturbation. It is clear that the peak current
is focused around the patch element as well as the two
parasitic elements.

$=0-FEM
== =$=0-FIT

300 60

20 25

270 90

240 el 120

210 150
180

Fig. 6. Total gain of the antenna at xz— and yz—planes.
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Fig. 7. Maximum realized gain and efficiencies against
the frequency using FEM and FIT.

IV. CONCLUSION

Low-cost CP microstrip antenna with wide
bandwidth for the 5G applications like WPAN and
WiGig is provided. The proposed antenna with more
than 7.1 GHz bandwidth (around 13%) is designed
and simulated. The antenna matched by A/4 matching
network. The proposed antenna is mounted on a single
layer which vyields a low manufacturing cost. The
proposed antenna exhibits a circular polarization within
1.1 GHz (around 1.94%) and a maximum gain of 7.2 dBi
and 7.63 dBi at 60 GHz using FEM and FIT respectively.
The total antenna efficiency is more than 78% along the
entire antenna bandwidth. The gain-frequency variation
is less than 1.3 dB over the antenna bandwidth which
gives a stable antenna performance and makes the



antenna as a good candidate for the 5G applications.

Jsurf[A_per_m]
. 1.0%00:02
2. 2300: 4001 -
1, 5@58¢+021
(a) 53 GHz
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. 1 53561002
(b) 55 GHz
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(c) 60 GHz

Fig. 8. The surface current distributions of the patch
antenna with the two parasitic elements at (a) 53 GHz,
(b) 55 GHz, and (c) 60 GHz.
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Abstract — Magnetic resonance imaging (MRI) scanning
of small animals such as non-human primates has been
of interest in recent years. Imaging primates, such as
rhesus monkeys, presents challenges due to the shape
of their head. The shape and dimensions of the head
can cause poor magnetic flux density (|Bi]) strength
and penetration to specific regions of interest. In this
study, we focus on the design of an eight-channel,
helmet-style array coil for rhesus monkey brain imaging,
and performed quantitative analysis by means of
electromagnetic (EM) simulations and acquiring
reception sensitivity (|B1|)-fields to demonstrate that the
use of combining inductively coupled wireless coils and
high permittivity materials can improve the |B1-field
sensitivity of a tradition phase array coil.

Index Terms —EM simulations, high permittivity
materials, MRI RF coils, small animals, wireless coil.

I. INTRODUCTION

Rhesus monkey brain scanning with magnetic
resonance imaging (MRI) is a useful method to study
brain anatomy, functionality, and reactions to new
drugs; these discoveries are intended to be transferable
to human applications due to the similarities between
primates [1]. Although anatomically and physiologically
the brains of monkeys and humans share some
similarities, imaging monkey brains requires dedicated
hardware to accommodate the smaller size of their head
and different structure of their body. Especial frames
needs to be constructed to keep the monkey in an optimal
and stationary position of the body and head inside the
scanner during MR imaging. Given that the frontal facial
area of the monkey is more pronounced than the human
nose, it is necessary to tailor the dimensions of the radio-
frequency (RF) coil. The use of traditional birdcage coils
would fail to deliver a uniform field due to the different
distances between the head and the coil in the upper and
lower nasal areas. It has been reported that by using a
birdcage coil positioned only around the upper area of
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the monkey’s head it is possible to maintain a uniform
field in the brain area [2]. However, this required a
macaque monkey to be seated in a sphinx-like manner,
with a frame used to restrain the monkey’s movement,
and performed while the monkey was sedated. A single
transmit/receive (Tx/RXx) coil configuration was a standard
approach taken to imaging conscious monkeys, since it
is easy to setup and can be used with any size of monkey;
however, in terms of imaging quality its performance
was low. One study proposed a combination of a single
100 mm loop coil for transmission and a phase array
coil of four channels for the reception coil [3]; this
configuration was used to perform functional MRI
(fMRI) and diffusion MRI on a monkey. Another novel
proposal was the use of a traveling wave system as the
Tx method by attaching a two-port patch antenna to the
RF shield of the gradient system of the MRI scanner; the
antenna produced a TEi;x mode generating a circular
polarized (CP) magnetic flux density (|B1|)-distribution,
while for reception a three-element phase array (PA) coil
was used, but this configuration only covered the upper
half of a cylinder around a monkey’s brain [4]. The use
of PA loop coils as receptors for MRI is common
practice due to their simplicity and capacity to produce
high sensitivity |B4|-field, in addition to being able to
perform parallel imaging (P1) [5], and thus reducing scan
time. The use of helmet style PA loop array coils [6, 7]
is common for its increase reception field sensitivity.
There is ongoing research into an optimal coil
configuration and geometry that would produce a higher
signal intensity and uniform |By|-field [8] for small
animals such as rhesus monkeys. One potential coil
configuration that has been proposed in recent years is
the use of inductive coupled wireless (w.) coils; these
elements have been shown to enhance the imaging
performance of standard PA coil by producing stronger
and more uniform |By|-fields [9]. The operation of the
wy coils consists on generating a magnetic field from
induced currents. The induced currents on the w. come
from pick up varying |Bi|-fields produced from the
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standard PA coil with active current sources. In this coil
configuration, the |B4|-field intensity can be increased.

It has also been reported that the use of high-
permittivity material (HPM) attachments can increase
the magnetic field [10-12]. The HPM operate as a
focusing material that will help increase the efficiency of
the |B1|-field, especially at high frequencies such as the
ones used in high field MRI. Previous studies have
shown that the use of HPM enhance the |B,|-field
strength, improving the signal-to-noise ratio (SNR) and
the image quality overall. The HPM have been proposed
as a simple and low-cost accessory to increase the
performance of traditional PA coil.

In the present study we propose a receive only
helmet-style PA coil for use with rhesus monkey brain
imaging at 7T, by using a combination of wireless coils
and HPM attachments, to enhance the sensitivity of
the |B1|-field produced by a traditional PA coil. We
performed a quantitative analysis by using electromagnetic
(EM) simulations to acquire |B|-field maps of the
standard PA coil and the proposed combination with w
coil and HPM attachments.

I1. METHODS

A. Loop array coil design

The proposed receive only helmet-style PA coil is
composed of eight loop coils that are distributed to fit
around the shape of the head of a rhesus monkey. The
PA coil array consists of two loop coils located at the
front and back of the monkey head model, this coils will
be referenced as anterior-posterior (AP) coils and two
coils at each lateral side. The active coils (standard PA
coil) are located close to the imaging object, as an inner
layer, while the wy array coils are located at the same
position as the active coil but in an outer layer separated
by 15 mm. Figure 1 shows the dimensions for each type
of coil, the active and wireless coil for the AP and lateral
locations in the array, in addition to the HPM materials
corresponding to each set of coils.

Table 1 summarize the dimensions of each of the
coils and the HPM. There is a slight curvature at top of
each of the coils and HPM to cover the shape of the
monkey head model. The AP active and w coils are
smaller than the lateral coil, but their top and bottom
width are same. The PA coils are placed near the
monkey’s head to receive a stronger |B1|-field sensitivity,
and in order to increase the sensitivity a wi coil array was
also attached as an outer layer to the active receive array.

In addition to the wy coils, an arrangement of eight
HPM attachments were inserted between the active and
w coils. The HPM attachments had similar geometry to
the coils shape, their dimensions are also listed in Table
1, and the geometry is show in Fig 1 (c).

HERNANDEZ, KIM: ANALYSIS FOR THE COMBINATION OF INDUCTIVE COUPLED WIRELESS COILS

Table 1: The dimensions of active and wireless coils and
the HPM

Height | Width [mm] |Thickness

[mm] | Top/Bottom | [mm]
T I I
g | = [ | o
A T I
La(t-Fi/;fttll\/(eb ;3)0" 80 20/30 0.5
Foie) | ® | #® | 90
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a) b) <)

Fig. 1. Dimensions for the loop coils, with the active
coils in the inner layer and the wireless coil in the outer
layer, for (a) anterior and posterior (AP) coils, (b) lateral
coils, and (c) the high permittivity material (HPM).

Figure 2 shows the combinations used in this study,
as reference evaluation we will use the standard PA coil
or active coil only (inner layer of coils), as can be
visualized in Figs. 2 (a), (d) for the xz- and xy-plane
views. The inner layer of eight loop coils was placed
around a 33 mm radius circumference for the top of each
coil. The first evaluation condition was the use of w,
coils as shown in Figs. 2 (a), (d), arranged in an outer
layer of 42 mm of radius. The second evaluation condition
was the use of the standard PA coil and the w, with the
HPM attachments (Figs. 2 (b), (e)). A model of a rhesus
monkey is included with the array coil (Figs. 2 (c), (f)).

The three-dimensional (3D) model of a monkey
head was computed by taking multiple coronal 2-D MRI
images of a rhesus monkey head. The MR images were
combined to form a 3D volume image. The voxeling was
done with Photoshop (Adobe Inc, California 95110,
USA) and it was rendered using Rhinoceros 3D modeling
tools (McNeel, Seattle, WA, USA). The measured size
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of the monkey was 86 x 125 x 105 mm, while the rhesus
monkey head model has dimensions of 81.7 x 118.8 x
104.7 mmq. Organ segmentation was excluded in modeling
process, which makes the phantom solid, for this reason
the electrical properties of the phantom were set to a
continuous value.

The wi coils were tuned to operate at the desired
frequency of 300 MHz corresponding to a 7T MRI system,
and matched to 50 Ohms. There was a frequency shift
from the tuning condition when the HPM attachments
were added, the frequency shift was on average 1.4 MHz
between individual coils; for this reason, it was necessary
to repeat the tuning of the wy coil. The wy coils are not
connected with a current source as they operate with the
currents induced by the active coils.

)

2V V¥

d) b

Fig. 2. View of the arrangement of the array coil, for the
xz-plane (top) and the xy-plane (bottom). (a), (d): the
active and wireless coils; (b), (e): the array with the high
permittivity attachments; (c), (f): the array coil fitting the
rhesus monkey phantom.

I1l. RESULTS

By means of electromagnetic (EM) simulations we
designed and acquired reception sensitivity (|B17)-fields
on a mimicked rhesus monkey phantom, with electrical
properties of 0.413 Sem™ and 43.77, conductivity and
permittivity respectively. The electrical properties for
the monkey phantom were selected to represent brain
white matter, and the values were used as provided by
the data base in the simulation software. The electrical
values used in this work are similar to the human brain
white matter, given that there’s no information of the
conductivity and permittivity of rhesus monkey brain
at 300 MHz. however, these values fit well towards the
goal of this work, which is to show the benefits of using
wireless coils and HPM to increase the |Bi]-field. A
dedicated study should be done such as [13] to compute
the electrical properties of the rhesus monkey brain. In
addition the focus of pre-clinical animal MRI research
is to translate the technology to human applications,
therefore the use of human brain electrical properties

ACES JOURNAL, Vol. 34, No. 9, September 2019

values are within our objective. The phantom model has
an homogeneous filling because it was acquired by 3D
scanning the surface of the monkey head, for this reason
a single value of electrical properties were used. The
HPM attachments were designed to emulate barium
titanate (BaTiOs), which has electrical properties of
300 permittivity and 0.5 Sem™ conductivity [14, 15].
The simulations were performed using the commercial
FDTD software, Sim4life (Zurich MedTech AG (ZMT)).

ut)
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Fig. 3. The |By-fields for two different slices from an
axial view (top row) and sagittal view (bottom row). (a),
(d): active array coil only; (b), (e): with the wireless coil;
(c), (f): the combination of the wireless coil and HPM.

Figure 3 shows the |B1|-field in the axial (xy)- and
sagittal (yz)-slice for the reference active coil (Figs. 3 (a),
(d)). The |B1|-field resulting of the combination of the
active and wy_ coils are shown in Figs. 3 (b), (e), and the
|B1|-field from the combination of the active PA coil
with wy_coils and the HPM attachments is shown in Figs.
3 (c), (f). The red arrows on the monkey’s head model
indicate the position of the slices taken for the figure.
The average and normalized standard deviation values of
each |B1|-field for the whole slice are shown in Table 2.

Table 2: Statistical values for the |Bi|-field acquired
using different coil configurations

Average [UT] Standard Deviation [UT]

Active | Active Active | Active

View |Active| + +wL | Active + WL
wL  |+HPM wL  |+HPM

Slice#1| 1.14 | 2.00 | 2.60 | 0.047 | 0.039 | 0.051
Slice#2| 0.96 | 1.90 | 2.50 | 0.100 | 0.065 | 0.061
Sagittal | 0.56 | 1.02 | 2.32 | 0.152 | 0.240 | 0.300
Electrical (|E[)-fields were also acquired to

understand the effect of the proposed combinations used
in this study. Figures 4 (a), (d) show the |E|-field of the
active coil for axial and sagittal slice. For the axial slice
the average value was 51.09 and 2.91 Vem™ of standard
deviation. Figures 4 (b), (e) show the combination of the
active coil and the wy_ coil, with an average and standard
deviation of 81.8 and 4.16 Vem™ respectively, for the



axial slice. Lastly, the |E|-fields for the combination of
the active PA coil with wi coil and HPM attachments
are show in Figs. 4 (c), (f), with average and standard
deviation 102.1 and 4.58 Vem™ respectively.

9

i
I <

(3

Fig. 4. The |E|-field for the axial view (top row) and
sagittal view (bottom row) for (a), (d): only the active
array coil; (b), (e): with the wireless coil; (c), (f): the
combination of the wireless coil and HPM.
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IV. CONCLUSION

The results from the simulation indicate the
potential of the proposed combination of w. coils and
HPM attachments to improve the |Bi|-field of the
traditional PA coil. On average, the |B17|-field sensitivity
was increased almost two times in comparison with the
reference PA array coil only. The proposed receive only
coil configuration could be a promising method for
imaging small animals such as rhesus monkeys.
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