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Guest Editorial   
 

ACES Invited Special Issue on Phased and Adaptive Array Antennas 
 

This invited special issue of the Applied Computational Electromagnetics Society (ACES) 
Journal on Phased and Adaptive Array Antennas aims to capture information on a broad 
spectrum of the various aspects involved in array radiating systems and their applications. 
Recent advances in this area can be found in [1]-[3]. The earlier special issue [4] on a closely 
similar topic served as a guide in preparing for this ACES special issue. The information 
gleaned from these sources resulted in a widening of the scope of this special issue than was 
originally planned.  For enhanced impact, it appeared appropriate to solicit contributions 
from leading researchers in the antennas and computational electromagnetics (CEM) areas.  
To that end, in quite a few cases, the topic of the invited contribution was suggested to the 
individual authors. All invited papers were peer-reviewed per standard guidelines.   
 
In all there are twenty papers co-authored or authored by leading researchers from various 
countries. They represent a wide range of topics on phased and adaptive arrays. Specifically, 
papers on characteristic basis functions, genetic algorithms, ship-board arrays, conformal 
arrays, phased arrays for biomedical applications, multiple-beam phased arrays, array mutual 
coupling compensation, power-divider network, etc., appear here and provide useful 
information on both modeling and practical applications of phased and adaptive arrays.  The 
valuable contribution of the authors and their patience is gratefully acknowledged.  
 
In the course of assembling the special issue, special thanks go to Prof. Atef Elsherbeni 
(editor-in-chief) and Prof. Alexander Yakovlev (associate editor-in-chief) of ACES Journal, 
University of Mississippi (Ole Miss). The encouragement from Dr. W. Ross-Stone, editor-in-
chief, IEEE Antennas and Propagation Magazine, is deeply appreciated. It is a pleasure to 
acknowledge the extensive editorial help from Mr. Mohamed Al Sharkawy (Ole Miss), in the 
final stages. At University of Missouri Kansas City (UMKC), Mr. Naresh Vijaya 
Yalamanchili had painstakingly retyped some of the manuscripts for this invited special 
issue. Thanks to all of them for their continued encouragement and timely help.  Without 
their active support this endeavor would not have come to fruition. 
 
The final judgment on the quality of this invited special issue rests on the reader. It is hoped 
that the reader shall find the contents in these papers of continuing value. Any drawback or 
other errors is the sole responsibility of the guest editor.   
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Abstract− Hybrid combinations of numerical and 
asymptotic methods are utilized to evaluate in-situ 
antenna performance, and coupling to other 
systems on a shared platform such as a ship 
topside. This paper describes a combination of the 
finite element-boundary (FE-BI) method with ray 
techniques for evaluating antenna patterns in the 
presence of complex platforms. Specifically, a 
very complex array antenna may be modeled with 
FE-BI, and interfaced to the platform via the use 
of equivalent currents. For the case considered 
here, the FE-BI is accelerated with the array 
decomposition fast multipole method (AD-FMM) 
so that large arrays may be considered. A novel 
discrete Fourier transform method is also 
introduced to provide a greatly reduced 
representation of the fields over a planar array 
aperture and the uniform theory of diffraction 
(UTD) along with iterative physical optics (IPO) 
are used to characterize the platform. To tie it all 
together, a matrix framework is formulated to 
iteratively increment the higher order interactions 
between antennas and platform. 
 

I. INTRODUCTION 
 

The Ohio State University ElectroScience 
Laboratory (OSU-ESL) has a long history of 
studying the performance of antennas mounted on 
realistic platforms [1,2]. Prior to using numerical 
methods, these studies were carried out 
experimentally, and later also by using ray 
methods such as the uniform geometrical theory of 
diffraction (UTD) [3]. Today’s availability of 
numerical methods and their success to accurately 

model conformal antennas present us with new 
hybrid tools [4] for modeling realistic antenna 
structures (and not just simple sources) on 
complex platforms. 

In this article we introduce hybrid techniques 
for the analysis of electromagnetic (EM) radiation 
from, and the coupling among, large multiple 
antenna arrays mounted on a large complex 
platform, such as a ship (see Figure 1). Other large 
platforms may include airborne and land vehicles. 
The antenna-platform problem is challenging 
because numerical methods require very large 
computational resources even for the array itself. 
This is compounded by the presence of the 
platform and the necessity to account for 
interactions among multiple antennas. The hybrid 
approach combining numerical methods for large 
antenna arrays and high frequency methods for 
dealing with large platforms appears to be well 
suited to solve such practical problems in a 
tractable manner.  

In our analysis, the FE-BI along with domain 
decomposition approach, is used for array analysis 
[4], whereas the platform is accounted for via high 
frequency asymptotic methods (see Figure 1). The 
UTD method [3] is used to model the whole ship 
at very high frequencies via the UTD-based NEC-
Basic Scattering Code (NEC-BSC) [5], which has 
been extensively used for ship modeling. There are 
several features of NEC-BSC that make it 
attractive. Among them are the capability to find 
ray paths for ship structures efficiently and its 
CPU scalability as the size increases. In fact, UTD 
becomes more accurate as the frequency increases. 
For more arbitrarily shaped CAD models the 
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iterative physical optics (IPO) method can be more 
appropriate than NEC-BSC since it can deal with 
situations for which UTD diffraction coefficients 

are not currently available [6,7]. IPO has been 
shown to give good accuracy, and is considerably 
more efficient than pure numerical

 
Figure 1: Interactions between antenna arrays on a modern naval vessel. 

methods. As such, the IPO serves to bridge the gap 
between the numerical and the UTD-based 
approaches. 

Central to the proposed hybrid approach is the 
means of representing the fields over the array 
apertures in a reduced basis set. This is necessary 
to efficiently handle the antenna-platform 
interactions. For this purpose, a novel approach is 
proposed using a discrete Fourier transform (DFT) 
representation of the aperture fields which is 
subsequently truncated to extract the reduced basis 
set [8]. A more recent approach is to employ a 
traveling wave (TW) basis set [9] which is even 
more efficient than the DFT; the latter approach 
will not be discussed here, but it will be described 
in detail in a future publication. 

The format of this paper is as follows: Section 
II describes the general formulation for 
hybridizing the FE-BI method with the high-
frequency approaches. Section III gives a brief 
summary of the accelerated FE-BI method used 
for analyzing finite array antennas [4], and Section 
IV describes how high-frequency methods are 
employed for platform interactions. The 
integration of the FE-BI method for antennas and 
the high frequency methods for the platform along 

with the reduced basis set expansion are described 
in Section V. Several validation examples are 
given throughout. 

 
II. GENERAL APPROACH TO 

HYBRIDIZATION 
 
The main idea of the proposed hybridization 
approach is to decompose the structure into 
different domains. These domains are 
subsequently coupled by iteratively accounting for 
multiple interactions. Such interactions can be 
either among array apertures or between an 
aperture and the array platform ship structure. It is 
understood that each individual array aperture 
must be analyzed with rigorous methods. In this 
case the FE-BI method enhanced with domain 
decomposition and fast algorithms will be used 
[4]. Certainly, other analysis methods can be used 
as they are available. 

Let us assume that one of the antennas or 
substructures can be characterized by a matrix [Z]. 
This matrix can be generated via the method of 
moments, the finite element method or the FE-BI 
method. For the latter,  
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in which Evv, Evs, Esv, Ess, B, P, and Q denote sub-
matrices. More specifically, P and Q in (1) are full 
matrices resulting from the integral operators used 
to express the fields external to the solution 
domain, and the remaining sub-matrices are the 
usual sparse FE matrices for surface and volume 
unknowns [4].  

Regardless of the method used for 
characterizing a single component of the structure, 
let us denote the associated matrices for multiple 
components as [Z11], [Z22], etc. The complete 
coupling matrix that includes all interactions 
between the #1 and #2 components or arrays 
would then be [10], 
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where Zij account for cross-coupling interactions. 
When Zii is generated via FE-BI, the coupling 
matrices have the form, 
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because only the P and Q sub-matrices are needed 
to “communicate” with outside components. 

The identification of (2) allows us to consider 
matrix partitions and therefore decompose the 
domain into smaller and more manageable 
components. Mathematically, we proceed to cast 
the iterative solution of [Z]complex{x}={b} as, 
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In this set-up {x}={x1,x2}T denotes the unknown 
quantity in domains #1 and #2, respectively, 
whereas {b}={b1,b2}T is the corresponding 
excitation vector. Setting {x}(0)={0,0}T, (4) can be 
solved iteratively by updating {x} with {x}(1), 

{x}(2), etc., until convergence is achieved to within 
a prescribed error. The above is known as the 
Jacobi decomposition approach and allows us to 
initially solve each component/domain 
independent of the others and therefore avoid large 
matrices. Moreover, it allows for each domain to 
be treated with different methods. As an example, 
the antenna domain can be treated with a rigorous 
method, whereas the large ship structure can be 
handled via high-frequency techniques. 

Of particular interest is the number of 
iterations needed for convergence of (4) since the 
antenna is conformal to the structure. To observe 
this, we consider the case of a double stacked 
circular patch mounted on a thick metallic plate as 
shown in Figure 2. The plate dimensions are 1λ x 
1λ x 0.1λ and was modeled via the MLFMM 
[11,12]. For the double stacked patch the FE-BI 
was used in conjunction with the iterative 
algorithm (4) to account for coupling among the 
plate and the antenna. 

The iterative solution process is broken into 
four major steps. First, the antenna itself is solved 
in isolation via the FE-BI solver with the metallic 
plate (platform) absent. In the second step the 
antenna surface currents are radiated onto the 
nearby structure. The MLFMM (third step) is then 
used to compute the scattered fields and surface 
currents induced on the plate by the antenna. Re-
radiating these currents back onto the antenna is 
the fourth step. The steps begin once again using 
the updated antenna currents in the FE-BI solver. 
This process continues to be repeated through 
several iterations until convergence of the antenna 
and platform currents is achieved to a given level 
of accuracy.  

To validate the proposed iteration scheme, we 
first computed the antenna input impedance via a 
direct FE-BI solution that modeled the entire 
structure as a single antenna. The resulting value 
was found to be 89.6724+32.6572i shown by the 
horizontal lines in Figure 3. Next, we proceeded 
with the decomposition and iteration. After 20 
iterations the input impedance converges to 
89.9056+32.9705i. The convergence of the input 
impedance is shown in Figure 3 as a function of 
iteration number. The effect of the platform on the 
input impedance can be seen by the difference 
between the first iteration and the converged 
result. 
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Figure 2: Probe-fed circular stacked patch antenna over a PEC platform. Platform dimensions are 1λ x 1λ 
x 0.1λ. 

 
Figure 3: Iterative convergence of the input 
impedance. 

  
(a) Full FE-BI solution. 

 
(b) Iterative solution. 

Figure 4: Electric fields within the patch antenna. 

The difference between converged solutions 
for the antenna and the platform can also be 
observed in the following figures. Figures 4 (a) 
and (b) show the fields within the patch antenna. 
As seen, the converged results are almost identical 
to the full FE-BI solution. The surface currents 
induced on the platform are given in Figure 5. 
They also agree well with the full FE-BI solution. 
Excellent agreement between the full and iterative 
methods is demonstrated in Figure 6 for the 
radiation pattern of the antenna on the platform. 
 
 

  
(a) Full FE-BI solution. 

 

 
(b) Iterative solution. 

Figure 5: Induced surface electric currents on the 
platform. 
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Figure 6: In-situ radiation pattern of the patch 
antenna. 

 
III. RIGOROUS ANALYSIS OF 

ANTENNA ARRAYS USING FE-BI 
 

This section summarizes the finite element-
boundary integral (FE-BI) method for the rigorous 
analysis of antenna array structures. It can 
generate a numerical solution for an antenna array 
on a complex platform, provided the available 
computational resources can handle the composite 
problem (for example, the circular patch antenna 
on a metallic plate as in Section 2). For larger 
platforms the FE-BI method may be used in the 
hybrid scheme described in the last section, 
wherein the FE-BI method generates the antenna 
solutions characterized by the matrices Zii in (2) 
and (4). 

The FE-BI method is useful for modeling 
complex structures for which an approximate or 
analytical representation of the structure’s 
electromagnetic properties is not attainable.  As 
expected, FE-BI is able to handle nearly any 
combination of material properties and arbitrary 
geometric shapes, making it an ideal tool to 
analyze complicated antenna structures [13]. 
However, rigorous analysis tools have practical 
limits as well.  FE-BI and integral equation 
methods can consume vast amounts of 
computational resources for electrically large 
problems. Rather than resort to approximate 
methods that may not be accurate enough, it is 
often necessary to introduce special algorithms 

that alleviate the computational burden of rigorous 
methods such as FE-BI. Here we examine a 
powerful decomposition approach that exploits 
translational symmetry of the array environment, 
thereby allowing the use of FE-BI for rigorous 
analysis of array structures without prohibitive 
storage requirements. This version of FE-BI, 
known as the Array Decomposition-Fast Multipole 
Method (AD-FMM), was most recently considered 
in [14]. It is briefly described here. 

Consider a linear array of n  identical antenna 
elements on a regular grid. Each array element is 
enclosed in an identical rectangular box. A finite 
element expansion is used for the fields within the 
box, and a boundary integral is used on the surface 
to couple the element to other elements and to the 
external region. Each boundary integral is 
discretized using m  unique current coefficients. 
The complete impedance matrix [Z] for the array 
system is of size N=(mn)2, consisting of 2n  blocks 
of size 2m . (A finite element matrix describes the 
interactions within each box, but this matrix is 
generally much smaller than the boundary integral 
matrices, and is the same matrix for all the array 
elements.) In an array of identical elements, with a 
fixed spacing between elements (and hence 
translational symmetry), this system will have a 
block-Toeplitz property, i.e., the matrix block Zpq 
is the same as Zp-q.  Hence, of the original (mn)2 
terms in the [Z] matrix, it is only necessary to store 
m2(2n-1) of them without loss of information. The 
reduced storage format of the impedance matrix 
takes the form 
 
[ ] { }1 2 1 0 1 2 1 .n n n nToeplitz
Z Z Z Z Z Z Z Z− − − − −=

 (5) 
  

This block-Toeplitz property is the first major 
component of the AD-FMM algorithm, and it 
generates a pronounced reduction in storage. In 
fact, we may stop here and employ the fast Fourier 
transform (FFT) in the iterative solution of the 
system matrix as done in [4]. However, we can 
achieve an even greater reduction in the storage as 
described next. 

The fast multipole method (FMM) is used to 
factorize the non-adjacent block matrices in (5). If 
|p-q|>1, the pqth block may be written in the 
factorized form, 
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VUTZ qpqp −− ≈   (6) 
 

where V is the “disaggregation matrix,” Tp-q is the 
“translation matrix,” and U is the “reaggregation 
matrix.” V contains the far-field radiation pattern 
coefficients of each of the boundary integral basis 
functions for a given array element, computed in k 
directions on the unit sphere. U contains the 
testing of each boundary integral basis function 
with a plane wave incident from each of the k far-
field directions. The k plane wave directions are 
chosen to be the same as the k far-field directions, 
so the elements of U are actually the complex 
conjugates of the elements of V (provided that 
Galarkin testing is used in the boundary integral). 
The translation matrix Tp-q is derived from a 
multipole expansion of the free space Green’s 
function [15]. The accuracy of (6) depends on the 
truncation of the multipole series, which 
determines the minimum number of far-field 
directions k. 

The utility of the FMM comes from the fact 
that Tp-q is diagonal and is found analytically. In 
the AD-FMM approach where identical equally 
spaced array elements are used, Tp-q is also 
Toeplitz. Therefore, only 2n-1 translation matrices 
need to be stored, each with k entries. The U and V 
matrices are of size km, but they are the same for 
all the identical array elements. We remark that k 
is typically of the same order as m, so the storage 
requirement for U and V is of order m2. Likewise, 
the total storage requirement for all Tp-q is m(2n-1). 
Lastly, we must also store the full self matrix Z0 
and the nearest-neighbor matrices Z-1 and Z1 
because FMM is only applicable to separated 
blocks with |p-q|>1. This storage requirement is 
3m2. Therefore, the total storage requirement for 
the AD-FMM is of order m2+mn=m2+N. If 

mN >>  the storage is O(N). Of course, there is 
also a required storage of O(N) for the unknown 
vector coefficients.   

The above AD-FMM storage requirements 
extend to arrays that are periodic in two or three 
dimensions. The method may also be applied to 
the interaction of multiple array structures sharing 
common dimensions or periodicity. This approach 

to array analysis has been applied numerous times 
very successfully, with some advanced 
applications considered in [4,14]. Figure 7 shows a 
10 x 40 slot array conformally mounted on a 
cylindrical platform structure. The table gives the 
storage requirements and matrix fill times as the 
size of the problem increases. As seen, the AD-
FMM is compared with the array decomposition 
method (ADM) of [4], and the MLFMM. The AD-
FMM matrix storage and fill time does not change 
as the number of unknowns increases from 15 
thousand to nearly 7 million! 
 

IV. INTERACTION WITH PLATFORM 
 
The basis expansion of the aperture fields for each 
antenna via the boundary integral provides a set of 
equivalent sources/receivers existing in the 
presence of the platform structure. The interactions 
between the sources/receivers of any two antennas 
are represented by the matrices Z12 and Z21 in (2) 
and (4) which incorporate the effects of the 
platform.  Evaluating these interactions amounts to 
computing the matrix-vector product (MVP) in 
(4),  

MVP = 
















2

1

21

12

0
0

x
x

Z
Z

. (7) 

 
For moderately large platforms, the MVP can 

be computed with the multi-level fast multipole 
method (MLFMM) which furnishes an efficient 
full-wave solution to the integral equation of the 
platform [11,12]. The MLFMM requires a 
sampling density on the order of 100 surface basis 
functions per square wavelength. At 1 GHz this 
translates to a minimum of about 7 million 
unknowns required to model the ship’s topside. 
Therefore, the platform can become prohibitively 
large for the MLFMM at frequencies above 1 
GHz. However, it is still very useful for 
communication frequencies below 1 GHz and 
provides reference solutions for validating the 
more approximate high-frequency asymptotic 
methods.  
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Figure 7: Conformal slot array on a cylinder. 

 
For higher frequencies, the iterative physical 

optics (IPO) method incorporates high-frequency 
asymptotic principles to solve the platform integral 
equation more approximately [7,16]. The IPO 
refines the first-order PO currents by iterating the 
magnetic field integral equation (MFIE), thereby 
including multi bounce and multi-diffraction 
effects. The brute force numerical evaluation of 
the MFIE at N test points is an O(N2) computation, 
but the numerical sampling density of IPO is only 
on the order of 4 to 16 points per square 
wavelength. It also uses a simple shadowing rule 
to determine if any two points “see” each other. 
This greatly reduces the number of point-to-point 
computations [17]. Our IPO analysis has also been 
accelerated with the fast far-field approximation 
[18] to further reduce the computational 
complexity down to O(N 3/2) as described in [17]. 
These factors produce a highly efficient code for 
analyzing electrically large multi-bounce 
structures with a good degree of accuracy. 
Furthermore, IPO may be applied directly to CAD 
geometries because no ray tracing is involved. 

Figure 8 displays a validation of the induced 
currents on a generic ship excited by a vertical 
dipole mounted above the forward mast. The 
frequency is 200 MHz and the Ohio State 

University (OSU) MLFMM code [12] with 
290,000 unknowns was used for reference. (OSU-
MLFMM took 4.5 hours to run on a 6 CPU 
Itanium 2 cluster.) However, the OSU-IPO code 
required only 60,000 unknowns for the same 
problem, and took 8 minutes on a Pentium III PC 
workstation. The induced currents are in good 
agreement, although the IPO currents do not show 
as much resolution because of the coarser 
sampling density. The far-field pattern of the 
dipole in the presence of the ship is also shown. As 
seen, the agreement between the full wave result 
(OSU-MLFMM) and IPO is excellent in the upper 
half-space.  

The advantage of IPO is demonstrated in 
Figure 9 and shows the induced currents on a 
DDG-52 cruiser model excited by an 11-by-11 
array radiating at 1 GHz. The 11-by-11 array was 
placed at one of the locations of the SPY-1 phased 
array. Here, the IPO method required 270,000 
unknowns, but ran in a reasonable amount of time 
on a low-end PC workstation. For comparison, the 
MLFMM would require around 5 million 
unknowns and need to be run on a supercomputer. 
The gain pattern of the array in free space and in 
presence of the ship is also shown. 

 

(Cylinder) 
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Figure 8: Validation of OSU-IPO method with the OSU-MLFMM code for a vertical dipole above the 
forward mast of a generic ship model. Frequency is at 200 MHz. 

 

270,000 unk., 6 
hours total time (7 
iterations) 1 GHz 
Pentium III with 
256 MB RAM

•OSU-IPO codeInduced currents at 1GHz

11 x 11 array of 
Huygen’s sources with 
uniform amplitude at 
SPY-1 location

Azimuth Gain Pattern

BowStern

•Induced currents used to 
compute platform interactions

 
Figure 9: Induced currents on the DDG-52 cruiser model excited by an 11x11 array radiating at 1 GHz. 

Hertzian dipole
1 meter above 
tower top

Comparison:
• Fields on deck are  very close to 
each other.
• Radiation patterns are very close.

• OSU-MLFMM Code
290,000 unk., 2.5 hr fill-time 
2 hr solve time (65 iterations) on 6 CPU Itanium2 cluster
Approx. 1.2 Gbytes/CPU memory

• OSU-IPO code
60,000 unk., 8 min total time (5 iterations)
1 GHz Pentium IV with 256 Mbyte memory
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At this point, we can state that the OSU-IPO 
code may be used to model ship topsides for 
frequencies of up to about 4 GHz without resorting 
to supercomputers. Work is also in progress to 
implement the asymptotic phasefront extraction 
(APEx) technique [19] to extend the method of 
moments (MoM) to as high or higher frequencies 
as IPO by incorporating frequency-scalable basis 
functions [20]. 

At even higher frequencies it becomes 
necessary to employ the uniform geometrical 
theory of diffraction (UTD) ray method to account 
for the platform effects. Thus, the Ohio State 
University Basic Scattering Code (OSU-BSC) [5] 
(which employs UTD) is utilized here for 
evaluating the relevant dominant UTD ray field 
interactions as described below. It is also possible 
to employ UTD to describe the fields radiated 
locally from the arrays themselves. This is 
necessary to transform the boundary integral basis 
functions into ray fields that can propagate 
throughout the platform environment. 
 
Demonstration of Hybrid MoM/UTD Method 
 

In the discussion below, an example involving 
the EM wave interactions between 
apertures/arrays with their ship platform is 
provided using a hybrid method of moments 
(MoM)/UTD approach. As noted above, such a 
hybrid approach is useful at high frequencies for 
which the ship platform becomes electrically very 
large and a full MoM or FE-BI analysis, as well as 
the IPO, tend to become intractable. 

This example deals with the coupling between 
two conformal slot arrays on the same face, or 
different faces, of a large perfectly conducting ship 
tower model as shown in Figure 10. The array 
current distribution for a given excitation is found 
via the numerical MoM solution to the governing 
array integral equation for the unknown currents. 
(The current distribution could also have been 
computed by FE-BI, but the slot array is simple 
enough to use the ordinary MoM.) The UTD is 
then used for computing the interaction of array 
currents with the ship structure.  

In a broader sense, one may state that the ship 
Green’s function forms the kernel of the integral 
equation governing the boundary integrals in (1)-
(4). In general, there is no analytical closed form 
expression for the ship/platform Green’s function 

except at high frequencies where it can be 
approximated in closed form by the UTD. The 
UTD can model almost all of the electrically large 
ship structure except for those portions with 
electrically small features, or with electrically 
large features for which the UTD diffraction 
coefficients are presently not available. For the 
more complex antenna array configurations that 
are recessed in the ship platform, the procedure is 
slightly modified and requires a separate array 
code (such as the AD-FMM code) to provide the 
fields in the equivalent aperture formed by such 
arrays. 

As seen in Figure 10, array A is transmitting, 
whereas arrays B and C are both receiving. The 
UTD ray coupling, or the dominant rays for the 
UTD Green's function pertaining to the tower over 
a ground plane are also illustrated in Figure 10(a). 
The slot array geometry is shown in Figure 10(b). 

The only unknowns in the numerical MoM 
solution are those associated with the slot aperture 
electric fields (because the UTD Green’s function 
for the tower accounts for the rest of that structure 
with the slots now closed by conducting surfaces).  
The slots are fed by a waveguide and are all 
identical, and sufficiently short and narrow so that 
a usual dominant vector mode function (emulating 
the waveguide mode) can be assumed for each 
slot-electric field. The UTD is applied by 
considering each slot as a weighted point source 
from which rays may be traced [21]. These UTD 
fields are then employed within the MoM solution 
in a self consistent manner for both transmitting 
and receiving arrays [22]. However, the receiving 
and transmitting arrays can also be considered 
separately, and then coupled numerically in an 
iterative fashion using (4). 

Figure 11(a) shows the coupling to array B 
with array A transmitting and array C absent, 
whereas Figure 11(b) shows the coupling to Array 
C with B absent. The slots of A are excited 
uniformly and phased to radiate broadside. We 
also note that the slots are oriented horizontally in 
Figure 11(a) and vertically in Figure 11(b). Taking 
into account the different color scales in the 
figures, it is clear that the co-planar coupling is 
much higher than the “around the corner” 
coupling, as expected. 

This UTD-based Green's function for the 
tower incorporated within the integral equation 
MoM solution of Figure 11 can be extended to 
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include not only the interaction of the arrays in the 
presence of the tower, but also in the  presence of 
the entire ship structure.  The rays for the UTD 
ship Green's function (in contrast to the dominant 
UTD rays for just the tower only) are shown in 
Figure 12(a).  The UTD coupling between a slot 

on one face of the ship tower and another slot on 
the same or different face is plotted as a function 
of separation distance in Figure 12(b).   

We next proceed to introduce large aperture 
basis functions for modeling the array in 
conjunction with the UTD or IPO. 

 
 
 
 

 
(a) Coupling analysis of slot arrays 

 
Length of slot = 0.4λ, Width of slot = 0.2λ, 

Freq. = 10 GHz, Dx=Dy=0.6λ 
 

(b) 31x31 slot array 

 

Figure 10: Dominant ray interactions between the excited 31x31 slot array A and the 31x31 receiving slot 
arrays B and C, respectively. 

 
 
 

 
 
 

 

Figure 11: The array distribution on the transmitting slot array A and the receiving slot arrays B and C, 
respectively. 

 
(a) (b) 
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(a) UTD rays associated with slots.  

(b) Coupling between two slots. 

Figure 12: UTD analysis of coupling between two slots on ship tower. Blue lines on ship are UTD rays. 

 
V. TRUNCATED DFT ARRAY APERTURE 

BASIS FUNCTIONS 
 

In the boundary integral approach to 
interfacing an array antenna with the external 
platform, the number of conventional sub-
sectional basis functions on the interface can be 
quite large. Therefore, the dense interaction 
matrices 

jiijZ
≠

 in (2) and (4) can be extremely 

large and the computation of the MVP in (7) very 
CPU intensive. Further, to apply/integrate the 
standard FE/BI (with no basis reduction) with IPO 
or UTD each element or weighted source must be 
treated individually, making the implementation 
rather cumbersome and highly inefficient since 
each elemental source launches its own UTD rays 
[21]. That is, since rays are traced from all the 
point sources of the transmitting antenna to all of 
the points on the receiving antenna, N array 
elements on each aperture implies O(N 2) rays 
need to be traced. Considering the time it takes to 
track a single ray through a complex platform 
environment, tracking this many rays may not be 
tractable for complex structures (ships or aircraft). 

A simple approach for reducing the number of 
source points is based on the generalized ray 
expansion (GRE) depicted in Figure 13. The GRE 
subdivides an aperture into a set of smaller sub-
apertures (not antenna elements) [23]. Rays are 
then launched from the phase center of each sub-
aperture and weighted according to the composite 
far-field pattern of all the point sources included 
within the sub-aperture. The rays are subsequently 
traced to each of the sub-aperture phase centers of 
the receiving array and weighted by the receiving 

sub-aperture pattern. For example, if there are M 
sub-apertures in each array, then O(M 2) rays need 
be traced. (M is chosen to be as small as possible 
under the restriction that all nearby scattering 
structures and antennas are in the far-field of each 
sub-aperture.) Typically, each sub-aperture may be 
on the order of 2-5 wavelengths and could contain 
400-2500 small basis functions. 
 

 
Figure 13: Generalized ray expansion for sub-
aperture interactions. 

A more sophisticated approach is to employ a 
discrete Fourier transform (DFT) representation 
for the fields across the large array aperture. This 
representation has been shown to provide the same 
information more compactly when properly 
truncated [8,24]. Such a truncated DFT which 
retains only relatively few significant terms may 
be shown to be very efficient for representing the 
aperture fields. Rules have also been established to 
select the significant DFT components (usually 
20% or so of the total discrete number of elements 
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or samples in the aperture). Figure 14 shows a 
realistic 31 x 31 slot array current distribution and 
the corresponding DFT spectrum for a uniform 
excitation. The truncated DFT keeps a certain 
number of terms in the bands around the l=0 and 
k=0 spectral lines, where the DFT spectrum is 
most concentrated. The radiated array field (AF) is 
plotted in the near zone along the diagonal 
direction 300λ above the array. As can be seen 
from this figure, the truncated DFT (with 20% 
significant terms) is very accurate and agrees well 
with the exact solution (DFT with all N terms). In 
some cases it may be necessary to include a small 
additional set (about 25 more DFT components) 
within a narrow (5x5) sliding spectral window 
centered about the DFT component closest to the 
observation direction [22]. The sliding window 
correction is shown in the array field results of 
Figure 14. 

As the above example shows, the actual 
spatially sampled array aperture fields can vary 
rapidly over the aperture, especially near the finite 
array edges. The more compact DFT set has the 
advantage of having large basis functions that are 
uniform in amplitude with linear phase. It has been 
shown recently that each DFT basis over a large 
array generates an efficient closed form UTD ray 
field representation for the entire array radiation at 
once [22]. These DFT based UTD rays emanate 
from certain flash points on the array boundary 
and one interior point, as shown in Figure 15. Four 
edge rays are analogous to UTD edge diffraction, 
four corner rays are analogous to UTD vertex 
diffraction, and one interior ray is analogous to the 
geometrical optics ray. Thus the DFT also 
provides a simple physical picture for the 
formation of the near and far fields using only a 
handful of UTD rays that reach an observer in the 
external region. Futhermore, the number of UTD
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Figure 14: Array distribution for a uniformly excited array including mutual coupling effects, and its DFT 
spectrum. A sliding window technique is introduced to improve the accuracy from truncating the DFT 
spectrum. 
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rays from each significant DFT component stays 
the same even if the physical dimensions of the 
array are made larger!  

 
Figure 15: Analogous UTD rays emanating from a 
rectangular array. 

These DFT based UTD rays may emanate 
from flash points on one array to all the 
appropriate and corresponding flash points on 

another array boundary. Some of these ray 
interactions are shown in Figure 16 for two arrays 
that are co-planar or on adjacent faces of a ship 
tower. 

 

 
Figure 16: Only a few UTD ray flash points on the 
boundary array A interact with those of array B to 
describe the entire coupling of array A to array B 
via the DFT representation. 

 
 

Figure 17: Transmitting and receiving array distributions in the top figures when the transmitting array is 
uniformly excited. The corresponding DFT spectra for the transmitting and receiving apertures are shown 
at the bottom. The left hand side top and bottom figures are for the transmitting array and the right hand 
side is for the receiving case (The color scale for the receiver is scaled by a factor of 100). 

Rectangular 
Array 
Aperture 

- Corner rays 
- Edge rays 
- GO ray 

Field Point
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It is evident from the above figures that the 
DFT spectrum is highly localized; i.e., the 
significant DFT components are highly peaked in 
a small portion of the entire DFT space. Thus the 
computational complexity of this method for array 
aperture to aperture coupling is of O(PQ) where P 
is the number of significant DFT terms retained 
for the transmitting array, and Q is the 
corresponding number for the receiving array. 
Since P and Q are expected to be significantly less 
than the number of discrete aperture samples N, 
this method has the potential to be very efficient. It 
is shown in Figure 17 that the DFT spectra of a 
transmitting slot array (as in Figure 10(b)) and that 
of the receiving slot array (also as in Figure 10(b)) 
are quite compact when both arrays lie on the 
same ground plane. It is therefore expected that 
the coupling between the arrays may be calculated 
quite efficiently using the proposed approach.  

More recently, the DFT approach has been 
generalized in the context of the traveling wave 
(TW) expansion that is even more efficient than 
the DFT approach [9]. However, due to space 
limitations, this new TW basis will not be 
described here; it will form the subject of a future 
publication. 

 
VI. SUMMARY REMARKS 

 
A general matrix formulation has been presented 
to decouple the antenna analysis from the platform 
by virtue of the natural domain decomposition 
feature of the FE-BI method. The interactions 
between the antenna and platform, and other 
antennas, are computed via high-frequency 
asymptotic methods interfaced to the antenna via 
the boundary integral. The latter is implemented in 
the context of the AD-FMM for very large arrays 
with very low memory requirements. For coupling 
among the arrays, the DFT approach provides a 
reduced representation of the aperture fields so 
that far fewer rays need to be traced between array 
apertures and their complex platforms.  

Full-size ships and realistic shipboard array 
antennas can now be analyzed with this hybrid 
methodology. For example, a hybrid calculation of 
the radiation pattern of a stacked circular patch 
array mounted conformally on a 737 fuselage is 
illustrated in Figure 18. This calculation used a 
hybrid combination of the FE-BI for modeling the 
actual array + DFT-UTD for modeling the array 

aperture + UTD for the local cylindrical fuselage 
simulation [25]. Details of such a hybrid approach 
for a realistic conformal airborne antenna array 
analysis will be described in a separate 
publication. 
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(a) X-band conformal array. 

 
(b) Co-pol. (c) Cross-pol. 

 
Figure 18: Preliminary hybrid calculation of the radiation pattern at 9.5 GHz. of a cavity backed, stacked 
circular patch array mounted conformally on a 737 aircraft fuselage. Fuselage diameter = 12 ft.; 20×20×2 
(=800) array elements; 2×105 unknowns; 470 MB memory; 6 mins fill time; 20 sec solve time; 30 dB 
Taylor distribution on array. 
 

192 ACES JOURNAL, VOL. 21, NO. 3, NOVEMBER 2006



Robert J. Burkholder 
received the B.S., M.S., 
and Ph.D. degrees in 
electrical engineering 
from The Ohio State 
University, Columbus, in 
1984, 1985, and 1989, 
respectively. 

Since 1989, he has 
been with The Ohio State 

University ElectroScience Lab, where he currently 
is a Senior Research Scientist and Adjunct 
Professor. Dr. Burkholder has contributed 
extensively to the EM analysis of large cavities, 
such as jet inlets/exhausts, and the scattering from 
targets over a rough sea surface. He is currently 
working on the more general problem of EM 
radiation, propagation and scattering in 
realistically complex environments. His research 
specialties are high-frequency asymptotic 
techniques and their hybrid combination with 
numerical techniques for solving large-scale 
electromagnetic radiation and scattering problems.  

Dr. Burkholder is an elected Fellow of the 
IEEE, a member of the Applied Computational 
Electromagnetics Society, a member of the 
American Geophysical Union, and an elected Full 
Member of URSI Commission B. He served as an 
Associate Editor for IEEE Transactions on 
Antennas and Propagation from 1994 to 1999, and 
is currently an Associate Editor for IEEE Antennas 
and Wireless Propagation Letters. 

 
 

 
Rick W. Kindt received 
the B.S.E. degree in 1998, 
the M.S.E. degree in 2000, 
and the Ph.D. degree in 
2004, all in electrical 
engineering from the 
University of Michigan, 
Ann Arbor. His research 
specialty is the numerical 
modeling of large, quasi-

periodic structures, such as finite antenna arrays. 
In 2004 and 2005 he was a Postdoctoral Research 
Associate at the Ohio State University 
ElectroScience Lab. He is currently employed at 
the Naval Research Labs, Radar Division, 
Washington, D.C. 

Prabhakar H. Pathak 
received his Ph.D degree 
from the Ohio State 
University, Columbus, 
Ohio, USA, in 1973, 
where he is currently a 
Professor. His main area 
of research is in the 
development of uniform 
asymptotic theories 
(frequency and time 

domain) and hybrid methods for the analysis of 
large electromagnetic antenna and scattering 
problems of engineering interest. He is one of the 
major contributors to the development of the 
uniform geometrical theory of diffraction (UTD). 
He has also analyzed the scattering from large 
inlet cavities via hybrid ray and modal/numerical 
methods. Recently he has developed new fast 
asymptotic/hybrid methods which provide 
physical insights into the radiation mechanisms, 
for the analysis/design of modern satellite 
antennas such as large reflector systems and large 
phased arrays. Professor Pathak has presented 
many short courses and invited lectures both in the 
U.S. and abroad. He was invited to serve as an 
IEEE Distinguished Lecturer from 1991 through 
1993.  He also served as the chair of the IEEE 
Antennas and Propagation Distinguished Lecturer 
Program during 1999-2005. Prior to 1993, he 
served as an Associate Editor of the IEEE 
Transactions on Antennas and Propagation for two 
consecutive terms. He received the 1996 
Schelkunoff best paper award from the IEEE 
(Institute of Electrical and Electronics Engineers) 
Transactions on Antennas and Propagation. He 
received the George Sinclair award in 1996 for his 
research contributions to the O.S.U. 
ElectroScience Laboratory. In July 2000, 
Prof. Pathak was awarded the IEEE Third 
Millennium Medal from the Antennas and 
Propagation Society. He was elected an IEEE 
Fellow in 1986, and is an elected member of US 
Commission B of the International Union of Radio 
Science (URSI). 
 
 
 
 
 

193BURKHOLDER, et. al.: HYBRID FRAMEWORK FOR ANTENNA/PLATFORM ANALYSIS



Kubilay Sertel was 
born on June 27, 1973, 
in Tekirdag, Turkey. He 
received the B.S. degree 
from Middle East 
Technical University, 
Ankara, Turkey in 
1995, the M.S. degree 
from Bilkent 
University, Ankara, 
Turkey in 1997, and the 
Ph.D. degree from the 

Electrical Engineering and Computer Science 
Department at the University of Michigan, Ann 
Arbor, MI in 2003, respectively. 

He is currently a Senior Research Associate at 
the ElectroScience Laboratory at the Ohio State 
University. His research areas include 
electromagnetic theory, computational 
electromagnetics, volume-surface integral 
equations and hybrid methods, fast and efficient 
methods for large-scale electromagnetics problems 
and parallel implementations of fast algorithms. 
 
 
 

Ronald J. Marhefka 
received the B.S.E.E. 
degree from Ohio 
University, Athens, in 
1969, and the M.Sc. and 
Ph.D. degrees in 
electrical engineering 
from The Ohio State 
University, Columbus, 
in 1971 and 1976, 
respectively.  Since 
1969, he has been with 

The Ohio State University ElectroScience 
Laboratory where he is currently a Senior 
Research Scientist and Adjunct Professor. 

His research interests are in the areas of 
developing and applying high frequency 
asymptotic solutions such as the Uniform 
Geometrical Theory of Diffraction, hybrid 
solutions, and other scattering techniques. He has 
applied these methods to numerous practical 
antenna and scattering problems, including 
airborne, spacecraft and shipboard antenna 
analysis and radar cross section prediction.  He is 
the author of two user oriented computer codes, 

the NEC - Basic Scattering Code and one dealing 
with radar cross section.  The codes are being used 
in over 300 government, industrial, and university 
laboratories in the U. S. and 15 countries. In 
addition, he is the co-author with John Kraus on 
the textbook Antennas, Ed. 3, McGraw-Hill, 2002. 

He was a co-author on papers that won the 
IEEE Transactions on Antennas and Propagation 
Best Application Paper Award in 1976 and the R. 
W. P. King Paper Award in 1976. He received the 
IEEE Third Millennium Medal in 2000.  In 
addition, he was the recipient of the Applied 
Computational Electromagnetics Society’s 1993 
Technical Achievement Award.  Dr. Marhefka is a 
Fellow of IEEE and has been elected to Tau Beta 
Pi, Eta Kappa Nu, Phi Kappa Phi, Sigma Xi, and 
Commission B of URSI.  He has served as an 
officer of the local IEEE Antenna and Propagation 
and Microwave Theory and Techniques Societies 
during 1977-1980.  He served as Associate Editor 
of the IEEE Transactions on Antennas and 
Propagation from 1988-1992 and was Editor from 
1992-1995.  He was elected a member of ADCOM 
in 1996, Vice President in 1997, and President in 
1998.  He was co-chair of the Technical Program 
Committee for the 2003 IEEE APS/URSI 
Symposium. In addition, he has chaired the AP-S 
Publications Committee, from 1996-2003.  He also 
is an Associate Editor of the Applied 
Computational Electromagnetics Society Journal. 

 
 

 
John L. Volakis was 
born on May 13, 1956 
in Chios, Greece and 
immigrated to the 
U.S.A. in 1973. He 
obtained his B.E. 
Degree, summa cum 
laude, in 1978 from 
Youngstown State 
Univ., Youngstown, 
Ohio, the M.Sc. in 1979 
from the Ohio State 
Univ., Columbus, Ohio 

and the Ph.D. degree in 1982, also from the Ohio 
State Univ. 

From 1982-1984 he was with Rockwell 
International, Aircraft Division (now Boeing 
Phantom Works), Lakewood, CA and during 

194 ACES JOURNAL, VOL. 21, NO. 3, NOVEMBER 2006



1978-1982 he was a Graduate Research Associate 
at the Ohio State University ElectroScience 
Laboratory. From January 2003 he is the Roy and 
Lois Chope Chair Professor of Engineering at the 
Ohio State University, Columbus, Ohio and also 
serves as the Director of the ElectroScience 
Laboratory (with ~$7.5M in research funding). 
Prior to moving to the Ohio State Univ, he was a 
Professor in the Electrical Engineering and 
Computer Science Dept. at the University of 
Michigan, Ann Arbor, MI. (1984-2003). He also 
served as the Director of the Radiation Laboratory 
from 1998 to 2000.  His primary research deals 
with computational methods, electromagnetic 
compatibility and interference, design of new RF 
materials, multi-physics engineering and 
bioelectromagnetics. Dr. Volakis is listed by ISI 
among the top 250 most referenced authors (2004, 
2005).  

Dr. Volakis served as an Associate Editor of 
the IEEE Transactions on Antennas and 
Propagation  from 1988-1992, and as an Associate 
Editor of Radio Science from 1994-97. He chaired 
the 1993 IEEE Antennas and Propagation Society 
Symposium and Radio Science Meeting, and co-
chaired the same Symposium in 2003. Dr. Volakis 
was a member of the AdCom for the IEEE 
Antennas and Propagation Society from 1995 to 
1998 and served as the 2004 President of the IEEE 
Antennas and Propagation Society. He also serves 
as an associate editor for the J. Electromagnetic 
Waves and Applications, the IEEE Antennas and 
Propagation Society Magazine, and the URSI 
Bulletin. He is a Fellow of the IEEE, and a 
member of Sigma Xi, Tau Beta Pi, Phi Kappa Phi, 
and Commission B of URSI. He is also listed in 
several Who’s Who directories, including Who’s 
Who in America. 
 
 
 

195BURKHOLDER, et. al.: HYBRID FRAMEWORK FOR ANTENNA/PLATFORM ANALYSIS



Low SAR Phased Antenna Array for Mobile Handsets 
 

(Invited Paper) 
 

J. Moustafa, N. J. McEwan, R. A. Abd-Alhameed and P. S. Excell 
j.moustafa@bradford.ac.uk, nmcewan@Filtronic.com, r.a.a.abd@bradford.ac.uk, 

p.s.excell@bradford.ac.uk  
Mobile and satellite Communications Research Centre, Bradford University,  

Bradford, BD7 1DP, UK 
 
 
Abstract—A two-element phased antenna array for a 
mobile handset is investigated using the Finite 
Difference Time Domain (FDTD) method. The array is 
designed to provide a spatial minimum in SAR in the 
near field zone inside the human head. The optimisation 
algorithms to obtain the minimum peak specific 
absorption rate (SAR) and minimum total absorbed 
power are addressed. It is found that these criteria are 
not seriously conflicting. The effects of the head-array 
spacing on the optimum array feeding voltages and the 
reduction in SAR are discussed. The results are 
compared with those from a normal single element 
handset, showing that the overall efficiency and 
azimuth coverage are improved and that peak specific 
absorption rate in the head can be reduced by at least 8 
dB.  
 
Key words—Phased antenna array, Finite Difference 
Time Domain (FDTD), Specific Absorption Rate 
(SAR). 
 

I. INTRODUCTION 

It has been shown experimentally and theoretically 
[1-3] that a handset antenna can be designed to direct 
the radiated power away from the head. Obviously, the 
simple approach would be to design a simple two-
monopole element array for a cardioid pattern with a 
far-field null in the direction of the head [4, 5].  

This paper extends the work in [4, 5] by using the 
Finite Difference Time Domain (FDTD) method, and 
by treating a wide range of head-antenna spacings. The 
FDTD method confers some advantages over the 
previously used integral-equation representation [4, 5] 
in allowing more investigations of the effect of the 
array when the head juxtaposed with the handset. It also 
gives information on the effect of the head on the 
steering voltages required for feeding. The array 
considered is for a personal communications handset 
working at frequencies near 2 GHz. It is designed to 
provide a spatial null in the near field zone within the 
human head, which is treated as a lossy dielectric 
sphere for initial studies.  
  It will be seen that the overall efficiency and azimuth 
coverage are improved and the peak specific absorption 
rate in the head can be reduced by at least 8 dB, as 
compared with a conventional single monopole element 
handset.  
 

II. ARRAY CONCEPT 

It was found previously that the most promising 
handset antennas were those with the radiating element 
shielded in some way from the user’s head, and having 
extension in the direction normal to the head surface [4-
6]. The most encouraging result was that the reduction 
of absorption in the user’s head could be accompanied 
by an improvement in the radiated power level at 
almost all azimuth angles. 

The typical structure needed to achieve this was a 
reflecting plate or shield interposed between a 
cylindrical radiator and the head. Other examples, not 
fundamentally different in principle, are the microstrip 
patch radiator and PIFA where the ground plane 
resembles the reflecting plate. Both of these cases could 
be viewed as a form of array in which the shield or the 
ground plane constitutes the second element and is 
parasitically excited.  

Thus, it is clear that these structures may not realise 
all the potential advantage of an array, because the ratio 
of excitations in the driven element and the parasite is 
incidental and not under the complete control of the 
designer. However, the reflector plate is a structure with 
extension in two dimensions. This has too many 
degrees of freedom, and it is not clear how the currents 
in such an extended structure could be controlled by the 
designer [7]. To make the problem easier to analyse, the 
second element in the array needs to be simplified to 
one whose excitation is described by just one parameter 
and is controllable by choosing the voltage or current at 
a single port or terminal pair.   

It was shown by McEwan et al [7-9], that the most 
sensitive regions of the head could be selectively 
protected using the proposed two element array. Space 
averaged exposure could be reduced at the time as 
improving the azimuthal coverage. Referring to earliest 
papers [1, 9-11], the scattering of an EM wave incident 
on a sphere was solved by expanding the incident, 
internal and scattered waves as a series of spherical 
waves.  
 

III. PRACTICAL HANDSETS 

The results obtained by [8, 9] using ideal dipoles 
were encouraging, but the antenna is not very realistic. 
It is clear that the elements individually need not 
produce linear polarisations at any point inside the 
head, nor do their polarisations have to be identical. It 
would be expected from the geometry that they actually 
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produce polarisation ellipses with a fairly high axial 
ratio and the longest axis roughly parallel to the dipoles. 

In a practical handset, the two elements of the phased 
array would work in the presence of the set’s ground 
plane. This means that, when each element is excited in 
turn, the currents produced are physically separate on 
the monopole elements, but to a large extent spatially 
coincident (though not of identical configuration) on the 
common ground plane against which they are both 
excited. Furthermore, there must be currents flowing 
transversely to the board plane, because the elements 
are separated along the normal to that plane. A realistic 
practical model is a complete metallic box with two 
monopoles mounted on its top.  

 
IV. SOFTWARE STRUCTURES 

Earlier work [4] using only the MoM encountered 
difficulties in the memory requirements. The results 
obtained were fairly good but could only exploit an 
extremely coarse representation of the head. The hybrid 
technique of MoM and FDTD [5] is excellent when 
there is no physical contact between the handset and the 
head. The present work uses only the FDTD method 
[12]: this is suitable for this particular situation where 
the handset is in direct contact with the head. The 
antenna geometry proposed here (see Figure 1) makes 
the method applicable since only straight monopoles are 
to be modelled. The method is augmented by the thin 
wire code that takes account of the monopole wire 
radius and enables prediction of the admittance matrix 
of the antenna for optimisation purposes. The method 
will find currents and fields throughout a structure when 
it is excited by specified voltage sources at arbitrary 
points. An additional piece of software was written to 
optimise the excitation of the array. This has two very 
important features: (a) It does not require repeated field 
solving to optimise the excitation of the array. (b) It 
solves rigorously the problem of optimising the array to 
minimise either the total power absorbed in the head or 
the worst point value of SAR occurring in the head. 
 

V. LINEARLY POLARISED PHASED ARRAY 
ANTENNA 

The near field (Etotal) produced from linearly 
polarised phased array at any chosen point in the 
desired region should be made to be equal or very close 
to zero. This is obtained by a proper choice of the 
complex feed voltage source ratio Rv of the second 
array element relative to the first.  The problem 
obviously requires that the phases of field components 
are included in the field solution, while normal SAR 
calculations only require the magnitude of the electric 
field. Since the problem is linear, a free space null can 
be obtained by summation thus: 
 

Etotal = E1 + Rv E2 = 0  (1) 
 
where E1 and E2 are the induced near fields at the worst 
case SAR location for each element when they are 
excited separately with unit voltages of the same phase. 

If E1 and E2 are proportional to each other, i.e. the two 
elements are producing the same polarisation at the 
point in question, then the Rv magnitude and phase 
required to satisfy equation (1) are given as follows: 
 

21/EERv =    (2) 

18021 +−= EE φφθ               (3) 
 
where θ, φE1, φE2 are the phases of Rv, E1 and E2 
respectively, and need to be calculated accurately to 
place the appropriate null at the point in the head that 
would otherwise be a hot spot. 

These expressions for the required voltage ratio Rv 
between the two array elements are only appropriate for 
cases where the two elements produce the same 
polarisation, at the spatial point where nulling is to be 
performed. In practice, the only case where this 
obviously the holds is where the polarisations are 
approximately linear and in the same direction.  

The case of non-identical and noticeably elliptical 
polarisations applies for any realistic two-element 
phased array on the top of a handset. In this case much 
more elaborate optimisation procedures are required to 
obtain an accurate value of Rv for minimising the power 
absorbed or the maximum SAR inside the user's head. 
These procedures that were developed to optimise the 
more complex phased antenna arrays are now 
described. Throughout the remaining discussion, we use 
the notation SARmax to denote the peak SAR (with or 
without a stated volume averaging) in the head, 
regardless of where it occurs. The total power absorbed 
in the head will be denoted Pabs . 

 
 

 
 

(a) 
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(b) 

                     
(c) (d) 

 
Fig. 1. (Top two) the basic structure of the mobile 
handset next to a spherical head with the following 
antenna configurations; (a) single monopole; (b) two-
element array. (Bottom) wire grid models for different 
innovative geometries: (c) single monopole with 
reflector sheet; (d) two element array with reflector. 
 

VI. SAR OPTIMISATION PROCEDURE 

The complex excitation voltages of the array can be 
optimised to minimise at least three different quantities:  

(1) The SAR at a selected fixed point in the head; 
(2) Pabs;  
(3) SARmax, i.e. its peak local value anywhere in 

the head. 
The first kind of optimisation would be appropriate if it 
is believed that some particular small anatomical 
structure in the head is the most sensitive to a thermal 
or athermal hazard. In the present state of biological 
knowledge there is probably little basis for choosing 
any such structure, except possibly the central structures 
in the brain at which SAR is already greatly reduced by 
intervening tissue. Optimisation (3) would be 
appropriate if there is an athermal or thermal hazard for 
all tissues and it rises rapidly above some threshold 
value of SAR. An optimisation of type (2) could be 
useful if there is a probabilistic risk of, for example, 
abnormal cells being produced throughout the entire 

brain, and this probability is a nearly linear function of 
local SAR. It is beyond the scope of the present work to 
throw any light on these biological aspects. Instead, 
results will be presented for optimisations of both types 
(2) and (3), which are probably the most useful.  
   All the optimisations assume that a numerical solution 
of the fields inside the head are available at the outset. 
The type (1) optimisation can be easily performed 
analytically as follows. Let E1 , E2 be evaluated at a 
fixed cell in the head where the SAR is to be 
minimised. Since the electromagnetic responses are 
linear, the fields induced in the head due to the feeding 
of both antennas can be expressed using the voltage 
ratio as V1(E1+RvE2) where V1 is the excitation voltage 
of element 1. The problem of minimising SAR with 
respect to Rv is equivalent to minimising |Etotal|2 where 
Etotal is the resultant electric field produced from the 
array. |Etotal|2 can be written as |V1|2f    where f depends 
only on Rv Hence: 
 

*
vv )ER(E)ER(Ef 2121 +•+=   (4) 

2 2 2 * *
1 2 v 1 2 1 2R .*

v vf E R E E E R E E= + + • + •
 (5) 

Let θj
v meR =  and φjke21 =• *EE  then: 

)cos(2),( 2
2

22
1 θφθ −++= kmEmEmf          (6) 

 
where ‘●’ represents vector dot product. Changing Rv 
for a fixed value of |V1| causes a change in the total 
power transmitted from the array. In practical operation 
with appropriate impedance matching, the value of  |V1| 
would make the total power transmitted by the array 
equal to its design value. Hence Rv should be optimised 
on the assumption that constant total power Prad 
emerges from the array feed terminals, although some 
of this is subsequently absorbed in the user. It is shown 
below that Prad can be expressed in the form: 
 

Prad = |V1| g(m,θ)   (7) 
                                                                                                
where the function g also depends on the admittance 
matrix of the array, as modified by the interaction with 
the user. It is now clear that the optimisation problem is 
that of minimising f while keeping g constant, or 
equivalently of minimising the ratio f /g. The required 
Rv can thus be found analytically as the solution of the 
simultaneous conditions: 
 

( , ) ( , )0, 0.
( , ) ( , )

f m f m
m g m g m

θ θ
θ θ θ

   ∂ ∂
= =   ∂ ∂   

     (8) 

           
An optimisation of type (2) can be performed by a 

similar method, if the differentiation is performed on 
the sum of SAR over all cells. The type (3) optimisation 
cannot be performed easily by differentiation because 
the cell location at which SARmax occurs may change as 
the value of Rv is varied.  
     A numerical algorithm has therefore been developed 
which performs the type (3) optimisation without 
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making any assumptions about the initial location of the 
worst cell or how its position might change with 
changes in Rv. It is easy to also include in this algorithm 
the type (2) optimisation by a “brute force” rather than a 
differentiation method. 

The final SAR optimisation algorithm for any two-
element phased antenna array is illustrated in Fig. 2 and 
can be explained as follows: 
 

1. The FDTD computation was initially run twice, with 
each element in turn excited with a terminal voltage of 
1V rms and zero phase, while the other element was 
short circuited. For each case, the complex electric field 
vector at the centre of each cubical cell of the head 
model was stored in an array. (i.e 3N complex field 
values, where N is the number of cubic cells in the head 
model used).  
2. From each FDTD run the current at the base of each 
element is computed, so that the [Y] (admittance) matrix 
of the two antenna ports, as modified by the head 
proximity effect, is then known. 
 3. The assessment of the reduction in RF absorption 
was made on the assumption that Pt (the total power 
leaving the handset) remained constant with a value of 
1 Watt, with the head present, and as the excitation is 
varied. The variable design parameter was again taken 
as the complex ratio of the element excitation voltages 
Rv = V2/V1. The total power Pt leaving the handset using 
RMS values of voltages is given by: 
 

.Re 2211 *)IV*I (VPt +=   (9) 
 
Since (X*Y) (XY*) ReRe = , then Pt can be written as: 
 

[ ]



























=
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Arbitrarily taking |V1| as unity, this leads to: 
 

]Re[ 2
22

*
211211 VvVt RYRYRYYP +++=      (11) 

 
where Yij (i=1,2, j=1,2) are the admittance matrix 
elements of the two-port antenna. 
4. Once a value of Rv has been set, which is done in the 
outer loop of the program, then the electric field inside 
each cell in the head can be found as (E1 + RvE2), and 
the inner loop of the program is used to compute both 
the maximum SAR and the summation of SAR over all 
cells. Results are divided by Pt, calculated from (11) to 
impose the condition that the total power leaving the 
handset is 1 watt.  

Figure 2 shows the form of the program that was used 
for minimisation of Pabs. The innermost loop is 
performing a summation of SAR over all cells. In the 
alternative form for optimising SARmax, the inner loop 
simply updates the highest value of SAR that has yet 
been found. The outer loop locates the optimum value 
of Rv in both cases. It also outputs a data file defining 
Pabs or SARmax as a function of Rv, which is used to 
generate plots for visual inspection. 

 

Fig. 2. Flow chart of implementation of SAR 
optimisation algorithm. 
 

VII.  HANDSET AND HEAD MODELS 

The handset and head models used are shown in Fig. 
1. The quarter wavelength monopoles were chosen to 
be of radius 0.0045λ, where λ is the free-space 
wavelength at 1.8 GHz. For defining Rv, element 
number 1 is taken as the one further from the head. The 
box size adopted was 0.12λ × 0.333λ × 0.72λ and the 

Load near field inside sphere when v1=1,  v2=0 from 1st FDTD 
run 

Load near field inside sphere when v1=0,  v2=1 from 2nd FDTD 

Get magnitude and phase of each cubical cell 
E1x(n), E1y(n), E1z(n) 
E2x(n), E2y(n), E2z(n) 

Set initial value for magnitude (Mr) and phase (θ) of Rv 
(number of steps, max, min(range of scan)) 

Increment Mr , θ 
(two nested loops) 

Update value of Rv with the new Mr and θ 

Compute the total power Pt (Mr , θ)  

Increment j and compute Etotal
2 ( j ) 

sum(Mr , θ) = ∑
j

 Etotal
2 ( j ) 

Check if Etotal
2 ( j ) > Emax(Mr , θ) then Emax(Mr , θ) = Etotal
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head was approximated by small cubes, each with a side 
of 0.015λ, forming a discretised approximation to a 
sphere. The sphere was assigned homogeneous 
dielectric properties representing the average values for 
the human head: a relative permittivity and conductivity 
of 41.8 S/m and 1.3 S/m respectively, for a working 
frequency of 1.8 GHz. The cell size was chosen to be 
2.5 mm. Although the FDTD method can handle an 
inhomogeneous head of more realistic shape, the simple 
model was considered sufficiently accurate for 
evaluating the array performance [13,14]. The problem 
space size of the FDTD method was 85 × 101 × 107 
cells with an additional 6-cell layer for the Perfectly 
Matched Layer (PML). Several configurations of 
monopoles attached to, and driven against, this box 
were modelled, including conventional single 
monopoles for comparison. The effect of including a 
reflecting plate with a single monopole and the two-
element array was also investigated; these geometries 
are as shown in Fig. 1(c, d). 

As the array spacing is only 0.06λ, it has to operate 
with very strong mutual coupling between its elements. 
The computed Y matrix at 1.8 GHz, with the head 
model present, is Y11 = 0.0053 - j0.020, Y22  = 0.0125 - 
j0.024, Y21  = -0.00056 + j0.024.  The mutual effects 
are automatically included in the above optimisation 
procedure for Rv. They are critical in the design of the 
practical power splitter which must also include 
impedance matching, but they prove quite 
straightforward to allow for. 
 

VIII. ANALYSIS OF THE NUMERICAL 
RESULTS 

The single monopole antenna, single monopole 
antenna with reflector, two-element array, and two 
element array with reflector, have been investigated and 
the results compared with some available data [5,7,9]. 
Tables 1 and 2 present the performance of the above 
antennas. Table 1 shows the maximum unaveraged 
SAR in any FDTD cell, when the excitation ratio Rv is 
optimised for minimum SARmax

 in column (c), or 
optimised for minimum Pabs,tot. in column (d). Since the 
electromagnetic problem is linear, any absorbed power 
can be expressed as a fraction of the transmitted power 
and hence for example an SAR can be expressed in kg-1. 
The figure given is thus the actual W/kg when the 
transmitted power is 1 Watt. This avoids the confusion 
caused by authors basing published SAR figures on 
different assumed values of transmitted power. 
   It is found from Table 1 that the reductions in the 
maximum SAR for the monopole with reflector, two 
element array, and two element array with reflector, as 
compared with a single λ/4 monopole, are -8 .2  dB,    
-10.3  dB,  and -15.4  dB,  respectively when the 
head is juxtaposed with the handset (0 cm distance). As 
the separation distance between the head and the 
handset is increased to 2 cm, the reductions become      
-4 .4  dB,  -7.7  dB,  and -7 .8  dB,  respectively. 
These values have been compared with some other 
published figures found for similar structures using 

MoM [4,7,9] and hybrid method [5], and for 2 cm 
distance only. Using MoM, the predicted reduction for 
the two element array and the two element array with 
reflector, with respect to a single monopole element, are 
–6.3 dB and –7.9 dB, while the predicted reduction 
using the hybrid method for the two element array is –
8.3 dB. It is seen that the results of FDTD are close to 
those from other methods. Note that in Tables 1 and 2, 
the excitation ratio is re-optimised when the antenna-
head separation is changed. 
 
Table 1. The maximum SAR for the monopole with 
reflector, two element array, and two element array with 
reflector, as compared with a single λ/4 monopole. 
 

D (cm) Unaveraged SARmax (kg - 1 ) 
 a b c d e 

0.0 cm 68.80 10.38 6.49 7.22 1.99 

0.5 cm 23.53 4.37 2.78 2.95 0.99 

1.0 cm 11.12 2.82 1.55 1.73 0.97 

1.5 cm 6.08 1.89 0.97 1.11 0.79 

2.0 cm 3.73 1.37 0.64 0.75 0.62 

 
(a) Monopole, (b) Monopole with reflector, (c) Two 
element array (optimised to minimise SARmax), (d) 
Two element array (optimised to minimise total power 
absorbed), (e) Two element array with reflector 
(optimised to minimise SARmax). 
 
Table 2. The total power absorbed in the spherical head, 
normalised to 1W input, obtained by optimising for 
minimum SARmax

 and for minimum Pabs,tot. 
 

D (cm) Total Power absorbed (milliunits) 
 a b c d e 

0.0 cm 674 304 237.6 216.6 118.5 

0.5 cm 446 185.6 153.2 143.6 83.3 

1.0 cm 301 148.16 114.4 111.6 79 

1.5 cm 241 117.77 87.8 85.8 65.8 

2.0 cm 161 94.07 67.95 66.1 54.5 

 
    Table 2 shows the total power absorbed in the 
spherical head, normalised to 1W input, obtained by 
optimising for minimum SARmax

 and for minimum Pabs. 
It is immediately apparent from comparing columns c 
and d in each table that the strategies of optimising 
SARmax or Pabs are not seriously in conflict, as either 
choice gives a reduction in both quantities that is not far 
below the optimum. For comparison with some related 
work [4,5], the total power absorbed in the head, for the 
case of the two element antenna separated 2 cm from 
the head, was found here as 6.6% of the radiated power, 
while for the two element array with reflector it is 
5.45%. These figures indicate a low interaction between  
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Table 3. The maximum SAR for the various cases but averaged over 1g and 10g of head tissue. 
 

 SARmax (Monopole) SARmax (Monopole with reflector) 

D (cm) Unaver (kg-1) 1gm (kg-1) 10 gm (kg-1) Unaver (kg-1) 1 gm (kg-1) 10 gm (kg-1) 

0.0cm 68.80 29.11 16.44 10.38 4.59 2.93 

0.5cm 23.53 12.70 7.75 4.37 2.50 1.75 

1.0cm 11.12 6.42 4.14 2.82 1.74 1.24 

1.5cm 6.08 3.67 2.48 1.89 1.21 0.87 

2.0cm 3.73 2.35 1.62 1.37 0.85 0.61 

 
 SARmax (Two element array) SARmax (Two element array with Reflector) 

D (cm) Unaver (kg-1) 1gm (kg-1) 10 gm (kg-1) Unaver (kg-1) 1 gm (kg-1) 10 gm (kg-1) 

0.0cm 6.49 3.63 2.03 1.99 0.96 0.71 

0.5cm 2.78 1.84 1.11 0.99 0.73 0.52 

1.0cm 1.55 1.07 0.68 0.97 0.60 0.43 

1.5cm 0.97 0.65 0.43 0.79 0.55 0.39 

2.0cm 0.64 0.42 0.29 0.62 0.42 0.30 

 
  
the antenna and the human head, and are comparable 
with those found by others for other forms of low-
interaction antenna. One figure is 5.7% for a printed 
structure on the back of the handset [3]. Other published 
figures [4] are 6.2% and 9.2% for a two-element array, 
and a two-element array with reflector and tilted 
elements. The latter results have only been given for 2 
cm spacing, but compare well with the present figures 
and were obtained by a different method, namely MoM. 
Table 3 shows the maximum SAR for the various cases, 
but averaged over 1g and 10g of head tissue. 

Figures 3 and 4 present the variation of the real and 
imaginary parts of the voltage ratio Rv for the two-
element array, corresponding to minimised Pabs and 
minimised SARmax, respectively, for a range of handset-
sphere distances. In Figure 3 it is noteworthy that the 
real part is almost constant and the imaginary part is 
very close to zero at a distance of 1.5 cm. Thus for this 
particular case the feed network can be easily 
implemented using only a simple reactive splitter 
circuit, a directional coupler or any RF network which 
approximates to an ideal transformer. This 
simplification can be achieved at other values of the 
handset-sphere distance by varying the separation 
distance between the monopoles or changing the 
antenna geometry. 

Figure 5 shows the variation of the real and 
imaginary parts of Rv corresponding to minimised 
SARmax, for a range of handset-sphere distances, for a 
two element array with reflector. The real part still 
varies much less than the imaginary, but both parts vary 
more than in Figure 4. This contrasting behaviour is 
clearly due to the reflector but does not have an obvious 
physical explanation. 

 
Fig. 3. The voltage ratio vs. distance d for minimised 
total Pabs of two element array. 
 

 
Fig. 4. The voltage ratio vs. distance d for minimised 
SARmax of two-element array. 
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Fig. 5. The voltage ratio versus distance d for 
minimised SARmax of two-element array with reflector. 
 

 
Fig. 6 Total absorbed power versus distance d using 
fixed voltage ratio for two-element monopole array 
optimised for d = 0 cm. 
 

It would be practically difficult to change Rv 
adaptively to remain optimum for a variable head-
antenna spacing, but it could be fixed at the optimum 
value for a particular spacing. The resulting dynamic 
range of Pabs and SARmax, for fixed Rv and varying 
distances, is presented in Figures 6 and 7 respectively. 
For both figures, Rv values optimised for SARmax at d = 
0 cm and 2 cm are used. Figure 7 suggests that the 
former would probably be best used in practice as it 
gives better performance in the most critical (closest 
approach) condition and it is also seen to give better 
average performance. Figure 6 indicates that this also 
gives a near-optimum reduction in Pabs and so is 
probably the best practical choice without deeper 
knowledge of biological factors. 

Figure 8 shows a contour plot of computed Pabs as a 
function of Rv for a two-element array at d=0 cm, and 
the optimum value can be read here or in Figure 3 as 
0.106-j0.146. Values for d = 0.5, 1, 1.5, and 2 cm have 
been similarly found as 0.106-j0.106, 0.107+j0.055, 

0.09+j0.0, and 0.0918+j0.0408, respectively. 
Corresponding values in Figure 4, optimised for SARmax 
are noticeably different. The improvement factors for 
Pabs, using ratios optimised for this quantity and at each 
individual spacing, are 9.79 dB, 9.03 dB, 8.07 dB, 7.38 
dB and 6.95 dB respectively.  Comparing these factors 
with those computed using minimised SARmax, the 
differences are fairly small, so the question of whether 
peak or integrated SAR is biologically more important 
is not crucial. 

 
Fig. 7. SAR versus distance d using fixed voltage ratio 
for two element monopole array optimised for d = 0 cm. 
 

 
Fig. 8. Total absorbed power contours as a function of 
the voltage ratio of two element monopole array for d = 
0.0 cm (stationary point is a minimum). 
 

Figures 9 and 10 show the computed SAR 
distribution in dB over two different slices, horizontally 
and vertically through the spherical head, for four 
versions of the handset: a. single monopole; b. single 
monopole with reflector sheet, c. two element array, 
and d. two element array with reflector sheet, for d = 0 
cm. It is important to note the method of normalising 
these plots, which is to divide values in all plots by the 
peak value occurring at zero distance for the monopole. 
Clearly, these Figures show an overall reduction and the 
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Fig. 9. SAR distributions over a horizontal cut through 
the sphere, at d = 0.0 cm: (a) single monopole antenna; 
(b) single monopole antenna with reflector sheet; (c) 
two element array; (d) two element array with reflector 
sheet. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  

Fig. 10. SAR distributions over a vertical cut through 
the sphere, at d = 0.0 cm: (a) single monopole antenna; 
(b) single monopole antenna with reflector sheet; (c) 
two element array; (d) two element array with reflector 
sheet. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Far field patterns for two different planes: (a) and (b) horizontal plane (θ =90°) for single monopole and 
two element array respectively; (c) and (d); vertical plane at φ = 90° for single monopole and two-element array, 
respectively; d = 0.0 cm (Eθ: ooo, Eφ: ***).

(a) (b)

(d)(c) 

             y 

     x 

  y 
 

  z 
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improvement for the array relative to the monopole 
when they are at the same distance. 

The spatial null in SAR towards the outer surface of 
the head, when the two element array antenna is used, is 
clearly seen. Adding a reflector sheet improves results 
in all cases, but the array without reflector is better than 
the monopole with reflector (note that the SAR 
distributions are asymmetric since the antennas are 
located towards one edge of the handset). The 
distributions of SAR prove to be quite similar to those 
obtained using the less realistic model of the antenna as 
two ideal dipoles [1], despite the considerable structural 
difference in the antenna. As expected, the realistic 
handset does show visible asymmetries in the 
distributions, whereas the dipole model has exact 
symmetry. 

Figure 11 shows the radiated far-field patterns for two 
different planes and two versions of the handset, 
namely a single monopole and a two element array 
optimised for SARmax. The horizontal and vertical plane 
pattern cuts are displayed at θ = 900 and φ = 900 
respectively. Comparing plots (a) and (b), it is clear that 
the array has superior performance in terms of the 
power averaged over azimuth, for the dominant field 
component (Eθ) or for the power sum of both 
components, than the single monopole. This is 
consistent with the reduction of Pabs making more 
power available to be radiated into space. 
 

IX. CONCLUSIONS 

This work has demonstrated that a simple phased array 
handset antenna can be designed to protect the user 
from radio frequency exposure, and will have additional 
benefits in terms of improved overall performance. The 
array can be designed to produce the minimum Pabs, the 
total absorbed power in the head or the smallest 
SARmax, the local spatial peak in SAR. For  

the second criterion, a novel optimisation algorithm 
was presented which allows for migration of the 
location of worst SAR as the array excitation is varied. 
Either approach produces significant reductions in 
exposure and improvements in the power available for 
communications with a base station. The voltage ratio 
found for minimised SARmax at the minimum distance 
(handset touching the simulated head) is probably the 
best compromise for minimising both SARmax and Pabs 
over a wide range of separation distances of the handset 
from the head. An important conclusion is that the 
criteria of minimising the total absorbed power or the 
worst point value of SAR are not seriously in conflict. 
Optimisation for minimum SAR at another point such 
as the head centre could also be selected if it were 
believed to be biologically more sensitive. Almost 
certainly, more complex arrays could give greater 
protection, as remains to be investigated. 
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Abstract - This paper reviews the two well-known 
numerical simulation techniques that are widely used in 
antenna modeling; the finite-difference time-domain 
(FDTD) and the Method of Moments (MoM). The 
packages FDANT (prepared in Fortran language by 
using FDTD) and NEC2 (public domain code for the 
MoM) are used to model various types of antenna 
arrays, their advantages/disadvantages are discussed on 
characteristic design examples, and they are calibrated 
one against the other. Also, a simple Matlab package 
(ANTEN_GUI) for the visualization of radiation 
patterns, beam forming and beam steering capabilities 
of user-designed planar arrays of isotropic radiators 
(which can be used to test the above mentioned 
packages and as an educational tool, in e.g., antennas 
and propagation lectures) is introduced1. 
 
Keywords – Computational electromagnetics, antenna 
simulation, phased arrays, isotropic radiators, radiation 
pattern, high frequency radars, ground screen, 
MATLAB, FDTD, MoM, NEC, three-dimensional 
graphics, visualization. 

 
 

I. INTRODUCTION 
Recent years have witnessed a lot of research activities 
focused on the topics of antennas and arrays. For 
example, smart (intelligent) antennas have started to be 
used widely to enhance the performance of cellular 
radio systems. Switched or adaptive beam forming 
techniques, antenna diversity in combination with 
enhanced digital signal processing, etc., increase signal 
quality and channel capacity significantly in 
comparison with standard antenna configurations. The 
demand of low cost, small size, but extremely effective 
smart antennas in both military and commercial 
Markets make antenna engineers attractive. On the 
other hand an antenna engineer is required to be more 
sophisticated, and should be equipped with the theory 
and practice on a wide range of antennas from basic to 
state-of-the-art.  
                                                           
1ANTEN_GUI, FDANT and their source codes can be 
downloaded from http://www3.dogus.edu.tr/lsevgi  

An antenna engineer must have strong analytical 
background and be well-equipped with computer tools 
and signal processing algorithms. For example, a log-
periodic array of monopoles erected over the ground 
beneath which exist a complicated ground screen 
design as shown in Fig. 1 requires understanding of 
high level electromagnetics (EM), ground effects, array 
design, beam forming, etc. ([1-5] are good examples of 
classical antenna books), as well as strong numerical 
computational background together with model 
validation, software verification and code calibration 
capabilities.     
 

Figure 1.  A transmitting antenna array of vertical 
monopoles for a long-range HF surface wave radar 
erected above a specially-designed ground screen 
layout. 
 
One aim of this paper is to review powerful time 
domain (TD) and frequency domain (FD) numerical 
antenna simulation tools. Another aim is to supply 
sample packages, together with the source codes, so 
that the reader may enjoy running, testing, doing 
comparisons, as well as developing new modules for 
the other calculations that are not included in the 
packages. Although the perspectives of a code 
developer and a user are quite different the antenna 
engineer should be well-equipped in terms of both. 
Since a developer leaves only a small set of tuning 
parameters that will be supplied by the user, an antenna 
engineer should develop his/her own codes in order to 
have maximum flexibility and capability in numerical 
designs and simulations. 

1054-4887 © 2006 ACES
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Numerical simulation approaches have long been 
applied to the design and/or investigation of various 
types of antennas, from wire arrays to microstrip 
patches. There are many FD and TD handy simulation 
tools that are widely used by antenna engineers. The 
pioneering one is the Numerical Electromagnetic Code 
(NEC) which is based on the Method of Moments [6] 
and has many versions. They have been in use for more 
than a few decades [7]. The public domain simulator 
NEC2 can easily be downloaded from many internet 
sites [8], or can easily be purchased with a price less 
than a few hundred dollars [9] (mostly, the price goes to 
the supplied graphical user interfaces). 
 
An FDTD based TD simulator FDANT is designed to 
investigate (although not restricted to) wire antenna 
arrays of 1D and 2D in free-space and their beam 
steering capability [10]. FDANT contains almost every 
major routines, FDTD iterations, PML blocks, NTFF 
routine, power routines, etc. to direct interested users 
towards building his/her own antenna simulator, by just 
adding a specifically designed GUI. The user may also 
make modifications in source codes of FDANT to 
simulate other complex antenna structures.  
 
FDTD discretizes Maxwell’s equations directly in TD 
by replacing partial derivatives with their finite 
difference approximations. Since Maxwell’s equations 
models TD EM wave scattering (i.e., it is an initial-
value problem) boundary conditions must be satisfied 
artificially during the simulations. Moreover, since far 
fields are of interest in order to calculate antenna 
radiation patterns, this can not be done directly with a 
finite-volume FDTD method; therefore a near-to-far-
field (NTFF) transformation is a must in this case. On 
the other hand, MoM is an FD method and first requires 
derivation of the Green’s function of the problem at 
hand (i.e., it is a boundary-value problem). Then, 
segmentation is used and a set of equations is formed 
for the N-segment geometry to calculate surface 
currents induced by the incident/excitation fields. While 
the physical size of the problem is critical in FDTD 
simulations, the most critical parameter in MoM is the 
number of segments.   
 

II. SIMULATION APPROACHES 
Three simulation packages have been outlined in this 
Section. First, beam forming capability of various 
planar arrays of isotropic radiators is investigated 
analytically. A simple, but effective and educating 
Matlab package – ANTEN_GUI – is introduced [11]. 
Then the public NEC2 package is reviewed shortly. 
Finally, the TD FDTD-based simulator FDANT is 
discussed briefly. 

2.1 A Matlab package: Anten_GUI based on 
analytical formulations  
The radiation pattern of a group of isotropic radiators is 
determined by the type of individual elements, their 
location, spacing, orientation, excitation amplitudes and 
phases. In general, the total electric field (which is 
known as the array factor) of an N-element array 
located at ( iii zyx ,, ) ( Ni ,...,1= ) and at a far field 
point along ),( ϕθ direction (under 

)exp( tjω− assumption) is 

∑
=

=
N
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j
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where iI is the complex current for the ith element [12]. 
The phase contribution iψ  is at the far field point from 
the ith radiator with respect to the origin. For the planar 
arrays located at xz-plane the array factor can be 
expressed as: 
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This expression corresponds to the pattern of 
arbitrarily-located, isotropic, equi-amplitude, non-
phased radiators when 0.1=iI .  The main beam of an 
array can be steered electronically by varying the 
phases of the currents applied to the array elements. 
Equation 2 takes on the form of  
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if the beam angle is specified as ),( 00 φθ . This means 
each element is phased accordingly to direct the beam 
of the array along ),( 00 ϕθ direction. It reduces to (2) 

when 00 =θ , therefore it represents “no-phasing”. The 
default 0θ value is zero in the GUI and should be kept 
as it is if one does NOT want to phase elements. 
 
Extra line phasing capability can be added to change 
front-to-back (FBR) characteristics in the planar array 
option. The user may change the phase angle ∆β of the 
lined-up radiators and observe how FBR improves or 
gets worse. In this case complex currents iI in (3) is 
replaced with inI  as  

{ }β∆−=→ ∑
=

)1(exp
1

njIII i

M

n
ini .               (4) 

For an N×M planar array, if for example, a phase of 
∆β=30° is selected, then the phases of the second row 
(M=2) lag 30° the phases of the first row (M=1), the 
phases of the third row (M=3) lag 30° the phases of the 
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second row (M=2), and 60° the phases of the first row 
(M=1), etc. 
 
The Matlab-based antenna package ANTEN_GUI has 
been prepared for the visualization of radiation 
characteristics of planar arrays of isotropic radiators 
(see Fig. 2) [11,12]. The package allows the user to 
choose different types of arrays with a number of user-
selected and located isotropic radiators. The default 
array type is arbitrary. Once the number of radiators 
(N), maximum radius (in meters) of the polar region 
where the radiators will be located, and the operating 
frequency (in MHz) are specified, the user may proceed 
to locate the radiators one by one after pressing the 
“Locate Radiators” button. The coordinates of the 
located radiators are also displayed in the list-box at the 
bottom. 

 
Figure 2. The ANTEN_GUI front panel that shows the 
radiation pattern of a 21-element circular array located 
on the xy-plane ((f=300 MHz, the radius is r= 0.5 m 
(λ/2), elements are phased in a way that the beam 
points θ0=90º, ϕ0=245°). 
 
By clicking the mouse the user may design any kind of 
an array, but the package also locates the radiators 
automatically when one of the other types of the arrays 
is selected and required parameters are supplied (see 
Fig. 3). If the array type is set to linear, N-elements are 
located on the y-axis symmetrically, with an inter-
element distance of d. If it is planar, N×M elements are 
located on xy-plane. In this case, N and M are the 
number of the elements along y- and x-directions, 
respectively. The distances between the radiators along 
x- and y-directions are dx and dy, respectively. If the 
circular array type is selected, N-elements are located 
symmetrically on a circle whose center is at the origin 
and radius is r.  
 

After locating the radiators the user may visualize a 2D 
radiation pattern at the selected plane by pressing the 
“Draw Graph” button. The 2D radiation pattern plane 
to be displayed is specified by the Theta/Phi Plane 
popup menu and Theta/Phi value box. If the θ-plane is 
selected (vertical pattern) the angle θ varies between 
[0°, 360°] at a fixed ϕ value (specified by the Theta/Phi 
box). If the ϕ-plane is selected, the angle ϕ varies 
between [0°, 360°] at a fixed θ-value specified by the 
user; the radiation pattern in this case is called 
“horizontal”. All the 2D radiation patterns are plotted 
with an angular resolution of ∆θ=∆ϕ=1°. 

Figure 3. Different geometrical configurations of planar 
arrays of isotropic radiators that can automatically be 
located once the number of radiators is chosen, (a) 
arbitrary, (b) linear, (c) planar, and (d) circular arrays. 
 
Fig. 2 shows the radiation pattern of an arbitrarily-
located 7-element array. The user selects the radiation 
pattern plane and the beam direction from the front 
panel (on the bottom-left). In this example, the pattern 
belongs to ϕ-plane (i.e., on the xy-plane) since θ=90°. 
The beam angles are selected to be θ=90º and ϕ=245°. 
In Fig. 4, horizontal radiation pattern (θ=90º) of a 
planar array of 5×1 (i.e. a 5-element linear array) is 
shown as an example. Here, frequency is 300 MHz, 
beam angles are θ0=90º and ϕ0=90°, and inter-element 
distance is 0.4 m (0.4λ).  
 
ANTEN_GUI also has a 3D radiation pattern plotting 
capability. The approach [13] (in dB scale with a 30 dB 
margin along each axis) is based on normalization of 
the radius of the unit sphere for each observation angle 
( ii ϕθ , ) in 3D Cartesian coordinates according to the 
radiation intensity calculated from (3). The angular 
resolution for the 3D plots is set to be ∆θ=∆ϕ=2.5° 

  
(a) Arbitrary (b) Linear 

  
(c) Planar (d) Circular 
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which means the calculations are repeated at 
151×151=22,801 vertices. 

 
Figure 4. The H-plane (horizontal) 2D radiation pattern 
of a 5-element linear array (f=300 MHz, inter-element 
distance is d=0.5 m (d=λ/2), beam angles are θ0=90º 
and ϕ0=0°). 
 
The 3D radiation pattern of the array given in Fig. 4 is 
plotted in Fig. 5 as an example. 
 

 
Figure 5. The 3D radiation pattern of the same 5-
element linear array (f=300 MHz, inter-element 
distance is d=0.5 m (d=λ/2), beam angles are θ0=90º 
and ϕ0=0°). 
 
Another exciting feature of ANTEN_GUI is that the 
user can use sliding bars to change N, f, 0θ , 0ϕ . For 
instance, by pressing the sliding bar of the frequency 
continuously, the user can increase or decrease the 
frequency, see the corresponding radiation pattern 

immediately, and may easily understand the effect of 
frequency change on the radiation pattern. The package 
also allows the user to save the radiation pattern data 
(field intensity vs. angle) to a file named 
Arraypattern.dat. The first column of this file 
corresponds to 361 observation angle values (in 
radians), and the corresponding array factors are in the 
second column. 
 
Any 2D array may be designed by the user and its 
radiation characteristics can be investigated. Beam 
forming capabilities for different locations, number of 
radiators, as well as for operating frequencies can be 
visualized. The package may be used as an educational 
tool in many undergraduate antenna lectures. It may 
also be used to validate and verify the FDTD and MoM 
packages described below. Moreover, the reader may 
add novel features to the supplied source codes, such as 
a module for the formation of 3D (volume) arrays 
which is straightforward. 
 
2.2 NEC2 package based on FD Method of Moments 
(MoM) technique   
The NEC is an outgrowth of a program developed in 
the 1970s, called the Antenna Modeling Program 
(AMP). It has been developed at the Lawrence 
Livermore Laboratory, Livermore, California, under the 
sponsorship of the Naval Ocean Systems Center and the 
Air Force Weapons Laboratory [7]. There are at least 4 
versions of NEC, with NEC2 emerging in 1981 and 
NEC4 appearing in 1992. NEC2 is the highest version 
of the code under public domain. NEC4 remains 
proprietary with the Lawrence Livermore National 
Laboratory (as far as the author’s knowledge,) and the 
University of California. It requires a separate license 
for use.  
 
NEC in all its forms is a computer code for the analysis 
of the EM response of antennas and other metal 
structures that uses MoM techniques. It is a numerical 
solution to integral equations for the currents induced 
on a metallic structure by sources or incident fields. The 
approach has no theoretical limit and may be used for 
very large arrays or for the very fine subdivision of 
smaller arrays. Any geometry (e.g., a loop antenna, 
helical antenna, a monopole over a rectangular PEC 
box, an array over the ground with complex ground 
screen layout, a radio antenna on a car, a radar antenna 
beneath an aircraft, etc.,) can be modeled with NEC as 
long as their mesh representation can be built, which is 
the most difficult (and time-consuming) part in NEC 
simulations. 
 
It should be noted that all the radiating elements of the 
antenna structure must be in a volume bounded by the 
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near-field criteria; otherwise the presented patterns 
become invalid. 
 
2.3 The FDTD-based antenna simulations and 
FDANT package 
FDTD technique [14] depends on the solution of 
Maxwell’s equations directly in time domain, where the 
physical geometry is divided into small (mostly 
rectangular or cubical, but non-orthogonal in general) 
cells. Both time and spatial partial derivatives are 
handled with finite- (central-) difference approximation 
and the solution is obtained with a marching scheme in 
iterative form. The characteristics of the medium are 
defined by three parameters; permittivity, conductivity 
and permeability, and three electric and three magnetic 
field components are calculated at different locations of 
each cell.  
 
The FDTD has almost become a standard tool for 
antenna simulations for the last decade or so (see, e.g., 
[15-17] for our studies). The addition of powerful 
absorbing boundary simulators (such as perfectly 
matched layers, PML), and near-to-far field 
transformation (NTTF) either in FD or TD, has made it 
possible to simulate almost any kind of complex 
structure’s radiation characteristics.  An example [17] is 
given in Fig. 6 and the radiation and beam steering 
capabilities are presented in Fig. 7.  

 
Figure 6. A 3×3 microstrip patch array  designed to 
form a main beam of 35º at 1.8 GHz and near-field 
transient behaviors at different time instants (FDTD 
parameters: ∆x=∆y=2.758 mm, ∆z=0.250 mm, 
w=5.516 mm=20×∆x, h=1 mm=4×∆z, εr=2.2, a=18×∆, 
by=5×∆, bx =7×∆).  
 
In Fig. 6, a 3×3 coax-fed microstrip patch array (which 
is designed to form a main beam of 35º at 1.8 GHz) is 
illustrated. Near field values at different time instants 
calculated inside the FDTD volume are also plotted in 
the figure. The FDTD parameters of this simulation are 
as follows: ∆x=∆y=2.758 mm, ∆z=0.250 mm, w=5.516 
mm=20×∆x, h=1 mm=4×∆z, εr=2.2, a=18×∆, by=5×∆, 
bx =7×∆. The radiation patterns in Fig. 7 are at 1.8 

GHz, left: φ=0o, right: φ=900. The first row corresponds 
to feeding without time delay (i.e., without phasing in 
FD). The second row corresponds to feeding with 
delays of 0.094 ns which points the main beam 
towards 20±=θ , respectively. 
 

Figure 7. Radiation patterns at 1.8 GHz, left: φ=0o, 
right: φ=900. First row: feeding without time delay (i.e., 
without phasing in frequency domain). Second row: 
feeding with delays of 0.094 ns which points the main 
beam towardsθ=±20°, respectively. 
 
FDANT is supplied in [10] and can be used for antenna 
analysis. Its structure is given in Fig. 8. It first reads 
user defined parameters from the input file ANT.INP. 
Transient analysis is done within FDTD computation 
space for short-pulse excitations, and TD output data is 
stored in three different files. SOURCE.dat contains 
time vs. source amplitude to allow the user to see the 
excitation signal in TD. AN-NEAR.dat has near field Ez 
values in two columns; time in [ns] and Ez in [V/m]. 
Finally, AN-FAR.dat has TD far field data along the 
number of chosen directions, obtained via NTFF 
transformation directly in TD.   
 
FDANT is prepared to investigate vertical or horizontal 
radiation patterns for a 2D array of maximum 2 by 6 
elements (but, the size of the array may be changed by 
the user). The array is located longitudinally along y-
direction (see Fig. 9). The elements are half-
wavelength, vertical, center-fed dipoles. Inter-element 
distance along y-direction is "d" and supplied by the 
user. Inter-element distance along x-direction is 
automatically set as "d/2". The lengths of the dipoles 
are set as "d/4". The excitation is a short pulse of 
modulated Gaussian function. The modulation signal 
and bandwidth is determined automatically to include 
frequencies for the first few resonances. The user may 
decide which row to excite; both, front row or back 
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row. These are all given by the user in the input file 
ANT.INP explained in Table 1.  
 
     Table 1. The ANT.INP and required parameters. 

Row Parameter 
1 # of elements in X [1-2], # of elements in Y 

[1-6] 
2 Inter-element distance along Y [m] 
3 Excitation (0: Both rows, 1: Front Row, 2: 

Back Row) 
4 Delay [sec] 
5 Observation point for near fields (Obsx, 

Obsy, Obsz) 
6 Pattern Plane [1-0] (1: Vertical Pattern, 2: 

Horizontal Pattern) 
7 Angle [deg] PHI (for Vertical Pattern), Theta 

(for Horizontal Pattern) 
 
In ANT.INP file, fourth line is reserved for time delay 
to allow the antenna array to steer its beam in azimuth. 
The calculation of this delay for an array to steer ϕ 
degrees from antenna bore-sight (from x-direction) is 
given in Fig. 9. Since the array is in free-space velocity 
of light (c) and inter-element distance (d) are used to 
calculate the delay (τ). This is the delay of the second 
element with respect to the first one. The third, fourth, 
etc. elements have delays of "2τ", "3τ", etc., 
respectively. 

 
Figure 8. The flow chart of the FDTD-based antenna 
simulator FDANT. The package calculates radiation 
patterns of a given array by using broadband (pulse) 
excitation, near-field EM simulation inside the FDTD 
volume terminated by powerful perfectly matched layer 
(PML) blocks, near-to-far-field transformation directly 
in time domain, and finally by applying off-line DFT all 
around on a chosen radiation plane. 
 
When the simulation is run, it first requires selection of 
(vertical or horizontal plane) radiation pattern. Then, 
angular resolution is supplied. If for example, 
horizontal plane radiation pattern is selected with 2° 
resolution, NTFF transformation is applied at 181 
assumed  directions (with 2° angular separation) inside 
the TD loop (although they are same, calculations at 0° 
and 360° are performed separately, only for graphical 

illustrations). The results are written to the output file 
AN-FAR.DAT. There are four columns in this file: 
These are the angle, time, Eθ and Eϕ. If the number of 
time steps and angle are NSTOP and 181, respectively, 
then the number of lines will be NSTOP+200 for each 
angle with a total of 181×(NSTOP+200).    
 
It should be noted that, extrapolated TD far fields are 
stored in a time array, and dimension of this array must 
be grater than the number of simulation time steps, 
NSTOP. This is due to TD far field extrapolation as 
explained in [10]. Here, 100 time cells are reserved for 
this transformation in front, and at the back of the array. 
This is why the total simulation time will be 
NSTOP+200. 

 
Figure 9. The location and parameters of the 2×5 of 
vertical, center-fed wire array; inter-element distance 
(along x-direction) is d/2, but inter-array distance 
(along y-direction) is d.  The beam direction and the 
excitation delay to obtain this direction is also shown.  
 
The user may select to use a short pulse or a single 
frequency sinusoidal excitation in TD simulations. 
Choosing a short-pulse, results in a broad band 
response with a single TD run. FDTD based simulation 
yields broad band response in time domain. Radiation 
patterns at multiple frequencies are computed by the 
Fortran program AN_DFT (it should be noted that 
source codes FDANT.FOR, FDANT.PAR and AN-
DFT.FOR are also included, therefore any user who is 
familiar with the classical FDTD method can directly 
go into the codes and do the analysis of their own 
structures). 
 

III. DESIGN EXAMPLES 
Characteristic antenna structures are presented in this 
Section to discuss capabilities of the FDANT and 
NEC2 packages. Since FDANT uses 3D FDTD volume 
and NTFF transformation routine any kind of antenna 
structure can be simulated with this package. The only 
restriction is the computer memory and the speed, 
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therefore the larger the structure (or the higher the 
number of elements in the array) the higher the 
requirement for large memory and high-speed. With 
today’s regular PC (e.g., with 1 GB RAM Memory) a 
cubical volume of 250×250×250 (nearly 20 million cell 
volume) (i.e., 25λ×25λ×25λ volume with λ/10 rough 
discretization at the highest frequency) can be handled 
in a few minutes (with a 4-GHz-CPU speed).   
 
NEC2 uses the coordinates of the antennas in 3D 
Cartesian coordinate system and represents wires with 
small pieces called segments (roughly with maximum 
segment lengths of λ/10). Any length of an array may 
be located as long as long as the number of segments is 
less than the number that can be handled via the PC at 
hand (e.g., less than ten thousand segments). An N-
segment system is represented a linear system of 
equations with N-unknowns (i.e., segment currents) and 
N-equations. The MoM is a semi-analytical method 
which requires the Green’s function of the problem at 
hand [6].   
 
One should be aware of the assumptions and 
approximations made in and the limitations of the 
packages at hand. FDANT is based on discretization of 
4D Maxwell's equations from very beginning; therefore 
it may be accepted as a reference solution (as long as 
parameters are chosen accordingly). On the other hand, 
NEC2 does not take the diffraction (secondary) effects 
into account.  
 
Finally it should be remembered that FDANT simulates 
near EM transient fields in TD and then gives the 
radiation patterns in FD via the application of off-line 
DFT. NEC2 simulates far field interference effects of 
elements along a chosen direction in FD and yields the 
radiation pattern. Although time-consuming multi-
frequency responses can be obtained via a single 
FDANT simulation, while NEC2 requires repeat ion of 
the calculations for every frequency. 
 
3.1 Wire and loop (resonant) arrays (FDANT vs. 
NEC2) 
Arrays of wire antennas in free-space are basic 
structures that can easily be handled via both FDANT 
and NEC2 packages. Two typical comparisons between 
FDANT and NEC2 are given in Figs. 10 and 11.  
 
Very good agreement between results of the two 
methods is clearly seen in the plots. This should be 
expected because the structures are rectangular and 
contain no curvature, therefore discretization error is 
minimal. Note that the array can not steer beams 
beyond ϕ=±45° as clearly observed in the figures. The 
beams formed in these figures are forward/backward 

symmetric with zero FBR. To direct energy forward the 
two corresponding elements in x-direction must be an 
end-fire property. At 250 MHz (i.e., inter-element 
distance along x is λ/4 and inter-array distance along y 
is λ/2) this may be satisfied by giving extra delay of 
d/2c in FDANT (90° phase lag in NEC2). Fig. 12 
shows the horizontal patterns for this scenario. 
 

 
Figure 10. A sample radiation pattern of the 2×5 array 
on the xy-plane (f=250 MHz, d=λ/2, τ1=0 s, θ= 90°,ϕ= 
0°), left: FDTD, right: MoM (NEC2). 
 

 
Figure 11. A sample radiation pattern of the 2×5 array 
on the xy-plane (f=250 MHz, d=λ/2, τ1= 1.7 s, θ= 
90°,ϕ= 60°), left: FDTD, right: MoM (NEC2). 

 
Figure 12. A sample radiation pattern of the 2×5 array 
on the xy-plane (f=250 MHz, d=λ/2, τ1=1.7 s, τ2= 1.0 s, 
θ= 90°,ϕ= 60°, 90° between the first and second rows ), 
left: FDTD, right: MoM (NEC2). 
 
Another structure used in FDANT and NEC2 

FDTD MoM

τ1=0.0 ns ϕ= 0°

FDTD MoM

τ1=0.0 ns ϕ= 0°
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comparisons is a 2×10 square loop array. Loop 
antennas form another antenna type, which features 
simplicity, low cost and versatility. In Fig. 13, the array 
is given. Each square loop is 0.25 m2. By using 4 wires, 
40 segments for each square loop, the array is modeled 
with a total of 800 segments in NEC simulator. With 
the same discretization (∆x=∆y=∆z=2.5 cm) the array 
needs an FDTD space of 50×230×50. At 300 MHz, the 
array correspond to loops with λ/4 sides and λ/2 inter-
element separation. The simulated radiation patterns 
and steered beams obtained via both NEC and FDTD 
simulators are also given in the figure, where vertical 
field components are plotted.  
 

 
Figure 13. Another sample array of 2×10 rectangular 
wire antennas on the yz-plane (f=250 MHz, d=λ/2, τ1= 
1.7 s, θ= 90°,ϕ= 40°), left: FDTD, right: MoM (NEC2). 
 
3.2 HFSWR arrays (NEC2) 
High frequency surface wave radars (HFSWR) have 
become attractive systems for wide area (up to 500 km 
in range and 120° in azimuth) all-weather, continuous 
surveillance. HFSWR receive array is one typical 
example that belongs to large-system, complicated 
arrays. The array must be located near the sea, parallel 
to the shore line, have high and equal array gain over 
the entire surveillance area with minimum sensitivity to 
signals arriving from other directions (especially from 
ionosphere). Operating at the lower end of the HF band 
requires that the receive array occupies a significant 
shoreline area, with the aperture of the array inversely 
proportional to frequency. For example, at 3 MHz, a 5o 
azimuth beamwidth requires an array aperture of 
approximately 800 m - 1 km. Moreover, the receive 
array should direct its power towards the ocean surface, 
with high FBR, so that it neither interfere land based 
other systems, nor is interfered by them.  To satisfy all 
these requirements first elements (i.e., channels) of the 
array shall be designed to  

• form a maximum radiation along the channel axis 
with as much azimuth coverage as possible 
(typically 100° - 120°), 

• give as high gain as possible (at least 2-3 dB) 
• give as much FBR ratio as possible (at least 12-15 

dB), 
• give as deep over-head null as possible (at least 25-

30dB). 
 

To satisfy these requirements, three different structures 
(i.e., quadlet, triplet and doublet) are investigated as 
array channels [18]. In quadlet, four elements are 
spaced approximately quarter-wavelength apart and are 
phased to form an end-fire channel. Similarly, three and 
two elements are used in triplets and doublets, 
respectively. A short monopole is used as a channel 
radiator and a 16-radial ground screen layout is used 
underneath.  Fig. 14 pictures the top view of the designs 
of these channels, where radials of different elements in 
a channel are connected to each other when intersect.   

 
Figure 14. Top view of three different array elements of 
the HFSWR receiver; doublet, triplet and quadlet, 
located on the shore of the site, looking towards the sea. 
The array elements should satisfy high FBR. A ground 
screen (of 16-element radials) lowers the ground losses. 
 
The channels are optimized for the frequency band of 3 
MHz - 6 MHz. The parameters of the channels are 
listed in Table 2.  Ground is assumed to be POOR 
(σg=0.003 S/m and εg =4.0). Parameters for the ocean 
are assumed to be εr=80.0, σ=5.0 S/m in NEC 
calculations, where EM shooting towards ocean surface 
is simulated. The difference between erecting the 
antennas over POOR ground or PEC surface may result 
in a reduction of gain by up to 15 dB. Beside this loss, 
there is also an extra near field propagation path loss 
because of the POOR ground. 
 
Table 3 lists vertical electrical field strength and path 
loss at 1 km away from a 1 kW vertical radiator. It is 
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clear that, at 1 km distance; propagation loss over 
POOR ground may be 10-15 dB higher than the 
propagation loss over ocean surface. Therefore, 
together with the reduction in antenna gain, there may 
be a total of 30 dB extra loss just because the antenna 
elements are erected over POOR ground. A typical 
solution to overcome this problem is to use ground 
screen [19]. 
 
Table 2. HFSWR Receive array channel parameters. 

Parameter Value 
Antenna height  9.22  [m]
Element spacing 19.0 [m]
Element wire radius 0.15 [m]
Number of radials 16 
Radial wire lengths 19.0 [m]
Radial wire radius 0.001 [m]
Incremental increase in cable length 19.0 [m]
Phase velocity in electrical cable 0.84×c [m/s]

 
Table 3. Field strength and path loss values of a vertical 
radiator with 1 kW transmitter power at 1 km distance 
(d=1 km, εg =15.0, f=3 MHz). 

Conductivity 
[S/m] 

Field Strength 
[dBµV/m] 

Path Loss
[dB] 

0.0001 95.2 56.3
0.001   96.6 55.0
0.01 106.4 45.1

0.1  109.3 42.2
1.0 109.5 42.0
5.0 109.5 42.0

 
The channel elements discussed here are all bottom fed. 
The feeder cable losses are represented by voltage 
drops. The loss of the cable is given as 0.55 dB/100 ft at 
10 MHz, therefore 0.5 dB/100 ft cable loss is taken into 
account within the band of 3 MHz - 6 MHz. For 19.0 m 
cable length voltage drop corresponds to 5 V. 
Therefore, elemental feeding voltages are taken as: 
 
    Quadlet: 100 V, 95 V, 90 V and 85 V 
    Triplet: 100 V, 95 V and 90 V   
   Doublet: 100 V and 95 V. 
 
Vertical and horizontal radiation patterns obtained via 
NEC2 simulations are given in Figs. 15 and 16. Here, 
the channels are located along x-axis. Vertical radiation 
patterns in Fig. 15 are obtained at xz-plane (ϕ=0°, -
90°<θ<90°).  
 
On top comparisons of the three proposed channels is 
given at 4.5 MHz, at the bottom vertical patterns of the 
quadlet with and without ground screen (16-radial 
design) at 3.5 MHz. As shown in the figure almost 12-

13 dB improvement is obtained in the channel gain 
when radials are used. However, employment of a 
ground screen can be seen to have had a negative effect 
on direct overhead nulling. The surface-wave coupling 
effect (for the array 50 m away from the shore line) is 
also plotted (see the dotted line). 
 

 
Figure 15. NEC2 simulated vertical radiation patterns 
of the array elements shown in Fig. 14; (Top) 
comparisons among the channels (f =4.5 MHz, ϕ=0°, 0 
dB corresponds to 3.1 dBi). Dots: doublet, Dashed: 
triplet, Solid: quadlet. (Bottom) quadlet with and 
without radials, solid: without radials, dashed: with 
radials, dots: surface-wave coupling at 50 m away from 
the shore line (f= 3.5 MHz, ϕ=0°, 0 dB corresponds to 
2.1 dBi). More than 30 dB overhead null is satisfied. 
 
Horizontal radiation patterns in Fig. 16, comparing the 
three proposed channels at left, and the quadlet with 
and without radials at right) are plotted 5° above xy-
plane (θ=85°, 0°<ϕ<360°). As observed in Figs. 15 and 
16, quadlet, triplet and doublet as receive array channel 
elements have similar channel gain and FBR at this 
frequency. On the other hand, vertical and horizontal 
back lobe shapes and overhead nulling effects are quite 
different. 
 
One HFSWR receive array is designed as a 24-channel 
array by using quadlets [18]. Inter-channel distances are 
taken as 31 m. With these parameters, a rectangular 
area of 57 m × 713 m is required only for the 4×24 
monopoles. With ground screen and a security fence 
this area may be as large as 100 m × 1000 m. The 
connections between channels are done via 
underground cables and their lengths are very important 
since they introduce signal attenuation and phase 
distortion. Horizontal radiation patterns and electronic 
beam forming are simulated and illustrated in Fig. 17 

0 dB = 3.1dBi

0 dB = 2.1dBi

3.5 MHz

4.5 MHz

0 dB = 3.1dBi

0 dB = 2.1dBi

3.5 MHz

4.5 MHz
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for different beam pointing angles. Here, patterns with 
beam angles 0°, 15°, 55° towards right and -15°, -30° 
and -60° towards left are plotted. As observed in the 
figure, for the 0° beam the array has nearly 5° beam 
width, 30 dB FBR and more than 20 dB side lobe 
suppression. These performance parameters are almost 
satisfied for the beams within ± 45°. Acceptable values 
are obtained when the beam is within ± 45°. On the 
other hand, unwanted strong side lobes appear when the 
beam angle is higher than ± 45° (see the 55° and - 60° 
beams in the figure). 

 
Figure 16. NEC2 simulated horizontal radiation 
patterns of the array elements shown in Fig. 14; (left) 
comparisons among the three channels (f = 4.5 MHz, 
θ=90°, 0 dB corresponds to – 4.4 dBi). Dots: doublet, 
Dashed: triplet, Solid: quadlet, (right) quadlet with and 
without ground screen layout, solid: without radials, 
dashed: with radials (f= 3.5 MHz, θ=90°, 0 dB 
corresponds to - 5 dBi). The front beam characteristics 
of the array elements do not change significantly. 
 

 
Figure 17. NEC2 simulated horizontal radiation 
patterns of the 4×24 element monopole array designed 
for the HFSWR receiver with beam steering capabilities 
(f= 3.5 MHz, θ=90°). 
 
HFSWR is an all-whether, continuous system, and very 
often one or more channels fail to operate. The operator 
should know what happens when one or more channels 
are not working properly. This is simulated in NEC2 
and typical results are plotted in Fig. 18. In the 24-
channel array, the channels are numbered 1 to 24 from 

left to right. The blanked channels are (left) 7-9-10, 
(right) 11-12-13 in the figure. The thin and thick lines 
correspond to 24-channel beam forming with and 
without blanked channels, respectively.  

 
Figure 18. NEC2 simulated channel failure effects of 
the 4×24 element monopole array designed for the 
HFSWR receiver (f= 3.5 MHz, θ=90°), The top 
numbers represent the failed channels. 
 
It should be noted that NEC2 does not model 
diffraction; thus attention must be paid in interpreting 
its numerical results. Differences above 30 – 35 dB may 
be practically meaningless because of the diffraction. 
The example presented in this subsection may also be 
simulated via the FDTD simulator, but it requires an 
NTFF transformation module for a two-layer volume 
(the one supplied in FDANT is designed for free-
space).  
  

IV. CONCLUSIONS AND DISCUSSIONS 
Three different packages are reviewed in this paper. A 
simple user-friendly antenna array package 
ANTEN_GUI prepared with Matlab 6.5, the well-
known, public domain NEC2 package, and the FDTD-
based FDANT package are presented together with 
some practical array examples that illustrate their 
capabilities and inefficiencies. Characteristic designs 
are also given for mutual comparisons.  
 
Roughly speaking, a few tens of millions of cells may 
be simulated in FDTD in the order of minutes (much 
less than an hour) with today’s regular PC (e.g., 512 
MB RAM 1-2 GHz CPU speed), and most of the time is 
used for NTFF process (there is at least an order of 
magnitude difference between the FDTD simulation 
and NTFF transformation). MoM-based calculations 
may also be performed in the same PC with similar 
computation time if the number of segments is less than 
2300-2500. Some other critical parameters and 
comparisons are given in Table 4. 
 
It should be noted that there are highly impressive 
commercial antenna packages that have been widely 
used in industry, which may be listed through a quick 
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internet search. Although it is very handy to use these 
packages as antenna engineers for design purposes, 
people should never forget to practice with their own 
codes if they do research. It may be claimed that 
practicing with in-house prepared codes first shall also 
increase performances while using commercial codes. 
     
Table 4. Performance comparisons; FDTD vs. 
NEC 
EVALUATION 
PARAMETER 

FDAND 
(FDTD) 

NEC2 (MoM) 

Full wave 
solution 

Accounts for 
major wave 
phenomena 

Diffraction 
effects can not be 
handled 

Analytical 
derivation 

Not required Requires 
derivation of 
Green’s function 

Critical parameter Cell size & time 
step 
(discretization) 

Segment in terms 
of wavelength 

Assumptions Everything is 
constant inside a 
cell 

Current is 
constant along the 
segment 

Capability Broad class of 
EM problems 
(antennas, 
propagation, 
RCS, EMC, 
EMI, etc.)  

Certain class of 
antenna and RCS 
problems 

Stability May be instable 
(iterative open-
form 
representation) 

Always stable 
(closed-form 
representation) 

Convergence Not a problem 
(as long as 
stability 
condition is 
satisfied) 

May be a problem 
(depending on 
segmentation) 

Computation time Increases 
parallel to the # 
cells 

Increases parallel 
to the # segments 

RAM Memory Huge; increases 
parallel to the # 
of cells 

Medium; 
increases parallel 
to the # segments)

Problem structure Good for every 
kind of media 

Good for only    
metallic 
structures 

Geometry error Should fit into 
the coordinate 
system 

No restriction 
(but elements 
must be inside the 
coupling region)  

Broadband 
evaluation 

Can be obtained 
with a single-run 

Indirectly, 
requires multi-
runs 

Beam forming / 
steering 

Controlled via 
time delay in 
excitation 

Controlled via 
element phasing 
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Abstract−In this paper we describe an approach for 
solving large phased array problems, using the 
Characteristic Basis Function Method (CBFM) in 
conjunction with the Finite Difference Time Domain 
(FDTD) technique. The method is especially tailored 
for solving large arrays that may be covered with 
Frequency Selective Surfaces (FSSs). Several 
illustrative examples are provided and the results are 
validated for a number of test cases. This is 
accomplished by comparing the results derived by 
using the proposed technique with those obtained via a 
direct simulation of the entire array on a PC cluster. Of 
course, the direct problem places a heavy demand on 
the computer resources, especially as the problem size 
becomes large. In contrast to the direct method, the 
increases in the simulation time and the burden on the 
computer memory are incrementally small in the 
present approach, as the problem size is increased from 
moderate to large. 
 

I. INTRODUCTION 

 Numerical modeling of large but finite phased 
array antennas is a challenging problem because it 
places a heavy burden on the computer resources, 
especially when the array element is complex, and the 
antenna operates in a close proximity of an FSS 
radome whose period is not commensurate with that of 
the array. The array element is typically a microstrip 
patch, a Vivaldi or a waveguide, and the antenna may 
be covered by an FSS radome, whose elements may be 
patches, slots, cross-dipoles, etc., typically different 
from those of the array. Accurate prediction of the 
performance of such complex antenna systems is a 
very challenging problem indeed. 
 The Finite Difference Time Domain (FDTD) [1] 
method has proven to be a robust technique for 
modeling a wide variety of electromagnetic systems. In 
addition to its versatility and ability to handle complex 
geometries, it has the added advantage of being able to 
obtain the response of a device over a wide band of 

frequencies from a single run. Although the 
parallelization of the FDTD enables us to solve large 
problems using distributed processing, it is still 
desirable to reduce the solve time and memory 
requirements, whenever possible. Recently, the 
Characteristic Basis Function Method (CBFM) has 
been proposed as a technique for fast and accurate 
modeling of large structures both for scattering and 
radiation problems, and has been tailored for both the 
Method of Moments (MoM) and the FDTD [2-5]. The 
CBFM utilized in this work is based on the localization 
of the fields by using certain types of excitations to 
generate a set of basis functions with which to 
synthesize the solution to the original problems. 
 In this paper we extend the application of the 
CBFM to the problem of analyzing large phased array 
antennas, taking into account of the inter-element 
mutual coupling, which is often ignored in approximate 
methods—such as the pattern multiplication 
technique—in order to render the problem manageable. 
The validation is carried out by comparing the CBFM-
based results with those obtained by using the parallel 
version of the FDTD (PFDTD) on a cluster. It should 
be mentioned that the use of the CBFM allows one to 
solve much larger problems than would be possible by 
using the direct method, at little or no extra cost 
beyond that needed to solve of a moderate-size 
problem, which can be conveniently handled by using 
the PFDTD code, because of its manageable size. In 
addition, we show how the discrete phase progression 
of antenna elements which is modeled in the FDTD has 
a significant effect on the accuracy of the resulting far-
field patterns. 
 

II. THE CBFM TECHNIQUE 

 To further explain the underlying concepts of the 
CBFM for arrays, we start with an example of a 21 by 
21 rectangular waveguide array, shown symbolically in 
Fig. 1.  
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Fig. 1. Illustration of 21 × 21 rectangular waveguides. 

The picture symbolically shows the TE10 mode 
excitation in each waveguide. 

 
Each element of the array is excited in a TE10 

mode. The entire array is simulated by using the FDTD 
method and the electric field distribution at the 
frequency of operation in the aperture of the 
waveguides are derived (see Fig. 2 that shows the co-
polar components). We observe that the distribution of 
the fields at the edges and corners differs from those in 
the center region. Hence, we note that the inherent 
assumption in the pattern multiplication approach, 
namely that all the elements are identical, is not really 
valid.  Next, we investigate the case where only the 
center element of the same array is excited. We see 
from Fig. 3 that the effect of the inter-element mutual 
coupling is extended up to a few neighboring elements 
and is relatively strong in the E-plane (vertical 
direction) as compared to the H-plane (horizontal 
direction). Next, we argue that in the center region the 
field distribution only shifts in space (Fig. 4) as we 
move the location of the excitation source. We refer to 
these aperture distributions as the CBFs. We note that 
for the center region, the CBFs are relatively invariant 
to the location of the excitation source. Hence, we can 
bypass a considerable amount of computation involved 
in the generation of the CBFs by taking advantage of 
this feature. We can also use the localization approach 
to generate the CBFs for the edge and corner regions, 
and can reduce the computation time for these CBFs 
again by avoiding the duplicate calculations. 

 Once the CBFs have been constructed, we can 
synthesize the aperture field of the array via 
superposition, as shown in Fig. 5.  

Assuming that the array is mounted in a metallic frame, 
we can assume that the fields external to the array 
vanish in the plane of the array. We can then perform a 
near-to-far-field transformation to compute the pattern 
of the array. If we make the further assumption that the 

 
Fig. 2. Distribution of the co-polar component of the 

electric field in the opening of the 21 × 21 
rectangular waveguides. 
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Fig. 3. Distribution of the co-polar component of the 

electric field in the opening of the 9 × 9 
rectangular waveguides when only the center 
element is excited. 
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Fig. 4. Distribution of the co-polar component of the 
electric field in the opening of the 9 × 9 
rectangular waveguides when only the next to 
the center element is excited. 
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Fig. 5. Distribution of the co-polar component of the 

electric field in the opening of the 21 × 21 
rectangular waveguides reconstructed after 
proper shift and superposition. 

 
behavior of the aperture fields remains relatively 
unchanged when we move the source from one 
waveguide to another, even when we are close to edge, 
or a corner, we can construct the aperture field by 
simply shifting, superposing and, finally, truncating the 
synthesized aperture fields to within the interior of the 
metallic frame. The above procedure can be 
implemented equally well in the spectral domain by 
superposition of the spectral transforms of CBFs. 
However, at the end, it becomes necessary to perform a 
convolution of the resultant with a window function, 
which is equivalent to truncating the fields in the 
region external to the array aperture in the spatial 
domain approach. We have found that the first 
approach (spatial domain) is simpler to implement than 
its counterpart in the spectral domain. 
 Next, we present in Figs. 6 and 7 the far-field 
patterns, for the E- and H-planes, respectively, derived 
by using the different techniques. We see that the effect 
of mutual coupling is insignificant in the H-plane and 
that the pattern multiplication, though approximate, 
yields results with reasonably good accuracy in this 
plane. This is consistent with the results shown in Figs. 
3 and 4, in which the coupling in the horizontal plane is 
seen to be weak. However, the pattern multiplication 
approach is no longer accurate in the E-plane, and the 
improvement in accuracy in the CBFM results over the 
pattern multiplication method is evident in this plane. 
 We now summarize the CBFM as applied to the 
large but finite array problems. We begin in this 
method with the modeling of a moderate-size array, 
which is only large enough to capture the mutual 
coupling effects associated with the excited element. 
Once we have derived this aperture field, we can 
generate the results for the larger sizes of the array by 
shifting, superposing and truncating the above aperture 
field. We mention, once again, that an extrapolation of 
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Fig. 6. E-plane far-field pattern of the 21 × 21 

waveguide array obtained by using different 
techniques. 
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Fig. 7. H-plane far-field pattern of the 21 × 21 

waveguide array obtained by using different 
techniques. 

 
the solution from a moderate to a large-size array only 
requires a trivial amount of additional computational 
effort and memory usage, and the accuracy of the 
results improves as well. These are unique and very 
desirable features of the CBFM, not readily found in 
other approaches. 
 

III. BEAM SCANNING CASE 

 We now go on to show in this section that the 
method, described above, can be used for beam 
scanning as well. The only modification needed is the 
addition of appropriate phase shift to the CBFs to 
account for the progressive phase shift introduced in 
the array elements to enable the array to scan. To 
illustrate the application of the CBFM to this case, we 
consider the example of a 9 x 9 array of waveguides 
and use the procedure for synthesizing the aperture 
field to obtain the results for a 21 x 21 array with 60 
degree progressive phase shift of the elements along 
the H-plane, which corresponds to an 11 degree scan. 
The aperture field synthesis is accomplished by 
simulating the 9 x 9 array when only the center region 
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is excited, followed by aperture translation, 
introduction of the phase progression, superposition, 
truncation, etc., and, finally, the near-to-far-field 
transformation. Figure 8 shows the comparison of the 
CBFM results with that obtained by using the direct 
simulation of array 21 x 21 by FDTD, in which the 
progressive “time delay” has been added in the 
excitation of the elements corresponding to the 60 
degree progressive phase at the frequency of interest.  
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Fig. 8. H-plane far-field pattern of 21 × 21 rectangular 

waveguides (H-plane 60 degree progressive 
phase). 

The difference between the direct solution and the 
CBFM result is evident in this case. A close 
examination of the source of the error reveals that it is 
the discretization in the time delays introduced in the 
FDTD excitation that is responsible for this error, and 
this leads us to conclude that we need to enforce the 
time delay more precisely in the direct method to 
obtain the results with the desired accuracy. To 
mitigate the phase error problem, we need to 
deliberately decrease the time step to a value smaller 
than that dictated by the Courant condition from 
stability considerations. We illustrate this fact by 
referring to Fig. 9, which shows the linear phase taper 
introduced in the FDTD simulation along the 21 
elements in the H-plane (Fig 9). Next, in Fig. 10, we 
plot the deviation from the ideal linear phase for two 
cases: (i) Courant-based time-step; (ii) one-half of 
Courant-based time-step. We observe that decreasing 
the time step has the effect of reducing the error in 
phase shift from 10 to 4 degrees, and the resulting 
improvement in the corresponding the patterns is 
evident from Fig. 11. Figure 12 shows that the phase 
shift error can be further reduced by choosing smaller 
time steps and, as expected, this helps reduce the 
deviation of the pattern from the expected exponential 
decrease of the side lobes (see Fig. 13).  
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Fig. 9. Linear phase taper introduced in the FDTD 

simulation. 
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Fig. 10. Reduction of the phase errors when the time 

step is shortened by a factor of two from that 
of the Courant condition. 
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Fig. 11. Change in the Pattern with the reduction in the 

time step. 
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Fig. 12. Further reduction of the phase error when the 

time step is 0.1 of Courant condition. 
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Fig. 13. Comparison between the patterns with time 

delay equal to 0.1 Courant condition and that 
obtained by using CBFM. 

 It is worthwhile mentioning here that it is not 
necessary to significantly reduce the time step--which 
leads to a long simulation time--if we are only 
interested in modeling the array single frequency at a 
time. This is because we can always find an adjusted 
time-step, which is not much smaller than the Courant-
based time-step, whose integral multiple equals the 
required time delay, and whose use essentially 
eliminates the phase errors. For instance, in the 
previous example, we can choose a time step that 
equals 0.9432 of the Courant time-step so its integral 
multiple is exactly equal to the time delay. The 
maximum error between the elements then reduces to 
levels below a few thousandth of a degree as shown in 
Fig. 14, and the pattern (see Fig. 15) is identical to that 
obtained by using a time-step equal to a tenth of the 
Courant-based time step. Note that, with this 
modification in the direct FDTD solution, we again 
obtain an excellent agreement (see Fig. 16) between it 
and the CBFM, albeit for a fixed frequency. (The time 
step has to be reset as the frequency is changed in order 
to maintain the accuracy of the direct solution). 
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Fig. 14. Phase error for the time step of 0.9432 of 

Courant condition. 
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Fig. 15. Comparison between the patterns with time 

steps equal to 0.9432 and 0.1 Courant 
condition. 
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Fig. 16. Comparison between the direct H-plane 

pattern employing 0.9432 Courant for the time 
step and that generated by CBFM. 

 On the basis of the above study, we conclude that 
one has to be careful while generating the direct 
solution during the process of validating the CBFM 
result to ensure that the former is sufficiently accurate. 
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Of course, we realize that the above phase error 
problem would not exist if we were to carry out the 
simulation in the frequency rather than in the time 
domain.  
 Earlier we had mentioned that the CBFM 
technique does not suffer from the phase error because 
the phase shifts are introduced directly and precisely in 
the aperture. However there is an exception to the 
above statement that we should bring to the attention of 
the reader. The phase error may also exist in the CBFM 
analysis, unless the time delay is adjusted to minimize 
or eliminate it, when we derive the aperture basis 
functions by exciting a cluster of elements in the array, 
rather than a single one. As detailed in the next section, 
this type of excitation is employed, for instance, when 
we are modeling composite arrays, comprising of 
phased array antennas covered with FSS radomes, 
whose periods are dissimilar. For this configuration, we 
excite a macro-unit cell of the antenna-radome 
composite to generate the basis functions, and we 
introduce a progressive time delay for the scan case 
within this macro-cell.  We reiterate that this error does 
not exist for the case of single element excitation and, 
more importantly, when we extend the results from a 
moderate array to a larger one using the CBFM, since it 
carries out the phase shifting artificially, independent 
of the FDTD simulation. 
 

IV. COMPOSITE ARRAYS 

 For the last example, we apply the CBFM to a 
composite array structure, comprised of phased array 
antenna covered by an FSS radome, depicted 
symbolically in Fig. 17. It shows a waveguide array 
covered by a loop-type FSS radome, and we note that 
the periodicities of the two are not the same.  

Macro unit cell: 3x3 Rect.WG 
subarray and a 2x2 FSS structure

Top viewTop view  
Fig. 17. Illustration of the 3 x 3 array of waveguide-

with-FSS macrocell. 

To tackle this problem using the CBFM, we define a 
macro-unit containing 3 x 3 waveguide array, covered 
by the 2 x 2 loop array. To implement the CBFM for 
this problem, we again simulate a moderate-size array 
of 3 x 3 macro-unit cells, and then use the result of this 
simulation to synthesize the aperture distribution of a 
larger array comprising of 441 waveguides. In the 

simulation of the 3 x 3 macro-unit cells we have to 
excite the waveguides of the center macro-unit cell in 
the progressive time delay in order to scan 11 degrees 
along the H-plane. As explained in the previous 
section, to achieve the required accuracy we need to 
adjust the time step such that an integral multiple of 
this step exactly equals the required time delay for the 
corresponding beam scan at the frequency of interest. 
Once again, to validate the CBFM result, we carry out 
a direct simulation of the entire array using a parallel 
FDTD code running on a cluster of computers. Similar 
to the previous example, we adjust the time step for the 
required time delay. The comparison between the two 
results, shown in Fig. 18, demonstrates that the CBFM 
results are quite accurate. We reiterate, once again, the 
fact that the extension to larger arrays merely requires a 
post-processing of the data obtained previously, and 
does not require additional simulation that can be time-
consuming. Fig. 19 verifies the above statement and 
shows that the patterns obtained by CBFM and direct 
simulation for a 3969 waveguide array are in good 
agreement with each other. It goes without saying that 
direct simulation is very expensive to obtain for this 
large problem, as it requires sizable computational 
resources in terms of CPU time and memory. On the 
other hand, the CBFM can handle arbitrarily large 
arrays with little difficulty, and with only a slight 
increase in the computational burden.  
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Fig. 18. H-plane far field pattern of 7 x 7 array of 

waveguide-with-FSS macrocell (441 
waveguide elements). 

 
We close this section with one final comment on the 
slight differences between the direct and CBFM results 
for wide angles that are present in the pattern plots 
appearing in both Figs. 18 and 19. Our experience 
shows that, for large problems being simulated directly, 
it becomes necessary to extend the size of the 
computational domain in the vertical direction in order 
to reduce the spurious reflections from the top surface 
of the perfectly matched layer (PML) boundary that 
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Fig. 19. H-plane far field pattern of 21 x 21 array of 

waveguide-with-FSS macrocell (3969 
waveguide elements). 

introduce errors at wide scan angles. Obviously, 
moving the PML boundary further away increases the 
problem size even more in the direct simulation case, 
and often renders the problem unmanageable. 
However, we note that the levels of these spurious 
reflections from the PML boundaries are much lower 
in the CBFM, since the simulation is carried out for a 
much smaller geometry than in the direct simulation. In 
fact, we have found that, for large problems, the CBFM 
results can be more accurate than the direct solution, 
especially at wide angles. 
 

V. CONCLUSION 

 In this paper we have presented a novel approach, 
based on the Characteristic Basis Function Method 
(CBFM), for solving large phased array problems that 
may be covered with an FSS radome. A key feature of 
the method is that it builds on the solution of a 
moderate-size problem, which is manageable in terms 
of CPU memory and time, to construct the solution of a 
much larger problem, with little extra computational 
effort. Numerous representative examples have been 
included in the paper to validate the proposed 
approach, both for phased arrays and array-radome 
composites. Although not discussed in this paper, the 
CBFM has been useful for solving large-body 
scattering problems as well, including radar targets and 
antennas mounted on complex platforms.  
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Abstract — This paper proposes a new computationally 
efficient algorithm for direction-of-arrival (DOA) 
estimation in a multipath environment using a uniform 
linear array (ULA) of equispaced sensors. The paper 
starts by presenting a comprehensive overview of the 
classical MUSIC algorithm used for DOA estimation of 
uncorrelated signals. The effect of different factors 
related to the signal environment as well as the sensor 
array is investigated. The concept of spatial smoothing 
required in the case of correlated signals encountered in 
multipath propagation environments is then discussed. 
This then leads to the development of a new 
computationally efficient DOA estimation algorithm 
that is proposed for a multipath environment with 
unknown correlated signals. The algorithm comprises 
two stages: a first stage for discriminating uncorrelated 
signals, and a second stage for resolving the directions 
of arrival of correlated signals using covariance 
differencing and iterative spatial smoothing. Simulation 
results show that the proposed algorithm operates at a 
much lower computational cost compared to standard 
methods. The proposed algorithm also offers a 
hardware saving by reducing the number of sensors 
required to detect a given number of signals. 

I. INTRODUCTION 

he area of signal processing using sensor arrays 
to estimate the directions of radio signals has 
drawn considerable interest in recent years. This 

is due to the opportunities that this area offers in 
satisfying the increasing demand of wireless 
communication networks for higher capacity, larger 
coverage areas, and lower interference effects. 
Direction-of-Arrival (DOA) estimation methods based 
on eigen value evaluation of the signal covariance 
matrix are known to have high-resolution capabilities 
and yield accurate estimates [1]. The MUltiple SIgnal 
Classification (MUSIC) algorithm, proposed by 
Schmidt [2, 3], is an example of these methods that 
gained most of the research interest since it uses an 

accurate data model with a sensor array of arbitrary 
form. Section II of this paper highlights the concept of 
adaptive antenna arrays, or what is known as smart 
antennas, and the benefits that they offer for wireless 
communication systems. Section III demonstrates the 
sensor array geometry and the signal model used to 
develop the DOA estimation algorithm. Detection of 
radio signals incident on a uniform linear array (ULA) 
of equi-spaced sensors using the MUSIC algorithm is 
illustrated in Section IV. This section also provides a 
performance evaluation of MUSIC by studying the 
effect of changing parameters related to the signal 
environment, as well as the sensor array. Section V 
explains the concept of using spatial smoothing for the 
detection of correlated signals encountered in practical 
multipath propagation environments. Performance 
evaluation of classical spatial smoothing methods is 
also presented. Finally, Section VI proposes a new 
technique for DOA estimation in a multipath 
environment based on covariance differencing and 
iterative spatial smoothing. It is shown that the 
proposed technique offers noticeable advantages 
including lower computational time and reduced array 
size. 

II. ADAPTIVE ANTENNA ARRAYS: 
CONCEPT AND BENEFITS 

A block diagram of a typical adaptive (or smart) 
antenna array system is illustrated in Fig. 1. The system 
consists of an array of fixed set of elements (or sensors) 
that are connected to a signal processing unit. This unit 
contains Direction Finding (DF), or what is known as 
Direction of Arrival (DOA) estimation, algorithms to 
estimate the directions of the signals coming from the 
mobile users. The signal processing unit then adjusts 
the weights of a beamforming network in order to 
maximize the array output towards intended users and 
minimize it towards interferers [4]. This paper focuses 
on the DOA part of the system. 
 

T 
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Fig. 1. Block diagram of an adaptive antenna array 
system. 
 
The use of adaptive antenna arrays in mobile 
communication networks brings a number of benefits as 
summarized in what follows. 

A. Extended Coverage 
The range extension factor (REF) that an N-element 
adaptive antenna array offers is given by [5]: 

α
1

REF N
r
r

conv

array == ,  (1) 

where α is an exponent modeling the path loss, and rconv 
and rarray are the ranges covered by the conventional 
antenna (with single element) and the antenna array, 
respectively. The extended area coverage factor (ECF) 
that an adaptive antenna array provides is then 
calculated as [5]: 

2

ECF 









=

conv

array

r
r

.   (2) 

The inverse of the ECF represents the reduction factor 
in the number of base stations required to cover the 
same area that is covered by a single antenna. Fig. 2 
demonstrates the improvement gained in coverage area 
when deploying adaptive antenna arrays in the base 
stations for different path loss values. It can be seen 
from Fig. 2 that the coverage area can be almost 
doubled, compared with conventional single antenna 
base stations, if an antenna array of six elements is used 
with α=5, or an antenna array of three elements is used 
with α=3. More examples that demonstrate the 
improvement in the coverage range of wireless systems 
can be found in [6–8]. 
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Fig. 2. Improvement of coverage range using adaptive 
antenna arrays. 

 
 

B. Reduced Transmission Power 
The array gain G that is achieved by an N-element 
adaptive antenna array is expressed as [5]: 

NG 10log 10= .   (3) 

This gain leads to a reduction in the transmission power 
of the base station. If the required base station reception 
sensitivity is kept the same, then the power requirement 
of the base station with N-element array is reduced to 
N–1 and, correspondingly, the required output power of 
the power amplifier of the base station can be reduced 
to N–2 [5]. Fig. 3 illustrates the reduction in the 
transmission power of the base station as the number of 
elements of the antenna array is increased. 
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Fig. 3. Reduction in transmission power at the base 
station using adaptive antenna arrays. 

 

C. Improved Signal Quality 
The additional gain offered by adaptive antenna arrays 
leads to better output SINR (signal to interference ratio). 
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For an antenna array of N elements with a number of 
interferers smaller than N–1, the output SINR in a single 
propagation environment (i.e., without multipath 
fading) can be evaluated as [9]: 
 

(dB)log10(dB) 10 inout SNRNSINR += , (4) 

where SNRin represents the input SNR in dB. Fig. 4 
shows the improvement in the output SINR value for 
different values of SNRin using antenna arrays of 
different sizes. It is clearly seen from Fig. 4 that higher 
SINRout is achieved as more elements are used in the 
sensor array. 
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Fig. 4. Improvement of output SINR using adaptive 
antenna arrays. 

D. Improved System Capacity 
Mitigating the effect of interference is another major 
capability of adaptive antenna arrays. With 
conventional antennas, a small portion of the 
transmitted power is actually received by the intended 
users while most of the transmitted power is considered 
to be a source of interference for other users. The 
radiation pattern of an antenna array is determined by 
positions of the array elements as well as the amplitude 
and phase of their feeding currents [10]. By adjusting 
these parameters, the radiation pattern of the antenna 
array can be optimized such that the main beams are 
formulated at the directions of the intended users and 
null-patterns are placed at the directions of the 
interferers. Reducing the effect of interference in GSM 
networks, as an example, allows the reduction of the 
frequency reuse patterns and this, consequently, leads 
to an increase in the system capacity. Examples that 
demonstrate the capacity improvement gained by using 
adaptive antenna arrays can be found in [11–13]. 

E. Introduction of New Services 
Due to the high signal quality and increased system 
capacity offered by adaptive antenna arrays, a wide 
range of applications can be introduced to 3G and 

future 4G wireless networks including location-based 
services. When using adaptive antenna arrays, the 
network will have access to spatial information of 
users. This information can be used to estimate the 
positions of users much more accurately compared to 
the methods used in existing networks. Positioning can 
be used in services such as emergency calls and 
location specific billing [14]. 

III. PROBLEM FORMULATION 

A. Sensor Array Geometry 
An antenna array consists of a set of elements (or 
sensors) that are spatially distributed at known locations 
with reference to a common fixed point [15]. The array 
sensors can be fashioned into different geometries such 
as linear, circular, semi-circular and planer arrays. In 
this paper, the case of a linear sensor array is 
considered where the centres of the sensors are aligned 
along the same axis. If the linear array sensors are 
spaced at equal distances, then the array is known as a 
uniform (or equispaced) linear array (ULA), which is 
the type considered in this paper. 

B. Array Signal Model 
Fig. 5 demonstrates an equispaced linear array of N 
omni-directional sensors, with spacing d, used to 
receive M narrowband signals sm(t) incident with 
azimuth angles of arrival θm, Mm ≤≤1 . The N-
dimensional received data vector u at time t is given by: 

)()()()()()()(
1

ttθttst
M

m
mm nsAnau +=+= ∑

=

θ ,      (5) 

where n is a noise vector modeled as temporally white 
and zero-mean complex Gaussian process, and a(θm) is 
the array response (or steering) vector, corresponding to 
the DOA of the mth signal, and is defined as: 

[ ]TφNφφ
m

mmm
 1)-j(-j2-j- e    e    e    1)( =θa , (6) 

where T is the transpose operator, and ϕ represents the 
electrical phase shift from element to element along the 
sensor array [16], and is expressed as: 

)sin(  2 mm λ
dφ θπ 





= ,  (7) 

where λ is the wavelength of the incident signals. The 
combination of all possible steering vectors forms the 
array manifold matrix A. 
As seen from equation (5), the intersection of the source 
waveforms (i.e., signals) with one or more of the 
steering vectors of matrix A builds up the signal model.  
The array manifold can be a multi-dimensional matrix 
if other signal characteristics such as the elevation angle 
of incidence and the signals distance from the sensor 
array are considered. However, for simplicity, this 
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Fig. 5. Equispaced linear array of N sensors. 
 
paper considers the case of one-dimensional array 
manifold (i.e., a function of the azimuth angle of 
incidence only). 
 
Physical array calibration is very important to adjust the 
array response to the incident signals. Inaccuracies in 
the array response (or steering) vectors lead to a 
decrease in the accuracy of the DOA estimation process 
[17]. A basic form of array calibration is carried out 
such that the array manifold is measured by rotating the 
antenna array relative to a fixed signal source under 
controlled multipath conditions. 

IV. DETECTION OF UNCORRELATED 
SIGNALS: THE MUSIC ALGORITHM 

A. Theory 
The MUltiple SIgnal Classification (MUSIC) algorithm 
was first introduced by Schmidt [2, 3]. The algorithm 
starts by applying temporal averaging over K snapshots 
(or samples) taken from the signals incident on the 
sensor array. This averaging process leads to forming a 
spatial correlation (or covariance) matrix R defined as: 

∑
=

=
K

t

Htt
K 1

)( )(1 uuR ,  (8) 

where H denotes the Hermitian operator. Substituting 
u(t) from (5) into (8) results in: 

HHH tttt
K

K

t
)( )()()( )()(1

1
nnAssAR += ∑

=

θθ , (9) 

IARAR 2  nss
H σ+= ,  (10) 

where ssR is the signal covariance matrix, 2
nσ  is the 

noise variance and I is an identity matrix of size N×N. 
Since matrix A contains the linearly-independent 
steering vectors, and the signal covariance matrix ssR  
is non-singular as long as the incident signals are 
uncorrelated, then this implies that N–M of the eigen 
values of the covariance matrix R are equal to 2

nσ . The 

eigen values of matrix R are the values { }Nγγγ   ...    21  
such that: 

0   =IR i-γ .                         (11) 

The basic idea behind the MUSIC algorithm is that the 
eigen vectors corresponding to the smallest N–M eigen 
values form the noise subspace, and are also orthogonal 
to the steering vectors that make up matrix A. The 
eigen vector associated with a particular eigen value iγ  
is the vector iq that satisfies the following equation: 

                  0   )  ( =− ii qIR γ .  (12) 

Therefore, by exploiting the orthogonality between the 
steering vectors making matrix A and the noise 
subspace, the MUSIC angular or spatial spectrum is 
defined as: 

)()(
1)(

nn θθ
θ

aVVa HHP = ,     (13) 

where nV  is the matrix of eigen vectors corresponding 
to the noise subspace of matrix R. Orthogonality 
between a and nV  will minimize the denominator and 
hence will give rise to peaks in the MUSIC spectrum. 
Those peaks correspond to the directions of arrival of 
the signals impinging on the sensor array. The standard 
MUSIC algorithm has a high computational load and 
storage requirements due to the exhaustive search 
through all possible steering vectors to estimate the 
direction of arrivals. Thus, other versions of MUSIC as 
well as other DOA estimation algorithms have been 
introduced in [20–25] to reduce the computational load 
and storage requirements. 

B. Results and Discussion 
The effect of changing different parameters on the 
performance of MUSIC is investigated in this section of 
the paper. Some of these parameters are related to the 
size of the sensor array in terms of the number of 
sensors forming the array and the physical separation 
between them. Other parameters are related to the 
signal environment. These parameters include the 
number of incident signals, their angular separation, 
number of samples taken as well as the SNR (signal to 
noise ratio). 
B.1. Sensor Array Parameters 
The performance of MUSIC improves as more 
elements are used in the sensor array especially in the 
case of closely spaced incident signals. This is 
demonstrated in Fig. 6 which shows the improvement 
when the number of elements of a sensor array, used to 
detect 2 signals incident at angles +10o and –10o, is 
increased from N=3 to N=6 elements. This 
improvement is seen in the form of sharper spectral 
peaks at the directions of the detected signals. 
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(a) N=3 
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(b) N=6 

 
Fig. 6. Effect of increasing the number of elements of 
the sensor array on the MUSIC spectrum (d=0.5λ, 
SNR=10 dB and K=100). 
 
The effect of changing the spacing between the 
elements of the sensor array was also investigated for a 
sensor array of two elements used to detect one signal 
incident at an angle θ=80o. It was observed that MUSIC 
is capable of detecting an incident signal successfully, 
without generating unwanted peaks in the angular 
spectrum, as long as the element spacing does not 
exceed 0.5λ, as evident from Fig. 7(a). However, using 
larger values for the element spacing results in 
unwanted peaks appearing in the MUSIC spectrums, as 
evident from Fig. 7(b). A further study of the reason 
behind this degradation in performance is presented in 
[26]. Since most of the DOA estimation algorithms 
ignore the effect of mutual coupling between the 
elements of the sensor array, an element spacing of 
0.5λ is recommended. It is to be noted that the 
existence of mutual coupling [27–30] has to be taken 
into consideration when designing the physical antenna 
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(b) d=0.6λ 

 
Fig. 7. Effect of increasing the spacing of elements of 
the sensor array on the MUSIC spectrum (SNR=10 dB 
and K=100). 

 
array elements with spacing less than 0.5λ. 

 
B.2. Signal Environment Parameters 
Experimental results show that the performance of 
MUSIC degrades as more signals are incident on the 
sensor array. This is illustrated in Fig. 8 which shows 
the degradation of the MUSIC spectral peaks as the 
number of signals incident on a six-element sensor 
array increases from M=2 to M=5. To overcome this, 
the number of elements of the sensor array must be 
increased [18, 19]. 
 
The spatial correlation between the incident signals, in 
terms of their angular separation, was also investigated. 
It was found that MUSIC produces sharper peaks, with 
a lower noise floor, as the angular separation between 
the incident signals increases. Fig. 9 demonstrates the 
improvement in the performance of MUSIC when the 
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angular separation between two signals incident on a 
sensor array of three elements is increased from 10o to 
60o. 

 

Moreover, it was found that the performance of MUSIC 
improves as more snapshots (or sapmples) are taken 
from the incident signals as illustrated in Fig. 10. 
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(a) Angles of arrival = +20o, and +30o 
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(b) Angles of arrival = –10o, 0o, +10o, +20o, and +30o 
 
Fig. 8. Effect of increasing the number of incident 
signals on the MUSIC spectrum (d=0.5 λ, SNR=20 dB 
and K=100). 
 
 
Finally, the effect of SNR has been investigated and 
results are depicted in Fig. 11. As one would expect, it 
is clear that sharper peaks are resolved at the directions 
of the incident signals as the value of the SNR is made 
larger. 
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__   angular separation = 60o 

---   angular separation = 10o 
 

Fig. 9. Effect of increasing the angular separation 
between the incident signals on the MUSIC spectrum 
(N=6, d=0.5λ, SNR=10 dB, and K=100). 
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(a) K=10 
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(b) K=100 

Fig. 10. Effect of increasing the number of snapshots 
taken from the incident signals on the MUSIC spectrum 
(d=0.5λ, SNR=10 dB, N=5, and M=3). 
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__   SNR = 20 dB, ---   SNR = 10 dB 

Fig. 11. Effect of increasing the SNR value on the 
MUSIC spectrum (d=0.5λ, K=100, N=3, and M=2). 

V. DETECTION OF CORRELATED SIGNALS: 
SPATIAL SMOOTHING 

As mentioned in Section IV, the signal covariance (or 
correlation) matrix ssR  is a full-rank matrix (i.e., non-
singular) as long as the incident signals on the sensor 
array are uncorrelated, which is the key to the MUSIC 
eigen values decomposition. However, if the incident 
signals become highly correlated, which is a realistic 
assumption in practical radio environments, matrix ssR  
will lose its non-singularity property and, consequently, 
the performance of MUSIC will degrade severely [31]. 
A technique known as Spatial Smoothing (SS) [32, 33] 
can be used to remove the correlation between the 
incident signals by dividing the antenna array into 
subarrays as described in what follows. 

A. Forward Spatial Smoothing (FSS) 
The basic idea of this method is to decorrelate the 
incident signals by dividing the sensor array into 
overlapping smaller subarrays and introducing phase 
shifts between them [34]. Fig. 12 demonstrates the FSS 
method when used to partition an N=6 elements sensor 
array into L=4 overlapping subarrays, each of size p=3 
elements. 
 
 

subarray 1 

  subarray 2 

  subarray 3 

  
subarray 4 

  

sensor array  
of 6 elements

 

 
Fig. 12. FSS applied to a six-element sensor array. 

The vector of the received signals at the kth forward 
subarray is expressed as: 

)()()( )1( ttt k
kF

k nsD Au += − ,    (14) 

where (k–1) denotes the kth power of the diagonal 
matrix D given by: 













=
Mθθ sin  2j-sin  2j-

e  ,  ...  , e  diag
1 λ

π
λ
π

D .  (15) 

The spatial correlation matrix R of the sensor array is 
then defined as the sample mean of the covariance 
matrices of the forward subarrays:  

∑
−

=

=
1

0

   1 L

k

F
kL

RR .   (16) 

It is to be noted that the division of the sensor array into 
forward subarrays must satisfy the following conditions 
[19]: 

MpNML ≥+−⇒≥ 1    ,      (17) 
MpN >> .         (18) 

It can be clearly seen from (18) that pmin=Mmax+1. By 
substituting this in (17), the maximum number of 
correlated signals that can be detected by FSS becomes 
N/2 compared to N–1 uncorrelated signals that can be 
detected by conventional MUSIC. 

B. Forward/Backward Spatial Smoothing (FBSS) 
It has been proven that it is possible to increase the 
number of detected correlated signals to 2N/3 by using 
a set of forward and conjugate backward subarrays 
simultaneously [35]. Fig. 13 illustrates the FBSS 
method when used to partition an N=6 elements sensor 
array into L=4 overlapping forward subarrays and L=4 
overlapping backward subarrays, each of size p=3 
elements. In this method, the vector of the received 
signals at the kth backward subarray is expressed as: 

)()]([)( )1()1( ttcongt k
NkB

k nsDD Au += −− . (19) 

The spatial correlation matrix R of the sensor array is 
then given by: 

2

BF RRR +
= .    (20) 

where RF is the average covariance matrix of the 
forward subarrays vectors uF given by (14) and RB is 
the average covariance matrix of the backward 
subarrays vectors uB given by (19). 

C. Results and Discussion 
First, the need for using spatial smoothing techniques 
for the detection of correlated signals is demonstrated. 
A simple case of two correlated signals which are 
incident at angles θ= –30o and –60o on an N=5 element 
 

sensor array  
of 6 elements 
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sensor array of 6 elements

 
forward subarray 1 

 forward subarray 2 

 forward subarray 3
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backward subarray 1 

  

 

backward subarray 3 

 

backward subarray 4 

 

Forward Smoothing 

 

Backward Smoothing 

 
backward subarray 2

 

 
Fig. 13. FBSS applied to a six-element sensor array. 
 
sensor array is considered. Fig. 14 shows that 
conventional MUSIC fails to detect the two correlated 
signals as evident from the absence of spectral peaks at 
the incident angles. These spectral peaks are clearly 
resolved when FSS-MUSIC is employed with p=3. 
 
Although spatial smoothing techniques can be used to 
detect correlated signals, the existence of correlation 
reduces the number of signals that can be detected by 
the N-elements linear array. As mentioned previously, 
conventional MUSIC can successfully detect up to N–1 
uncorrelated signals while FSS-MUSIC allows the 
detection of only up to N/2 correlated signals, and 
FBSS-MUSIC can detect up to 2N/3 correlated signals. 
Fig. 15 compares the performance of the two spatial 
smoothing techniques for detecting M=6 correlated 
signals incident on a linear sensor array comprised of 
N=9 elements. It can be clearly seen that FSS-MUSIC 
fails in such a case due to the fact that the number of 
incident signals is greater than N/2. However, FBSS-
MUSIC is able to detect all the incident signals due to 
the fact that the number of incident signals does not 
exceed 2N/3. 
 
Moreover, conditions (17) and (18) discussed 
previously highlight the constraints on the size p and 
number of subarrays L that should be used in order to 
ensure successful detection of correlated signals. Fig. 
16 demonstrates the failure of FSS-MUSIC in detecting 
M=3 correlated signals by an antenna array of N=6 
elements if the main antenna array is divided into L=2 
overlapping subarrays of p=5 elements each. This is 
simply due to the fact that the number of subarrays L is 
less than the number of correlated signals M, which 
violates condition (17). Fig. 16 also demonstrates the 
success of the same smoothing technique if the main 
antenna array is divided into L=3 overlapping subarrays 
of p=4 elements each. Obviously, spatial smoothing 
works in this case since condition (17) is now satisfied. 
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Fig. 14. DOA estimation using conventional MUSIC 
and FSS-MUSIC (K=100 and SNR=20 dB). 
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Fig. 15. DOA estimation using FSS-MUSIC and FBSS-
MUSIC (θ = –60o, –30o, –20o, 0o, +20o, +60o, and p=7). 
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Fig. 16. Performance of FSS-MUSIC for different 
values of p and L (θ = –20o, 0o, and +40o, K=100, 
SNR=10 dB). 
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The size p and hence the number of the subarrays L are 
the key parameters which determine the computational 
complexity of spatial smoothing techniques. The 
acceptable values of these two parameters are 
determined by the number of correlated signals to be 
detected. Fig. 17 demonstrates the computational 
complexity of conventional MUSIC compared to FSS-
MUSIC and FBSS-MUSIC when detecting two signals 
incident on a sensor of N=20 elements. If the two 
incident signals are uncorrelated, then conventional 
MUSIC can be used and there is no need to divide the 
sensor array into overlapping subarrays. However, if 
the two incident signals become correlated, then spatial 
smoothing techniques must be used. Fig. 17 shows that 
dividing the sensor array into larger subarrays reduces 
the number of subarrays to be processed and hence 
reduces the computational time. It is also obvious from 
Fig. 17 that FBSS-MUSIC requires more computational 
time compared to FSS-MUSIC due to the fact that the 
smoothing process is carried out in two directions 
instead of one direction only. Finally, it is to be noted 
from Fig. 17 that the difference in computational time 
between the two smoothing techniques reduces when 
fewer subarrays (i.e., smaller L) are processed. 
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Fig. 17. Computational time of conventional MUSIC 
and spatial smoothing techniques (K=500, SNR=20 dB). 

 

VI. DOA ESTIMATION IN A MULTIPATH 
ENVIRONMENT 

A. Standard Methods 
The question that may arise now is: “what is the 
maximum number of signals that can be detected if 
some of the incident signals are correlated while others 
are not?”. In this case, conventional MUSIC cannot be 
used as it fails for detecting even two correlated signals 
regardless of the number of elements of the sensor 
array. Hence, spatial smoothing techniques must be 
used with a minimum number of array sensors equal to 

N=2Mc+Mu in the case of FSS-MUSIC [19]. Here, Mc is 
the number of correlated signals and Mu is the number 
of uncorrelated signals. In the case of FBSS-MUSIC, 
the minimum number of array sensors becomes 
N=(3Mc/2)+Mu [19]. In both cases, spatial smoothing 
should be carried out with respect to L= Mc subarrays, 
with p= Mc+1 elements in each subarray. Fig. 18 
illustrates the performance of both, conventional 
MUSIC and FSS-MUSIC for detecting Mc=2 correlated 
signals incident at angles –20o and +20o, and Mu=4 
uncorrelated signals incident at angles –60o, –40o, +40o, 
and +60o on a sensor array of N=8 elements. It can be 
clearly seen from Fig. 18(a) that conventional MUSIC 
detects only the four uncorrelated signals, whereas in 
Fig. 18(b) all six signals have been detected using FSS-
MUSIC. 
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(a) MUSIC detects correlated signals only 
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(b) FSS-MUSIC detects correlated and uncorrelated 
signals 

 
Fig. 18. DOA estimation using conventional MUSIC 
and FSS-MUSIC in a multipath environment. 
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B. Proposed Method: Covariance Differencing and 
Iterative Spatial Smoothing 

As highlighted in Section V, the performance of 
MUSIC shows severe degradation when trying  to 
detect highly correlated signals as encountered in 
multipath propagation environments. To overcome this, 
spatial smoothing must be used in conjunction with 
MUSIC. However, the spatial smoothing process adds 
computational load to the DOA estimation process as 
well as reducing the number of signals that can be 
detected by the sensor array. In this subsection, a 
computationally efficient high-resolution algorithm, 
which is based on covariance differencing and iterative 
spatial smoothing, is proposed. Unlike standard 
MUSIC, which estimates the DOAs simultaneously, the 
proposed algorithm estimates them sequentially, in two 
stages, yet at a much lower computational cost. Fig. 19 
shows a flowchart of the proposed method. It comprises 
two stages through which the uncorrelated and 
correlated signals are separated and processed 
independently. 
 
 

Form the covariance matrix R 
for all the incident signals 

Evaluate the MUSIC power 
spectrum for R 

Form Ru from the signals  
detected by the MUSIC algorithm 

Calculate Rc by subtracting Ru  
from R (Covariance differencing) 

Perform Spatial Smoothing 

More signals  
were detected? 

N=N+1 

No 

Yes 

First stage 
(Detection of 
uncorrelated 

signals) 

Second stage 
(Detection of 

correlated  
signals) 

Start 

Set N=3, p=2 

End 
 

 
Fig. 19. Flowchart of the proposed algorithm. 
 
In the first stage, standard MUSIC is applied to the 
overall signal covariance matrix R of all the incident 
signals. The DOAs that are resolved in this stage, if 
any, are used to form a new covariance matrix Ru, 

corresponding to the uncorrelated signals only. In the 
second stage, a new covariance matrix Rc, containing 
information on the correlated signals only is formed by 
covariance differencing of R and Ru. Thus: 

uc RRR −= .             (21) 

Spatial smoothing is then performed iteratively with 
respect to the new covariance matrix Rc. In the first 
iteration of applying spatial smoothing, a sensor array 
of N=3 elements divided into L=2 overlapping 
subarrays each of size p=2 elements is used. This 
arrangement is capable of detecting two correlated 
signals only. If no peaks appear in the MUSIC angular 
spectrum, then this indicates that there are more 
correlated signals embedded in the spectrum of Rc and 
that the number of elements used in the sensor array 
was not sufficient to detect them all. Hence, in the 
second iteration, the number of elements is increased to 
N=4 so that the sensor array may be divided into L=3 
overlapping subarrays each of size p=2 elements 
capable of detecting three correlated signals. The 
iteration process continues until the peaks 
corresponding to the DOAs for the correlated signals 
appear in the MUSIC angular spectrum. 
 
The lower computational cost of the proposed method 
compared to the standard DOA estimation method is 
due to the fact that spatial smoothing is applied 
iteratively utilizing smaller sensor arrays and fewer 
overlapping subarrays. As already mentioned, the 
standard method with FSS requires the use of 

uc2 MMN +=  sensors to successfully detect all 
incident signals, whereas the proposed method with 
iterative FSS uses only c2MN =  sensors when 

uc MM > , and 1uc ++= MMN  sensors when 

cu MM ≥ . Similarly, the standard method with FBSS 
requires the use of uc23 MMN +=  sensors to 
successfully detect all incident signals, whereas the 
proposed method with iterative FBSS uses 
only 1uc ++= MMN  sensors for any combination of 
correlated and uncorrelated signals. Therefore, it can be 
concluded that the proposed method also offers a 
hardware saving by reducing the size of the sensor 
array required to detect a given number of correlated 
and uncorrelated signals. 

C. Results and Discussion 
The simulation results shown in this part of the paper 
are taken for the case of a linear array of sensors 
equispaced at half the carrier wavelength. Simulations 
were carried out using an SNR value of 20 dB with 
K=200 snapshots taken from the incident signals. Fig. 
20 shows the MUSIC spectrum obtained using the 
proposed method. The solid line shows that two 
uncorrelated signals at angles θ=0o and θ=+60o were 
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successfully detected using the first stage of the 
proposed method. The dotted line shows the spectrum 
corresponding to covariance differencing which yields 
the covariance matrix of the correlated signals, Rc. The 
dashed line shows that after applying iterative spatial 
smoothing on Rc, two correlated signals at θ= –30o and 
θ=+30o have been successfully detected. 
 
Fig. 21 compares the computational time of the 
standard and proposed methods with FSS as the number 
of correlated signals Mc is varied. It can be seen that the 
proposed method is highly efficient as it offers a saving 
of up to 75% in computational time, when compared 
with the standard method. Similarly, Fig. 22 shows this 
saving if the proposed method is used with iterative 
FBSS compared to the standard method. A saving of up 
to 77% in computational time can be seen for this 
particular example. 
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Fig. 20. MUSIC spectrum with two uncorrelated signals 
at 0oand +60o, and two correlated signals at –30o and 
+30o. 
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Fig. 21. Computational time of the standard and 
proposed methods using FSS as the number of 
correlated signals Mc increases (N=30, K=200, Mu=2). 
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Fig. 22. Computational time of the standard and 
proposed methods using FBSS as the number of 
correlated signals Mc increases (N=30, K=200, Mu=2). 

 
Besides the saving in computational time, the proposed 
method offers also hardware saving in the form of 
fewer elements in the sensor array, as shown in Table 1. 
 
Table 1. Comparison between the standard and 
proposed methods in terms of the number of sensor 
array elements required to detect correlated and 
uncorrelated signals. 
 

Number of signals Required Number of elements 

Proposed  Uncorr
elated 

Mu 

Correla
ted 
Mc 

Standard 
FSS-

MUSIC with  
FSS 

with 
FBSS 

3 2 7 6 6 
3 3 10 7 7 
3 4 11 8 8 
3 5 13 10 9 
3 6 15 12 10 
3 7 17 14 11 
4 2 8 7 7 
4 3 10 8 8 
4 4 12 9 9 
4 5 14 10 10 
4 6 16 12 11 
4 7 18 14 12 
5 2 9 8 8 
5 3 11 9 9 
5 4 13 10 10 
5 5 15 11 11 
5 6 17 12 12 
5 7 19 14 13 
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VII. CONCLUSIONS 

The performance of the MUSIC DOA estimation 
algorithm was investigated for a set of parameters 
related to the sensor array and signal environment. The 
performance of MUSIC was shown to improve by using 
more elements in the sensor array, more samples of the 
incident signals, as well as an increased SNR. 
Increasing the angular separation between the incident 
signals also leads to an improvement in the MUSIC 
power spectrum in the form of sharper peaks at the 
directions of the detected signals. Extensive simulations 
demonstrated that an element spacing of λ/2 results in 
optimum performance of the sensor array. 
 
The use of spatial smoothing to detect correlated signals 
was also demonstrated. A comparative study of the 
performance of two spatial smoothing methods has 
been carried out. These methods are based on dividing 
the sensor array into overlapping subarrays which are 
used to remove the correlation between the incident 
signals. Each subarray must consist of a number of 
elements that exceeds the number of correlated signals. 
It was found that the forward/backward spatial 
smoothing technique (FBSS) requires more 
computational time when compared to the forward 
spatial smoothing (FSS) technique due to the fact that 
the smoothing process is carried out in two opposite 
directions instead of one. It is to be noted that the 
existence of correlation reduces the number of 
correlated signals that can be detected by the N-
elements sensors array to N/2 in the case of FSS, and to 
2N/3 in the case of FBSS. 
 
A computationally efficient method for DOA 
estimation in a multipath environment has been 
proposed. This method is based on covariance 
differencing and iterative spatial smoothing. Simulation 
results demonstrated the savings offered in 
computational time and hardware in comparison with 
the standard method. This makes the proposed method 
more suitable for real-time DSP implementations. 
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Abstract - The near field coupling between two large 
alternating-phase fed single-layer waveguide arrays 
arranged side-by-side is analyzed by the Finite Element 
Method (FEM) (HFSS). First, the overall reflection as 
well as the radiation pattern from the array (320 slots and 
18.4 λ  x 14.9 λ ) is analyzed, and excellent agreement 
with measurements is observed. Next, the isolation 
between two arrays is computed, and remarkable 
polarization isolations of more than 80 dB are predicted. 
The isolation is verified by measurements. The influence 
of the relative arrangement of the arrays upon the 
isolation is discussed.  
 

I. INTRODUCTION 
 
Millimeter-wave applications [1] have been highlighted 
and intensively developed for high-speed and broadband 
communication due to their extensive frequency 
resources. To overcome serious attenuations due to rain, 
snow, etc., relatively short-range FWA (Fixed Wireless 
Access) systems in the 26GHz band are in commercial 
use in Japan [2] where extremely small size and low-cost 
wireless terminals have been realized. Single-layer 
slotted waveguide arrays [3] are one of the key 
components in this system since they have a high gain of 
about 32dBi, high efficiency of more than 70%, and 
mass producible structures. One difficulty, however, of 
this antenna is the relatively narrow bandwidth due to  its 
traveling wave operation. Polarization re-use is 
attractive and effective for mitigating this difficulty 
since linear polarized slot arrays have inherently high 
XPD and the polarization purity does not deteriorate 
greatly in short range propagation.  
This paper demonstrates the feasibility of a challenging 
system where frequency is fully re-used by the use of 
polarization isolation only [4]. An FWA system with this 
concept is presented in Figure 1. Figure 2 presents two 

center-feed single-layer slotted waveguide arrays with 
orthogonal polarization in exactly the same frequency 
band for transmission and reception. In order to 
completely reuse the frequency two times [5, 6], 
approximately 100dB of transmission-reception 
isolation is required. A preliminary scenario is to realize 
this isolation by the combination of an antenna isolation 
of 50dB and a cross-polarization compensating 
algorithm circuit of 50dB. The latter dispenses with the 
diplexer, and the use of Microwave Integrated Circuits 
realizes the miniaturization and economization of 
equipment. This paper assesses and verifies the isolation 
between two pairs of arrays in orthogonal polarization 
by simulation using Ansoft HFSSTM (High-Frequency 
Structure Simulator) and measurement.  
 
We prepared two center-feed single-layer waveguide 
arrays [7] which have boresight beams as shown in 
Figure 2. The arrays are arranged side-by-side in the 
same plane: one is for transmitting and the other is for 
receiving in the FWA system.  Isolation of about 80 dB 
is observed in both measurement and simulation. 
 

Base station A

Transmitting antenna

Receiving antenna

Vertical polarization

Horizontal polarization

Pr=-60dBm to -80dBm
Pinter=-80dBm to -100dBm

Base station B
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Input=0dBm

1km=-120dB、10km=-140dB 26GHz-band

Input=0dBm

free space loss

Required isolation level

Transmitting antenna

Receiving antenna

 
 
Figure 1. Dual polarization wireless system for 
two-times frequency reuse. 
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(a) Transmitting antenna          (b) Receiving antenna 
 
Figure 2. Orthogonally polarized slot arrays in 
side-by-side arrangement. 
 
 

II. CONFIGURATION AND SIMULATION 
MODEL FOR AN ARRAY 

 
Figure 3(a) shows the structure of a center-feed 
single-layer waveguide array. The unique structure of 
the alternating-phase fed array consists of two parts: a 
slotted plate and a base plate with corrugations screwed 
to each other, which dispenses with the need for perfect 
electrical contact. Slots are cut in the broad wall of the 
rectangular waveguide [8-10]. This structure has a 
cross-junction power divider [11-16] at the center of the 
array as shown in Figure 3(b) and has a stable boresight 
main beam. Heretofore, a beam tilting technique was 
used for suppression of reflection from the slot array at 
the antenna input [17]. This time, reflection canceling 
walls are introduced to suppress reflections from each 
radiating slot [18-20] as shown in Figure 3(c). In the 
FWA system, two center-feed single-layer waveguide 
arrays with the same structure are placed orthogonally as 
shown in Figure 2. Since the main beams of both 
antennas radiate in the same boresight direction, 
transmitting and receiving antennas can be installed in 
the same plane, and, hence, be unified. 
 
This structure has the manufacturing advantage that it 
can be dug from only one side of the slotted aperture. 
Figure 4 shows the simulated model of this antenna. The 
antenna size is 14.9 λ (176mm) x 18.4 λ  (218mm) at 
the design frequency 25.3GHz. We simulated this model 
using HFSS. The simulation computer’s specifications 
are given in Table 1, and the parameters used in the 
HFSS simulation are presented in Table 2. HFSS's 
adaptive mesh generation is used [21].  
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   (b) A multiple-way power divider consisting of series 

of cross-junctions.   
 

Reflection canceling unit with slot and wall.
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(c) Reflection canceling unit consisting of slot and wall. 
 
Figure 3. A center-feed alternating-phase fed 
single-layer waveguide array.  
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Figure 4. Full model of center–feed single layer 
waveguide array (10*32=320slots) for simulation. 
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Table 1. Personal computer specification. 
 

CPU Xeon 3.6GHz  
Memory 16GB  
HDD 500GB × 2  
OS Windows XP 64bit Edition 
HFSS Version 10  

 
Table 2. Parameters used in HFSS simulation. 

 

Model Figure 4 
Figure 9 

 h=0, d=0 
Figure 9

 h=1, d=0
Pass 
 Number 12 10 10
Tetrahedra 829154 1104685 1084560
Delta S 0.0024275  0.0070885  0.0088132 
Real Time 28h20m03s 37h23m31s 33h06m39s
Memory 14GB 14GB 14GB
Matrix 4953196 6541060 6421842

 
 
 
 
III. REFLECTION AND RADIATION PATTERNS 

OF AN ARRAY 
 
In order to evaluate and understand the slot coupling in 
the array, the analysis model of an external half space is 
discussed. In the design of the slots of the prototype 
array, a linear array model with an infinite ground plane, 
called “isolated waveguide model”, is considered and 
the mutual coupling effects between slots in adjacent 
radiating waveguides are neglected. The full structure 
simulation adopts the more realistic model as shown in 
Figure 5 (a) where the actual mutual coupling between 
slots in the adjacent waveguides via the half space is 
considered. The alternating-phase fed array is unique in 
that the adjacent waveguide is fed 180 degrees 
out-of-phase, and, if it is large enough, the external half 
space is well approximated by conducting metal walls 
that extend from the narrow walls as shown in Figure 5 
(b). Figure 6 shows the calculated and measured overall 
reflection characteristics of this antenna.  The 
measurements are predicted well by the simulation for  
model (a), though the array structure is very large and 
computationally heavy. As is expected from the  
principle of the design, the simulated result for model (b) 
with the metal walls also agrees with the measurements 
as well as the full model in (a). From the practical design 
point of view, the results suggest that the slot design for 
the reflection and the illumination control in a single 
radiating waveguide may be conducted by use of the 

linear array model with the conducting walls in (b) 
instead of the full array model in (a) [22]. In Figures 7 
and 8 are presented the radiation patterns. The calculated 
and measured radiation patterns are almost identical. 
 
0.5 Radiation boundary Metal wall

 
 

 (a) Free space                   (b) Metal wall   
 
Figure 5. Simplified design/analysis model of external 
half-space above the array aperture.  
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Figure 6. Overall reflection characteristics. 
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Figure 7. H-plane radiation pattern at 25.3GHz. 
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Figure 8. E-plane radiation pattern at 25.3GHz. 

 
IV. ISOLATION CHARACTERISTICS OF 

ORTHOGONALLY POLARIZED PAIR ARRAYS 
ARRANGED SIDE-BY-SIDE 

 
Two center-feed waveguide arrays are combined 
side-by-side as shown in Figure 2. This antenna has a 
gain of more than 30 dBi. Figure 9 shows the simulated 
model of this antenna. The antenna size is 18.4 λ  
(218mm) x 33.3 λ  (394mm) at the design frequency  
25.3GHz. We simulated this model using HFSS, and the 
parameters used in the HFSS simulation are presented in 
Table 2. Figure 10 shows the mesh on the slotted plate, 
and Figure 11 presents the calculated S-parameters. 
Isolation  (S21 and S12) between the ports of the two 
antennas is more than 80dB at 25.3GHz. This value is 
very promising for the dual polarization wireless 
systems proposed in Fig. 1. Figure 12 compares the 
measured data with the simulated data and the results 
support the above proposal.   
 
Next, the degradation of polarization isolation due to the 
offset in the arrangement in the pair is discussed. The 
second array is offset with the distance h as shown in 
Figure 9. The simulated and measured isolations for 
h=1 λ  is also included in Fig.12 and are in reasonable 
agreement with each other. The polarization isolation is 
about 60-70dB and is degraded by about 10-20 dB. 
 
The effects of arrangement are now discussed in more 
detail. We prepared two center-feed single-layer 
waveguide arrays which have the same structure. We 
measured the isolation for different values of distance d 
( = 0, 1, 2, 3 λ  ) and position h ( = 0, 1, 2, 3 λ ) as shown 
in Fig.13.  In Figure 14, the measured isolation results 
are summarized as functions of d and h.  The results 
indicate a serious degradation of isolation due to 
increasing h but an improvement in isolation due to  
increasing d. In order to confirm these general results 

qualitatively, we conducted a series of simulations. 
Figure 15 shows the full size arrays used in the 
simulation; isolation is evaluated for variety of distances 
d ( = 0, 1, 2, 3 λ ) and positions h ( = 0, 1, 2, 3 λ ). 
Figure 16 shows the results of isolation between two 
arrays at 25.3GHz. If the distance d is increased, the 
isolation improves, but, if the position h is increased, 
isolation degrades. Almost the same tendency as in 
Figure 14 is observed. This phenomenon can be 
summarized as follows. The residual cross polarization 
coupling between two arrays is effectively cancelled out 
at the receiving antenna output resulting in remarkably 
high isolation, due to the symmetrical structure and 
arrangement of the paired arrays.  
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Figure 9. Simulation model of orthogonally polarized 
pair arrays in symmetrical arrangement. 
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(a) Transmitting antenna   (b) Receiving antenna 
 
Figure 10. Mesh on the slotted plate (HFSS). 
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Figure 11. Simulation results of reflection and isolation 
characteristics between two center-feed waveguide 
arrays. 
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Figure 12. Measured results of reflection and isolation 
characteristics between two center-feed waveguide 
arrays. 
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(a) Transmitting antenna   (b) Receiving antenna 
 
Figure 13. Isolation between two trial manufactured 
antennas arranged with distance d and position h. 
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Figure 14. Position dependence of isolation at 25.3GHz 
(Measured). 
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Figure 15. Full array model for simulation of position 
dependence of isolation. 
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Figure 16. Position dependence of isolation between two  
arrays at 25.3GHz (Calculated). 
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V. CONCLUSION 
 
We discussed the coupling characteristics of two 
center-feed alternating-phase fed single-layer 
waveguide arrays. Large-size arrays were analyzed by 
using HFSS. The total size of the problem is 320 x 2 = 
640 slots and 37.3 λ x21,9 λ .Results of simulation and 
measurements exhibit good agreement. More than 80 dB 
of isolation is achieved by the symmetrical and tight 
arrangement. The symmetry of the arrangement as well 
as the structure is the key for high isolation. These 
results provide the basis for the application of slot arrays 
to dual polarization wireless systems. Also, the 
effectiveness of performance simulation of large scale 
arrays in terms of polarization isolation and reflection 
indicates a promising design tool in antenna engineering.  
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Abstract—Leaky-wave antennas are interesting 
apertures for a variety of applications due to their low 
profile and wide bandwidth. They are inherently traveling 
wave antennas, and hence are best suited for end-fire 
applications. A new type of leaky-wave antenna, the half-
width leaky-wave antenna (HWLW), has been recently 
investigated and found to have similar radiation 
properties as its full-width leaky-wave (FWLW) 
counterpart, but only requiring half the transverse 
dimension. In addition, the feeding mechanism for a 
HWLW antenna is considerably simplified compared to 
the FWLW antenna. This paper discusses arraying these 
antennas to provide both increased gain and scanning 
capability. It will be seen that arraying HWLW antennas 
is more complex than its narrowband counterpart, the 
patch antenna. 
 

Index Terms—microstrip, leaky-wave, transverse 
resonance, traveling wave antenna, wide bandwidth, 
array. 

I. INTRODUCTION 

ICROSTRIP leaky-wave antennas have both low 
profile and wide bandwidth features. The thickness 
of a microstrip leaky-wave antenna is no greater 

than that of the common patch antenna albeit with 
substantially more bandwidth. Leaky-wave antennas have 
been extensively studied by Oliner [1], Menzel [2], Lee 
[3], and Lin [4-6] among others. The radiating mode for 
all of these cases is the 1EH  mode, e.g. the first higher-
order mode. One of the major issues with operating a 
microstrip antenna in the first leaky-wave mode involves 
preferential excitation of that mode (as compared to the 
fundamental, non-radiating 0EH  mode). Menzel [2] 
utilized a periodic array of slots to suppress the 
fundamental mode while Lin et al. [4] utilized a more 
complex two-port feeding structure. All of the antennas 
examined in these previous papers were full-width leaky-
wave (FWLW) microstrip antennas. 
 
An alternative is the half-width leaky-wave (HWLW) 
antenna extensively studied by Thiele et al. [7-9]. This 
antenna is formed by placing a shorting ridge, between 
the microstrip and ground, along one long edge of the 

antenna. The other long edge will support a magnetic 
current wall that is responsible for radiation. Full-width 
microstrip leaky-wave antenna arrays have been 
extensively studied [10-11]. For HWLW antennas, due to 
the relatively strong coupling between the array elements 
via the leaky-wave mode, it is useful to utilize full-wave 
computational electromagnetics (CEM) solvers rather 
than to rely on traditional antenna array theory that 
neglects coupling. Since the HWLW antenna occupies 
half the surface area of a conventional FWLW antenna, 
the potential for closer spacing between antenna elements 
is attractive for array design. 
 
The HWLW antenna by itself has a major advantage over 
the FWLW antenna, relatively simple feed and loading. 
One of the major challenges of the FWLW antenna is 
suppression of the EH0 mode. Clearly, if the antenna is 
operated at a frequency above the cut-off frequency for 
both the EH0 and EH1 modes, then both modes can be 
excited. Previous papers have discussed various methods 
for suppressing the lower-order mode in preference to the 
leaky-wave mode [2, 4-6, 11]. For the HWLW antenna, 
due to the presence of the shorting wall along one long 
edge, the lower order mode is automatically suppressed. 
The driving point impedance can be approximated using 
an open waveguide model [6] along with estimated 
wavenumbers using the Transverse Resonance Method 
[3]. Using this information, both the feed location and the 
location of a lumped load can be estimated. The purpose 
of the lumped load is to suppress the backward traveling 
wave that will exist if no load is used. 
 
In this present paper, the radiation properties of an array 
of HWLW antennas are examined using a finite element-
boundary integral (FE-BI) model. The antenna feeds, 
loads, and geometrical features will be modeled within 
the context of the FE-BI model. In addition, since this is a 
full-wave model, the coupling between elements 
attributed to the leaky-wave mode will be included. 
Radiation properties will be examined using the model.  
 
MICROSTRIP LEAKY-WAVE ANTENNAS 

A. Leaky-wave Antenna Theory 
The fundamental mode of a microstrip line, the so-called 
EH0 mode, is not a radiating mode (hence the popularity 
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of microstrip transmission lines). The electric and 
magnetic fields for this mode are shown in Figure 1. 
Radiation from such a structure can be represented by two 
long magnetic current walls (for the FWLW antenna) 
separated the width of the microstrip. Since these current 
sources are out-of-phase, the co-polarized radiated field 
in a plane bisecting the width of the antenna is identically 
zero. Therefore, as an end-fire antenna, such a microstrip 
is unsuitable. 
 
 
 
 
 
 
 
 
 
 
 
Rather, higher-order modes must be preferentially excited 
to realize a radiating traveling wave structure. The first 
higher-order mode, the 1EH  mode, is one such radiating 
mode. This mode (shown in Figure 2) exhibits electric 
field odd symmetry about the axial centerline of the  

antenna as compared to the even symmetry of the 0EH  
mode. The radiating magnetic currents are now in-phase 
and hence radiate along the axis of the antenna. 
 
The current on either wall can be represented as 
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( ) ( ) zk
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f,zjzk
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0
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0
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where the attenuation term ( )f,zα  and the propagation 
term ( )f,zβ  are in general a function of both position and 

frequency, 0k  is the free-space wavenumber, and the 
wave coefficients ( )±A  are associated with the two 
magnetic wall currents at 2wx ±=  where w is the 
width of the full-width microstrip. The attenuation and 
propagation terms for an axially invariant structure can be 
determined using the Transverse Resonance Method 
(TRM) [3]. Once the propagation parameters are known, 
the driving point impedance for a semi-infinite line can be 

estimated using an open waveguide model, viz. [5-6]1 as 
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The input impedance for a finite, loaded leaky-wave 
antenna can be estimated using the impedance 
transformation 
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where LZ  is the load impedance (for this paper, 

Ω= 50ZL ) and ( )α−β==γ jjjk . 
 
In (2), the effective microstrip width is given by 
Wheeler’s approximation [12] 
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Use of (2)-(4), with the propagation parameters provided 
by TRM, allows determination of the appropriate feed 
and load locations along the width of the strip. 
 
Assuming a single radiating current of the type 
represented in (1), hence a leaky-wave antenna that is 
perfectly terminated but aligned parallel to the x-axis and 
centered on the origin, the radiated electric field in the 
far-zone (with the spherical wave assumed and 
suppressed) is given by 

( ) [ ]φθφ+φθ
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(5) 
where [ ]00 kkcossinjk −φθ=χ  and 0I  is the 
strength of the current. If a linear array of uniformly 
spaced, with a separation of d, similar elements is aligned 
along the y-axis, the array factor will be given by 

( )∑
−=

φθ=
M

Mm

sinsinmdjk0eAF  .      (6) 

Obviously, use of (5) and (6) assumes no coupling 
between array elements. 
 

B. Example: Leaky-wave Antenna on Duroid 
As an example, consider a leaky-wave antenna printed on 
Duroid 5870 (31 mils thick, 33.2r =ε , 0005.0tan =δ ). The 
full-width strip width is 15 mm while the half-width strip 
width is 7.5 mm. The strip is taken to be 190 mm long for 
the simulations and measurements and it is infinite for the 

 
 

Figure 1. Field diagram for the EH0 mode (E-field = 
solid, H-field = dashed). 

Figure 2. E-field diagram for the EH1 mode.  

3 There is a typographical error in the expression in [6] where the sine 
function should be squared as shown in (2). The expression is correct in 
[5]. 
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TRM analysis. The propagation terms, as determined 
using the transverse resonance method, are shown in 
Figure 3. Traditionally, the leaky-wave region of 
operation is defined between the frequency such that 

β=α  to the frequency such that 0k=β ; hence, for the 
example presented, approximately from 6 GHz to 8 GHz. 
Using this information, along with (2) and (3), the driving 
point impedance for a 190 mm realization of the antenna 
is shown in Figure 4 where the feed point is taken at the 
transverse midpoint of the HWLW antenna and a Ω50  
lumped load is also placed along the midline of the 
antenna at the opposite end from the feed.  

 
Figure 3. Normalized attenuation and phase constant for a 
leaky-wave antenna. 

 
Figure 4. Input impedance at the center of the half-width 
strip width for this leaky-wave antenna. 
 
As can be seen, the impedance seen at the input port of 
the antenna is dispersive and hence a perfect match to a 

Ω50  line is not possible across the entire operational 
bandwidth. In addition, as noted in [10,11], the traveling 
wave fields guided by a microstrip structure couple rather 

strongly to the leaky-waves emanating from neighboring 
microstrips causing deviation from theoretical predictions 
for both the wavenumber, driving point impedance, and 
consequently, the radiated field. Hence, use of a full-wave 
computational method is desirable for designing leaky-
wave arrays. 

II. FINITE ELEMENT-BOUNDARY INTEGRAL 
MODEL 

The hybrid finite element-boundary integral (FE-BI) 
method is widely understood to be an accurate and 
efficient method for modeling planar, microstrip 
apertures. The assumed geometry is a cavity-backed 
aperture recessed within an infinite metallic plane. The 
FE-BI formulation is an integro-differential equation 
representing a weak enforcement of the relevant boundary 
conditions applied to the vector wave equation. This FE-
BI expression is given as 
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(7)  
where iW  is a vector testing function, 2eG  is the half-

space dyadic Green’s function, and impJ is an impressed 
current used to represent the antenna feed. The material in 
the computational volume, e.g. the antenna cavity, is 
represented by the relative permittivity tensor ( )rε  and 
the relative inverse permeability tensor ( )1

r
−µ . The FE-BI 

formulation is reduced to a linear system via Galerkin’s 
procedure resulting in the following linear system 
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In this, the unknown coefficients associated with the 
expansion functions ( )jW  are represented by ( )jE . For the 

unknown coefficients, ( )S
jE  represents unknowns 

associated with the surface while ( )V
jE  represent 

unknowns not associated with the surface. This system 
can efficiently be solved, both in terms of memory 
consumption and wallclock time, using an iterative solver 
such as the biconjugate gradient method [14]. 
 
By utilizing a fast Fourier transform (FFT) method to 
accelerate the computation of matrix-vector products in 
an iterative solution of the FE-BI linear system, 
simulation of a large antenna is feasible within practical 
design time limits. Hence, brick elements were used to 
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discretize the computational volume [13]. The shorted 
side of the HWLW antenna is modeled using an 
infinitesimally thin perfectly conducting wall running 
from one end of the strip to the other end. The lumped 
loads were modeled as infinitesimally thin loads placed 
along the shorted edge of the half-width antenna. The 
feeds are modeled likewise as infinitesimally thin probe 
feeds placed along the shorted edge of the antenna 
opposite the loads on the mid-line of the antenna.  
 
In addition, the computer program was parallelized using 
OpenMP [15] and run on a dual-core AMD 64-bit system 
with a total of four cores per node. The program has also 
been used on an SGI Altix 3700 Bx2 using 64-bit Itanium 
processors [16]. The primary routine that was parallelized 
was the iterative matrix solvers (the biconjugate gradient 
and transpose-free QMR algorithms are implemented) 
and fast Fourier transforms. For this work, the BiCG 
algorithm [14] was used. 
 

III. COMPUTED DATA FOR A FIVE ELEMENT 
LINEAR ARRAY 

To validate the computational model discussed above, an 
experiment was conducted in a compact anechoic 
chamber using a single HWLW antenna. The shorting 
wall in the half-width antenna was approximated using 
shorting pins that were 5 mm apart running the length of 
the antenna strip. The ports were attached to an HP-8510 
vector network analyzer. A representative radiation 
pattern, comparing computed and measured data, is 
shown in Figure 6. 
 

 
 
 
Figure 6. Comparison of computed and measured 
radiation patterns from a half-width, leaky-wave antenna 
at 6.8 GHz. 

The agreement is reasonably good considering that the 
shorting wall was not solid, the FE-BI model used a probe 
feed, and the actual groundplane was finite while the 
modeled one was infinite. 
 
Next, the FE-BI model was used to determine the impact 
of leaky-wave coupling on the fields supported by 
adjacent microstrip elements. Figure 7 illustrates a 
representative coupling between a driven element (the 
lower one in the figure) and an unfed element that is 
terminated on both ends of the antenna with Ω50  loads 
and 1.95 cm (center-to-center) away from the lower 
element. The simulation was conducted with a single 
cavity containing both the driven element and the passive 
element. In this manner, coupling between elements can 
occur via substrate, across the surface of the aperture, and 
via space-wave mechanisms. For an aperture where each 
element is contained within individual cavities, coupling 
via the substrate is suppressed. Since this is assumed to be 
the dominant mechanism, since the 1EH  mode is a leaky-
wave mode, this geometrical arrangement is appropriate. 
 

 
Figure 7. Normal fields in cavity for driven lower element 
and passive upper element. 
 
It is clear that the leaky-wave from the driven lower 
element is coupled into the upper element. Notice that the 
fields in the upper element are strongest in the end of the 
element opposite the driving-point in the lower element; a 
phenomena expected from leaky-wave coupling since the 
driven leaky-wave will have a directional component 
from left to right in the figure. To assess the impact of 
this coupled field to the radiating current (and hence the 
fidelity of the radiation pattern to predictions based on a 
single traveling wave), the coupling ratio was determined 
for various separations. The coupling ratio is defined as 
the ratio of the maximum field strength in the region of 
the passive antenna to the maximum field strength in the 
region of the driven element. Hence, it is a measure of 
how strong one leaky-wave couples, and hence corrupts, 
the leaky-wave propagating in another microstrip. As a 
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function of the center-to-center separation distance, the 
coupling between these elements at 7 GHz is given in the 
Figure 8. As can be seen, the coupling remains fairly 
strong even out to a distance of 6.45 cm. For 7 GHz, the 
free-space wavelength is 4.29 cm and hence a separation 
of 6.45 cm would result in grating lobes. This result 
enforces the assumption made previously that to 
accurately assess the radiation properties of a leaky-wave 
array, either the rather complex formulation presented in 
[11] or a full-wave model such as the FE-BI method must 
be used. 
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Figure 8. Coupling ratio between elements vs. separation 
distance. 
 
A five-element array was simulated using the FE-BI 
model and having a separation of 1.2 cm between 
elements (e.g. less than 1/3rd of the free-space wavelength 
to avoid grating lobes). The theoretically predicted 
radiation patterns based on (5) and (6) – e.g. the 
normalized radiation intensity [17] – is shown in Figures 
9 and 10 for a uniformly illuminated array. 
 

 
 
Figure 9. Theoretical φ-φ radiation pattern for a uniformly 
illuminated array. 

 
Figure 10. Theoretical θ-θ radiation pattern for a 
uniformly illuminated array. 
 
The  corresponding patterns as computed by the FE-BI 
model are shown in Figures 11 and 12, respectively. 

 
Figure 11. Numerical φ-φ radiation pattern for a 
uniformly illuminated array. 
 
For all of the contour plots, each contour represents 3 dB 
of change. As seen by comparing Figure 9 to Figure 11 
and Figure 10 to Figure 12, the agreement is quite good 
with the exception of the somewhat diffused sidelobes for 
the numerically computed results. The reason is 
presumably due to the leaky-wave coupling that is 
neglected in the theoretical results. 
 
Another example is the same array; however, the main 
beam is now steered 30 degrees from the array axis 
normal. The theoretical results are shown in Figures 13 
and 14 and the numerical results are shown in Figures 15 
and 16, respectively. 
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Figure 12. Numerical θ-θ radiation pattern for a 
uniformly illuminated array. 
 

 
Figure 13. Theoretical φ-φ radiation pattern for an array 
steered 30 degrees off the x-axis. 

 
Figure 14. Theoretical θ-θ radiation pattern for an array 
steered 30 degrees off the x-axis. 

 
Figure 15. Numerical φ-φ radiation pattern for an array 
steered 30 degrees off the x-axis. 

 
Figure 16. Numerical θ-θ radiation pattern for an array 
steered 30 degrees off the x-axis. 
 
Again, the agreement between the theoretical and 
numerical results is quite good with the exception of 
higher sidelobes for the numerical results. 

IV. CONCLUSIONS 
Microstrip leaky-wave antennas offer an attractive end-
fire aperture that is thin and easy to manufacture. The 
half-width leaky-wave antennas investigated herein have 
a particularly simplified feed structure compared to the 
more traditional full-width leaky-wave antennas. An array 
of these antennas was investigated using a hybrid finite 
element-boundary integral method. Strong coupling 
between adjacent elements was observed and quantified. 
Nevertheless, the radiation patterns between the 
theoretical and numerical results agreed quite well except 
for the sidelobes. It is assumed that the leaky-wave 
coupling between elements perturbs the radiating 
magnetic current for each element causing changes in the 
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sidelobes. Hence, for applications requiring tight sidelobe 
control, use of a full-wave analysis method is essential. 
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Abstract –This paper presents a hybrid numerical-
asymptotic technique for the analysis of large peri-
odic microstrip arrays. In the solution of a typical
array problem, both macro-scale and element-scale
spatial variations of the electromagnetic quantities
are encountered. For large periodic arrays, the trun-
cated periodicity induces a macro-scale behavior
that is weakly dependent on the radiating elements
themselves, but strongly dependent on the array
periodicity and phasing. To incorporate this global
phenomena, appropriate macro-scale functions are
used in the framework of a method of moment
solution. These macro-functions are associated to
Floquet wave induced diffracted waves and guided
waves, excited at the array boundary. The properties
of these functions are discussed here. The technique
is applied to the simple but significant case of
printed dipole array, in order to demonstrate the
effectiveness of the approach.

I. INTRODUCTION

Modelling large periodic array antennas involves
critical issues relevant to the intrinsic multi-scale
features of these structures. Macro-scale spatial vari-
ations coexist with element-scale variations which
require much-smaller than wavelength discretiza-
tion. These latter are due to element shape, and are
responsible of quasi-static interactions which often
dominate the frequency response of the antenna
input impedance. On the other side, macro-scale
variations are strongly dependent on the periodicity
of the array and on the phasing of the excitation.
Aim of this paper is to highlight such basic macro-
scale phenomena and to incorporate them, as array-
domain basis functions, into a full-wave method of
moment (MoM) analysis of the entire structure. In

order to simplify the treatment, we will refer to
simple configurations constituted by finite periodic
arrays of printed dipoles on a grounded dielectric
slab.

The approach based on the MoM solution of
integral equations is largely used for array prob-
lems. It is well known, however, that conventional
formulations are severely limited by the problem
size. Large and very-large arrays are often treated
using the approximation of infinite periodic structure
[1], [2]. Under this hypothesis, the electromagnetic
analysis is reduced to that of a single periodic cell,
by representing the Green’s function of the infinite
array as a summation of Floquet waves (FWs). This
approach, although computationally very efficient,
cannot be rigorously applied when the array has a
finite extension, since FWs do not constitute a com-
plete basis. The truncation effects are particularly
relevant for elements near the array edge and, for
wide scan angles, even for elements at the center
of the array. Moreover, in the case of arrays printed
on a stratified dielectric media or with a dielectric
cover, the array truncation may excite guided waves
(either surface waves (SWs) or leaky waves (LWs))
that cannot be predicted through the analysis of the
infinite periodic array. These guided waves cause
large oscillations of the current amplitude over the
array and are responsible of scan-blindness effects in
phased array antennas [3]. The presence of SWs can
be detected also in finite free-space dipole arrays,
when the array operates below the resonance and
the inter-element spacing is smaller than half of a
wavelength [4].

On the other side, a brute force application of
the MoM to the finite array leads indeed to large,
dense and sometimes ill-conditioned matrices, with
a consequent huge memory occupation and CPU
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time. In order to overcome these problems, synthetic
[5] or characteristic [6] basis functions have been
recently proposed. These basis functions are defined
from the solution of small-size numerically-tractable
problems, and then used in the MoM solution of
the large problem. This allows one to incorporate
the small- and intermediate-scale features of the
structure, while maintaining a reduced number of
unknowns.

Fig. 1. Waves excited by Floquet waves at a finite
array of linearly phased elementary dipoles printed
on a grounded dielectric slab: (a) spherical vertex-
excited (space) diffracted wave, (b) conical edge-
excited (space) diffracted wave, (c) planar edge-
excited surface wave, (d) cylindrical vertex-excited
surface wave.

In this paper, the use of problem-matched macro-
scale basis functions is proposed, to obtain a com-
pression of the MoM matrix, provided that a suitable
integral equation is derived in order to isolate the
edge-induced phenomenology. The basic principles
of this technique have been introduced in [8]-[10]
for free-space arrays, such as dipole or slot arrays
as well as open-ended waveguide arrays, and it is
extended here to arrays composed of planar radiat-
ing elements printed on or embedded in dielectric
stratifications.

The definition of macro-scale functions is based
on a high-frequency analysis of the radiation
and scattering by truncated periodic arrays. The
frequency-domain phenomenology of wave excita-
tion in truncated periodic arrays has been exten-
sively analyzed in a series of recent papers dealing
with semi-infinite and sectoral arrays in free space
[11]-[13] and in stratified media [14]. The various
species of diffracted and guided waves excited in
a truncated periodic array are illustrated in Fig.
1, referring to a finite array of elementary elec-
tric dipoles on a infinite grounded dielectric slab.

Each periodicity-induced FW excites conical and
spherical space diffracted waves emanating from
array edges and corners, respectively. These wave
contributions are also present when the array is
in free-space. In addition, plane and cylindrical
guided waves (which can be either SWs or LWs)
are excited at edges and corners of the array. The
direction of propagation of edge-induced diffracted
and guided waves is such as to match the phase
velocity of the dominant FW along the edge. As
we will see next, while for elementary dipoles the
SW/LW wavenumber is dictated by the multilayered
dielectric environment [14], for actual finite-size
patches the SW/LW wavenumber is influenced also
by the presence of the periodic metallization, and
its calculation cannot leave apart the solution of the
dispersion equation.

The paper is organized as follows. Sec. III sum-
marizes the formulation that allows to separate the
different features of the array: the original integral
equation (IE) is decomposed into two equations, one
relevant to the infinite periodic problem, and one
relevant to the truncation-induced current. The infi-
nite periodic array IE is solved in Sec. IV by using
a conventional spectral-domain FW approach. Then
Sec. V presents the solution of the integral equation
associated to the truncation effects. Particular em-
phasis is given to the identification and construction
of the array-domain basis function, which allows
for a numerically efficient and physically appealing
solution. Numerical results are presented in Sec. VI
to show the accuracy of the method as compared
with a conventional element-by-element technique.
Finally, some concluding remarks are traced in Sec.
VII.

II. INTEGRAL EQUATIONS
FORMULATION

The geometry of a finite rectangular periodic
array of printed dipoles is shown in Fig. 2. The array
is composed byx-oriented dipoles, with lengthL
and widthW (W � L), arranged on a rectangular
grid, with spatial periodicity denoted bydx and
dy. The grounded dielectric slab has thicknessh
and relative permittivityεr. The array excitation
may be provided by an incident plane wave (Fig.
2a) or by delta-gap sources (Fig. 2b), with uni-
form amplitude and linear phasee−jk0·r, where
an ejωt time dependence has been assumed and
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suppressed. In the previous expression,r = xx̂+yŷ
is the position vector in an arbitrary point of the
array plane,k0 = γxx̂ + γyŷ is the transverse-
to-z wavevector component of the excitation field,
where γx = k sin θ0 cos φ0, γy = k sin θ0 sinφ0,
k = ω

√
εoµo is the free-space wavenumber, and

(θ0, ϕ0) denote the direction of the scattered/radiated
main beam in the conventional spherical coordinate
system.

x
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Fig. 2. Finite rectangular planar periodic array
of metallic dipoles printed on a grounded dielectric
slab. (a) Scattering problem: incident plane-wave ex-
citation; (b) Radiation problem: delta-gap excitation.

An electric current distributionJ is defined on
the surface of the printed dipoles. Imposing the
vanishing of the total electric field at the perfectly
conducting dipoles yields the electric field integral
equation (EFIE)

χAE
s
tan(J) = −χAE

imp
tan (1)

where E
s
tan(J) is the tangential (to thexy-plane)

component of the electric field scattered by the
unknown current distributionJ and E

imp
tan is the

impressed tangential electric field. In Eq. (1),A

denotes the portion of thexy-plane occupied by
the conducting dipoles andχA is the characteristic
function of A (χA(r) = 1 if r ∈ A, χA(r) = 0 if
r /∈ A).

Following the procedure introduced in [7], [8],
the unknown electric current is decomposed as

J = χAJ∞ + Jf (2)

whereJ∞ is the infinite periodic array current, and
Jf denotes the ’fringe’ current, i.e. the perturbation
current induced by the truncation. We defineχAJ∞

as the Physical Optics (PO) approximation current,
where the PO terminology is used with reference to
the abrupt truncation (via the functionχA) of the
infinite array current onA. The currentJ∞ is the
solution of the EFIE pertinent to the infinite periodic
array,

χ∞E
s
tan(J∞) = −χ∞E

imp
tan (3)

whereχ∞ is the characteristic function of the dipole
region of the infinite periodic array. Note that the
infinite array characteristic function can be written
asχ∞ = χA + χA∗ , whereA∗ is the portion of the
xy-plane external to the array regionA.

By inserting (2) into (1), and successively sub-
tracting (3) from (1), yields the Fringe Integral
Equation (FIE)

χAE
s
tan(Jf ) = χAE

s
tan(χA∗J∞) (4)

whose unknown function is the fringe currentJf .
The forcing term of Eq.(4),χAE

s
tan(χA∗J∞), rep-

resents the tangential component of the electric field
radiated by the infinite array current truncated on
the complementary array regionA∗. (Note that this
term is known once the infinite array current has
been computed.) Thus, the FIE (4) interprets the
fringe currentJf as the perturbation, with respect
to the PO approximation, which is necessary to
compensate for the absence of radiation from the
suppressed currentχA∗J∞, in order to ensure the
boundary conditions (1) onA. The total current of
the finite array is found, through relationship (2),
by the MoM solution of Eq. (3) and (4), with the
process described next.

III. INFINITE PERIODIC ARRAY
SOLUTION

The first step of the procedure is the MoM so-
lution of the integral equation (3) relevant to the
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infinite periodic array. The problem is solved by
using a conventional periodic MoM [1]. The current
J∞ of the infinite periodic array respects the pseudo-
periodic property imposed by the Floquet condition

J∞(r) = J0(r)e
−jk0·r (5)

where J0(r) is a doubly periodic function with
periodicity (dx, dy). Thus, the MoM computation
of the infinite array current is reduced to that of
a single periodic cell, by representing the Green’s
function kernel as a summation of FWs. The electric
current J0 on the dipole of the reference cell is
expanded into a set of basis functions (either entire
or sub-domain functions). By applying the Galerkin
method, the integral equation (3) is reduced to the
algebraic linear system

Z∞(k0, ω)Ī = V̄ (k0, ω) (6)

where, for the sake of convenience, we have ex-
plicitated the dependence of the matrixZ∞ and
of the vectorV̄ (and consequently of the unknown
coefficients vector̄I) on the excitation wavevector
k0 and (angular) frequencyω.

IV. FRINGE INTEGRAL EQUATION
SOLUTION

The solution of the FIE is expressed in terms of
diffracted and guided wave contributions associated
to the truncation effects. The unknown fringe current
Jf is expanded using array-domain basis functions,
associated to diffracted wavesFd

i,µ and to guided
wavesFGW

i,ν ,

Jf (r) ≈
∑

i

[

∑

µ

ai,µF
d
i,µ(r) +

∑

ν

bi,νF
GW
i,ν (r)

]

(7)
whereai,µ and bi,ν are unknown coefficients to be
determined through a MoM scheme. In the previous
expressions, the first subscript (i = 1, . . . , 4) denotes
the edge numbering of the rectangular array, while
the second subscriptµ (ν) denotes the diffracted
(guided) wave. The array-domain basis functions are
obtained by multiplication of the element-scale cur-
rent Jd

i,µ and J
GW
i,ν with the macro-scale functions

fd
i,µ andfGW

i,ν , respectively,

F
d
i,µ(r) =

∑

rnm∈A

J
d
i,µ(r − rnm)fd

i,µ(rnm) (8)

F
GW
i,ν (r) =

∑

rnm∈A

J
GW
i,ν (r − rnm)fGW

i,ν (rnm). (9)

Details on the selection and construction of the
macro-scale and element-scale functions are given in
the following paragraph. It is worth noting that the
number of basis functions is completely independent
of the number of array elements, thus allowing the
numerical analysis of arbitrarily large arrays with
the same number of unknowns.
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Fig. 3. Ray description of macro-scale diffracted
and guided wave basis functions. The macro-scale
function includes an edge contribution plus two
end-point vertex contributions, ensuring the unform
continuity of the current at the shadow boundaries.
The propagation constant along the edge is fixed
by the excitation according the generalized Fermat
condition in (13) and (14).

A. Macro-scale functions: FW-matched diffracted
and guided waves

Each macro-scale functionfd
i,µ, fGW

i,ν includes
an edge contribution plus two end-point vertex
contributions, which ensure the uniform continuity
to the current (Fig. 3). The edge diffracted waves
are cylindrical wave which asymptotically propagate
with the speed of light and decay likeρ−3/2

i , where
ρi denotes the distance of the observation point
from the i-th edge. The vertex diffracted waves are
spherical waves with ray spreadingr−2

i , being ri

the distance from thei-th vertex. The exact ex-
pression of the FW-induced space diffracted waves
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and the relevant phenomenology is given in [8]-
[10]. The edge-excited guided waves decay asρ0

i

(inhomogeneous plane waves), thus providing the
dominant contribution to the fringe currentJf . The
propagation constant of the guided waves is dictated
by the environment and by the shape and periodicity
of the microstrip array elements. The problem of the
identification of the guided waves wavenumbers is
addressed in the following sub-section. The vertex-
excited terms are cylindrical waves originating from
the end-point of the edge with ray spreadingr

1/2

i .
In this latter case, we approximate the wavenumber
with that of the relevant edge term, by using the
criterion to compensate for the discontinuities at
the shadow boundaries. Actually, the propagation
constant of the guided waves excited in the array
varies with the azimuthal angle since the ’effective’
periodicity of the medium depends on this angle.
Nevertheless, it will be shown from the numerical
results that this approximation does not affect the
accuracy of the method.

B. Identification of FW-matched guided
wavenumber

The propagation constant of the guided waves
excited in the microstrip array differs from that
of the grounded slab modes, since it is affected
by the periodic loading effect of the finite-size
metallic patches. Indeed, the guided waves excited
in the microstrip array can be seen as a periodicity-
induced perturbation of those supported by the bare
grounded slab structure. The individuation of the
propagation constant of the array guided waves is
achieved through the solution of a homogeneous
resonance equation [15] which is obtained from Eq.
(6) by removing the excitation term, namely

Z∞(kGW , ω)Ī = 0. (10)

For any frequency, this equation admits non-trivial
solutions when the matrix determinant vanishes, i.e.,

det[Z∞(kGW , ω)] = 0 (11)

where the unknown is the guided-wave complex
transverse wavevector

k
GW = kGW

x x̂ + kGW
y ŷ GW = SW, LW.

(12)
When the propagation wavenumber is real (kSW

x,y =

βSW
x,y ), the corresponding mode is a bound (non-

radiating) SW. When the propagation constant is

complex (kLW
x,y = βLW

x,y − jαLW
x,y ), the mode is a

(radiating) LW. The elements of the matrixZ∞

involve a double summation in the spectral do-
main over the transverse FW wavenumberskGW

xp =

kGW
x + 2πp/dx and kGW

yq = kGW
y + 2πq/dy. Dif-

ferent branch choices are possible for the doubly
infinite number of spatial harmonics. The branch
choice for the wavenumber in the dielectric region
kzd,pq =

√

εrk2 − k2
xp − k2

yq (the superscript GW
has been suppressed for simplicity) is arbitrary, since
the Green’s function is an even function ofkzd,pq.
Each wavenumber in the semi-infinite air region
kz,pq =

√

k2 − k2
xp − k2

yq may be chosen to be
proper (negative imaginary part, corresponding to
a spatial harmonic that exponentially decays in the
z-direction) or improper (positive imaginary part,
corresponding to a harmonic exponentially increas-
ing in thez-direction). Since only physical solutions
must be retained, the branches are chosen according
the rules given next. Before proceeding further, it is
worth emphasizing that, since we are looking for
edge-excited guided waves, one component of the
propagation constant (the one along the edge) is
imposed by the phasing of the excitation.

In the SW case, the FW phase-matching condition
[14] along the edges of the array imposes

βSW
x = kFW

xp or βSW
y = kFW

yq (13)

for edges alongx or y, respectively, wherekFW
xp =

γx + 2πp/dx andkFW
yq = γy + 2πq/dy are the FW

transverse wavenumbers. Consequently, the only un-
known is the real propagation constant orthogonal to
the edge. In this case, all FW harmonics are in the
slow-wave region and the proper branch choice is
taken.

In the LW case, the phase-matching condition
imposes

βLW
x = kFW

xp , αLW
x = 0

βSW
y = kFW

yq , αLW
y = 0 (14)

for edges alongx or y, respectively. Note that, since
the transverse components of FW wavevectors are
real, the LW attenuation constant along the edges
is always zero. In this case, the unknowns are the
propagation and attenuation constant orthogonal to
the edge. For a radiating fast-wave harmonic the
physical solution correspond to the proper branch
choice when the harmonic is a backward wave (the
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group velocity is in opposite direction with respect
to the phase velocity), and to the improper one when
the harmonic is a forward wave [16].

Finally we note that, since in practical phased ar-
ray antenna or FSS problems only one FW harmonic
is propagating, the couple of indicesp, q in (13) and
(14) reduces top, q = (0, 0).

C. Element-scale functions

The element current distributionJd/GW
i,µ/ν (r), asso-

ciated to both diffracted and guided waves, has to
be determined, to construct the basis functions (8)
and (9).

In the case of guided-wave current,JGW
i,ν (r)

represents the eigenfunction of the homogeneous
system (10), which can be computed by setting to
unity one element of the vector̄I and then solving
for the remaining elements [17].

In the case of diffracted-wave functions, the ele-
ment current on the dipolesJd

i,µ(r) is assumed of
resonant type, without care on the sub-wavelength
details, which are indeed described by the infinite ar-
ray solution. For more complicated element shapes,
synthetic basis functions are generated by solving
a periodic array problem with a suitable excitation
[18].

V. NUMERICAL RESULTS

In this section, a sample of numerical results
is shown to validate the above technique and to
highlight some typical truncation effects of finite
microstrip arrays. The results obtained with this
technique (labelledT(FW)2) are compared with
those from a conventional element-by-element MoM
(El.-by-el. MoM) and with the (windowed) infinite
array approximation (PO approx.). In all cases, the
current on the dipoles is expanded in terms of PWS
basis functions.

First, a41 × 41 array is considered, with dipole
length L = 0.6 cm, width W = 0.1 cm, and
periodicity dx = dy = 0.8 cm. The dielectric
substrate has relative permittivityεr = 10.2 and
thicknessh = 0.1905 cm. An incident TM-polarized
plane wave is assumed to illuminate the array, with
the scattered main beam anglesθ0 = 40o and
ϕ0 = 20o. The operating frequency isf = 7
GHz. The propagation constants of the guided waves
excited at the edges of the array are computed by
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Fig. 4. Magnitude (in A/m) and phase (in degrees)
of the surface electric current sampled at the centers
of the dipoles on the central row of the array. Results
refers to a41 × 41 array of dipoles withL = 0.6
cm, W = 0.1 cm, dx = 0.8 cm, anddy = 0.8
cm. The dielectric substrate hasεr = 10.2 andh =
0.1905 cm. The array is excited by an incident TM-
polarized plane wave withθ0 = 40o andϕ0 = 20o.
The operating frequency isf = 7 GHz.

solving the resonance equation (11). Only one real
solution is found, corresponding to a non-radiating
SW. Complex roots associated to LWs are neglected
due to the high values of the attenuation constant.
The propagation constant of the SW excited by
the y-oriented edges is given by Eq. (11), with
the kGW

y = k sin θ0 sinϕ0 = 0.22k, that yields
kGW

x = βx = 1.197k. For the SW excited by
the x-oriented edges, the solution of Eq. (11), with
kGW

x = k sin θ0 cos ϕ0 = 0.604k, gives kGW
y =

βy = 0.920k. Thus, the transverse propagation
constant of the SW supported by the array iskGW =
|kGW | = 1.217k for the mode excited by they-
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Fig. 5. Magnitude (in A/m) and phase (in degrees)
of the surface electric current sampled at the centers
of the dipoles on the central row of the array. Results
refers to the41 × 41 array of dipoles described in
the caption of Fig. 4.

oriented edges, andkGW = |kGW | = 1.1k for
the mode excited by the thex-oriented edges. Note
that the phase constant of the SWs excited at two
orthogonal edges differs each other, due to the
anisotropy of theeffective periodic medium. Figs.
4 and 5 present the electric current (amplitude and
phase), sampled at the centers of each dipole, for the
dipoles on the central row and on the central column
of the array, respectively. An excellent agreement
is found between the present technique (solid line)
and the reference solution (dotted line). Also the
infinite array data (dashed line) are shown in the
diagrams, in order to appreciate the influence of
the fringe current contributions. In the E-plane (Fig.
4), this influence can be quantified in terms of a
large oscillation of the current amplitude around the
value of the infinite array level. The normalized far
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Fig. 6. Normalized far field scattered by the array
on the incidence plane. Results refers to the41×41
array of dipoles described in the caption of Fig. 4.

field scattered by the array on the incidence plane is
shown in Fig. 6. It can be noted that the crude PO
approximation (dashed line) fails in predicting even
the amplitude of the first side lobe.

In the previous case the dominating guided mode
was a bound SW. This mode does not radiate
directly, but affects the far-field pattern by virtue
of the diffraction at the truncation of the array.
A change in the nature of the guided wave may
happen when the frequency is varied. When one
of the spatial harmonics associated to the guided
wave enters the visible region, the wave becomes a
radiating LW, with a complex propagation constant.
To describe this phenomenon and its effects on the
array performance, we refer to a19 × 19 array of
dipoles, with lengthL = 0.39 cm, widthW = 0.01
cm, and periodicitydx = dy = 0.6 cm, printed on
a dielectric substrate with thicknessh = 0.1 cm
and relative permittivityεr = 2.55. The array is
illuminated by an incident plane wave from broad-
side, at frequencyf = 30 GHz. The diffracted and
guided waves excited at the array edges propagate
orthogonally to the edges. The dominant TM guided
wave is excited at they-oriented edges of the array
(direction of propagation along the dipoles), while
it is not excited at thex-oriented edges, due to the
polarization mismatch (direction of propagation or-
thogonal to the dipoles). The solution of the disper-
sion equation withkGW

y = 0, yields the propagation
constant of the dominant TM mode of the structure.
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Fig. 9. Normalized magnitude of theθ-component
of the electric field scattered by the array on theE-
plane, for broadside plane-wave incidence. Results
refers to the19 × 19 array of dipoles of Fig. 8.
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Fig. 10. Normalized magnitude of theφ-component
of the electric field scattered by the array on theH-
plane, for broadside plane-wave incidence. Results
refers to the19 × 19 array of dipoles of Fig. 8.

The β − f diagram in Fig. 7, shows the behavior
of the normalized phase and attenuation constants
of the fundamental harmonic(p, q) = (0, 0) of
the wave in the frequency range(27 − 37) GHz,
together with the behavior of the normalized phase
constant of theTM0 surface wave of the grounded
bare dielectric slab. At the operating frequency, the
value of the propagation constant of the fundamental
harmonic isβx,00−jαx = (1.0607−j0.0071)k. The
(p, q) = (−1, 0) spatial harmonic of the dominant
TM mode is in theβx < 0 zone of the fast-wave
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Fig. 11. Normalized magnitude of theθ-component
of the electric field scattered by the array on theE-
plane, for (ϕ = 0o, θ0 = 36o) plane-wave incidence.
Results refers to the19×19 array of dipoles of Fig.
8.
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Fig. 12. Normalized magnitude of theθ-component
of the electric field scattered by the array on theE-
plane, for (ϕ = 0o, θ0 = 38o) plane-wave incidence.
Results refers to the19×19 array of dipoles of Fig.
8.

region; thus, representing a backward radiating LW,
with the imaginary part of the propagation constant
associated to the leakage of power. The direction of
maximum radiation of the LW, computed through
the relationshipθLW ≈ sin−1(βLW

x,−1,0/k), is ±37.6
degrees.

The results obtained with the present tech-
nique (solid line) are compared with the reference
element-by-element MoM solution (dotted line).
Fig. 8 presents the amplitude of the electric current

at the center of the dipoles along the central row
of the array. Fig. 9 shows the normalized scattered
far field on theE-plane. The dip, noticeable in the
far-field pattern around±37.6 degrees, is due to
the interference between the PO field and the field
radiated by the(p, q) = (−1, 0) harmonic of the
dominant LW mode excited at the two edges of
the array (those orthogonal to the dipoles). In the
case of a phased array antenna, this kind of LW
is responsible for the scan-blindness phenomenon.
Clearly, this effect cannot be predicted by a crude
PO approximation (dashed line in Fig. 9), since
it neglects the excitation of guided waves. Leaky
wave radiation is absent on theH-plane, as shown
in the far-field pattern of Fig. 10, due to the fact
that the leaky-wave pattern has a null on this plane
(analogously to the case of a TM mode excited by
a dipole on a grounded dielectric slab). In order
to better appreciate the effects of the LW radiation
on the scattered field, two additional cases are
considered with a plane wave incident along the E-
plane (ϕ = 0o) from directionsθ0 = 36 andθ0 = 38
degrees, that are slightly below and above the LW
radiation direction. Far-field results are shown in
Fig. 11 and Fig. 12, and are normalized with respect
to the maximum of the actual scattered field. In
both cases, it is evident how the PO approximation
dramatically fails in predicting the correct field. In
particular, for incidence atθ0 = 36 degrees, the
PO scattered field maximum is about9 dB below
the actual field maximum. Moreover, the direction
of the maximum is shifted of about1.5 degrees.
On the contrary, for incidence atθ0 = 38 degrees,
the PO scattered field maximum is about8 dB
above the actual field maximum, with a shift of0.5
degrees. These results demonstrate how the infinite
array approximation can lead to erroneous results in
certain conditions.

VI. CONCLUSIONS

This paper presented a study on the edge effects
in large periodic microstrip arrays. The analysis is
performed through a hybrid numerical-asymptotic
method, which allows to efficiently compute the
fringe current excited at the truncation of the array.
Based on physical considerations, this fringe current
is expanded in terms of array-domain diffracted
and guided wave basis functions. The unknown
coefficients are found through the numerical solution
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of a linear system, where the number of unknowns is
completely independent of the number of elements
in the array. Thus, this method constitutes an effi-
cient and effective technique to analyze large arrays.
Moreover, it provides a deep physical insight into
the truncation effects of large periodic microstrip
arrays, which can be an aid during the design
stage of a practical array. The technique has been
applied to the simple case of an array of microstrip
dipoles, in order to highlight the fundamental ef-
fects. The generalization to more general shapes
of the radiating element and to arbitrary stratified
dielectric layers can be performed following the
criteria furnished in this paper.
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Abstract−Solution of large problems using a 
numerically rigorous approach is always challenging 
because of the heavy burden they impose on the CPU.  
In this paper we introduce a new serial-parallel FDTD 
approach to solve large electromagnetic problems, e.g., 
coupling between two arrays separated by a large 
distance, that is difficult to handle via a direct 
application of the FDTD algorithm because of large 
size. This technique is based on dividing the original 
problem into relatively small sub-regions, and 
evaluating the solution that are localized in each of 
these sub-regions. The excitation of the sub-regions can 
either be direct sources, as for instance in the aggressor 
array, or be derived from the fields propagating into 
domain–from adjacent regions through the interfaces. 
We show that the results obtained by using the 
proposed approach compare well with the direct FDTD 
solution for some test problems, involving coupling 
between two phased arrays. Of course, the advantage of 
using the serial-parallel approach is that it can handle 
very large problems, well beyond the scope of the direct 
methods. 
 

I. INTRODUCTION 
 

Historically, various asymptotic methods e.g., PO, 
GTD and PTD have been employed for the solution of 
electrically large electromagnetic problems. It is well 
known, however, that asymptotic techniques are not 
well suited for handling problems that involve 
inhomogeneous media, complex geometries and 
multiscale features, e.g., phased arrays, and it is 
necessary to employ numerically rigorous techniques, 
such as the Finite Element (FE) method or the Finite 
Difference Time Domain (FDTD) technique. An 
obvious limitation of the numerically rigorous 
techniques, however, is their ability to solve large 
problems that place a heavy burden on the CPU 

memory and time. Although numerous attempts have 
been made by researchers to obviate this problem, it is 
still difficult, if not impossible, to use numerically 
rigorous methods to solve large problems with Degrees 
of Freedom (DOFs) that can fall in the range of 108 to 
1010, even with a large number of processors. 

The domain decomposition method (DDM) is one 
approach [1, 2] to solving large electromagnetic 
problems by breaking them up into smaller and more 
manageable sizes. A DDM has been applied in 
conjunction with the Finite Difference Frequency 
Domain (FDFD), by solving the problem [3] in each of 
the individual subdomains, and then constructs the 
global solution via an iterative procedure. In [4], the FD 
method has been applied in conjunction with the PML 
and the impedance boundary condition for mesh 
truncation, and has been combined with the overlapping 
domain decomposition procedure to compute the 
capacitances of orthogonal interconnect configurations. 
This technique has been extended to handle 
interconnect structures that are not necessarily 
orthogonal, as for instance vias and crossovers oriented 
at arbitrary angles [5]. The Finite Volume Time 
Domain (FVTD) and the DDM also has been used to 
evaluate the current on a cable inside an airplane [6]. 

The purpose of this paper is to present a novel time 
domain approach, referred to herein as the Serial-
Parallel FDTD (SPFDTD), for modeling the problem of 
coupling between two arrays that may be large and may 
also be separated by a large distance. An example 
problem is that of phased arrays mounted on masts of a 
ship, where the intervening space between the arrays 
may be covered by RAM materials and their separation 
distance may be large. A preliminary form of this 
method has been described in [7], in connection with 
the EMI problem of penetration of EM energy into a 
large room that present a challenge, because of its size, 
when one attempts to solve it using the FDTD approach 
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directly. The serial-parallel FDTD method for handling 
such problems takes a cue from the TDR approach to 
modeling microwave circuit problems that tracks the 
propagation of time domain waveforms through a 
device. 

 
II. THE SERIAL-PARALLEL FDTD METHOD  

 
In the SPFDTD method, we begin by subdividing 

the computational domain comprising of two arrays, for 
instance, into moderate-sized subdomains, with 
overlaps at the interfaces between the domains, as 
shown in Fig.1.  
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Fig. 1. Application of the CBFDTD. (a) decomposition 
of the computational domain; (b) deriving the k-
th basis function. 

 

The subdomain sizes are chosen such that they can 
be handled directly via the FDTD, using the available 
computer resources. Unlike the conventional domain 
decomposition approach, where spurious effects arise 
because of artificial truncation of the individual 
domains, the primary solutions in the present technique 
are generated by using PML terminations, which can be 
made to have a very low reflection. Furthermore, the 
approach is both physics-based and intuitive, because it 
is implemented in the time domain. For instance, 
referring to Fig. 1 (a), if we start with a source located 

in subdomain SD (1,1,1), the solution in that region 
would not be affected by the structures in the other 
subdomains until the signal from the above subdomain 
has had time to traverse these other subdomains, and 
has then backtracked into the original subdomain SD 
(1,1,1) at a later time. These reflections are physical as 
opposed to being spurious due to truncation effects and 
are dealt with later in a systematic way. It is also useful 
to note that all the other subdomains will have no 
primary excitations because there are no sources 
located in them. 

Let us now turn to the task of generating the field 
solution in the region on the right (subdomain-2), which 
stems from the coupling into this region from the 
source region on the left (subdomain-1). In the example 
geometry shown in Fig. 2 (a), the field solution in the 
second region will only be due to the excitation 
originating from subdomain-1, and until the reflected 
waves appear in this subdomain from the region to its 
right at a later time. In addition, if the reflections are 
relatively small, this coupled field will also be the 
dominant one in subdomain-2. 

To derive the coupled field in subdomain-2, we 
first compute and store the fields in the interface plane 
located in the overlapping region. This field is, of 
course, obtained from the solution in subdomain-1, with 
which we have dealt already. We may view these fields 
as the Huygens’ sources that excite the subdomain-2, 
and, hence, in general, we need to store both the 
tangential E and H fields in space and time to derive the 
solution in subdomain-2. 

For instance, in the subdomain SD (i,j,k) of Fig. 1 

(a), we use the tangential electric field 
[1]

E  in the plane 
BC(i-1,j,k) as an excitation, or implicitly as a boundary 
condition for the subdomain SD(i-1,j,k). Similarly, the 
fields on BC (i+1,j,k) are used as a boundary condition 
for the subdomain SD(i+1,j,k) to evaluate the secondary 

basis. In general, the solution 
[ ] [ ]

( , )
k k

E H  in SD 
(i,j,k) is obtained by applying the FDTD associated 
with the (k-1)th basis functions which have been 
derived previously by solving the problem in the 
adjacent subdomain shown in Fig. 1 (b). Eventually, the 
field solutions are represented as linear combinations of 
the basis functions as follows: 

[ ]

1
( , , ) ( , , )

M k

k
E x y z E x y z

=

=∑ , (1a) 

[ ]

1
( , , ) ( , , )

M k

k
H x y z H x y z

=

=∑ . (1b) 

Assuming a one-dimensional topology as shown in Fig. 
2 (a), we update the FDTD equations in each of the 
subdomains in a sequential manner, starting with the 
excited one. The primary tangential electric basis 
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field
[1]

( )tE r , 1r P∈ , is stored where 1P is the 
interface plane. This field is then used as a boundary 
condition to generate the fields coupled into the 
adjacent subdomains. The tangential electric field is 
also stored and used as a boundary condition inside the 
PML layers in the plane 1P , to ensure that it decays 
correctly in the transverse directions. Referring to the 
subdomain (i) in Fig. 2(a), it includes an overlapping 
region at the interface plane iP  (Fig. 2(b)), and is 
terminated by PML layers to absorb the outgoing 
waves. The subdomain (i+1) is bounded by the plane 

iP  and the stored tangential electric field values in iP  
are employed as boundary conditions for the region 
(i+1). 
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Fig. 2. Serial application of the SPFDTD with parallel 
processing along the y-direction. (a) dividing the 
computational domain into subdomains; (b) 
schematic diagram for subdomains (i) and (i+1). 

III. APPLICATIONS TO THE PROBLEM OF 
COUPLING BETWEEN TWO ARRAYS 

 
In this section we apply the SPFDTD to the 

problem of coupling between two patch arrays (see Fig.  
3), for which the intervening medium may be 
inhomogeneous, and we use the total-field FDTD 
formulation for this problem. We assume that the array 
on the left is transmitting, while the one on the right is 
terminated. Our objective is to compute the level of 
coupling from the transmitter to the receiver, and we 
also investigate how the coupling is reduced when an 
absorbing material is introduced between the two 
arrays.  

To analyze large arrays, we can divide the problem 
into sub-arrays along the longitudinal direction and 
apply the SPFDTD. In addition, we can also subdivide 
the intervening geometry into sub-regions with 
manageable sizes to tackle the coupling problem using 
the SPFDTD, even when the entire dimension of the 
problem (arrays + coupling region) is very large. 
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Fig. 3. Problem of coupling between two 5 x 1 arrays. 
(a) Top view; (b) Side view. 

 
For the present problem we assume that the two 

patch arrays are printed on the same substrate, each one 
has 5 x 1 elements, and that the separation distance 
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between the arrays is ∼3λ , (see Fig. 3). The details of 
the single element in this array are presented in Fig. 4.  
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Fig. 4. (a) Top view of the single element patch, (b) 
Modeling of coaxial feeding line using a voltage 
source with internal resistor inside a feeding gap. 

The resonant frequency of this patch antenna is 3.25 
GHZ. All of the elements of the transmit array are 
excited with a voltage source whose internal resistance 
is 50 Ω, and all the receiver elements are also 
terminated by using 50 Ω resistors. The computational 
domain for this problem has the dimensions of 99mm x 
803 mm x 237 mm, and we use the cell sizes of ∆x = ∆y 
= 2.83 mm and ∆z = 0.285 mm. We employ the 
SPFDTD after dividing the original problem region into 
two subdomains and using two processors along the 
horizontal direction. The dimensions of the first 
subdomain are 99 mm × 505 mm × 237 mm, while it is 
99 mm × 494 mm × 237 mm for the second, with an 
overlapping length of 196mm. Figure 5 plots the 
voltage at the terminals of Rx1, and the field Ez at the 
point P (see Fig. 3), located on the receive array. Figure 
6 shows the ratio of the voltage at Rx1 to the voltage at 
Tx1 in the frequency domain. The comparisons, 
presented in Figs. 5 and 6, show very good agreements 
between the SPFDTD results and those derived via a 
direct application of the FDTD. 

SPFDTD 
FDTD 

 
 (a) 

SPFDTD 
FDTD 

 
 (b) 

Fig. 5. Comparison of the results of the CBFDTD and 
the direct application of the FDTD: (a) Voltage 
V2(t) at Rx1; (b) electric field Ez (t) at the point 
P of Fig. 3. 

 
Fig. 6. Comparison of the results of the CBFDTD and 

the direct application of the FDTD for 
V2(f)/V1(f), where V2 is the voltage at Rx1, V1 
is the voltage at T x 1. 

For the second example we consider a larger and 
more complex problem, which is representative of 
antennas used for shipboard applications. It is 
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comprised of two arrays of folded dipoles, arranged in a 
spiral fashion, one of which is designed for the X-band 
while the other for the Ku-band. The elements are 
shown in Fig. 7 and the entire coupled system appears 
in Fig. 8. The relevant dimensions of the array are: Ku 
band array 8.64λ0 × 8.16λ0; X-band array 11.52λ0 × 
11.04λ0; separation between these two arrays is 40λ0 , 
where λ0 is the free space wavelength at 14.2 GHz.  

A direct solution of this large array coupling 
problem requires the solution of a problem involving 
6.97 × 109 unknowns, and represents a formidable 
challenge. Typically, a CPU equipped with 2 GB of 
memory can handle a problem requiring up to about 
8.3×107 unknowns. The direct FDTD simulation for the 
two-array coupling problem with ~7 billion unknowns 
requires at least 85 CPUs on a distributed processor, 
with 170 GB of memory, which is obviously quite 
burdensome. The number of DOFs is so large for this 
problem because the smallest cell size in the x-, and y- 
directions is on the order of λ0/208 and the size is 
approximately double that in the z-direction. We should 
mention that such a fine discretization is needed to 
accurately represent the geometry in the feed region, 
and that we use a non-uniform mesh and gradually 
increase the cell size to ~ λ0/20 in the region between 
the two arrays. 
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49 

(b) Ku band array element 

85.16 

 

However, the use of the SPFDTD approach eases 
the system resource requirements mentioned above, 
renders the problem manageable, and yields the desired 
estimate of the signal coupled into the array in the right, 
when one on the left is transmitting. To handle this 
problem with the SPFDTD method, the above problem 
is divided into two sub-domains, shown in Fig. 9, and 
the number of unknown involved in each region is 
3.6×109 and 3.81×109, respectively.  

Z

X Y

Ku band spiral array 

X band spiral array

11.52λ0

11.41λ0 40 λ0
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8.16λ0

 

Fig. 8. Layout of the Ku- and the X- band spiral arrays. 
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       Interface S 
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Fig. 9. Set-up for serial-parallel FDTD simulation. 

Following the lines of the previous example, we 
again compute the tangential fields on the interface 
plane directly in the time domain, downsample it in the Fig. 7. Folded dipole elements of the Ku- and the X- 

band spiral arrays. The dimensions are in mils. 
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time domain by approximately a factor of 10, and store 
these fields in external files that are to serve as 
excitations for the following stage. Downsampling is 
employed because the time step associated with the 
FDTD, which is dictated by the Courant condition, 
typically results in over-sampling and, hence, 
redundancy. This is because according to the Nyquist 
criterion, a sampling rate in the time domain that equals 
twice the highest frequency component in the incident 
pulse is sufficient to recover the original signal from the 
sampled data. Additionally, we employ the 
downsampling because it reduces the hard drive space 
required to store the tangential fields on the interface, 
needed for the computation step that follows, namely 
the field computation in the adjacent domain situated on 
the right of the interface. 

To validate the SPFDTD approach for this problem, 
we initially downsize it to a smaller version that is more 
manageable for direct solution, viz., the coupling 
between a Ku band and an X band spiral array of folded 
dipoles, both of which have 8-elements. The sizes of 
the Ku band and X band arrays are 2.27λ0 × 2.41λ0 and 
3.17λ0 × 3.43λ0, respectively, and the separation 
distance between them is 11.52λ0, where λ0 is the free 
space wavelength at 14.2 GHz. The size of the 
computational domain for the entire problem is 21.6λ0 
× 6.96λ0 × 3.72λ0. For the serial parallel FDTD 
simulation, the problem domain is divided into 2 
subdomains, whose dimensions are 11.4λ0 and 12.12λ0, 
along the x-direction, and there is an overlap of 1.92λ0 
shared by the two regions. The number of unknowns 
involved in the entire problem is 6.33 × 108, while the 
corresponding number for two stages of the first the 
serial-parallel processes are 3.02 × 108 and 3.53 × 108, 
respectively. Both the direct and serial-parallel 
processes were simulated on a 16 CPU cluster, 
equipped with dual AMD Opteron CPUs and 8 GB of 
memory on each node. The total CPU time needed to 
run 8000 FDTD time steps were: 4:37 h for the direct, 
2:02 h for the first stage and 2:35 h for the second. 
Figure 10 shows the comparison of the time domain 
signals (E-field components) generated from the direct 
FDTD as well as the SPFDTD at an observation point P 
located at 1.92λ0  from the left end of the computational 
domain boundary in the second region, which is also 
shown in this figure.  

The agreement between these results is seen to be 
excellent. Fig. 11 shows the voltage and current 
measurements at the terminals of a folded dipole 
element AE (see Fig. 11) in the receiving array. Again, 
the agreement between the direct simulation result and 
that of the SPFDTD is seen to be very good. This 
example validates the application of the SPFDTD 
method to the problem of coupling between arrays that 
can be far apart. 
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Fig. 10. E-field signals at an observation point P in the 

time domain. 
 

Following this validation exercise, we return to the 
original problem of coupling between Ku and X band 
arrays shown in Fig. 8. Of course, the problem can be 
divided into more than two subdomains, if desired, so 
that the solution in each of these individual regions can 
be handled with fewer CPUs because of the reduction 
in the problem size in these sub-regions. For the present 
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Fig. 11. Voltage and current signals at an antenna 

element AE in the time domain. 

case, where we use two subdomains, we simulate them 
with 56 CPUs on a PC cluster, where each node is 
equipped with dual Intel Xeon 3.06 or 3.2 GHz CPUs 
and 4 GB of memory. The CPU time consumed are 33 
hour 24 minutes for 22000 time steps associated with 
the first stage simulation, and 96 hours for 20000 time 
steps in the latter one. The extra CPU time consumed in 
the second stage accounts for the interpolation process 
used to recover the tangential field information on the 
interface at time steps where the tangential field 
information is not recorded during the first stage of the 
simulation. The simulation results are shown in Fig.12 
for the induced current and voltage measurements at the 
antenna elements (AE1 and AE2) in the receiving array.  
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(a) Voltage and current signals at antenna element AE1. 
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(b) Voltage and current signals at antenna element AE2. 
 
Fig. 12. Voltage and current signals at antenna elements 

in time domain. 
 

 
IV. CONCLUSIONS 

In this paper we have developed a novel FDTD 
technique, referred to herein as the SPFDTD, designed 
to solve large electromagnetic radiation and scattering 
problems. The SPFDTD approach is capable of 
handling very large problems (> 910  DOFs) that may 
not be amenable to analysis using a direct approach. 

By following the same procedure as employed for 
the forward-going waves, this technique has also been 
extended [7] to the case where there are reflections 
from discontinuities in the second domain that 
introduce waves traveling in the reverse direction, 
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whether we are solving scattering or antenna coupling 
problems. 
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Abstract— A new type of fast method of moments 
(MoM) solution scheme using standard basis functions 
for large arrays with arbitrary contours and/or missing 
elements is applied to array antennas in a layered 
configuration. The efficiency of the method relies on use 
of the FFT along with approximating the Green’s 
function as a separable sum of interpolation functions 
defined on a relatively sparse, uniform grid. The method 
is ideally suited for solving array problems, and its 
effectiveness is demonstrated here for planar arrays of 
printed antennas. Both fill and solve times, as well as 
memory requirements, are dramatically improved with 
respect to standard MoM solvers. 
 

Index Terms—Array antennas, fast solvers, method of 
moments, periodic structures. 

I. INTRODUCTION 
straightforward numerical analysis of large arrays 
requires significant memory storage and long 
computation times. Several techniques are currently 

under development to reduce this cost. One such 
technique is the GIFFT (Green’s function interpolation 
and FFT) method [1] that belongs to the class of fast 
solvers for large structures. This method uses a 
modification of the standard AIM approach [2] that takes 
into account the reusability properties of matrices that 
arise from identical array elements. Like the methods 
presented in [3]-[6], the GIFFT algorithm is an extension 
of the AIM method in that it uses basis-function 
projections onto a rectangular grid of Green’s function 
samples that are interpolated with Lagrange interpolating 
polynomials. The use of a rectangular grid results in a 
matrix-vector product involving the Green’s function 
samples that is convolutional in form and can thus be 
evaluated using FFTs. Although our method differs from 
[3]-[6] in various respects, the primary differences 
between the AIM approach [2] and the GIFFT method [1] 
is the latter’s use of interpolation to represent the Green’s 
 

 

 

function (GF) and its specialization to periodic structures 
by taking into account the reusability properties of 
matrices that arise from interactions between identical cell 
elements.   
 
 
 
 
 
 
 
 
 
 
 
 
 
  

It should be mentioned that fast multipole methods 
(FMM) [7]-[9] have also been effectively applied to 
model large structures. In addition, a general numerical 
scheme has been introduced in [10] that use FMM to 
determine the coupling between periodic cells, with the 
interior of each cell being analyzed by the finite element 
method. To reduce the fill and solve time, other 
algorithms have been developed that use periodicity-
induced physical properties. For example, the methods in 
[11], [12] use an a priori estimate of the fields scattered 
by truncated arrays, which behave as Floquet-modulated-
diffracted fields [13], to construct global basis functions.  

The present work reports performances of the GIFFT 
method for the cases of conducting dipole antennas in 
free space and printed on a dielectric grounded slab (Fig. 
1), and for patch antennas fed by aperture slots excited by 
microstrip lines (Fig. 2). For these cases, the Lagrange 
interpolation scheme is applied to the layered material 
dyadic Green’s function for the mixed potential integral 
equation [14]. Furthermore, a multi-region interaction is 
considered since magnetic current unknowns are located 
on both sides of a shorted screen separating the two 
regions on either side of the slot (Fig. 2). A block 
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Fig. 1.  Array of dipoles excited by delta gap voltage 
generators on an infinite grounded dielectric slab.
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preconditioning scheme is implemented to greatly reduce 
the number of iterations required for a solution.  If the 
array consists of planar conducting bodies, the array 
elements are meshed using standard subdomain basis 
functions for triangles [15]; the same bases may be used 
in the apertures where magnetic unknowns are defined. 
The GIFFT algorithm has been implemented in the 
standard method of moments (MoM) code EIGERTM [16]. 
In our implementation, the array boundaries are not 
restricted to be rectangular, and the array excitation can 
be arbitrary. 

The method greatly reduces solution time by speeding 
up the computation of matrix-vector products needed in 
iterative solutions. The GIFFT approach also reduces fill 
time and memory requirements since the sparse 
interpolation can be used for all but near element 
interactions.  

II. FEED REGION AND RADIATION REGION: 
DEFINITION OF INTERPOLATION DOMAIN 
The antenna structures analyzed in this paper are 

shown in Figs. 1 and 2. In Fig. 1 an array antenna of M 
conducting dipoles is printed on a grounded dielectric 
substrate. The dipoles are fed by delta gap generators and 
meshed with triangles that form the sub-domains of 
triangle surface patch basis functions. Voltage generators 

gV p , with 1 2( , )p p p= a generic double index, are defined 
for all the dipoles. 

In the second example, illustrated in Fig. 2, the region 
above the ground plane may include a multilayered 
substrate with M conducting patches fed by slots. Below 
each slot the microstrip line feeding each antenna is 
assumed not to interfere with the feed networks of other 
patches. Mutual coupling between the patches and the 
slots is considered in the region above the ground plane.  
Hence, the only model approximation is to neglect 
coupling between the microstrip lines and slots in the 
region below the ground plane.  

The multiport analysis that one may obtain from this 
approach may subsequently be used as a multiport 
equivalent network for designing (or refining) the actual 
feed network. Array scan blindness, grating lobes and 
array edge effects are correctly taken into account since 
they are produced by the mutual coupling above the 
ground plane. In Fig. 2, voltage generators gV p  are 
defined on the microstrip lines below every slot. 
Concerning notation, as shown in Figs. 1 and 2, the array 
is decomposed into blocks of elements with each element 
denoted by the two-component multi-index p ; a prime is 
added to distinguish source from observation element 
locations ( 1 2( , )p p′ ′ ′=p ).  Within each block representing 
an element, the electric and magnetic currents are 
expressed in terms of the usual divergence-conforming 

basis functions p
n

′Λ . The m-indexed test functions are 
denoted by p

mΛ  (see [1] for more details).   
In solving the system, the vanishing of the tangential 

electric field is imposed on every conducting patch in Fig. 
1, leading to the discretized electric field integral equation 
(EFIE) defined in the standard way (see also [1])  

 

g,
pp + p p
mn n mZ V′ ′     Ι =       (1) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
where p

n
′ Ι   are the weights of the electric unknowns 

defined on each p th dipole and ,
p

g mV  are the voltage 
generators. For the geometry in Fig. 2 the magnetic 
currents provide continuity of the electric field, and we 
impose continuity of the magnetic field (MFIE) on each 
of the M slots. Therefore, electric unknowns are defined 
on the patch ( p

n
′ Ι  ) and  microstrip ( p

n
′ Ι  ) while 

Fig. 2.  Single array element of an array of printed 
antennas in a multilayered environment. (a) Lateral 
view; (b) Top view.  The pth element is fed by an 
independent microstrip line excited by a voltage gV p  
(p=(p1,p2) is a double index). The array elements are 
coupled via the region above the ground plane. 
Identical feed lines for each array antenna are 
assumed uncoupled; hence the Green’s function is 
interpolated only in the region above the ground 
plane.  

b) Top View 

p
gV  

Multilayered 
substrate 

Zoom 

Ground 
plane 

p
gV  

a) Lateral View 

Conducting patch - 
electric unknowns 

Slot on the ground 
plane - magnetic 
unknowns  

Feed lines with stub 
– electric current 
unknowns  

Conducting patch - 
electric unknowns 
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magnetic unknowns p
nV ′    are placed on the slots, 

resulting in the system equation 

, g,

0

0 0 0
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0
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    Ι    
          + − Ι =         
                

ppp + pp +

p

pp + pp + p

p

p p
p p

- - p

.

0

 
 
 
 
 

 

 (2) 
 
The + or – superscripts denote operators for regions 

above or below the ground plane.  The matrix pp
mnZ ′ is the 

EFIE operator connecting blocks p  and p′ , and pp
mnY ′ is its 

dual, representing the magnetic field due to magnetic 
current  sources; pp

mnβ ′ is the corresponding magnetic field 
integral equation (MFIE) operator.  Subscripts m and n 
index testing and basis functions within cells p and ′p , 
respectively, and the matrix vector products in (1), (2) 
sum over the indices m  

 
 
 
 

and ( )1 2,p p′ ′ ′p = . The corresponding matrices mnZ − , mnY − , 

and mnβ −  that appear only on diagonal blocks represent the 
coupling to the structures below the ground plane for  
each array element; they affect only the p p′=  self blocks 
because the Kronecker delta , 1p pδ ′ =    for ′=p p  , and 

, 0p pδ ′ =   for ′≠p p . Note that the number of blocks in 
the first matrix in (2) grows as the square of the number 
of array elements while the size of the second matrix 
remains the same for any number of array elements.  

Using standard MoM, the matrix in (1) or the first 
matrix in (2) has huge memory, fill, and solve time 
requirements for large arrays. This computational 
difficulty arises from the top region because of the 
coupling between even widely separated array elements 
that in most situations cannot be neglected. The numerical 
burden is reduced by applying GIFFT to this region. That 
is, the Green’s function terms in this region are sampled 
and interpolated as shown below, and the matrix vector 
product for the majority of the system is accelerated by 
using the FFT. 

III. THE GIFFT METHOD   
For simplicity we show the basic idea of the GIFFT 

method only for the EFIE, i.e., the moment matrix-vector 
for the original discretized EFIE in (1).  Analogous 
concepts apply to the other operators pp +

mn
′β  and pp +

mnY ′  
involved in (2).  Thus, (1) or the first block product from 
the left matrix of (2), is written as [1] 

 
pp p pp p pp p
mn n mn n mn nZ Z Z′ ′ ′ ′ ′ ′          Ι = ∆ Ι + Ι            (3) 

 
where mnZ ′pp  denotes matrix elements approximated via the 
interpolation scheme. The interpolation, however, is 
inaccurate for nearby cells, which require the correction 
matrix mn mn mnZ Z Z′ ′ ′∆ = −pp pp pp . The correction matrix is a 
block Toeplitz difference matrix that may be taken as zero 
for elements whose indices satisfy 1 1 1p p c′− ≥  and  

2 2 2p p c′− ≥  for some constants 1 2( , )c c ; hence it is 
sparse. Furthermore, it is constructed from a single 
computation on a stencil of cells consisting of an 
observation cell and adjacent cells.  The m-indexed test 
functions are denoted by p

mΛ  (see [1] for more details.) 
To evaluate the matrix/vector product, we note that 

mn nZ ′ ′   ∆ Ι   
pp p  is quickly computed since mnZ ′∆ pp  is sparse, 

whereas mn nZ ′ ′   Ι  
pp p  is of convolutional form and can be 

evaluated using a 2D FFT as follows [1]:  
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  (4) 
where , ji  and ,i j′ ′ denote periodic grid points for the 
Green’s function evaluations (Fig. 3), and the double bars 

x 

z1s  

2s  

 th cell p′ p

1r 3r

2r

n th basis 
function n

′pΛ

m th 
testing 
function

m
pΛ

z 

     th cell 

Periodic cell 

Square patch 

y 

Fig. 3.  Array cell index definitions and arbitrary skew 
lattice vectors 

1 2,S S . The periodic grid on which the 
Green’s function is evaluated and sampled is shown 
superimposed on the array cells. Within an array cell, 
the Green’s function is evaluated at 1 2 3r r r× ×  points. 
The square-shape darker regions represent conductors 
within the array cells. 
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over a quantity indicate that its length is extended so as to 
obtain a circular convolutional form and then zero-padded 
to obtain vectors of  length 2k  for efficient application of 
the fast Fourier transform ( FFT ); -1FFT  denotes the 
inverse fast Fourier transform, and iMASK  is the array 
mask restricting the result to array elements within the 
array boundary.   ,m jL L< >p

iΛ  is the projection of the 
m th  basis function in the pth array cell onto the 
Lagrange polynomial jL Li  interpolating the , ji th point.  

E
, ,j j ′iG  represents the sampled Green’s electric field dyad 

(though in reality the field is calculated in mixed-potential 
form).  Since vector basis functions are used, 

,m jL L< >p
iΛ is a vector. For arrays made of nonplanar 

scatterers in free space the FFT algorithm is applied to 
the interpolation points along z, while for layered media 
the FFT is only applied along the two transverse 
directions 1S  and 2S  along the planar array.  

In homogeneous media, the dyad can be expressed in 
terms of a single scalar potential. For layered material, 
however, the far interactions require the computation and 
storage of the five non-zero components of the magnetic 
vector potential Green’s dyad and two scalar potentials 
for all possible interactions between interpolating points 
in at most two planes separated in the z dimension, and 
for all unique discrete separations in the transverse 
dimension. There is a very high cost of computing these 
seven Green’s potentials compared to the homogeneous 
medium case, but this cost is dramatically reduced by first 
generating the potentials at a suitable set of sample points 
along radial lines in each source plane representing 
possible source/observation point separations in the 
transverse dimension.  Potential values between sample 
points along the sampling line are accurately generated 
via a non-rational interpolation scheme. Along any other 
radial line, potentials having the same separation can be 
constructed from those along the sampling line simply by 
multiplying by factors involving at most cosines or sines 
of the angle from the sampling line.  The Green’s 
function values along the sampling line are thus used to 
generate values on the regular grid by interpolation; in 
turn, a second level of interpolation on the grid is 
employed in the GIFFT algorithm. The increased number 
of potential components increases memory requirements 
when layered media are present, but does not increase the 
number of FFT’s that must be performed per iteration.  
Furthermore, the Green’s potential samples themselves 
are transformed only once, before any iterations are 
performed.  During each iteration, the updated current 
coefficients are projected onto the interpolating grid as 
usual.  Once the projections are transformed into the 
spectral domain, then a single matrix vector 
multiplication for each dyadic component of the Green’s 

function must be performed. The inverse transform is 
then computed to complete the iteration step. Assuming N 
interpolation points, the number of multiplications in the 
spectral domain is O(N) while the FFT operation is 
O( logN N ). Hence, the presence of the extra Green’s 
function terms does not greatly slow the iteration.    

IV. BLOCK DIAGONAL PRECONDITIONER 
When using an iterative solver such as BiCGStab on a 

very large matrix system, the solution may converge very 
slowly if conditioning is poor.  For this reason, a 
preconditioner is needed to improve the solution time. 
Since many arrays are designed to minimize mutual 
coupling between array elements, a block diagonal 
preconditioner for an array seems a logical and simple 
choice.  This preconditioner consists of the self-cell 
interaction terms of the impedance matrix only.  The 
inverse of this matrix is also a block-diagonal matrix and 
contains the inverse of the self-array cell blocks pp

mnZ ′   , 

with p p′= .  Physically, this preconditioner solves the 
original problem as if there were no interaction between 
array cells.  For array designs with little mutual coupling 
this is a very good assumption and often only a handful of 
iterations are required. For arrays with strong coupling 
some deterioration in performance is to be expected. 
Because an accurate computation of the self block is 
needed for the near interaction corrections, this 
preconditioner does not require additional setup time.  
The cost of inverting a self block is also negligible since 
the number of unknowns involved is small compared to 
the overall array size.  Thus after each matrix-vector 
product is computed during an iteration, the resulting 
vector is multiplied by the preconditioner, adding an 
O(MN2) computation to the total time for the matrix 
vector product (M is the number of array elements and N 
is the number of degrees of freedom in each array cell.) 

V. RESULTS 
Four different test arrays geometries were simulated 

and the results of the GIFFT method, both with and 
without preconditioning, were compared to an “exact” 
MoM solution of these arrays. The “exact” solution does 
not use interpolation or fast multiplication, but does 
utilize the Toeplitz nature of the matrices to speed fill 
time and reduce storage. 

A. Array of Dipoles 

The first two arrays consist of 20 20× elements with a 
lattice spacing 1 2 00.5S S == λ , where 0λ  is the free 
space wavelength, in both x and y directions. Each dipole 
is fed by a delta gap source at its center.  Each dipole 
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contains 23 unknowns and is 00.39λ  long and 00.01λ  
wide.  In the first test case the dipoles are in free space, 
while in the second one the same dipoles are printed on a 
grounded dielectric slab as in Fig. 1.  The height of the 
dielectric slab is 00.19d = λ  and its relative permittivity 

is 2.55rε = , as for the case treated in [17].  Both these 
cases used fourth order interpolation of the Green’s 
Function in both transverse directions. The GF is thus 
sampled at five points in each direction, resulting in 

1 2 5 5 25r r× = × =  points for each array cell. Interpolation 
points are also distributed along the border of an array 
cell and are thus shared by contiguous cells, so the 
computational burden is determined by the evaluation and 
storage of the various GF components for only 16 distinct 
points per array cell. 

The third case analyzed consists of an array of 
25 25× square conducting patches in free space 
illuminated by a plane wave at 6 GHz incident from a 
direction perpendicular to the array plane.  The patches 
are 11.4 [mm] on a side with a separation of 3.8 [mm] 
between patches, and thus the lattice spacings are S1 = S2 
=15.2 [mm]. Each patch was meshed using triangles, 
creating 65 unknowns per patch. This GIFFT method 
used fifth order (25 distinct points per cell) interpolating 
polynomials in both planar directions.  
 

Table 1 shows the run times for the standard MoM and 
GIFFT solutions of the three arrays, as well as the error in 
the GIFFT solution compared to that of the standard 
MoM, which takes advantage of the Toeplitz storage that 
also reduces the fill time.  It can be clearly seen that the 
GIFFT method offers a dramatic savings in both fill and 
solve times while maintaining a high level of accuracy 
that is evaluated as the average of the relative errors over 
all the unknowns. It can also be seen that use of the 
preconditioner dramatically reduces the number of 

BiCGstab iterations needed for a solution, further 
reducing solution time. The BiCGstab iterations are 
stopped when the solution error determined by the 
algorithm is lower than 10-4. The GIFFT method also 
dramatically reduces the memory storage requirements.  
For example, for the 25 25× square patch array (M = 625 
array cells), each patch was discretized using N=65 basis 
functions, requiring storage of N N× =4225 complex 
numbers for each ,p p′  block pp

mnZ ′    of the full 
impedance matrix. Instead, using GIFFT with a fifth order 
interpolation scheme, we need to store only 36 Green’s 
function samples per array cell. Interpolation points are 
also distributed along the border of an array cell and are 
thus shared by contiguous cells resulting in 25 distinct 
sampling points per array cell.  GIFFT’s storage 
advantage is further amplified by the fact that if there are 
M = 625 array cells in a square array, there are M2 matrix 
blocks in the complete matrix, while there are only about 
4M blocks of sampled Green’s function points. The  
factor four arises from extending the evaluation domain 
of the Green’s function to consider all possible 
interactions on the actual array as shown in [1, Fig. 3].  
For the 25× 25 array, this means that the system matrix 
for a standard solution must contain about  

92 2 1.65 10 N M× = ×  complex entries (that reduce to 
62 (2 1) 5.28 10 N M× − = ×  when stored in the Toeplitz 

format), while there are only 
325 4 62.5 10M× × = × entries in the sampled Green’s 

function array in free space.  As explained in Sec. III, for 
layered media, the number of the GIFFT complex 
samples must be multiplied by seven, the number of 
unique dyadic and scalar potential terms used in the 
mixed potential formulation.  

The results in Fig. 4 are related to an array of 19 19×   
(to match the results in [17]) dipole elements on the same 
grounded dielectric slab considered before 
( 00.19d = λ , 2.55rε = ) that exhibits scan blindness in the 
E-plane at 45.8θ = °  [17], [18]. Therefore the dipoles are 
fed with a linear progressive phase along x so as to scan 
the array beam along the θ  direction in the E-plane (the 
x-z plane in Fig. 1). The active reflection coefficients for 
the center row of array elements are shown for various 
scan angles. As pointed out in [17], the results show that 
for a broadside scan angle 0= °θ  the reflection 
coefficients are symmetric with respect to the center 
element (the 10 th) that is well matched, i.e., the 
magnitude of the reflection coefficient is much less than 
unity. This verifies that the antenna elements have been 
matched to the input impedance of the center element at 
broadside. When the array is scanned to 45θ = ° , the 
reflection coefficient varies considerably across the center 
row of the array. The center element actually has a 
reflection coefficient greater than unity, which implies 

Fig. 4.  Active reflection coefficients for various scan 
angles on the E-plane for an array of 19 x 19 dipoles 
on a grounded dielectric slab. Scan blindness occurs 
for 45.8= °θ . 
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that it absorbs power from some of the other elements. In 
other words, the left-hand dipoles in Fig. 4 radiate power, 
some of which is delivered to the right-hand array 
elements through the strongly-excited guided wave on the 
structure.For this particular scan angle, most of the 
elements are not matched, showing the scan blindness 
effect, yet a few near the array edges still have relatively 
low reflection coefficients. These results for the reflection 
coefficient show very good agreement with previously 
published results for this array [17, Fig. 4]. 

 
 
 

 
 

 
 

B. Array of Patch Antennas Excited by Slots 
The final case considered is an array of elements that 

are geometrically more complex, as shown in Fig.2, and 
the meshed patch, slot and microstrip are shown in Fig. 5. 
Two cases are considered: and array of 8 8×  and a larger 
one of 25 25×  element. The array elements are arranged 
on a rectangular lattice with periods S1 = S2 = 30 [mm]. 
The square conducting patches with dimensions 
24.5 [mm] 24.5 [mm]× are placed on a grounded 
dielectric substrate with 2.17rε =  and height =3 [mm]. 
The feeding slot has dimensions 10 [mm] 1.5 [mm]×  and 
is located 5.25 [mm]  off the center of the patch. The 
microstrip under the ground plane has a width of 1.6 
[mm], and a length of 17 [mm] that includes an open stub 
of length 10 [mm]. The microstrip substrate has 2.17rε =  
and a thickness of 0.5 [mm]. The microstrip lines are 
excited by delta gap voltage generators and the operating 
frequency is 3.7 GHz. The design is not optimized to 
minimize the input impedance over a certain band, but is 
merely intended to illustrate the effectiveness of our new 
method. Each patch, slot and microstrip is meshed 

 using quadrilaterals, creating 128 unknowns per array 
element as shown in Fig. 5. The GIFFT method used 

fourth-order interpolating polynomials in both planar 
directions.  
Table 1 shows the run times for the standard MoM and 
GIFFT solution of the array. It can be clearly seen that the 
GIFFT method offers a dramatic savings in both setup 
and solve times while maintaining a high level of 
accuracy.  In this case the BiCGstab iterations are stopped 
when the algorithm’s relative solution error falls below 
0.5 × 10−4  to limit the overall simulation time. Also in this 
case it is seen that the use of the preconditioner 
dramatically reduces the number of BiCGstab iterations 
needed for a solution, further reducing solution time. For 
the larger 25x25elements array the iterations are stopped 
when the error falls below 10−2. 

As in the previous cases, the memory storage  
requirements are dramatically reduced by GIFFT. For 
example, for the 625 25 25M = = × square patch array, 
each element is discretized using N =128 basis functions 
(112 on the patch, 5 on the slot and 11 on the microstrip), 
requiring a storage of N N× =16384 complex numbers 
for each ,p p′  block pp

mnZ ′    of the impedance matrix. 
Instead, using GIFFT with a fourth-order interpolation 
scheme, requiring 1 2 5 5 25r r× = × =  sampling points per 
cell, only 16 distinct Green’s function samples per cell are 
stored.  For the layered medium considered here, this 
number must be multiplied by seven, the number of 
unique dyadic and scalar potential terms used in the 
mixed-potential formulation.  The GIFFT storage 
advantage is further amplified by the fact that for M = 625 
array elements in the square array, there are M2 = 390625 
matrix blocks in the complete matrix (which is why a 
Toeplitz fill was used instead), while there are only about 
4M = 2500 blocks of sampled Green’s function points.  
For the 25× 25 array, this means that the system matrix 

Table 1: Matrix setup (fill) and solve times for GIFFT 
and standard MoM for several structures. 

 

Fill  
Time 
[s] 

Solve 
Time [s] 

Number 
Iterations 

Average 
% Error 

Dipoles in 
Free Space 608.0 1591.2 309            --- 

 GIFFT 4.2 232.0 263 0.20 
 GIFFT w/   

preconditioner 4.2 7.2 7 0.19 
Dipoles on 
Grounded     
Substrate 4698.6 4297.1 833           --- 

GIFFT 47.1 1132.7 911 0.15 
  GIFFT w/ 

preconditioner 47.6 23.2 17 0.15 
Square 
Patches in 
Free Space 4391.8 53612.1 463           --- 

GIFFT 27.7 1100.5 340 0.96 
  GIFFT w/ 

preconditioner 27.0 32.0 9 0.97 

Fig. 5.   Mesh of the square patch, slot and microstrip of 
one of the array elements. The ground plane 
surrounding the slot and the dielectric layers are not 
shown. 
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for a standard MoM must contain about 
2117 117 M× × 216 16 5.3 10 M× × = ×+  complex 

entries; this reduces to 117 117 (2 1)M× × −  

16 16 M× ×+  617.1 10 = ×  when stored in the Toeplitz 
format. By contrast, there are only 

37 16 4 280 10M× × × = ×  entries in the sampled Green’s 
function array in addition to those relative to the self 
blocks and difference matrix (see (2)) that also grow as 
M.   

 

 
 

VI. CONCLUSION 
The GIFFT method for solving large array problems 

[1] is extended here to arbitrary arrays of printed elements 
in a layered material with the possible slot feeds. A block 
diagonal preconditioner has been tested and found to 
greatly improve the solution time by reducing the number 
of iterations required by the BiCGstab solver. The 
examples presented show the advantages of the method in 
reducing the memory requirements of the MoM matrix, as 
well as in reducing setup and solution times. A multiport 
analysis of such arrays can thus be performed in 
reasonable time even for large array structures. An 
extension of the GIFFT algorithm for arrays of cavity-
backed patch antennas is currently under progress.   
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Abstract — The paper presents the Generalized 
Scattering Matrix (GSM) approach for analyzing 
multilayer printed array structures. The analysis involves 
computation of the overall GSM of an infinite array 
structure, Floquet modal based analysis of mutual 
coupling between array elements followed by estimation 
of finite array characteristics. A slot-fed patch array of 
225 elements is used as an example for numerical results. 
It is found that the input match of the edge elements 
significantly differs from that of the elements in the center 
region of the array. The advantages and disadvantages of 
the approach are discussed at the end. 
 

Index Terms—Finite Array, GSM Approach, 
Multilayer Array, Floquet Analysis, Mutual Coupling. 
 

I. INTRODUCTION 

he purpose of this paper is to provide a general 
overview of the GSM approach for analyzing 
multilayer finite printed array structures. 
Multilayer printed patch structures are used for 

enhancing the bandwidth performance [1,2] of a printed 
array. They are also used as a multiband frequency 
selective surface [3], wide band screen polarizers [4] and 
for realizing photonic band-gap materials [5].  The GSM 
approach is very convenient for analyzing such structures. 
The GSM approach essentially is a modular approach, 
where each layer of a multilayer structure is analyzed 
independently and then characterized in terms of a matrix. 
The matrix is called the GSM of the layer, because the 
reflection and transmission characteristics of the layer 
with respect to several incident modes are embedded 
within the matrix.  The complete characterization of a 
multilayer structure is obtained by cascading the 
individual GSMs of the layers.  

 The GSM of an array essentially characterizes the 
periodic array that is extended to infinity in the transverse 
directions. In addition, the GSM is associated with an 
ideal Floquet excitation, defined by uniform amplitude 
and linear phase progression. For a finite array or a 
tapered excitation, the analysis involves few additional 
steps. In this paper, we outline the steps and illustrate 
their mathematical foundations. We demonstrate that the 

results of an infinite array can be utilized to predict the 
performances of a finite array with an arbitrary excitation. 
The predicted result would be exact if we define a “finite 
array” as a physically infinite array with a finite number 
of excited elements. The remaining elements are non-
excited, though they must be physically present. Such a 
finite array is impractical. A real finite array, however, 
has only a finite number of physical elements. In many 
situations radiation characteristics of a real finite array 
can be approximated as that of a finite array defined 
above, because the non-excited elements generally do not 
contribute significantly to the radiated fields, particularly 
in the main lobe region. 

 Section II briefly outlines the GSM approach for an 
infinite multilayer array. Section III formulates the mutual 
coupling that plays the most important role in the 
performance of a finite array. Section IV presents the 
analytical procedure of a finite array employing the 
mutual coupling data. Numerical results of a multilayer 
slot-fed finite patch array antenna are shown in Section V 
and the important conclusions are made in Section VI. 

II. THE GSM APPROACH 

The GSM approach of a multilayer finite array 
involves the following steps: 

• Computation of GSM of each layer, 
• Combining GSMs of the individual layers to 

obtain overall GSM of the structure, 
• Mutual coupling computation between the 

array elements using Floquet modal theory, 
• Active element pattern computation, 
• Computations of finite array pattern and 

return loss of the elements. 

A typical multilayer array consists of four types of 
basic building blocks: printed elements layer, dielectric 
layer, dielectric interface and aperture (slot aperture, for 
instance) layer. The GSM of a printed element layer and 
slot aperture layer are usually obtained using Galerkin’s 
MoM analysis [6]. The GSM of a dielectric layer and the 
interface are determined using Floquet modal analysis [7]. 
The GSMs of the individual layers are then combined to 
obtain the overall GSM of the multilayer structure. The 
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GSM analysis and the cascading formulas are outlined in 
the following Section. 

A. The GSM 
The GSM essentially represents the input-output 

characteristics of an infinite array structure with respect to 
a set of Floquet modes. For a multilayer array structure, 
the GSMs of individual layers are determined and then 
combined together to obtain the overall GSM of the 
structure, as typically done in a mode-matching analysis 
of waveguide horns or filters.  

To illustrate the GSM approach pictorially, consider 
a three-layer periodic array structure (patch-dielectric-
patch) as shown in Fig. 1(a). The three-layer-structure is 
equivalent to five modules connected in cascade as shown 
in Fig. 1(b). 

 

 

 

 

       (a) 

 

 

 

 

       (b) 

Fig. 1.  (a) A three-layer array structure, (b) Modular 
representation of the array (D1 and D2 represent 
dielectric layers). 
 
 

Identical cell-sizes and cell-orientations for the 
periodic arrays are assumed. Also, the structure is 
assumed to be infinite extent along x and y directions and 
is under Floquet excitation.  

The GSM of a module is defined through the relation 
between incident and reflected voltages as below 

      



















=












+

+

−

−

2

1

2221

1211

2

1

a

a
SS
SS

a

a
 .       (1) 

In the above [a1
+] and [a2

+] are the incident voltage 
vectors with respect to the Floquet modes at the two sides 
(or ports) of the module and [a1

-] and [a2
-] are the 

corresponding reflected voltage vectors. The [S] matrix at 
the right-hand side of (1) is called the GSM of the layer. 
It consists of four sub-matrices, namely [S11], [S12], [S21], 
and [S22], respectively.  

The overall GSM of the multilayer structure is 
obtained by combining the individual GSMs of the layers 
or modules. The cascading formula for two modules A 
and B is given by [7, p. 190] 

]][[]][[][][ 2111
1

2211121111
ABABAAAB SSSSISSS −−+= ,  (2a) 

][]][[][ 12
1

22111212
BABAAB SSSISS −−= ,       (2b) 

][]][[][ 21
1

11222121
ABABAB SSSISS −−= ,      (2c) 

]][[]][[][][ 1222
1

1122212222
BABABBAB SSSSISSS −−+= . (2d) 

This formula can be applied repeatedly to obtain the 
overall GSM of a multilayer array. The GSM cascading 
formulas is applicable only if the layers have identical 
periodicities and have identical cell orientations. This 
insures that a Floquet modal vector function has an 
identical expression for all the layers. If the layers have 
different periodicities, then the process is more involved 
as detailed in [7, 8].  

 

 

 

 

 

 
 
Fig. 2. Infinite linear array. 
 

III. MUTUAL COUPLING FORMULATION 

An accurate analysis of a finite array with an 
arbitrary excitation necessitates an estimation of the 
mutual coupling between the array-elements. The mutual 
coupling between the elements can be estimated by 
invoking the Floquet modal analysis of an infinite array 
[9].  

The mutual coupling between the elements is 
generally quantified in terms of the following three 
measurable quantities:  

(a) Mutual impedance, 
(b) Mutual admittance, 
(c) Scattering parameters. 

The above three measurable quantities are related to 
each other by simple algebraic relations. In this Section 
we will first derive the mutual impedance from Floquet 
impedance of an infinite array [7,9]. We first consider a 
one-dimensional array. The result can be extended for a 
two-dimensional array. 

Air 
D1 
Patch 
D2 
Air 

 

Air-D1      D1       Patch        D2      D2-Air

x 

a 
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A. Mutual Impedance 
Consider the infinite array shown in Fig. 2. The 

elements are arranged along the x-direction with element 
spacing a.  Suppose the elements are excited uniformly 
with linear phase progression, known as Floquet 
excitation. Suppose ψ is the phase difference between two 
adjacent elements. Then following the definition of 
mutual impedance, the input voltage for the 0-th element 
can be obtained as 

           ∑
∞

−∞=

=
n

nn ZIV 00 )(ψ .        (3) 

In the above V0 is the input voltage for the element 
located at x = 0, In is the input current of the n-th element 
and Z0n is the mutual impedance between the two 
elements that are located at x = 0 and at x = na, 
respectively. For Floquet excitations, the input currents 
can be expressed as 

    )exp(0 ψjnII n −=          (4) 

where I0 is the input current for the element at x =0. The 
input impedance seen by the n=0 element is 

    
0

0
0

)(
)(

I
V

Z
ψ

ψ =  .         (5) 

Substituting (3) and (4) in (5) we obtain 

   )exp()( 00 ψψ jnZZ
n

n −= ∑
∞

−∞=

.      (6) 

For a Floquet excitation, the above input impedance must 
be equal to the Floquet impedance ZFL(ψ).  Therefore we 
obtain  

   )exp()( 0 ψψ jnZZ
n

n
FL −= ∑

∞

−∞=

.     (7) 

The right hand side of (7) is the Fourier series expansion 
of the Floquet impedance where the Fourier coefficients 
are equal to the mutual impedances. Thus, the mutual 
impedance Z0n is readily obtained in terms of the Fourier 
integral as follows, 

   ∫
−

=
π

π

ψψψ
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djnZZ FL
n )exp()(

2
1

0 .   (8) 

If the two elements are located at x = ma and x = na, 
respectively, then the mutual impedance between these 
two elements can be expressed as 

  ∫
−

−−=
π

π

ψψψ
π

dnmjZZ FL
mn })(exp{)(

2
1

. (9) 

Equation (9) establishes the relation between the Floquet 
impedance and the mutual impedance between the 
elements. It is important to observe that equation (9) 
yields the mutual impedance in the array environment. 
Also observe that Zmn and Znm are identical because 
ZFL(ψ) = ZFL(-ψ) [7, p. 130]. The symmetry property of 
ZFL(ψ)  can be utilized to express Zmn in the following 
convenient form from computational point of view: 

  ∫ −=
π

ψψψ
π 0

})cos{()(1 dnmZZ FL
mn .  (10) 

The mutual impedance deduced in (10) includes the 
effects of scattering from the intermediate and 
surrounding elements that are open-circuited. The 
element-by-element approach [10] typically ignores the 
scattering effects; therefore the present formulation for 
mutual coupling is generally more accurate than the 
element-by-element approach. 

It is worth pointing out that for some arrays the 
Floquet impedance ZFL may have a finite number of 
singularities due to resonances of selective Floquet modes 
with the guided wave modes supported by the array 
structures. Under such a situation, a singularity extraction 
technique [11] must be employed to compute the integral 
near a singular point. 

The mutual admittance between the two elements in 
array environment can be obtained as 

  ∫ −=
π

ψψψ
π 0

})cos{()(1 dmnYY FL
mn   (11) 

where  YFL(ψ) is the Floquet admittance, reciprocal to the 
Floquet impedance ZFL(ψ) and Ymn is the mutual 
admittance between the m-th and the n-th elements. The 
distance between the two elements is (m-n)a. The 
scattering parameters between the elements also follow 
the similar relation. If Smn represents the scattering 
parameter defined as the voltage received by the m-th 
element when the n-th element is excited with all other 
elements including the m-th element are matched 
terminated, then 

  ∫ −Γ=
π

ψψψ
π 0

})cos{()(1 dnmS FL
mn   (12) 

where ΓFL(ψ) is the reflection coefficient of an array 
element under Floquet excitation. Since ΓFL(ψ) = ΓFL(-ψ), 
one can see that Smn = Snm. It should be noted that the 
integral for Smn does not have any singularity because the 
magnitude of ΓFL(ψ) does not exceed beyond unity. Thus, 
from computational point of view, scattering matrix 
formulation is advantageous as compared with 
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impedance/admittance formulation for a finite array 
analysis. 

The mutual coupling formulation can be extended for 
a two dimensional planar array. For a rectangular lattice 
structure, the mutual impedance involves a two-
dimensional integral with variables ψx and ψy, where ψx 
and ψy represent the phase difference between the 
adjacent elements along x and y directions, respectively. 
For a triangular lattice, the formulation is slightly 
different (see [7, p.141]). 

IV. FINITE ARRAY: ACTIVE IMPEDANCE AND 
RADIATION PATTERNS 

The mutual coupling information between the 
elements is utilized to determine the active impedance or 
return loss of an element with respect to given amplitude 
and phase distributions. The active impedance of an 
element depends on the amplitude and phase distributions 
and the load-conditions of the non-excited elements [7, 
p.146]. In the present study we will assume that the non-
excited elements of a “finite array” are match terminated. 
This assumption is somewhat justified because a matched 
element have a small scattered field, thus closely 
resembles the absence of an element.  

Under such a situation the scattering matrix relation 
will yield the exact active input impedance solution. The 
relation in this situation is  

             ]][[][ +− = VSV         (13) 

where [V+] and [V-] are the incident and reflected voltage 
vectors. Elements of [S] are obtained using (12).  
Equation (13) can be utilized to obtain the complex 
reflection coefficients of the elements with respect to a 
given amplitude distribution of a finite array. 

 The radiation pattern of the finite array for this 
particular situation can be obtained directly from 
superposition. The result becomes [7, p.150] 

    ]][[ += VPEE aarray         (14) 

where Ea is the active element pattern, which is defined as 
the radiation pattern of an element in array environment 
while other elements are match terminated. The vector 
form of the active element pattern can be obtained from 
Floquet analysis and the final expression becomes [7, 
p.109] 

}cos/{ˆ
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In the above TETM VV 0000  and  are the modal voltages 
at the array aperture for the TM00 and TE00 Floquet 
modes, respectively. The modal voltages are functions of 

scan direction (θ,φ). The gain can be determined by 
normalizing element and array structures.   

V. RESULTS 

To illustrate the GSM approach, we consider a 
multilayer finite array of slot-fed patch elements. Figure 3 
shows the element and array structure. The element 
numbering scheme is also shown pictorially. We 
computed the Floquet return loss (return loss under 
Floquet excitation) versus scan angle and plotted in Fig. 
4. The return loss is generally good near the bore-sight 
scan, however a sharp resonant spike is observed near 39 
degree scan angle along the E-plane. The resonant spike 
causes a complete mismatch and the array is ceased to 
radiate at this angle. This phenomenon is known as scan 
blindness. The TM0 surface wave mode, supported by the 
grounded dielectric structure, is responsible for this 
blindness. At that scan angle, the surface wave mode has 
a perfect phase-match with the element phase causing a 
resonance1. The surface wave resonance for the D-plane 
scan is not present because the resonant condition is not 
satisfied for the square grid structure under consideration. 
For the H-plane scan, the resonance does not occur 
because the surface wave is not excited at the first place 
due to polarization mismatch between the patch mode and 
the surface wave mode. 

Figure 5 shows the active element pattern cuts for the 
array. The patterns are normalized with respect to the 
incident power. The active element gain is about 6.39 
dBi, which is 0.23 dB lower than that of a 100% aperture-
efficient element. This gain loss is due to back side 
radiation of the feed slot. The E-plane pattern has a null 
(blind angle) near 39 degree which is consistent with the 
return loss behavior. For the E and H-plane patterns, the 
cross-polarization components do not exist because of 
symmetrical geometry. The cross-polarization level is 
substantial at the D-plane scan, particularly near 60-
degree off-boresight.  

Figure 6 shows the radiation pattern of a finite array 
of 15×15 elements. Two scan angles were considered in 
this case. The radiation patterns of the finite array were 
computed using (14). The amplitude taper (Gaussian) was 
10 dB for both cases. For the bore-sight beam, the peak 
gain is about 28.95 dBi, which is about 1 dB lower than 
that of a uniform excitation. The scanned beam has a peak 
gain of 28.06 dBi. The side lobes are 25 dB below the 
beam peaks in both cases. 

Equation (12) was utilized to compute the mutual 
coupling in terms of the array scattering parameters. 
 

1 As stated at the introduction, the present analysis assumes infinite 
array with a finite number of excited elements. For a real finite array, the 
effects of edge diffraction may be included approximately through 
complex reflection coefficient of the surface wave mode due to the 
ground plane and dielectric truncation [12]. 
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Figure 7 shows the coupling level of the array elements 
with respect to the center elements. The E-plane elements 
are tightly coupled than the H-plane elements. 

 

 
 
 
 
 
 
 

 
 
 
 

 
 
 
Fig. 3. A 15×15 element array of slot-fed patch elements. 
The element numbering scheme is also shown. 
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Fig. 4.  Floquet return loss of a slot-fed patch array versus 
scan angle.  Cell size =0.6 × 0.6, patch size=0.24 × 0.47, 
slot size =0.017 × 0.25, patch side εr =2.53, 
thickness=0.058, feed side εr =9.8, thickness=0.026, 50 
Ohms feed line. All dimensions are in wavelength in free 
space. 
 

Figure 8 shows the active return loss of the elements 
in the 15×15 elements patch array with uniform and 
tapered distributions, respectively.  For the tapered array, 
Gaussian amplitude distributions with 10 dB taper for 
both planes were considered. For the plots, elements were 
numbered according to the numbering scheme depicted in 
Fig. 2. Four cases were considered as indicated at the 
inset of Fig. 8. The elements were designed to have about 
-16 dB bore-sight match under Floquet excitation. It is 
found that the active return loss varies from element to 
element. In particular, elements near the edge have 
noticeably different return losses than the rest. For the  
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Fig. 5. Active element pattern cuts of the array. Element 
dimensions are sane as in Fig. 4. 
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Fig. 6. Radiation pattern of 15 x 15 element patch array. 
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Fig. 7. Mutual coupling between patch elements in array 
environment. Patch dimensions are in Fig. 4. 
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Fig. 8. Active return loss of the 15 x 15 element patch 
array in Fig. 3. The patch dimensions are in Fig. 4. The 
element numbering scheme is shown in Fig. 3. 
 

 
bore-sight scan, the return loss for most of the elements 
lies below –15 dB. The return loss deteriorates for the off-
bore-sight scans.  

VI. CONCLUSIONS 

In this paper we demonstrated the GSM approach for 
analyzing multilayer finite array. We considered a finite 
slot-fed patch array as an example. The mutual coupling 
between the elements, active element pattern, active 
return loss and array patterns were computed and results 
are shown. It is found that the mutual coupling is stronger 
between the E-plane elements than H-plane elements. The 
active return loss is substantially different for the 
elements near the edge, than the elements at the center 
region of the array. 

The GSM approach is a modular approach as 
compared to an integrated approach. Computationally, the 
GSM approach for finite array analysis is much more 
efficient than FEM and FDTD approaches, because the 
problem size of a GSM is limited to a cell only. 
Furthermore, the matrix size of the MoM based GSM 
approach is much smaller as compared to a grid-based 
approach.  However, a grid-based approach is more 
versatile because it can be applied to non-periodic 
geometries also without additional complexity. 
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ABSTRACT - Large phased arrays can be reasonably
accurately modelled in finite element programs, such as
HFSS using an infinite array model of the embedded ele-
ment. This approximation is not applicable to small
arrays, where each element is in a different electromag-
netic environment. Very small arrays of simple elements
(of about 10 elements or less) can be modelled as a com-
plete unit, but slightly larger or more complex arrays
require additional techniques to be modelled accurately.
The predicted performance of several versions of a small
array has been compared using HFSS V9.5. The arrays
contained either waveguide or printed dipole elements
and, within the limits of available computing resources,
solutions were generated for (1) complete array models,
(2) half and quarter array models with symmetry planes,
and (3) infinite array models.

I. INTRODUCTION

A Finite Element program, High Frequency Structure
Simulator, HFSS, [1], has been used to compute the per-
formance of an array of 23 elements (Figure 1) over a 5%
bandwidth at 10 GHz. The array lattice geometry was
determined from the requirements to scan +/- 35 degrees
in the Y-direction and +/-15 degrees in the X-direction.
These requirements for a small field of view led to the ele-
ments being spaced by approximately 1 wavelength at 10
GHz in the X-direction and 0.5 wavelength in the Y-
direction.

The objective of the work was to compare the RF per-
formance of two different kinds of antenna elements
when used in this small array. The first element was a
printed double dipole which had already been developed
[2], [3] and the second element was a very simple
waveguide element. The major objective of this work was
to see if more gain could be obtained from an array of
waveguide elements rather than an array of the printed
elements.

Since problems might be encountered in the accurate
determination of the behaviour of such an array with only
23 elements, the computation of the array behaviour was
approached in 3 ways. Firstly the single element was
treated as though embedded in an infinite array and the
1054-4887 © 2
single element performance used to model the array
through the use of the array factor. Secondly one quarter
of the complete array was modelled using symmetry.
Thirdly the array was modelled as a complete unit. The
advantages and disadvantages of these methods are dis-
cussed as applied to two different radiating elements.

Figure 1.  HFSS Geometry of array model showing the
outer radiation boundary. The Z-axis is out of the plane
of the paper. An Azimuth cut is in the XZ plane and an
Elevation cut in the YZ plane.

II. ELEMENTS

Two elements were used. The first was a rectangular
waveguide element fitted into the dimensions of the
required array lattice (Figure 1). This was compared
with a previously designed printed element [2], [3]
formed of 2 half-wavelength dipoles plus a T-junction to
make a double dipole element [4].

III. WAVEGUIDE ELEMENT

Although a waveguide element with a small aperture
of 1 by 0.5 wavelengths is simple to design, there was a
requirement for low coupling values. The maximum
dimensions available for an element are 1 by 0.5 wave-
lengths at 10 GHz. A rectangular waveguide was fitted

X

Y
Radiation Boundary
006 ACES
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into this area and its dimensions adjusted to get the lowest
inter-element coupling between adjacent elements. The
Finite Element Analysis, FEA, model for a single ele-
ment (Figure 2) included the necessary radiation box and
converged with 7,400 tetrahedra. The array was modelled
in several ways which are described in the next section.

Figure 2.  FEA model of final waveguide element in free
space showing the surrounding radiation box. The outer
dimensions of the element are 1 by 0.5 wavelength at 10
GHz.

A. Rectangular Infinite Array

The complete array of waveguide elements was mod-
elled using the FEA program’s inbuilt infinite array
facility. Using this facility, a single array element can be
modelled which has a boundary box of the same dimen-
sions as the single element in the Z-direction but is cut to
lie along the boundaries between adjacent array elements
in the X and Y-directions (Figure 3). The array grid is
therefore rectangular. The scan angle can be included in
the computation. The array factor corresponding to Fig-
ure 1 was then applied. The problems with this approach
are that:

• the use of an infinite array method for such a small
array must be subject to errors,

• the element was modelled with opposing faces as
pairs. This is immediately applicable to a
rectangular array but is of doubtful validity for a
triangular array.

Radiation Box
Figure 3.  Geometry of infinite array, showing unit cell
with matching boundaries to model an infinite array on a
rectangular grid.

B. Triangular Infinite Array

The same waveguide element geometry was used as
for the infinite rectangular array but the unit walls were
set out differently so that the model tessellates exactly
into a triangular array (Figure 4 and Figure 5). The array
factor corresponding to Figure 1 was then applied.

C. Complete Array

Since the array element is very small in terms of wave-
lengths and is also simple in geometry, the array
geometry was modelled exactly as shown in Figure 1
This avoided the necessity of including any definitions of
the arrays. In addition to modelling the complete array,
the array was modelled as a half array with E-plane sym-
metry and as a quarter array (Figure 6) with both E and
H-plane symmetry since E and H-plane symmetry
boundaries can be exploited within HFSS [1] to reduce
the size of the problem. All three of these models gave the
same radiation patterns and S-parameters.

UNIT CELL

Matched Boundaries
in Elevation

Matched 
Boundaries 
in Azimuth
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Figure 4.  Geometry of triangular array, showing unit cell as hatched.

Figure 5.  Unit Cell for triangular geometry of an infinite array (see Figure 4) showing matching boundaries.

element
aperture

I Boundaries for Upper
II Boundaries for Elevation
III Boundaries for Azimuth
IV Boundaries for Lower

I

III

IIIV
Figure 6.  Geometry of one quarter of the complete array
showing the use of both E and H-plane symmetry to
reduce the model size by a factor of 4.

D. Comparison

The radiation pattern of an isolated waveguide element
is shown in Figure 7 and for an embedded element using
Methods 2 and 3 above. There is a difference in the back-
lobe which is greater by 15 dB in the isolated element.
This is as expected because the isolated element will have
currents running on the waveguide exterior which will
contribute to the backlobe whereas the embedded element

1 2 3

4 5

6 7

8
E-plane symmetry

H-plane symmetry
 in Method 2 will have no currents on the exterior. Cur-
rents will run only on the array periphery in Method 3. 

The crosspolar levels are a maximum in the diagonal
plane, that is, Phi = 45.0 degrees. The peak crosspolar
levels for these models (Figure 8) are high for the free
space element and in the quarter array (-15.6 dB and -13
dB respectively) while that for the triangular infinite
array is much lower at -24 dB. The radiation patterns of
the complete array computed with different models are
slightly different (Figure 9 and Figure 10). The differ-
ences in peak gain are less than 0.2 dB. The greatest
difference is in the crosspolar levels which rise to -30 dB
for the complete array but are less than -40 dB for the
infinite array models.

The solution time and the number of tetrahedra used
(and therefore computing memory required) for all the
above models is shown in Table 1. The efficiency of the
infinite array approximations is clearly shown. Use of
symmetry gave a large improvement in runtime for the
complete array model although extra time is required by
HFSS to deal with the symmetry plane. The time quoted
is that for convergence at 10 GHz and computation at 20
frequencies between 9 GHz and 11 GHz.
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Table 1. Summary of HFSS Performance - Waveguide Element.

Array Model No of 
Tetrahedra

Time 
(minutes) Peak Gain Azimuth 1st 

Sidelobe (dB)
Elevation 1st 
Sidelobe (dB)

Diagonal 1st 
Sidelobe (dB)

Infinite Array 
Method 1

3,046 8 21.52 -23.6 -23.4 -16.0

Infinite Array 
Method 2

2,750 8 21.33 -24.2 -23.6 -16.6

Complete 
Array

75,246 60 21.54 -24.5 -22.4 -15.9

Half Array 75,508 94 21.54 -24.5 -22.4 -15.9

Quarter Array 38,042 44 21.56 -24.5 -22.4 -15.9

Free Space 
Element

7,400 6 NR NR NR NR

ACES JOURNAL, VOL. 21, NO. 3, NOVEMBER
The number of tetrahedra and the runtime for the whole
array and a half array using symmetry are very similar.
The same criterion for convergence was used in all cases
and this must be due to the size of the step used in moving
from one mesh geometry, 62,923 tetrahedra, where con-
vergence had not quite been achieved, to the next, 75,508
tetrahedra, where convergence was achieved.

Figure 7.  Comparison of Azimuth radiation patterns of a
single waveguide element.
Figure 8.  Comparison of diagonal (Phi= 45 degrees)
crosspolar radiation patterns of a single waveguide
element.
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Figure 9.  Comparison of array Azimuth copolar patterns
with waveguide element. Gain normalised to 21.61 dBi.

Figure 10.  Comparison of array diagonal copolar pat-
terns with waveguide element. Gain normalised to 21.56
dBi.

E. Scattering Parameters

Figure 11 shows that the Return Loss of an element in
the two infinite arrays is very similar while that of the
central element in the complete array is 4 dB higher and
that of the single element is yet higher by 1 dB. This has
important implications for the design procedure. To inter-
face with the following electronics, the waveguide
element must be terminated in a coaxial transition. An
element with an integrated coaxial transition which had
been optimised for a single element in free space would
no longer be optimised when used in an array. Optimisa-
tion of the match in an infinite array will not be
satisfactory for the array of 23 elements. Since a coaxial
transition will increase the number of tetrahedra in the
model, use of a half or quarter array would be beneficial
but the transition must have symmetry for this to be pos-
sible. Given the close packing of the array, an end-
launched transition will be needed and this can be made
symmetrical.

The coupling between adjacent elements has been
computed by placing 3 elements side by side in the X-
direction or the Y-direction. The use of an infinite array
(Array Methods 1 and 2) does not provide any coupling
results. The use of a complete array does provide such
information and this is plotted with the results from a
three-element subarray in Figure 12 There is good agree-
ment between the coupling values in the X-direction. In
the Y-direction, the results for the row of elements are for
2 elements offset in the Y-direction only and are around
-15 dB while the results for the complete array refer to 2
elements which are offset in the X-direction as well as the
Y-direction. This triangular lattice improves the coupling
by 7 dB so that the coupling between elements is better
than -20 dB in the complete array.

Figure 11.  Comparison of predicted Return Loss for
waveguide element.
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Figure 12.  Coupling between adjacent waveguide
elements.

IV. PRINTED ELEMENT

The second element that was investigated was a previ-
ously designed printed element [2], [3] formed of 2 half-
wavelength dipoles plus a T-junction to make a double
dipole element [4]. The FEA model of the element is
shown in Figure 14 The meshing took 25,000 tetrahedra
for a single element, compared to 7,400 for the
waveguide element.

Modelling the array can be carried out using the infi-
nite array techniques applied to the waveguide element
and 24,910 tetrahedra were required for the model. A
complete array of 23 elements would require about
575,000 tetrahedra. HFSS V9.5 is restricted on a Micro-
soft WINDOWS NT machine to a memory size of about
1.5 GBytes which can accommodate a maximum of
about 125,000 tetrahedra. Therefore a complete array
cannot be modelled with the available computing soft-
ware and hardware. It is not possible to use 2 planes of
symmetry either because the printed element is not sym-
metrical and one plane of symmetry (half the array)
would still require too many tetrahedra. 

When the radiation patterns of the printed element
were computed using an infinite array method, they were
very similar to the array of waveguide elements (Figure
13). 

On the evidence from this work on arrays of
waveguide elements with a boresight beam, the final
radiation patterns of such a small array will not be very
different from those computed for the printed element
using an infinite array technique. While the work on the
waveguide element showed that the array radiation pat-
terns did not differ much with the modelling method
used, the Return Loss did differ. This is also the case with
the printed element (Figure 15) where the response in an
infinite array is much narrower in bandwidth and shifted
down in frequency. The coupling between adjacent
printed elements has been modelled in two different con-
figurations (Figure 16 and Figure 17). Compared with the
coupling between adjacent waveguide elements (Figure
12) which is 15 dB in the X-direction and 30 dB in the Y-
direction, the coupling between adjacent printed ele-
ments is poor at 17 dB and 19 dB at 10 GHz. On the basis
of these coupling figures, one would expect the Return
Loss, when the element is embedded in the array, to be
quite different from that in free space. 

Figure 13.  Radiation patterns of a complete array of
printed elements - based on an element in an infinite
array. Gain normalised to 21.61 dBi.
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Figure 14.  Model of Double Dipole. The centre-line of the dipole arms is 7.9 mm above the ground plane which is 0.263
wavelengths at 10 GHz. Other details may be found in [2].

Ground Plane
Substrate

Input Port - Model

Printed Dipoles

Microstrip
Feed

, WICKS: MODELING THE RF PERFORMANCE OF A SMALL ARRAY
Figure 15.  Return Loss for printed element in free space
and in an infinite array.
Figure 16.  Geometry of two printed elements for cou-
pling computation.

A) Two elements arrayed in X direction

B) Two elements arrayed in Y direction
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Figure 17.  Coupling between two adjacent printed
elements.

V. CONCLUSIONS

Two elements, a waveguide element and a printed dou-
ble dipole, have been considered for use in an array of 23
elements in a triangular lattice. A commercial FEA pro-
gram, HFSS V9.5, was used in all the computations.

When the waveguide element was modelled in the
array using different methods (complete array, two
geometries of infinite array), the gain and radiation pat-
terns differed very little. The peak crosspolarisation did
differ but values were less than -30 dB in all models.
However the Return Loss of a single element varied a
great deal according to the array model used. Since it was
possible to use a complete array model, the Return Loss
could be used to optimise a coaxial transition.

The printed element required far more tetrahedra in the
mesh and it was impossible to run a complete array or use
symmetry because of memory limitations. The results for
the radiation patterns have to be based on the infinite
array model but are probably indicative of what could be
achieved. The Return Loss in free space and in the infi-
nite array model were very different.
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Abstract — The measurement of Scan Element Pattern 

by exciting only the center element is evaluated, both for 
gain at broadside and for behavior versus scan 
(normalized at broadside). A large dipole array of 50 ×  
50 elements is used in a 64 bit computer test bed, for 
calculations including mutual impedance. These results 
are compared with those where all elements are properly 
excited. A simple rigorous derivation of SEP including 
impedance mismatch is presented. 
 

Index Terms — Scan Element Pattern, phased arrays, 
array measurements. 

I. INTRODUCTION 
 

Scan Element Pattern, (SEP), (formerly active element 
pattern1 ) was developed circa 1960 in [1−4], to provide 
phased array gain behavior versus scan angles. Its utility 
for decades has been to give insight and results on the 
scan performance of various elements and lattices. A 
common but incorrect measurement procedure terminates 
all elements in the array, with the excited center element 
connected to a gain measurement setup. It was recognized 
in the Lincoln Lab reports [1] that the impedance seen in 
the measurement was not the scan impedance (SI), 
(impedance seen when all elements are excited with the 
proper amplitude and phase), due to the passive mutual 
couplings. The textbook definition of gain was used in the 
derivation provided in [1] where the scan impedance 
mismatch loss was not included. Hannan included this 
mismatch, but his formulas were based on “intuitive 
reasoning” [3]. 
Clearly his SEP which is proportional to cosθ  is only an 
approximation [3, 5], which fails for large scan angles 
and for some types of elements at all angles. The excited 
center element procedure does not include the correct 
scan impedance, Zs and it does not accurately yield the 
correct SEP. It is useful to examine closely how the 1960 
results were  

 
1 This terminology is deprecated as “active” carries electron device 

connotation. 

 
obtained. In [1, 6], all mutual impedances were set to 
zero, and a zero order inversion of the impedance matrix 
was used, resulting in the array gain equal to N times the 
SEP. Hannan used superposition to produce the same 
result [3]. Superposition, as defined by Silver in [7], 
states that when currents are added the fields produced by 
the currents are added. There are N sets of currents; each 
set includes a current at the driven element and currents at 
all the other elements. In each current set a different 
element is driven. Unfortunately in any current set, none 
of the currents are what they would be if all elements 
were excited. Thus superposition is not useful: each 
current set produces incorrect voltages, and the sum of 
sets of incorrect voltages is also incorrect. Phased array 
books [8, 9] also use this incorrect formulation. 
This paper determines the utility and inaccuracy of the 
excited center element procedure, herein called transmit 
SEP, and compares it with results from receive SEP. Both 
are simulated in computer programs. 
First a rigorous derivation of scan element pattern is 
presented. It is similar to Lincoln Labs circa 1960 
derivations, except that impedance mismatch is included. 

II. DERIVATION OF SCAN ELEMENT PATTERN 
 

Consider a linear or planar array with N elements. The 
scan element pattern is the gain per element at the peak of 
the scanned beam. All phase factors are considered zero, 
thus the array gain is written as: 
 

 
24 ( , ) ( , )

( , )
r E H

G
P

π θ φ θ φ
θ φ

⋅
=                  (1) 

where P is the radiant power and in terms of electric field 
only, 

2 *( , ) ( , )( , )
30

r E EG
P

θ φ θ φθ φ ⋅
= .                     (2) 

For any wire or patch antenna element, E is a constant 
times current times isolated pattern, divided by r. In 
particular for dipoles, 
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Here the sum is over the elements of the array, and the 
pattern function F is,  
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The dipoles are along the x-axis and in the x-y plane. 
Thus the array axis is for 0.φ =  Dipole half-length is h, 

and k= λ
π2 . 

Power into the array, without matching or source 
impedance, is simply, 
 

*
N
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where snR  is the scan resistance of the nth element. Gain 
equation now takes the form  
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Since the scan element pattern is gain per element, one 
gets 
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 This can be written in terms of the isolated element gain 
,isog  where  
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Thus SEP becomes, 
 

( , )
( , )

N N

iso iso n n

N

N N sn

R g I I
SEP

N I I R

θ φ
θ φ

∗

∗
=

∑ ∑

∑
.        (9) 

For a large array most element impedances will be the 
same thus SEP reduces to, 
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For a large uniformly excited array the currents will also 
be nearly equal. Thus the infinite array SEP becomes, 
 

( , )( , ) iso iso

s

R gSEP
R
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Power transfer to, or from, each element is affected by the 
load impedance Zl and matching impedance. For a 
complex load /match Z l , and resistance Rl, the power 
transfer, compared to perfectly matched transfer, is, 
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Again for large arrays the SEP reduces to 
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The new factors represent power transfer with a reflection 
coefficient modified for complex load impedance, 
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where, 
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Note that for all real values of load-match, these 
equations revert to the usual ones. 
Going back to equation (10), an alternate from, 
appropriate for computer analysis is 
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(16) 
where Rs is the scan resistance. 
The only approximation in (16) is that all element scan 
resistances are equal, which affect the power sum and the 
mismatch factor. For arrays that are not large, the 
mismatch factor can be calculated for each element, and 
then averaged. The effectiveness of this will be shown in 
Section 4. 
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III. MODELLING TRANSMIT SEP 
MEASUREMENT 

 

To determine exactly how the transmit SEP measurement 
process behaves with angle and frequency, a planar array 
code using thin dipoles on a square lattice, is employed. 
This code treats a finite square array, up to 100 on 
elements each axis, thereby replicating the measurement 
procedure. As the dipoles are thin, and the maximum 
length is half-wave, the current distribution is very 
closely sinusoidal, thus Moment Methods solution is not 
necessary. All elements were terminated with a resistance, 
and the center element was excited. Solution of the 
mutual impedance matrix equation gives the complex 
currents for all the array elements. Mutual impedances 
and matrix inversion were calculated in double precision. 
Far field pattern was calculated by summing the element 
currents times the appropriate steering phases times the 
elements pattern. Power was calculated from Real (VI) 
for the driven element. Gain is simply 12E2/P*(1-|Γ|2), 
where Γ is the reflection coefficient. Two matching 
impedances were used: one for an infinite array of excited 
dipoles, and the other for only the center element excited. 
Calculations were performed on an HP 64 bit UNIX 
workstation.2 
Results are given for a 50 ×  50 element array (2500 
unknowns) in Fig.1. The values of SEP (gain per element) 
are normalized to zero dB at broadside as the absolute 
values are incorrect due to the passive mutual 
impedances. Absolute values are as discussed in Section 
5. The broadside array impedance of 63 + j23 Ohms is 
used for matching. In comparison with the well-known 
infinite array results [9], the transmit SEP values are 
roughly 2 dB higher in the range of θ from 40 to 80 
degrees for the E-plane. H-plane results are slightly 
higher. The departure from absolute gain is much worse 
than would be indicated by the modest change in the 
centre element impedance. The mutual coupling 
significantly reduces the current magnitudes, thus 
decreasing the gain per element. Significant oscillations 
in the E-plane SEP are due to edge effects, even for such 
a large array [10]. Note that in fig. 1 the E-plane SEP is 
higher than the H-plane, which is contrary to the infinite 
array Floquet results [9]. 
With the ground screen added, at a spacing equal to half 
the dipole spacing, the transmit SEP is as shown in Fig. 2. 
The broadside array impedance of 70 + j58 ohms is again 
used as match impedance. The E-plane result departs 
markedly from the infinite array result; the H-plane 
values are higher than the infinite array results to about 
60 degrees, and lower for large angles. Note the large 
change in embedded impedance from the infinite array 
value of 153 + j32.  

 
2 CPU chips optimized for floating point operations tend to be several 

times as fast as PC chips optimized for integer handling, all for the same 
clock rate. 

 
 
Fig. 1. A 50 × 50 dipole array, L = Dx = Dy = 0.5λ. 

 
 

 
 
Fig. 2. A 50 × 50 dipole/screen array, L = Dx = Dy = 
0.5λ, h = 0.25λ. 

 
 

Not only is the absolute SEP at broadside is incorrect, but 
the scan performance, normalized to 0 dB at broadside, is 
not good predictor of array gain versus scan. 

IV. MODELLING RECEIVE SEP MEASUREMENT 
 

The same computer model was used to simulate the 
receive SEP measurement. All elements were excited by 
unit amplitude voltage and the proper scan phase. Scan 
element pattern was calculated again from 120E2/P x (1-

2Γ ) . Figure 3 shows SEP, in an absolute value. 

A matched array would have an SEP of 2 Aπ / 2λN , 
which is / 2 1.97π = dB for the half wave case of Fig. 3. 
The E-plane curve is a fair fit (but slightly lower) to 
infinite array results out to about 70 degrees, but there are 
edge effect oscillations. The H-plane curve is slightly 
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higher for large angles. Calculations of 20 x 20 and 30 x 
30 arrays (not shown) indicate that as the array size is 
larger, the match at large θ becomes better. 
 

 
 

Fig. 3. A 50 × 50 dipole array, L = Dx = Dy = 0.5λ. 
 

Figure 4 gives SEP with a ground screen, again spaced 
from the screen half the dipole spacing. The E-plane SEP 
contains large oscillations, building up as θ  increases. 
These oscillations occur as the scan impedance of the 
center element oscillates about the infinite array value. An 
average curve through the oscillations matches well the 
infinite array data. H-plane data are roughly 1 dB high for 
angles larger than 50 deg. 
 

 

 
 
Fig. 4. A 50 × 50 dipole/screen array, L = Dx = Dy = 
0.5λ, h = 0.25λ. 
 
 

A better result comes from the average of the scan 
reflection coefficients of all elements. Figure 5 shows 
SEP for the half-wave dipole array, using the average 
reflection coefficient. The oscillations in Fig. 4 for the E-
plane have been smoothed out and the H-plane SEP is 

higher, as it should be. Figure 6 is for the dipole with 
ground plane case with few oscillations. These two 
graphs compare well with the infinite array results of [9] 
but even for an array of 50 element wide, there are some 
edge effects at larger scan angles, thus Figs. 5 and 6 are 
slightly different from the infinite array results. 

 

 
 
Fig. 5. A 50 × 50 dipole array, L = Dx = Dy = 0.5λ, 
average CGAM. 

 
 

 
 

Fig. 6. A 50 × 50 dipole/screen array, L = Dx = Dy = 
0.5λ, average CGAM. 

 

V. COMPARISION OF BROADSIDE GAINS 
 

The preceding transmit graphs were all normalized to 0 
dB at broadside, to show scan behavior. Actual SEP, gain 
per element at broadside, is given in Table 1 for the 50 x 
50 dipole array. For the (correct) receive case, with center 
element match, the SEP is π/2 =1.96 dB, as expected. The 
error in the (incorrect) transmit case is 6.2 dB. The 
passive mutual coupling reduces all currents but that of 
the center element, resulting in grossly incorrect gain. 
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Table 1. 50 x 50 Dipole Array at Broadside. 
 SEP-T SEP-R 

Center Element Match 
 

-4.26dB 
 

+1.96 dB 

Infinite Array Match -5.00 dB  
 

 
The array over a ground plane gives the results in Table 
2. Now the center element match case produces 4.97 dB 
as expected; the transmit case gives a gain of 11.4dB in 
error. When the infinite array impedances are used as a 
match, the results are nearly the same.  

 
 

Table 2. 50 x 50 Dipole/Screen Array at Broadside. 
 SEP-T SEP-R 

Center Element Match 
 

-6.42 dB 
 

+4.97 dB 

Infinite Array Match -8.71 dB  
  

VI. CONCLUSIONS 
Measuring scan element pattern of an array with one 
element excited gives crude relative scan performance 
with significant errors, while the absolute values are 
grossly incorrect; due to only one element excitation 
leading to passive mutual coupling effects. SEP should be 
measured with the arrays in the receiving mode in a 
standard gain test facility. E-plane receive SEP may show 
oscillations for small arrays, which can be smoothed out 
by measuring or calculating SEP of several elements, and 
using averaging.  
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Abstract - Traditionally, antennas have been designed 
as separate components, mounted on e.g. masts, 
buildings, and vehicles. Modern systems, however, 
require antennas to be integrated with existing 
structures. This paper discusses the analysis of 
conformally integrated array antennas using the hybrid 
UTD-MoM method, in particular arrays on doubly 
curved surfaces. Computed results are shown including 
singly and doubly curved surfaces. Most of the results 
are verified by measured results and calculated results 
obtained with a modal solution. 
 

I. INTRODUCTION 
 
The rapid growth in wireless communications, 
especially mobile communications, has caused the 
requirements on antenna systems to be more and more 
demanding. For future antenna systems a typical 
requirement is to integrate the antennas in the surface of 
different vehicles or platforms. For example, a modern 
aircraft has today many antennas protruding from the 
structure, for navigation, various communication 
systems, instrument landing systems, radar altimeter 
and so on. Integrating these antennas into the aircraft 
skin is highly desirable [1]. Antennas can also be 
integrated in various structures such as lampposts, 
chimneys, even trees, etcetera, in order to be more 
easily accepted by the public, as shown in Figure 1.  
 
The need for such antennas, conformal antennas, is 
even more pronounced for the large apertures that are 
necessary in e.g. satellite communication and military 
airborne surveillance radars. In order to ensure proper 
operation of these systems, it is important to be able to 
determine the characteristics of the antennas. Thus, 
efficient (numerical) methods suitable for the analysis 
of conformal antennas are needed. 
This paper will discuss modeling of conformal array 
antennas, in particular, antennas on electrically large, 
doubly curved surfaces. The emphasis is on the 
numerical implementation. The results are verified with 
measured data, but also with a modal solution. The 
layout of the paper is as follows; first, methods of 

analysis are discussed in general, but the main focus 
will be on the hybrid UTD-MoM method. This includes 
a discussion about geodesic ray tracing on surfaces with 
varying curvature. Finally, results are given to illustrate 
the accuracy of the hybrid method for singly and doubly 
curved PEC surfaces. The antenna element used 
through out this paper is the waveguide-fed aperture 
antenna, both with rectangular and circular cross-
sections. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Possible location for base station antennas [2]. 
 

II.  METHODS OF ANALYSIS 
 
Important steps in the analysis of conformal array 
antennas are to find the mutual coupling among the 
radiating elements and the (isolated and/or embedded) 
radiation patterns of the individual elements. A critical 
step in the analysis is therefore to find the 
electromagnetic fields on the surface and in the far-field 
in the presence of a complex and arbitrarily shaped 
body. This is, in general, a difficult problem since the 
surface is often large (in terms of wavelength) and it 
may be convex or concave or both. Furthermore, the 
surface can have edges and other discontinuities, and a 
dielectric layer can cover the antenna aperture.  
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The available methods are often divided into two 
categories; frequency domain methods and time domain 
methods. Frequency domain methods are probably the 
most commonly used methods for analysis of antennas, 
including conformal antennas. Thus, our focus will be 
on these methods -- the interested reader can find an 
overview of time domain methods (mainly FDTD and 
techniques to avoid staircase approximation errors) in 
[3]. 
 
The classical way of analyzing conformal antennas is to 
use a modal solution. Such a solution is possible to 
obtain only for some special cases like a perfectly 
conducting circular cylinder, elliptic cylinder, cone, or 
sphere [4]. However, if the geometry is more complex, 
e.g. a rotationally symmetric surface of arbitrary cross 
section, a modal solution is very difficult, if at all 
possible, to obtain. The analysis is also typically highly 
complex and suffers convergence problems when the 
size of the geometry is increased (in terms of 
wavelengths). Hence, the process of extracting 
numerical results can be difficult and very time-
consuming. A simplification of the modal solution for 
structures with rotational symmetry is to reduce the 3D 
problem to a spectrum of 2D problems by applying a 
Fourier transformation with respect to the symmetry 
axis as described by R. F. Harrington [5]. 
 
For arbitrarily shaped (3-D) bodies no exact analytical 
solutions exist. In the low frequency range, several 
reliable numerical procedures, e.g. method of moments 
(MoM) [6] and the finite element methods (FEM) [7], 
are available for solving the radiation/scattering 
problem. However, for higher frequencies, these 
numerical techniques become impractical since the 
associated matrix becomes very large. 
 
One way of avoiding these problems is to use a high 
frequency approach. The term high frequency means 
that the fields are being considered in a system where 
the properties and size parameters of the geometry vary 
slowly with the frequency. This is not a serious 
limitation in many cases since the minimum radius of 
curvature of the surface can be quite small. A 
commonly used requirement is 2 5kR ≥ −  (k is the 
wave number, R is the radius of the cylinder) for 
accurate results [8]. From an engineering point of view 
these conditions are often fulfilled for large bodies 
when the frequency is in the microwave frequency band 
or higher. 
There are a number of different high frequency 
techniques, or asymptotic techniques, available. The 
reason is that an asymptotic technique is often 
specialized for a certain problem and cannot be 
generalized easily. However, a general formulation is 
very desirable for efficient analysis of various realistic 

conformal antennas. A well known formulation is the 
ray-based uniform theory of diffraction (UTD) [9-11]. 
This approach has been successful and the solution is 
useful for different types of convex PEC surfaces, 
including doubly curved surfaces. Note, however, that 
UTD also has disadvantages as will be discussed later.  
 
If coated surfaces are considered there is no general tool 
for electrically large surfaces. For the special case of 
circular cylinders an efficient high frequency method is 
described in [12-13], valid in the non-paraxial region. 
For coated circular cylinders and spheres of moderate 
sizes, an efficient modal solution is described in [14]. 
 
An overview of different frequency domain methods 
suitable for conformal antennas, including a comparison 
of different methods, can be found in [3].  
 
 

III.   THE HYBRID UTD-MOM APPROACH 
 
As indicated in the previous section all methods have 
their advantages and disadvantages. To overcome the 
disadvantages a hybrid approach (a combination of 
different methods) is often used in practice. A 
commonly used method when analyzing conformal 
antennas is the hybrid UTD-MoM method, an 
alternative is the FE-BI method [15]. In the following, 
we will discuss the UTD-MoM method applied to 
waveguide-fed aperture antenna arrays on curved PEC 
surfaces. We will first present the general approach and 
then some aspects of the UTD formulation. Finally, the 
issue of finding ray paths (geodesics) on curved 
surfaces is described. 
 
A. General formulation 
The approach is based on the integral equation 
formulation, solved by the MoM. As will become clear, 
the general analysis is not any different from the planar 
case. However, it is more difficult to find the field 
representation outside a curved surface.  
 
Figure 2 shows the waveguide-fed aperture problem for 
aperture m with the computational domain divided into 
two regions, the interior and exterior regions. By using 
the field equivalence theorem [5, page 106] an 
equivalent (exterior) problem is obtained by covering 
the apertures with a perfectly conducting surface and 
introducing unknown equivalent magnetic current 
moments on the surface. These infinitesimal magnetic 
current moments then radiate in the presence of the 
curved perfectly conducting surface. 
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Figure 2. The interior and exterior domains at aperture 
m with the nth waveguide mode for a PEC surface. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. A symbolic picture of the physical and 
electrical ports in the antenna array. 
 
 
Applying the boundary condition for the tangential 
magnetic field results in the following integral equation; 
 

ext int
tan tan

ap apr S r S
H H

+ −∈ ∈
=           (1) 

where apS  is the set of all apertures, ext
tanH  is the 

external surface field caused by the equivalent magnetic 
current moments, and int

tanH  is the magnetic field in the 
interior region. 
 
Let us now consider an array with M apertures and N 
modes in each aperture. The antenna array can be 
treated as a M N×  port circuit according to Figure 3. 
Hence, the aperture magnetic field in the internal region 
is given as  
 
 

 
int
tan

apr S
H

−∈
≈  

( ) ( )
1 1

ˆ ˆ
M N

n n n n
g mn m m g mn m m

m n

Y E z e Y E z e+ −

= =

 × − ×  ∑∑ .       

(2) 
 
Equation (2) expresses the field expanded into a series 
of basis functions. Here, we have used the waveguide 

modes ( )n
me  in the waveguide as basis functions with 

unknown amplitudes mnE+  and mnE−  ( n
gY  is the modal 

admittance). The plus sign indicates a wave propagating 
towards the aperture and the minus sign a wave 
propagating away from the aperture Note that we have 
used a single mode index n to represent the triple mode 
index i, j, TE/TM where i, j are the usual mode indices 
and TE/TM is an index that indicate TE- or TM-mode. 
 
It should be noted that throughout this paper the 
transmitting apertures are fed by the dominant 
waveguide mode only. However, at the different 
waveguide openings, see Figure 2, infinitely many 
reflected evanescent modes are generated. Also at the 
receiving apertures infinitely many modes are generated 
from the external field. A single/dominant mode 
approximation is often used, but for a more accurate 
analysis higher order modes are needed as will be 
discussed later.  
 
To solve for the unknown modal amplitudes, (2) is 
inserted into (1). The discretized integral equation is 
then transferred to a matrix equation by using 
Galerkin’s method (i.e. weighting functions = basis 
functions) with the inner product defined as 

( ),f g f g dS= ⋅∫∫ . We get 

( ) ( )ext ext
tan tan

1 1

ˆ ˆ, ,

ap

M N
n q n q

mn m p p mn m p p
m n

r S
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E H e z e E H e z e

Y Y +

+ −
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∈
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M N
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pm pm

Y E z e z e Y E z e z e p q

     (3) 
As seen, the mutual admittance ( )qn

pmY  between modes 
n q→  in the apertures m p→  is directly identified in 

mnE−  mnE+

 

Equivalent 
magnetic current 
moments 

Exterior 

Interior 

radH  ˆmz  
radH  
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equation (3). Hence, both the mutual admittance and the 

unknown modal amplitudes ( ),mn mnE E+ −  can be found 

if ( )ext
tan

n
mH e  is known. From the modal amplitudes the 

far-field radiation pattern can be calculated.  
 
A very important parameter in the analysis of 
(conformal) array antennas is the mutual coupling 
among the elements. Of interest is the scattering matrix 
which can be found easily since the mutual admittances 
are directly identified in (3). The scattering matrix is 
given by the following formula 

( )( ) 1−= − +S I Y I Y .             (4) 
Note that two cases can be distinguished. The first is the 
mutual coupling between two elements only, referred to 
as the isolated coupling since no other elements are 
involved. The other elements of the array are assumed 
to be absent (short circuited in case of apertures). For 
this case, Y  is a 2 2×  element matrix calculated as a 
function of the spacing or any other parameter of 
interest. With all elements present we use the term array 
mutual coupling. The array mutual coupling is obtained 
by considering all elements in the array, thus Y  is an 
M M×  element matrix where M is the number of 
elements in the array. If higher order waveguide modes 
are used in the analysis the matrix is of the size 
MN MN×  where N is the number of modes used (see 
equation (3)). 
 
An important observation is that the integral equation is 
referred to the curved aperture plane. However, the 

basis functions ( )n
me  are valid in a planar surface in a 

cross section of the waveguide. See Figure 4 where the 
planar surface in the waveguide is shadowed. Despite 
this fact, the fields at the convex surface are often 
assumed to be the same as in the waveguide and the gap 
in Figure 4 is disregarded.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. The geometry at the aperture. 

In many applications this approximation may be 
tolerable, especially if the radius of curvature is large in 
the “wide” plane of the aperture. But, if the radius of 
curvature becomes smaller, the error may become too 
large. One way of reducing the error is to add a phase to 
the aperture field at the planar surface to include the 
small distance to the curved surface. This is done in the 
simulations presented in this paper. 
 
B. The Uniform Theory of Diffraction (UTD) 
The uniform theory of diffraction was developed to 
retain all the advantages of GTD and overcome the 
failure of GTD in the shadow boundary transition 
region. Assuming that the principal radius of curvature 
of the surface is large in terms of wavelength, and 
slowly varying along the surface, it was possible to 
obtain uniform asymptotic solutions to the canonical 
problems of diffraction by perfectly conducting circular 
cylinders and spheres [9-11]. These solutions can then 
be generalized to arbitrary convex surfaces with the aid 
of the local properties of high frequency wave 
propagation.  
 
In this section, we limit the discussion to the surface 
field only, since it is needed in order to solve the 
integral equation for the unknown modal amplitudes 
(and the mutual coupling)#. The formulas will, however, 
not be repeated here, and the reader is referred to the 
papers indicated above for all details. The focus will be 
on a couple of complications that exist in the UTD 
solution. 
 
It is well known that the UTD solution experiences 
problems when the ray path approaches the axial 
direction of the cylindrical geometry. The reason is that 
the approximation used for the fields in terms of Fock 
type Airy functions cannot be completely justified in 
the paraxial region. However, limiting forms for the 
components of the surface dyadic Green’s function can 
be obtained for the PEC surface. This approach seems 
to give results accurate enough, and is used throughout 
this paper. But there is also an alternative, more 
accurate, solution available for the paraxial region. It is 
obtained by including higher order terms in the 
asymptotic evaluation of the exact solution and was 
presented by Boersma and Lee [16].  
 
Another disadvantage with UTD is that small details 
cannot be included. Due to the approximations used in 
the derivation, the distance between the source and field 
points must be larger than circa 0.5λ . This is a 
problem, especially when calculating the self 
admittance since the dyadic for the surface magnetic 
                                                 
# The radiation pattern can be found using the formulas in 
[10] once the modal amplitudes are found. 
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field has a 3s−  singularity as 0s →  (s is the distance 
between the source and field points). For the circular 
cylinder Yung et al. [17] has shown that it is possible to 
rewrite the dyadic for the surface magnetic field with 
the help of the planar Green’s function. Thus, a 
regularization can be obtained if the surface dyadic 
Green’s function G  is rewritten as  
 

pert.

cyl. pl.pl.
asympt. asympt.

G

G G G G= + −        (5) 

The second term in (5) can be viewed as a perturbation 
due to the curvature of the circular cylinder. 
Furthermore, note that the asymptotic cylindrical dyadic 
is still used in (5). This is possible, at least when 
calculating the self admittance of the dominant TE10 
mode as shown in [18]. The only requirement is that the 
cylinder radius exceeds about two wavelengths. This 
requirement is often fulfilled in most practical 
applications. An explicit expression for the self 
admittance of the dominant TE10 mode, based on the 
above approach, is found in [19]. The outlined approach 
can also be used for arbitrarily shaped singly curved 
surfaces by approximating the surface at the aperture 
location with a circular cylinder. The radius of the 
circular cylinder then equals the local radius of 
curvature at the element position.  
 
Another possible approximation for handling small 
separations between source and field points is to use a 
planar solution.. Comparison of the planar approach and 
the above mentioned regularization process has shown 
that the planar approximation gives satisfactory results 
for the geometries of practical interest. A rigorous study 
for doubly curved surfaces has, to the author’s 
knowledge, not been performed. But, it can be assumed 
that the planar approximation is accurate enough for 
most applications. Hence, in the calculations made in 
this paper the planar approximation is used both for 
singly and doubly curved surfaces. The result is 
satisfactory as will be seen later. 
 
C. Geodesics 
Before UTD can be applied to curved surfaces it is 
important to find the proper ray(s) that connect(s) 
arbitrarily located points on a smooth surface. For a 
correct solution, the rays must obey certain conditions 
in order to be valid geodesics on the surface. A 
complete treatment of this problem is beyond the scope 
of this paper, the interested reader is referred to 
textbooks on differential geometry (see e.g. [20]), but 
some highlights will be discussed with emphasis on 
doubly curved surfaces. 
 

In its most general form, the geodesics are given by a 
second order differential equation, which satisfies the 
generalized Fermat's principle. Unfortunately, the 
solution to the differential equation is often difficult to 
find explicitly; instead some kind of numerical (ray 
tracing) procedure has to be used. Anyhow, every 
solution (it may be more than one!) that fulfills the 
geodesic equation is called a geodesic, whether it is an 
arc of shortest distance or not. Thus, geodesics may be 
regarded as stationary curves rather than strictly 
shortest distances on the surface. Hence, a general 
definition of a geodesic is that ”along the geodesic the 
principal normal ( n̂ ) coincides with the surface normal 
( N̂ )”. Figure 5 illustrates a situation when a curve 
along the surface is not a geodesic. 
 
Fortunately, the ray tracing procedure can be simplified 
for certain geometries. This considerably reduces the 
numerical computations. The class of surfaces that can 
be analyzed in this way belongs to the geodesic 
coordinate system (GCS) [20], i.e. the parameter lines 
of the surface are orthogonal to each other. In these 
cases the geodesic equation is reduced to a first order 
differential equation. Examples of surfaces that belong 
to the GCS are any of the eleven surfaces defined by the 
Eisenhart coordinate system. Actually, the analysis 
presented here can also be extended to non-Eisenhart 
surfaces. The only requirement is that the surface can be 
defined in the GCS. One example of a non-Eisenhart 
surface is the ogive, which is of great interest in 
aerospace engineering since it can describe many of the 
shapes encountered in the area. The ogive is not a 
coordinate surface of an Eisenhart coordinate system 
but can be identified as the coordinate surface of the 
bispherical coordinate system [21], which fulfills the 
requirements. Thus, a straight forward analysis can be 
performed for many geometries of interest within the 
conformal antenna area. 
 
 
 
 
 
 
 
 
 
 
Figure 5. A curve along a surface, but not a geodesic 
surface ray. 
 
Assume that the parametric equation of the surface is 

( ), ,  1...3i ix X u v i= =  where u and v are the 
curvilinear coordinates, within a certain closed interval. 

Not a geodesic. 

n̂  N̂  
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Then, the geodesic equation for the surfaces belonging 
to the GCS is given as 
 

( )

( )
2

,

α β
α

α

±
= +

−

ℑ

∫ Ev u du
G G

u

     (6) 

where E and G are two out of three so called first 
fundamental coefficients [20]. α  is a constant of 
integration, known as the first geodesic constant. The 
±  sign in front of α  depends on whether v is 
monotonically increasing or decreasing with u. β  is 
the second geodesic constant. The physical significance 
of α  and β  is that they uniquely characterize a 
geodesic.  
 
The solution to (6) provides the general solution for the 
specific geometry. To find the particular solution that 
connects two points on a surface the geodesic constants 
α  and β  have to be found. Since the positions of the 
different antenna elements are known, as well as the 
field or diffraction points, α  and β  can be found by 
solving the following system of equations 
 

( )
( )

start start

stop stop

, ,

, .

α β

α β

= ℑ +

= ℑ +

v u

v u
   (7) 

The analysis is facilitated since the integral in (6) can be 
solved in closed form for the surfaces defined by the 
Eisenhart coordinate system! Furthermore, both the ray 
parameters of the differential type as well as the integral 
type in the UTD formulation can be found directly for 
the geometries discussed here with the aid of 
differential geometry. In fact, the only unknown in 
these expressions is the first geodesic constant α . 
Hence, the accuracy of the results obtained with UTD 
depends exclusively on the accuracy of the first 
geodesic constant α . As a consequence some authors 
have called the method the geodesic constant method 
(GCM) [22]. 
 
Analyzing singly curved surfaces is straightforward 
since they are developable surfaces. Thus, they can be 
unfolded and analyzed as flat surfaces and the key 
parameters in the UTD formulation are obtained from a 
two-dimensional analysis. Hence, they can be studied 
directly without solving the geodesic equation.  
 
More interesting is the solution of the geodesic equation 
for doubly curved surfaces. Any rotational symmetric, 
doubly curved surface can be described, in parametric 
form, as 

( ) ( ) ( )cos ,  sin ,  = = =x f u v y f u v z g u         (8) 
 
and the solution to the geodesic equation (6) becomes 

( )
( )( ) ( )( )

( ) ( )( )

2 2

2 2

f u g u
v u du

f u f u

α
β

α

′ ′± +
= +

−
∫ .    (9) 

 
For the case of a sphere ( sin cos ,x a θ ϕ=  

sin sin ,y a θ ϕ=  )cosz a θ=  the geodesics are given 
by: 

1
2 2 2

costan
sina

α θϕ β
θ α

−  
= − + 

 − 
. (10) 

 
The paraboloid of revolution ( cos ,x au ϕ=  

sin ,y au ϕ=  )2z u= −  has the following solution to 

the geodesic equation: 
2 2 2 2 2

2 2 2 2 2 2

2 2 2
1

4 2

4 2ln
4 2

      sin .
4

α αϕ
α

α β
α

−

+ + −
= +

+ − −

 −  +
 + 

a a u a u
a a a u a u

a a u

u a

  (11) 

 
Additional explicit formulas for geodesics on singly and 
doubly curved surfaces are found in [3]. 
 
One important factor, as already indicated, is that the 
accuracy of the field solution depends on the accuracy 
of α . It has been stated that α  must be computed 
accurately with up to eight decimal places for a given 
arbitrary set of source and observation points [23]. By 
changing the value of α  from the correct result the 
angular distance will change resulting in a shorter or 
longer geodesic. In the analysis of conformal antennas 
some surface-ray parameters will then change and in the 
worst case give unsatisfactory results. To keep the 
angular distance within one tenth of a degree (assuming 
the field and observation points are at the same z-value 
of a paraboloid) α  has to be computed accurately up to 
four decimal places for this example. If eight decimals 
are correct the angular difference will change no more 
than about o0.000005  in this case. Another example is 
shown in Figure 6 where a paraboloid is considered 
with: 1.0a = , start 0.5u = , stop 2.5u =  and 

o
stop start 130ϕ ϕ− = . In this example the correct 

geodesic is shown together with two geodesics when 
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the correct value of α  is increased and decreased, 
respectively, with 1%. The result is an angular 
difference of circa 3 degrees. Hence, as shown here, it 
is probably not necessary to compute α  with up to 
eight decimal places in the practical analysis of 
conformal antennas. 
 
Another important factor when analyzing doubly curved 
surfaces is the geodesic splitting phenomenon. It 
appears for certain combinations of source and 
observation coordinates for which the geodesic equation 
can result in two distinct values for α , thereby 
resulting in two distinct geodesics for a given direction 
and order. This may be surprising since it is well known 
that between any two arbitrarily located points on a 
cone or a cylinder, there exists primary and higher-
order (of multiple encirclements) geodesics in both 
anticlockwise and clockwise directions. However, the 
number of geodesics of a given order and direction 
never exceeds one. In contrast, for doubly curved 
surfaces the geodesic of a given order and direction can 
be split into two! For the paraboloid this phenomenon 
appears when the start and stop positions have the same 
z-value, but with an angular distance o180≥ . Figure 7 
shows an example of the splitting phenomena for a 
paraboloid with 1.6a = , start stop 2u u= = , and 

o
stop start 220ϕ ϕ− = . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. One example where the angular difference has 
changed with 3 degrees when α  was changed ±1%. 
 
Unfortunately, there is no a priori method of identifying 
which geodesics are the dominant contributors to the 
total surface ray field. Thus, the splitting phenomenon 
gives, in general, an unavoidable doubling of the 
computations. However, in most cases the arc length  

Figure 7. An example of geodesic splitting.  
 
gives a hint about which geodesic is the dominant one 
since the surface ray field is decaying as a function of 
the arc length. Hence, the situation in Figure 7 is not 
critical since the geodesic traveling in the opposite 
direction around the surface is the shortest one. But for 
a more general surface there can be situations when two 
(or more) geodesics have about equal lengths. In such 
cases the arc length is no longer a useful parameter for 
finding the dominant surface ray path. One option is 
then to consider the radius of curvature since the loss of 
energy is also due to diffraction from the surface ray. If 
this does not give information enough all geodesics 
have to be included in the analysis. 
 
 

IV.   NUMERICAL RESULTS 
 
This section discusses several examples to illustrate the 
accuracy and usability of the UTD-MoM method. Both 
singly and doubly curved PEC surfaces are considered. 
If a coating is present the problem becomes more 
difficult, especially for electrically large surfaces as 
discussed earlier. The results shown are in many cases 
verified with measured results, but the modal solution is 
also used to study circular cylinders with small radii. 
 
A. Singly curved surfaces 
Antennas mounted on singly curved surfaces are an 
important class of conformal arrays for applications 
where a large (azimuthal) angular coverage is required. 
These types of antennas have been used in many 
experimental radar and communication systems. An 
overview of different types of antennas is found in e.g. 
[3, 24]. 
 
The first example to be considered is a PEC circular 
cylinder with radius 0.3R =  m. The array consists of 
54 rectangular aperture radiators with circumferential 
polarization. The size of the apertures is 0.016 m ×  
0.039 m and they are located in three rows with 18 
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elements in each row. Each row corresponds to an 
angular interval of approximately 120 degrees and the 
frequency is chosen to be 4.3 GHz (the cutoff frequency 
for the dominant TE10 mode is ≈ 3.8 GHz). These data 
correspond to an experimental antenna built by Ericsson 
Microwave Systems AB in Mölndal, Sweden in 1998. 
The antenna is shown in Figure 8.  
 
As may be seen, the cylinder is truncated at the rear due 
to practical reasons. Hence, no surface rays encircling 
the cylinder were taken into account in the calculations 
(i.e. only a single surface ray was accounted for in the 
simulations). Furthermore, during the measurements, 
absorbers were placed on the edges to minimize edge 
effects. Note that the aperture in the lower left corner is 
aperture number 1, and aperture number 54 is located in 
the upper right corner. 
 
The results shown here is the array mutual coupling, i.e. 
the coupling among the elements in the array 
environment with all elements present and terminated in 
matched loads. Additional results (other frequencies, H-
plane coupling, radiation patterns and so on) can be 
found in [3, 25]. Figure 9 shows the amplitude and 
phase of the mutual coupling along the center row of 
the array, i.e. E-plane array coupling. In the calculations 
only a single waveguide mode is used. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. The experimental antenna. Courtesy of 
Ericsson Microwave Systems AB. 
 
Even with a single mode approximation, the mutual 
coupling diagram shows good agreement between  the 
calculated and measured results (including the self 
term), at least down to about -50 dB. For elements far 
away the agreement is not so good but here the coupling 
levels are very low. 
 
In order to improve the accuracy even further, higher 
order waveguide modes were included in the analysis. 
With the four lowest TE-modes (in increasing cutoff 
order, i.e. TE10, TE20, TE01, and TE11) only small 
differences were observed. But when taking also the 

TM11 mode into account a significant improvement was 
obtained, see Figure 10. Now the simulated results 
show good agreement with measurements down to 
coupling levels as low as –80 dB. The agreement of the 
phase is also improved. Using even more modes (up to 
20 modes were tried) improved the results very little 
[25]. Hence, the results are certainly sufficient for array 
design purposes. The importance of the TM11 mode is 
probably explained by the fact that this mode is the first 
mode with an electric field component parallel with the 
direction of propagation in the waveguide. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. The array mutual coupling (including the self 
term 19,19S ) along the center row of the array (E 

plane). Single mode approximation, 4.3 GHzf = . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. The array mutual coupling (including the self 
term 19,19S ) along the center row of the array (E 

plane). 5 modes approximation, 4.3 GHzf = . 
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To investigate the ability of the UTD-MoM solution to 
handle electrically small surfaces, we will now consider 
a circular cylinder with a very small radius. The same 
elements as above (and frequency) is used, but the 
radius is reduced to ( )0.06 m 0.86λ . This is less than 
the commonly accepted limit for the UTD formulation 
where a radius of curvature as small as 1λ  is expected 
to be very close to the limit. Figure 11 (a) shows the 
amplitude and phase of the isolated coupling between 
two elements as a function of the angular distance along 
the circumferential direction (i.e. E-plane coupling). 
Figure 11 (b) shows the case when the axial distance 
between the apertures is changed and equals 0.041 m 
( )0.59λ . The angular extent in the circumferential 
direction is 180  degrees in both cases, and a single 
mode approximation is used. It has been shown [3] that 
the inclusion of higher order modes does not increase 
the accuracy in the case of isolated mutual coupling. 
Furthermore, two rays are included in the UTD-MoM 
solution – one in each direction around the circular 
cylinder. To be able to verify the solution a modal 
solution is used [4]. Generally speaking, the agreement 
is good and it appears as if the UTD-MoM solution 
recovers the canonical cylindrical solution even for 
small cylinders. The disagreement seen in Figure 11 (a) 
appears when the angular distance is less than 20  
degrees. However, this equals an arc length of 0.3λ , 
and, as mentioned earlier, the UTD solution is supposed 
to be valid for distances larger than about 0.5λ .  
 
Considered next is the PEC elliptic cylinder. By 
changing the ellipticity different kind of surfaces can be 
studied. We show the isolated mutual coupling in the E 
plane as a function of the ellipticity, i.e. the ratio 
between the major and minor axes ( )a b . The 

transmitting                (b) 
 
Figure 11. The isolated mutual coupling between two 
apertures located on a circular cylinder, 0.86R λ≈ . (a) 
Along the circumferential direction, i.e. E-plane 
coupling. (b) Along the circumferential direction when 
the two elements are 0.59λ  apart in the axial direction. 
 
transmitting element (indicated by a cross in Figure 12) 
is fixed, but the receiving element is moved along the 
surface in the counter clockwise direction. Its final 
position is indicated by a ring in Figure 12. The same 
type of rectangular waveguide-fed aperture is used as in 
the experimental antenna, but the frequency is changed 
to 5 GHz. Furthermore, only a single mode 
approximation is used here and two surface rays are 
included in the simulations, one in each direction 
around the elliptic cylinder.  Figure 13 shows the 
isolated coupling vs. the shape of the elliptic surfaces. 
Due to space limitations only the amplitude is shown.  
 
As expected, the decay of the isolated mutual coupling 
is reduced when the surface gets flat but increases again 
when passing through the sharpest part of the surface. 
The ripple at large separations is caused by the 
interference of the two waves traveling in opposite 
directions around the elliptic cylinder. In this example, 
the UTD-MoM solution is once again pushed to its limit 
for some of the surfaces with very sharp edges. In the 
results shown here the local radii of curvature at the 
sharpest point are (starting with the circular cylinder) 

5r λ= , 3.47λ , 1.25λ , and 0.14λ . And, as seen, the 
results have a reasonable behavior. However, the 
accuracy cannot be ascertained since no reference 
results have been found. The most important conclusion 
is, however, that the UTD solution gives satisfactory 

(a) 
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results for many surfaces that are interesting from a 
practical engineering point of view. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12. The different elliptic cylinders considered. A 
cross indicates the fixed position of the transmitting 
aperture, and a circle shows the final position of the 
second aperture. The circular cylinder is also shown for 
comparison. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 13. The amplitude of the isolated mutual 
coupling in the circumferential direction (E plane) for 
apertures at elliptic cylinders. 
 
 
B. Doubly Curved Surfaces 
The extension to doubly curved PEC surfaces is 
challenging and interesting. Unfortunately, the literature 
references in this area are not many and much remains 
to be investigated. 
 
 Shown here are some results for a doubly curved array, 
both mutual coupling results and radiation patterns are 
considered. The doubly curved experimental antenna 

Figure 14. The geometry of the experimental doubly 
curved antenna. Courtesy of Ericsson Microwave 
Systems AB. 
 
shown in Figure 14 was built at Ericsson Microwave 
Systems AB in Mölndal, Sweden, in 2000. The 
experimental antenna is shaped as a paraboloid of 
revolution with f 0.22d ≈ , and the diameter of the 
surface is approximately 600 mm with a depth of 
approximately 175 mm. Absorbers were placed on the 
edge to minimize edge effects. In this example circular 
waveguide-fed apertures are used, with a diameter of 
14.40 mm. For practical reasons they are filled with 
Rexolite ( 2.53rε = ). The cutoff frequency for the 
dominant 11TE -mode is 7.65 GHz.  
 
The surface has 48 circular apertures with the layout 
shown in Figure 14. The positions have been chosen to 
cover most element positions of interest in a doubly 
curved array, without covering the surface completely. 
In order to study polarization effects one of two 
orthogonal polarizations can be selected. This is 
achieved by rotating the waveguides by 90 degrees. 
 
Figure 15 shows the isolated coupling along the 
principal plane of the paraboloid. The fed element is the 
element farthest away from vertex. Shown here is the E-
plane coupling when using the dominant TE11-mode 
only. Furthermore, only a single ray is accounted for in 
the simulations, but the first geodesic constant α  is 
obtained with high accuracy (at least eight decimals). 
Measured results are also included here and the 
agreement is good. If the surface had been more pointed 
a slope change could have been observed when passing 
the vertex point ( )0s λ= . 
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Figure 15. Isolated coupling along the principle 
direction of the paraboloid, H plane. Single mode 
approximation, 8.975 GHzf = . 
 
The next example shows the isolated power pattern. If 
the element at vertex is element number 1, the pattern is 
shown for element number 7. Assume that the origin is 
at vertex and that the z-axis is pointing out of Figure 14, 
then the pattern is shown in a plane containing the 
symmetry axis of the paraboloid. The element is 
polarized in such a way that we get an E-plane pattern, 
and the result is shown in Figure 16 including measured 
data. Once again, only a single mode is used as well as 
a single ray. Note, however, that Kaifas et al. [26] 
shows that a ray caustic appears for certain element 
positions versus the shape of the surfaces. In these cases 
the single ray splits into three rays and has to be treated 
separately, but this does not appear for the cases 
considered here. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 16. Calculated and measured power pattern (E 
plane) from a circular waveguide-fed aperture at the 
paraboloid. Single mode approximation, 

8.9 GHzf = . 

The results presented here are, to our knowledge, one of 
few where a UTD based method has been 
experimentally verified for a doubly curved surface. As 
seen, the agreement is good and it is possible to use 
UTD also for analyzing and designing doubly curved 
conformal array antennas.  
 
Additional results (different polarization combinations, 
single element patterns, array patterns etcetera) can be 
found in [3, 27]. 
 

V.   CONCLUSIONS 
 
This paper presents an overview of the analysis of 
conformal array antennas. The focus is on the hybrid 
UTD-MoM method, and both singly and doubly curved 
PEC surfaces are considered. An important factor for 
accurate results is the problem of finding the geodesics. 
The reason is that it is possible to formulate the UTD-
MoM solution in a single parameter form for certain 
types of surfaces. The solution then becomes directly 
related to the geodesics through the first geodesic 
constantα . Hence, the accuracy of the results depends 
exclusively on the accuracy of α . In this paper α  is 
determined with an accuracy of at least eight decimal 
places.  
The types of surfaces considered here belong to the 
geodesic coordinate system. This means that the 
parameter lines of the surface are orthogonal to each 
other, and any rotational symmetric doubly curved 
surface belongs to this class. For these cases the 
geodesics are found by quadrature, and in many cases 
the integral can be solved in closed form. This 
facilitates the analysis a lot.  
 
As shown here, it is possible to generate very accurate 
results for different singly and doubly curved PEC 
surfaces by using the UTD-MoM approach. Both 
mutual coupling and radiation patterns have been 
considered. The results are verified by measured data 
obtained from two experimental antennas built at 
Ericsson Microwave Systems AB in Mölndal, Sweden. 
Furthermore, the limitation of the UTD formulation has 
been studied by comparing the results with results 
obtained from a modal solution. In conclusion, the 
hybrid UTD-MoM approach is surprisingly accurate 
both for electrically large and small PEC surfaces. 
Hence, the method is accurate enough to be used when 
designing conformal array antennas. However, more 
research is needed to be able to include coated surfaces. 
Some special cases can be handled, as indicated in this 
paper. But, there is today no verified tool for 
electrically large coated surfaces in general.  
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Abstract — Power dividers with a good match over a 
wideband of frequencies are designed using 
Klopfenstein impedance taper for use with wideband 
antenna arrays. To validate the proposed design 
procedure a 2-way stripline, and a 2-way microstrip 
power divider are designed, fabricated, and measured.  
The measured return loss reveals better than –24 dB 
(from 4.3 GHz to 19.5 GHz) match for the 2-way 
stripline, and –27 dB (from 2.2 GHz to 12 GHz) match 
for the 2-way microstrip. Then a single Klopfenstein 
taper is used in the design of a 4-way stripline power 
divider. Measurements reveal return loss better than –22 
dB (from 2.3 GHz to 19 GHz) for the 4-way stripline 
power divider. Furthermore, use of a single taper 
resulted in a shorter feed network compared to the 
traditional 4-way feed network using 2-way power 
dividers at two stages.   
 

I. INTRODUCTION 
 

Power dividers are passive RF components that are 
commonly used to split and distribute power in various 
proportions to different components of networks. Two 
major areas for power divider applications are (1) 
distribution of input signal to amplifiers and (2) 
distribution of RF signal to antenna arrays. Various 
types of power divider configurations have been 
introduced to support planar circuit applications. An 
overview of these configurations can be found in [1].  

A branch-line type power divider, in combination 
with a quarter-wavelength transformer or a stepped 
transmission line transformer [2], is frequently employed 
in the feeding networks of planar antenna arrays. This 
kind of power divider supports narrow band operations 
due to limited bandwidth of the quarter-wave 
transformer. When it becomes necessary to feed a 
wideband antenna array, the corresponding power 
dividers should be capable to operate in a much wider 
bandwidth. For a good match, a return loss of     -20 dB 
is desirable. Some configurations of branch-line circuits 
described in [1] have only a narrow frequency range 
(less than 10 %) in which the return loss is better than -
20 dB. Others never reach this level of matching. 

Various techniques have been proposed for the 
realization of wideband branch-line type power dividers. 
One of the methods is to employ wideband matching 

circuits to match the input line impedance to that of the 
junction. In [3] a 5-way wideband planar power divider 
is developed using a 4-section quarter wavelength 
transformer and shunt resistances for the wideband 
matching. In [4], 3 and 4 section quarter wavelength 
transformers are used to realize wideband characteristics.  
This paper demonstrates the use of Klopfenstein taper 
[5] for the design of wideband matching circuits and 
power dividers for printed antenna array applications. 
Typical length of the Klopfenstein impedance taper is 
about one-half wavelength at the lowest frequency, and 
the upper frequency limit is theoretically infinite. In 
comparison, a two-section quarter wavelength binomial 
impedance transformer [6, p. 313] can provide the return 
loss of -30 dB only in a 1.5:1 frequency ratio. As will be 
shown here, much wider frequency ratios are easily 
achievable in practice. Therefore, for a good match, the 
tapered impedance transformer is vastly superior to a 
multi-section quarter-wavelength transformer. This kind 
of taper was utilized in the design of 2-way finline 
power combiners in [7]. 

Section II gives the Klopfenstein equations used to 
design the tapers presented in this paper. Section III 
describes a 2-way power divider in stripline realization. 
Section IV describes a 2-way power divider in 
microstrip configuration. In Section V, a 4-way stripline 
power divider is proposed to reduce the feeding network 
length. Measurements show that it operates in about 8:1 
frequency range. All designs have been first optimized 
by simulation software, and then fabricated and 
measured. In all three designs, the tapered section is 
designed for a -30 dB ripple, with the hope that the 
branching and 90-degree bend sections will not degrade 
the overall ripple significantly.  

The effect of dispersion of microstrip lines on the 
bandwidth of the matching circuit is discussed. Sonnet1 
software package and a FDTD program developed by 
our group are used as electromagnetic simulation tools in 
the design process. Issues that are vital in accurate 
simulation and measurement of planar circuits are 
discussed, and guidelines are given as well. The 
extension of the proposed power divider design to 

                                                           
1 Sonnet Software, Inc., 100 Elwood Davis Road, North 
Syracuse, NY 13212. 
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applications with larger number of elements for antenna 
array systems is straightforward.   

 
II. KLOPFENSTEIN EQUATIONS 

 
For largest possible bandwidth with a fixed 

maximum magnitude of reflection coefficient, the input 
reflection coefficient ρ  for a continuous taper takes the 
form [5] 
 

( )

( )

2 2
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cosh
j l

l A

A
e β

β
ρ ρ −

 −  =             (1) 

  

where β is the wave number, and l is the taper length. 
The specification of the parameter A determines the 
maximum magnitude of reflection coefficient in the pass 
band which consists of all frequencies such that l Aβ ≥ . 
The reflection coefficient magnitude takes on its 
maximum value 0ρ  at zero frequency, and it oscillates 
in the pass band with constant amplitude equal to 

( )0 cosh Aρ , which has been set to –30 dB for the 

current applications. The value of 0ρ  is calculated using 

0 2 10.5 ln( )Z Zρ = × , where Z1 and Z2 are the 
characteristic impedances at the ends of the taper. In [8] 
the variation of the characteristic impedance along the 
taper section is given by 
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where U is the unit step function, and φ  is a function 
defined as  
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and I1 is the first kind modified Bessel function of the 
first order. 
 

III. 2-WAY STRIPLINE POWER DIVIDER 
DESIGN 

 
In this section, the design of a wideband 2-way 

stripline power divider is demonstrated. The design 
mainly consists of two steps: the first is the design of a 
taper that will provide wideband matching between the 
50 Ohms  (Z2) input line and 25 Ohms (Z1) junction of 
output branches and the second is the design of the 
junction with very low return loss over a frequency band 
as wide as possible. 

The Klopfenstein taper is ideally a smooth 
continuous transition; however for simulation purposes a 
21 section stepped impedance transition of length l≈π/β 
is analyzed.  For a desired return loss less than -30 dB 
the maximum reflection coefficient in the pass band is 
 

30 / 20max( ) 10 0.0316227ρ −= = .           (4) 
 

For impedance transition from 50 Ohms to 25 Ohms 

0 0.3466ρ = . Since the pass band starts at l Aβ = , one 
can use this condition to calculate A from (1) along with 
the defined values of max(ρ) and  ρ0. The corresponding 
value of A is 3.0853 which is then used in (2) to compute 
the characteristic impedance of each section of the 
tapered line as listed in Table I. Rogers RT5880 laminate 
with dielectric constant 2.2, loss tangent 9×10-4, and 
thickness 1.575 mm is used for the physical design. The 
physical dimensions of the sections of the taper that are 
matching to the impedances in Table I are determined by 
simulations using Sonnet and the line widths are listed in 
Table I. The lengths of individual sections are equal to 1 
mm. Figure 1 shows the simulated taper while Fig. 2 
shows simulation results compared to the theoretically 
expected curve which is calculated using (1).  

 
 

Table I. Stripline taper design parameters for 50 Ω to 25 
Ω transition with maximum –30 dB return loss. 

 

Section Z0 (Ω) Width 
(mm)

Section Z0 (Ω) Width 
(mm) 

input 50 2.60 11 35.355 4.25 
1 48.383 2.75 12 33.930 4.50 
2 47.565 2.80 13 32.582 4.75 
3 46.589 2.90 14 31.337 5.00 
4 45.465 3.00 15 30.198 5.25 
5 44.209 3.15 16 29.167 5.45 
6 42.834 3.30 17 28.275 5.70 
7 41.393 3.45 18 27.493 5.90 
8 39.889 3.65 19 26.830 6.05 
9 38.361 3.80 20 26.280 6.20 
10 36.841 4.05 21 25.836 6.35 

   output 25 6.6 
 

The observed very good match between the simulation 
results and the theory suggests that this taper can support 
a high pass operation above 4.9 GHz with a return loss 
better than –30 dB. 
 

 
 

Fig. 1. Impedance taper as simulated in Sonnet. 
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Fig. 2. Simulated return loss compared to theoretical 

curve. 
 

Once the taper is designed, the next step is to design 
the junction branching from 25 Ω line to two 50 Ω lines. 
After a series of simulations the optimum dimensions for 
minimum return loss over a possible maximum 
bandwidth are determined. At this point an optimization 
technique could be employed to achieve an optimum 
design. The optimized dimensions are given in Fig. 3.  
 

 
Fig. 3. Optimized junction from 25 Ω to two 50 Ω 

striplines (Dimensions are in millimeters). 
 

The circuits in Figs. 1 and 3 are cascaded to form a 
stripline power splitter. The final design is manufactured 
as shown in Fig. 4.  Figure 5 shows the measurements 
compared to simulation of the final design in Sonnet. 
The simulation result from Fig. 2 is also displayed in this 
figure in order to show the effect of the branching 
junction. Measured results demonstrate that the 
manufactured circuit is a good wideband power divider 
with a return loss better than –24 dB over a frequency 
band from 4.3 GHz to 19.5 GHz. 

An accurate determination of return loss is a 
difficult task to achieve both in simulations and 
measurements. In the network analyzer measurement set 
up, time gating is used in order to eliminate the effect of 
the coaxial-to-stripline launchers from the circuit 
response. However, it has been realized that the input 
line was not long enough to eliminate the second 
reflection between the branching discontinuity and the 

input port. Thus, it can be inferred that if the input line 
was made longer, the actual response of the measured 
circuit may become even better than the one shown in 
Fig. 5.  

 

 
 
Fig. 4. Manufactured stripline power divider. 
 

 
Fig. 5. Stripline power divider measurement compared to 

simulated return losses. 
 
It is worth mentioning that the effect of conductor 
thickness also must be modeled for an accurate 
simulation [9]. As much as 1 Ω difference in the 
characteristic impedance of a line can be observed when 
the conductor thickness is taken into account.  
 

IV. 2-WAY MICROSTRIP POWER DIVIDER 
DESIGN 

 
In this section, a wideband power divider design is 

realized as a microstrip circuit. Microstrip lines are 
dispersive unlike striplines, and the frequency 
dependence of the characteristic impedances of 
microstrip lines imposes additional challenge on the 
design of a wideband taper. Since it is not possible to 
maintain constant impedance values over a very wide 
band, a taper would work the best around the 
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frequencies where the impedance values in Table II are 
maintained. Therefore, the physical dimensions of the 
taper sections shall be calculated at the frequencies of 
interest. In the current design the section widths are 
calculated to satisfy characteristic impedances at 
frequencies around 8-10 GHz as given in Table II, and 
each section is 2 mm long.  

 
Table II. Microstrip taper design parameters for 50 Ω to 

25 Ω transition with maximum –30 dB return 
loss. 

 

Section Z0 (Ω) Width 
(mm) 

Section Z0 (Ω) Width 
(mm)

input 50 1.80 11 35.355 3.00 
1 48.383 1.88 12 33.930 3.20 
2 47.565 1.96 13 32.582 3.36 
3 46.589 2.04 14 31.337 3.56 
4 45.465 2.08 15 30.198 3.72 
5 44.209 2.20 16 29.167 3.96 
6 42.834 2.28 17 28.275 4.08 
7 41.393 2.40 18 27.493 4.24 
8 39.889 2.52 19 26.830 4.36 
9 38.361 2.68 20 26.280 4.48 

10 36.841 2.84 21 25.836 4.56 
   output 25 4.80 

 

 
 

Fig. 6. Optimized junction from 25 Ω to two 50 Ω 
microstrip lines. (Dimensions are in millimeters) 

 
The Gil GML1000 laminate of relative dielectric 

constant 3.2, loss tangent 4×10-3, and thickness 0.762 
mm is used for the physical design. After a series of 
simulations the optimum dimensions for minimum return 
loss over a possible maximum bandwidth are 
determined. The optimized dimensions are given in Fig. 
6. The taper and the junction circuit in Fig. 6 are 
cascaded to form a microstrip power divider. The final 
design is manufactured as shown in Fig. 7. As can be 
noticed from the picture, the input line length is kept 
long in order to perform a more accurate time-gated 
measurement. The measured return loss is compared to 
those obtained using Sonnet and FDTD simulations in 
Fig. 8. The measurement shows that a wideband 2-way 
microstrip power divider is realized with a return loss 
better than –27 dB from 2.2 GHz up to at least 12 GHz. 

 
 

Fig. 7. Manufactured microstrip power divider. 

 
Fig. 8. Microstrip power divider measurement compared 

to simulated return losses. 
 
V. 4-WAY STRIPLINE POWER DIVIDER DESIGN 
 

The Klopfenstein taper can also be used to match 
impedances of junctions having more than two branches. 
In this section, the design of a 4-way stripline power 
divider is discussed. In the case of 4 output lines the 50 
Ω input line impedance shall be matched to 12.5 Ω. The 
impedance values for a 21 section taper are listed in 
Table III. These impedances are determined such that a 
transition from 50 Ω to 12.5 Ω will have –30 dB return 
loss for the frequencies above which the taper length is 
0.579 wavelength long. The widths of the sections, 
computed for a stripline using Gil GML1000 laminates 
with 0.762 mm thickness, are listed in Table III. After 
the taper design and simulation are completed, the 
junction with 12.5 Ω line input and two 25 Ω lines 
output is designed for minimum reflection for a 
frequency band as wide as possible. Then, the junction 
with 25 Ω line input and two 50 Ω lines output such as 
in Fig. 3 is added on each side. The final circuit is 
formed with the inclusion of optimally designed mitered 
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bends. The fabricated circuit is displayed in Fig. 9, and 
the measurement and simulation results are shown in 
Fig. 10 together with the simulation of the taper alone. 
Comparing simulations it can be observed that although 
the taper provides a high pass operation, the branching 
sections slightly degrade the overall performance. The 
measurement still has a good agreement with simulation 
and shows a wideband performance with a return loss 
better than –22 dB between 2.3 GHz and 19 GHz.  
 

Table III. Stripline taper design parameters for 50 Ω to 
12.5 Ω transition with maximum –30 dB 
return loss. 

 

Section Z0 (Ω) Width 
(mm) 

Section Z0 (Ω) Width 
(mm) 

input 50 0.90 11 25.000 2.45 
1 48.206 0.95 12 22.784 2.80 
2 46.862 1.00 13 20.809 3.10 
3 45.157 1.05 14 19.082 3.45 
4 43.112 1.15 15 17.602 3.80 
5 40.773 1.25 16 16.357 4.15 
6 38.210 1.40 17 15.329 4.50 
7 35.507 1.55 18 14.497 4.80 
8 32.753 1.75 19 13.841 5.05 
9 30.036 1.95 20 13.337 5.30 

10 27.431 2.20 21 12.965 5.45 
   output 12.5 5.70 

 

 
 

Fig. 9. Fabricated wideband 4-way stripline power 
divider.  

 
One of the advantages of this 4-way power divider 

design is that only one taper is used to achieve power 
division to four outputs. Therefore, the length of the 
network is shorter than a conventional power divider that 
uses 2-way power dividers at two stages to achieve four 
outputs. The network path being short provides 
compactness as well as less attenuation while feeding the 
antenna arrays. The return loss achieved by this design is 
higher than those obtained from 2-way power dividers 
designed in previous sections. This difference is 
acceptable since the 4-way power divider is a more 
complicated design, and the return loss includes the 
combined effect of two power-dividing stages, mitered 
bends and the taper. Therefore it is feasible to use this 
approach for designing power division networks with 

higher number of ports with a return loss better than -20 
dB. 

 
V. CONCLUSION 

 
Wideband planar power dividers have been 

designed using Klopfenstein taper and their 
performances were verified through simulations and 
measurements. The presented designs exhibit two main 
advantages; wideband characteristics and reduced size-
feeding network. 
 

 
Fig. 10. Return loss of a 4-way stripline power divider. 
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 Abstract—Analytical approaches to phased array 
optimization started in the mid 1940s and transitioned to 
numerical techniques that can find a local minimum. 
Computers spurred the development of many different 
local optimization algorithms that worked well for a few 
variables and a cost function with a single minimum. In 
the 1990s, the genetic algorithm (GA) emerged as a 
competent optimization algorithm for a wide range of 
complex cost functions. This paper reviews phased 
array optimization and lays the foundation for the use of 
the GA. An extensive reference list is provided and 
some future research areas are discussed. 
 

Index Terms—Phased arrays, genetic algorithms, 
arrays, optimization 
 

I. INTRODUCTION 
he introduction of genetic algorithms (GAs) to 
engineering produced a revolution in the design 
of complex systems. Over the past ten years, 
GAs moved from arcane toys of computer 

scientists to mainstay numerical optimization 
algorithms. Their popularity in phased array antenna 
design is apparent by the large number of papers 
published in this area as of the submission of this paper 
(see [1] to [139]). 

This paper begins with a historical development of 
phased array optimization and a demonstration of a few 
cost functions. Next, some GA details are presented 
with a list of advantages over traditional optimization 
techniques. Finally, a review of GA applications to 
phased arrays is given and wrapped up with some ideas 
of where the future lies. A major contribution of this 
paper is the extensive reference list and categorizing of 
the references.  

II. PHASED ARRAY OPTIMIZATION 
The cost function for most phased array optimization 

is based on the array factor that includes the relative 
position and weightings of all the elements. An arbitrary 
array of N elements in three-dimensional space has an 
array factor given by 
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The array designer controls the array factor via the 
amplitude weights, the phase weights, and/or the 
element locations in order to meet performance 
specifications, such as sidelobe levels, beamwidth, 
nulls, and bandwidth. 
 Initially, analytical optimization methods were used 
to find low sidelobe array amplitude weights. The first 
optimum antenna array distribution was the binomial 
distribution proposed by Stone [140]. As is now well 
known, the amplitude weights of the elements in the 
array correspond to the binomial coefficients, and the 
resulting array factor has no sidelobes. Dolph mapped 
the Chebychev polynomial onto the array factor 
polynomial to get all the sidelobes at an equal level 
[141]. The Dolph-Chebychev amplitude distribution is 
optimum in that specifying the maximum sidelobe level 
results in the smallest beam width, or specifying the 
beam width, results in the lowest possible maximum 
sidelobe level. Nine years later, Taylor developed a 
method to optimize the sidelobe levels and beam width 
of a line source [142]. Bayliss used a method similar to 
Taylor's amplitude taper but applied to a monopulse 
difference pattern [143]. The Taylor and Bayliss tapers 
are routinely used for low sidelobe arrays. Elliot 
extended Taylor's work to new horizons including 
Taylor based tapers with asymmetric sidelobe levels, 
arbitrary sidelobe level designs, and null free patterns 
[144].  
 Analytical approaches to finding optimum array 
amplitude weights are still used today. They work well, 
because the unknown array weights are coefficients of a 

T 
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complex Fourier series. If the unknowns are the element 
spacings or element phases, then they appear in the 
complex exponent and are not easily found. Checking 
all combinations of values of the array variables is not 
realistic unless the number of variables is small. 
Optimizing one variable at a time does not work nearly 
as well as following the gradient vector downhill. The 
steepest descent method, invented in the 1800's, is 
based on this concept and is still widely used today. 
Newton's method uses second derivative information in 
the form of the Hessian matrix to find the minimum. 
Although more powerful than steepest descent, 
calculating the second derivative of the cost function 
may be too difficult.  

 In order to avoid the calculation of derivatives, 
Nelder and Mead introduced the downhill simplex 
method in 1965 [145]. This technique has become 
widely used by commercial computing software. A 
simplex has n+1 sides in n-dimensional space. Each 
iteration generates a new vertex for the simplex. If the 
new point is better than the worst vertex, then the new 
point replaces the worst vertex. In this way, the 
diameter of the simplex gets smaller until it reaches a 
specified tolerance.  
 Also during the mid 1960s, successive line 
minimization methods were developed. A successive 
line minimization algorithm begins at a random point, 
chooses a direction to move, then moves in that 
direction until the cost function begins to increase. The 
procedure is then repeated in a new direction. A 
conjugate direction is a new direction that does not 
interfere with the minimization of the prior direction. 
The conjugate directions are chosen so that the change 
in the gradient of the cost function remains 
perpendicular to the previous direction. Powell devised 
an efficient way to specify the conjugate directions 
[146]. If there is additional information on the gradient 
of the cost function, the conjugate gradient method can 
be applied. This method simply uses this gradient 
information to choose the conjugate directions. An even 
better set of directions can be chosen if the matrix of 
second partial derivatives, the Hessian matrix, is known. 
The BFGS algorithm [146]. finds a way to approximate 
this matrix and employs it in determining the 
appropriate directions of movement. This algorithm is 
"quasi-Newton" in that it is equivalent to Newton's 
method for prescribing the next best point to use for the 
iteration, yet it doesn't use an exact Hessian matrix. 
Quadratic programming assumes the cost function is 
quadratic (variables are squared) and the constraints are 
linear. This technique is based upon Lagrange 
multipliers and requires derivatives or approximations 
to derivatives [147]. 
 Numerical optimization has been used to find 
nonuniform element spacings, complex weights, and 

phase tapers that resulted in desired antenna patterns. 
Some examples of nonuniform spacing synthesis 
include dynamic programming [148], Nelder Mead 
downhill simplex algorithm [149], steepest descent 
[150], and simulated annealing [151]. Numerical 
methods were used to iteratively shape the main beam 
while constraining sidelobe levels for planar arrays 
[152], [153], and [154]. Linear programming [155] and 
the Fletcher-Powell method [156] were applied to 
optimizing the footprint pattern of a satellite planar 
array antenna. Quadratic programming was used to 
optimize aperture tapers for various planar array 
configurations [157] and [158]. Numerical optimization 
was used to find phase tapers that maximized the array 
directivity [159], and a steepest descent algorithm used 
to find the optimum phase taper to minimize sidelobe 
levels [160].  

The numerical optimization algorithms mentioned so 
far find a minimum in a valley of the cost function 
closest to the starting point. In other words, the 
convergence of the algorithm assumes the cost function 
is quadratic or bowl shaped with a single minimum. The 
next section gives a few examples of phased array cost 
functions that need non-local optimization techniques to 
find the best minimum. 

III. PHASED ARRAY COST FUNCTIONS 
The cost function for a phased array antenna can be 

quite complex, so the array factor is often optimized 
rather than a full wave computational electromagnetics 
model. Using point sources allows for the modeling of a 
large number of elements but ignores polarization, 
mutual coupling, environmental scattering, and other 
effects. Often, optimizing the array factor provides 
sufficient design information. 
 As an example, consider finding the minimum 
maximum sidelobe level by either adjusting the 
amplitude weights, element spacing, or phase weights 
of a linear array that lies along the x-axis and has 
dipoles parallel to the y-axis (Fig. 1). The spacing, 
amplitude weights, and phase weights are symmetric 
with respect to the center of the array. In order to 
visualize the cost surface, only two variables can be 
used. Figure 2 is the cost function when the amplitude 
weights are the optimization variables with 
limits 2,30.1 1.0a≤ ≤ , and δ1,2 and x1 = 0.25 λ, x2 = 0.75 

λ, and x2 = 1.25 λ. The cost surfaces for the dipole 
model and array factor look very similar implying that 
element location is more important than coupling. Fig. 3 
is the cost function when a2,3 = 1.0 and δ1,2 =0, and the 
element spacings are bound by x1 = 0.25 λ, x2 = 0.25 λ 
+ ∆2, and x3 = 0.25 λ + ∆2 + ∆3. As with the amplitude 
weights, the cost surfaces for the dipole model and array 
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factor look very similar. Fig. 4 is the cost function when 
a2,3 = 1.0, 0 ≤ δ1,2 ≤ π, and x1 = 0.25 λ, x2 = 0.75 λ, and 
x3 = 1.25 λ. Again, the cost functions for the dipoles 
and point sources are similar. 
 All the cost functions in these figures have ridges, 
narrow valleys, and dramatic variations in slope. The 
cost surface variations will slow the convergence of 
most minimization algorithms. Speed of convergence is 
highly dependent upon the starting point on the cost 
surface. For the six element case, the minimization 
algorithms mentioned so far will find the true minimum 
most of the time. On the other hand, adding more array 
variables dramatically increases the complexity of the 
cost surface and renders many "local" optimizers 
powerless to find a good minimum. 

 
 

 
 

Fig. 1. Diagram of the array that generates the cost 
functions. 
 
 
 
 

 
a. Dipoles  

 

 
b. Point sources 

 
Fig. 3. Cost surface associated with varying the spacing 
of the six element array. 
 

 
a. Dipoles  

 

 
b. Point sources 

 
Fig. 4. Cost surface associated with varying the phase 
weights of the six element array. 

a. Dipoles b. Point sources

Fig. 2. Cost surface associated with varying the 
amplitude weights of the six element array. 
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 The next example is too difficult for local optimizers 
to find the global minimum. Fig. 5 is a graph of the 
maximum sidelobe level in dB versus the thinning 
configuration for a 32 element array. Elements in the 
array are either turned on with an amplitude of 1 or 
turned off with an amplitude of 0. The end elements are 
always on and the array is assumed to be symmetric. 
Values along the x-axis are the decimal versions of the 
15 bit binary thinning configuration. As an example, 
one of the thinned array configurations is 
 
 10111101001101011010110010111101

=22110
 (2) 

 
There are a total of 152  possible thinning 
configurations. Not only is the cost surface riddled with 
local minima, but the variable values are discrete. This 
type of cost function is ideal for optimization by a GA 
as described in the next section. 
 
 

 
 

Fig. 5. Cost function for thinned array.  
 

IV. GA BASICS 
The GA begins with a random set of starting points 

on the cost surface called chromosomes. Each 
chromosome is evaluated by the cost function. 
Chromosomes may consist of binary or continuous 
values. Chromosomes with high costs are discarded, 
while chromosomes with low costs form a mating pool. 
Two parents are randomly selected from the mating 
pool. Selection is inversely proportional to the cost. 
Offspring are created through some combination of the 
parents. The offspring replace the discarded 
chromosomes. Next, random chromosomes in the 
population are randomly modified or mutated. Finally, 
the new and modified chromosomes are evaluated the 
process repeated. A flowchart of a GA is shown in Fig. 
6. 

Since its introduction, the GA has become a dominant 
numerical optimization algorithm in many disciplines. 

Holland started the GA [164] while Goldberg 
demonstrated its usefulness [165]. Details on 
implementing a GA can be found in [166] and a variety 
of applications to electromagnetics are reported in 
[167]. Some of the advantages of a GA include that it 

• Optimizes continuous or discrete variables, 
• Does not calculate derivatives, 
• Works with a large number of variables, 
• Is suited for parallel computers, 
• Can jump out of a local minimum, 
• Provides a list of optimum variables, not just a 
single solution, 
• May encode the variables so that the optimization 
is done with the encoded variables, and 
• Works with numerically generated data, 
experimental data, or analytical functions. 

These advantages have been capitalized by many 
phased array researchers. 
 

 
 

Fig. 6. Flow chart of a GA. 
 
  

V. REVIEW OF GA APPLICATIONS TO 
PHASED ARRAYS 

At this point, you should suspect that the GA 
outperforms traditional optimization approaches for 
many practical phased array designs. The GA has been 
applied to the cost functions in Section III but with 
many more variables. In addition, a wide range of other 
phased array optimization topics have been 
investigated. Attempt to categorize the literature into 19 
topics. Most of these topics deal with phased array 
design. The adaptive/smart antenna topic involves using 
a GA in real time. The references are listed in  
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chronological order from [1] to [139]. The author tried 
to include all papers dealing with GA applications to 
phased arrays. Apologies are made to those authors 

whose papers were missed. Rather than trying to 
summarize the research done, readers can look at the 
references listed under a given topic. 

 
Table 1. References to GA applications for phased arrays are categorized.  
 

Topic Reference 
Array synthesis [4][11][14][18][21][24][25][26][27][30][37][44][52][53][56] 

[70][71][74][84][85][87][101][109][114][123][126][128][138] 
Nulling [3][19][23] 
adaptive/smart arrays [10][20][22][34][35][40][42][46][50][57][66][75] 

[86][96][105][106][112][117][127][130][134] 
Subarray [7][76][98][118] 
Element failures [38][48][68][115][116] 
Mutual coupling [41][47][51][54][63][64][65][72][80][81][83][94][102][111][124][136

] 
Multiple beams [9][49] 
Shaped beam synthesis [28][29][36][39][60][93][103][113][133] 
Phase taper [8][78] 
GA combined and other methods [12][15][16][73][88][89][100][107][115][121][122][129] 
Conformal arrays [42][81][95][98] 
GA parameters [45][55][58][61][90][99][108][132] 
Ring arrays [33][43][125] 
Aperiodic arrays [6][31][32][59][79][92][110][119][120][137]  
Direction of arrival arrays [69][102]  
Beam scanning [97][104][135] 
Planar arryas [62][90][130][131] 
Multiple objective optimization [17][77][98] 
Thinned arrays [1][2][5][13][67][72][81][139] 
 

VI. GA FRONTIERS 
The biggest hurdle for GAs is the time needed to find a 
good optimum solution. At this point, we have a 
powerful optimization algorithm that can create new 
designs, but computers and software models that are too 
slow for the cost function evaluations. Evaluating the 
cost function quickly and accurately can be done in 
three ways: 
1. Faster GAs. Finding the optimum parameters such 

as population size and mutation rate can make 
orders of magnitude difference in the number of 
function calls needed to find an acceptable solution. 
Adaptively changing the parameters may be very 
helpful. Hybrid approaches that combine the GA 
and other approaches, especially local optimizers 
need more exploration. GAs can produce better and 
faster results with human input during the operation 
of the algorithm. Humans can even be used to 
create a subjective cost associated with a phased 
array design. Operator bias in the cost function may 
be as valuable as the mathematical equations in the 
model. 

2. Faster cost functions. Using fast, approximate 
function evaluations in early generations and 

converting to slow, more exact function evaluations 
in later generations has some promise. Efficient 
hybrid methods can make large problems tractable. 
Eliminating unimportant variables helps 
optimization algorithms converge faster. Some 
costs are more sensitive than others. Some costs 
require a finer grid for sufficient accuracy than 
toher costs. Adaptively adjusting the grid size can 
result in significant time savings. 

3. Faster computers. Clock speed and memory are 
bottlenecks for large complex optimization 
problems. GAs are ideally suited for parallel 
processing, since the cost function for each 
chromosome can be evaluated simultaneously. 

A phased array consists of more than just the antenna 
elements. Optimization of the feed structure, the active 
components, the component costs, etc. are possible with 
a GA. The design of wideband feed networks to match 
wideband elements is an important step in developing 
wideband phased arrays. The GA has certainly 
advanced the design of complex phased arrays. As can 
be seen in the references, GAs are becoming more 
accepted as a design tool. 

329HAUPT: GENETIC ALGORITHM APPLICATIONS FOR PHASED ARRAYS



  

REFERENCES 

[1] R. L. Haupt, J. J. Menozzi, and C. J. 
McCormack, “Thinned arrays using genetic 
algorithms,” IEEE AP-S Int'l Symp., pp. 712-715, 
Jun 1993. 

[2] R. L. Haupt, “Thinned arrays using genetic 
algorithms,” IEEE AP-S Trans., vol. 42, pp. 993-
999, Jul. 1994. 

[3] A. Tennant, M. M. Dawoud, and A. P. Anderson, 
“Array pattern nulling by element position 
perturbations using a genetic algorithm,” 
Electronics Letters, vol. 30, pp. 174-176, 3 Feb. 
1994. 

[4] M. Shimizu, “Determining the excitation 
coefficients of an array using genetic 
algorithms,” IEEE AP-S Int'l Symp., pp. 530-533, 
Jun. 1994.  

[5] D. J. O'Neill, “Element placement in thinned 
arrays using genetic algorithms,” OCEANS 94, 
pp. 301-306, Sep. 1994. 

[6] R. L. Haupt, “An introduction to genetic 
algorithms for electromagnetics,” IEEE AP-S 
Mag. vol. 37, pp. 7-15, Apr. 1995. 

[7] R. Haupt, “Optimization of subarray amplitude 
tapers,” IEEE AP-S Int'l Symp., pp. 1830 – 1833, 
Jun. 1995. 

[8] R. L. Haupt, “Optimum quantised low sidelobe 
phase tapers for arrays,” Electronics Letters, vol. 
31, pp. 1117-1118, 6 Jul. 1995. 

[9] D. Marcano, F. Duran, and O. Chang, “Synthesis 
of multiple beam linear antenna arrays using 
genetic algorithms,” IEEE AP-S Int'l Symp., pp. 
328-332, Jul. 1995. 

[10] B. Chambers, A. P. Anderson, and R. J. Mitchell, 
“Application of genetic algorithms to the 
optimization of adaptive antenna arrays and radar 
absorbers,” First Int'l Conf. Genetic Algorithms 
in Engineering Systems: Innovations and 
Applications, pp. 94-99, Sep. 1995. 

[11] D. Marcano, M. Jimenez, F. Duran, and O. 
Chang, “Synthesis of antenna arrays using 
genetic algorithms,” IEEE Int'l Caracus Conf. on 
Devices, Circuits, and Systems, pp. 328-332, Dec 
1995. 

[12] F. Ares, et.al., “Application of genetic algorithms 
and simulated annealing technique in optimising 
the aperture distributions of antenna array 
patterns,” Electronics Letters, vol. 32, pp. 148-
149, 1 Feb. 1996. 

[13] R. L. Haupt, “Genetic algorithm design of 
antenna arrays,” IEEE Aerospace Applications 
Conf., pp. 103-109, Feb. 1996. 

[14] D. Marcano, M. Jiminez, and O. Chang, 
“Synthesis of linear array using Schelkunoff's 
method and genetic algorithms,” IEEE AP-S Int'l 
Symp., pp. 814-817, Jul. 1996. 

[15] F. Ares, et.al., “Application of genetic algorithms 
and simulated annealing technique in optimizing 
the aperture distributions of antenna arrays,” 
IEEE AP-S Int'l Symp., pp. 806-809, Jul. 1996. 

[16] M. J. Buckley, “Linear array synthesis using a 
hybrid genetic algorithm,” IEEE AP-S Int'l 
Symp., pp. 584-587, Jul. 1996. 

[17] D. S. Weile and E. Michielssen, “Integer coded 
Pareto genetic algorithm design of constrained 
antenna arrays,” Electronics Letters, vol. 32, pp. 
1744-1745, 12 Sep. 1996. 

[18] R. J. Mitchell, B. Chambers, and A. P. Anderson, 
“Array pattern synthesis in the complex plane 
optimised by a genetic algorithm,” Electronics 
Letters, vol. 32, pp. 1843-1845, 26 Sep. 1996. 

[19] A. Alphones and V. Passoupathi, “Null steering 
in phased arrays by positional perturbations: a 
genetic algorithm approach,” 3rd Int'l Conf. High 
Performance Computing, pp. 4-9, Dec. 1996. 

[20] R. L. Haupt and S. E. Haupt, “Phase-only 
adaptive nulling with a genetic algorithm,” IEEE 
Aerospace Applications Conf., pp. 151-160, Feb. 
1997. 

[21] R. J. Mitchell, B. Chambers, and A. P. Anderson, 
“Array pattern control in the complex plane 
optimised by a genetic algorithm,” 10th Int'l Conf. 
Antennas and Propagation, pp. 330-333, Apr. 
1997. 

[22] R. L. Haupt, “Phase-only adaptive nulling with a 
genetic algorithm,” IEEE AP-S Trans., vol. 45, 
pp. 1009-1015, Jun. 1997. 

[23] W. P. Liao and F. L. Chu, “Array pattern nulling 
by phase and position perturbations with the use 
of the genetic algorithm,” Microwave and 
Optical Technology Letters, vol. 15, pp. 251-256, 
Jul. 1997. 

[24] Y. Keen-Keong and L. Yilong, “Sidelobe 
reduction in array-pattern synthesis using genetic 
algorithm,” IEEE AP-S Trans., vol. 45, pp. 1117-
1122, Jul. 1997. 

[25] D. Marcano, “Synthesis of linear and planar 
antenna arrays using genetic algorithms,” IEEE 
AP-S Int'l Symp., pp. 1688-1691, Jul. 1997. 

[26] F. Ares, et.al., “Application of genetic algorithms 
in the design and optimization of array patterns,” 
IEEE AP-S Int'l Symp., pp. 1684-1687, Jul. 1997. 

[27] D. Marcano, L. Gomez, and O. Sosa, “Planar 
array antenna synthesis using genetic algorithms 
with a penalty function,” IEEE Int'l Microwave 

330 ACES JOURNAL, VOL. 21, NO. 3, NOVEMBER 2006



  

and Optoelectronics Conf., pp. 285-290, Aug. 
1997. 

[28] J. M. Johnson and Y. Rahmat-Samii, “Genetic 
algorithms in engineering electromagnetics," 
IEEE AP-S Mag. vol. 39, pp. 7 – 21, Aug. 1997.  

[29] N. V. S. N. Sarma and R. Chandrasekharam, 
“Shaped beam radiation pattern synthesis using 
genetic algorithm,” Int'l Conf. Electromagnetic 
Interference and Compatibility, pp.171 – 174, 
Dec. 1997. 

[30] K. Markus and L. Vaskelainen, “Optimisation of 
synthesised array excitations using array 
polynome complex root swapping and genetic 
algorithms,” IEE Proceedings Microwaves, 
Antennas and Propagation, vol. 145, pp. 460-
464, Dec. 1998. 

[31] P. Kozakowski, M. Mrozowski, and W. 
Zieniutycz, “Synthesis of nonuniformly spaced 
arrays using genetic algorithm,” 12th Int'l Conf. 
Microwaves and Radar, pp. 340-344, May 1998. 

[32] G. P. Junker, S. S. Kuo, and C. H. Chen, 
“Genetic algorithm optimization of antenna 
arrays with variable interelement spacings,” 
IEEE AP-S Int'l Symp., pp. 50-53, Jun. 1998. 

[33] C. W. Brann and K. L. Virga, “Generation of 
optimal distribution sets for single-ring 
cylindrical arc arrays,” IEEE AP-S Int'l Symp., 
pp. 732 – 735, Jun. 1998. 

[34] R. L. Haupt and H. L. Southall, “Experimental 
adaptive nulling with a genetic algorithm,” 
Microwave Journal, vol. 42, no. 1, pp. 78-89, 
Jan. 1999. 

[35] R. L. Haupt and H. Southall, “Experimental 
adaptive cylindrical array,” IEEE Aerospace 
Applications Conf., pp. 291 – 296, Mar. 1999. 

[36] J. M. Johnson, “Genetic algorithm design of a 
switchable shaped beam linear array with phase-
only control,” IEEE Aerospace Applications 
Conf., pp. 297-303, Mar. 1999. 

[37] F. J. Ares-Pena, J. A. Rodriguez-Gonzalez, E. 
Villanueva-Lopez, and S. R. Rengarajan, 
“Genetic algorithms in the design and 
optimization of antenna array patterns,” IEEE 
AP-S Trans., vol.  47, pp. 506-510, Mar. 1999. 

[38] Y. Beng-Kiong and L. Yilong, “Array failure 
correction with a genetic algorithm,” IEEE AP-S 
Trans., vol. 47, pp. 823-828, May 1999. 

[39] R. L. Haupt and J. M. Johnson, “Dynamic phase-
only array beam control using a genetic 
algorithm,” First NASA/DoD Workshop on 
Evolvable Hardware, pp. 217 – 224, Jul. 1999. 

[40] Y. C. Chung and R. L. Haupt, “Optimum 
amplitude and phase control for an adaptive 

linear array using a genetic algorithm,” IEEE AP-
S Int'l Symp., pp. 1424-1427, Jul. 1999. 

[41] K. F. Sabet, et. al., “Efficient printed antenna 
array synthesis including coupling effects using 
evolutionary genetic algorithms,” IEEE AP-S 
Int'l Symp., pp. 2084-2087, Jul. 1999. 

[42] C. You Chung and R. L. Haupt, “Adaptive 
nulling with spherical arrays using a genetic 
algorithm,” IEEE AP-S Int'l Symp., pp. 2000-
2003, Jul. 1999. 

[43] B. P. Kumar and G. R. Branner, “Design of low 
sidelobe circular ring arrays by element radius 
optimization,” IEEE AP-S Int'l Symp., pp. 2032-
2035, Jul. 1999. 

[44] A. Udina, N. M. Martin, and L. C. Jain, “Linear 
antenna array optimisation by genetic means,” 
Third Int'l Conf. Knowledge-Based Intelligent 
Information Engineering Systems, pp. 505 – 508, 
Aug. 1999. 

[45] Y. H. Lee, A. C. Marvin, and S. J. Porter, 
“Genetic algorithm using real parameters for 
array antenna design optimisation,” High 
Frequency Postgraduate Student Colloquium, pp. 
8-13, Sep. 1999. 

[46] T. Fukusako, et.al., “Microstrip adaptive array 
antenna using semiconductor plasma and genetic 
algorithm,” Asia Pacific Microwave Conf., pp. 
76-79, Dec. 1999. 

[47] L. Landesa, F. Obelleiro, and J. L. Rodríguez, 
“Practical improvement of array antennas in the 
presence of environmental objects using genetic 
algorithms,” Microwave and Optical Technology 
Letters, vol. 23, pp. 324-326, 5 Dec. 1999. 

[48] J. A. Rodriguez, et.al., “Genetic algorithm 
procedure for linear array failure correction,” 
Electronics Letters, vol. 36, pp. 196-198, 3 Feb. 
2000. 

[49] K. N. Sherman, “Phased array shaped multi-
beam optimization for LEO satellite 
communications using a genetic algorithm,” 
IEEE Int'l Conf. Phased Array Systems and 
Technology, pp. 501-504, May 2000. 

[50] Y. Lu and B.K. Yeo, “Adaptive wide null 
steering for digital beamforming array with the 
complex coded genetic algorithm,” IEEE 
International Conference Phased Array Systems 
and Technology, pp. 557-560, May 2000. 

[51] H. Cheng-Nan, et.al., “Design of the cross-dipole 
antenna with near-hemispherical coverage in 
finite-element phased array by using genetic 
algorithms,” IEEE International Conference 
Phased Array Systems and Technology, pp. 303-
306, May 2000. 

331HAUPT: GENETIC ALGORITHM APPLICATIONS FOR PHASED ARRAYS



  

[52] E. A. Jones and W. T. Joines, “Genetic design of 
linear antenna arrays,” IEEE AP-S Mag., vol. 42, 
pp. 92-100, Jun. 2000. 

[53] D. Marcano and F. Duran, “Synthesis of antenna 
arrays using genetic algorithms,” IEEE AP-S 
Mag., vol. 42, pp. 12-20, Jun. 2000. 

[54] A. Armogida, et.al., “Synthesis of point-to-
multipoint patch antenna arrays by using genetic 
algorithms,” IEEE AP-S Int'l Symp., pp. 1038-
1041, Jul. 2000. 

[55] C. You Chung and R. L. Haupt, “GAs using 
varied and fixed binary chromosome lengths and 
real chromosomes for low sidelobe spherical-
circular array pattern synthesis,” IEEE AP-S Int'l 
Symp., pp. 1030-1033, Jul. 2000. 

[56] R. Shavit and S. Levy, “Improved Orchard-
Elliott pattern synthesis algorithm by pseudo-
inverse technique and genetic algorithm,” IEEE 
AP-S Int'l Symp., pp. 1042-1045, Jul. 2000. 

[57] Y. Kimura and K. Hirasawa, “A CMA adaptive 
array with digital phase shifters by a genetic 
algorithm and a steepest descent method,” IEEE 
AP-S Int'l Symp., pp. 914-917, Jul. 2000. 

[58] R. L. Haupt, “Optimum population size and 
mutation rate for a simple real genetic algorithm 
that optimizes array factors,” IEEE AP-S Int'l 
Symp., pp. 1034-1037, Jul. 2000. 

[59] B. J. Barbisch   D. H. Werner, and P. L. Werner 
“A genetic algorithm optimization procedure for 
the design of uniformly excited and 
nonuniformly spaced broadband low sidelobe 
arrays,” Applied Computational 
Electromagnetics Society Journal, vol. 15, no. 2, 
pp. 34-42, Jul. 2000. 

[60] N. N. Jackson and P. S. Excell, “Genetic-
algorithm optimization of an array for near-field 
plane wave generation,” Applied Computational 
Electromagnetics Society Journal, vol. 15, no. 2, 
pp. 61-74, Jul. 2000. 

[61] R. L. Haupt and S. E. Haupt, “Optimum 
population size and mutation rate for a simple 
real genetic algorithm that optimizes array 
factors,” Applied Computational 
Electromagnetics Society Journal, vol. 15, no. 2, 
pp. 94-102, Jul. 2000. 

[62] D. F. Li and Z. L. Gong, “Design of hexagonal 
planar arrays using genetic algorithms for 
performance improvement,” 2nd International 
Conference Microwave and Millimeter Wave 
Technology, pp. 455 - 460, Sep. 2000. 

[63] K. C. Lee, “Optimization of a finite dipole array 
with genetic algorithm including mutual coupling 
effects,” International Journal of RF and 

Microwave Computer-Aided Engineering, vol. 
10, no. 6, pp. 379-382, Nov. 2000. 

[64] A. Petosa and S. Thirakoune, “Linear array of 
dielectric resonator antennas optimized using a 
genetic algorithm for low-sidelobe applications,” 
Asia-Pacific Microwave Conf., pp. 21-24, Dec. 
2000. 

[65] A. Miura and M. Tanaks, “A study of array 
pattern tuning method using hybrid genetic 
algorithms for figure-8 satellites's earth station 
antenna,” Asia-Pacific Microwave Conf., pp. 
325-329, Dec. 2000.  

[66] Y. Yashchyshyn and M. Piasecki, “Improved 
model of smart antenna controlled by genetic 
algorithm,” 6th Int'l Conf. CAD Systems in 
Microelectronics, pp. 147 - 150, Feb. 2001. 

[67] S. E. El-Khamy, et.al., “Thinned multi-ring 
arrays using genetic algorithms,” 18th National 
Radio Science Conf., pp. 113-121, Mar. 2001. 

[68] H. M. Elkamchouchi and M. M. Wagib, “Failure 
restoration and array synthesis using genetic 
algorithms,” 18th National Radio Science Conf., 
pp. 123-130, Mar. 2001. 

[69] P. Karamalis, et.al., “Direction of arrival 
estimation using genetic algorithms,” Vehicular 
Technology Conference, pp. 162 - 166, May 
2001. 

[70] C. Chien-Hung and C. Chien-Ching, “Novel 
radiation pattern by genetic algorithms,” 
Vehicular Technology Conference, pp. 8 - 12, 
May 2000. 

[71] D. W. Boeringer, D. W. Machuga, and D. H. 
Werner, “Synthesis of phased array amplitude 
weights for stationary sidelobe envelopes using 
genetic algorithms,” IEEE AP-S Int'l Symp., pp. 
684-687, Jul. 2001. 

[72] M. G. Bray, et.al., “Thinned aperiodic linear 
phased array optimization for reduced grating 
lobes during scanning with input impedance 
bounds,” IEEE AP-S Int'l Symp., pp. 688-691, 
Jul. 2001. 

[73] A. Miura and M. Tanaka, “An apply of hybrid 
GA for array pattern control of quasi-zenithal 
satellite's Earth station antenna,” IEEE AP-S Int'l 
Symp., pp. 230-233, Jul. 2001. 

[74] V. R. Mognon, W. A. Artuzi, Jr., and J. R. 
Descardeci, “Tilt angle and sidelobe level control 
of array antennas by using genetic algorithm,” 
SBMO/IEEE MTT-S Int'l Microwave and 
Optoelectronics Conf., pp. 299-301, Aug. 2001. 

[75] D. S. Weile and E. Michielssen, “The control of 
adaptive antenna arrays with genetic algorithms 
using dominance and diploidy,” Antennas and 

332 ACES JOURNAL, VOL. 21, NO. 3, NOVEMBER 2006



  

Propagation, IEEE Transactions on, vol. 49, pp. 
1424-1433, Oct. 2001. 

[76] P. Lopez, et.al., “Subarray weighting for the 
difference patterns of monopulse antennas: joint 
optimization of subarray configurations and 
weights,” IEEE AP-S Trans., vol. 49, pp. 1606-
1608, Nov. 2001. 

[77] D. Ansell and E. J. Hughes, “Use of multi-
objective genetic algorithms to optimise the 
excitation and subarray division of multifunction 
radar antennas,” IEE Multifunction Radar and 
Sonar Sensor Management Techniques (Ref. No. 
2001/173), pp. 8/1 - 8/4, Nov. 2001. 

[78] P. Lopez, et.al., “Low-sidelobe patterns from 
linear and planar arrays with uniform excitations 
except for phases of a small number of 
elements,” Electronics Letters, vol. 37, pp. 1495-
1497, 6 Dec. 2001. 

[79] A. Lommi, et.al., “Sidelobe reduction in sparse 
linear arrays by genetic algorithms,” 
Microwave and Optical Technology Letters, 
vol. 32, no. 3, pp. 194-196, 5 Feb. 2002. 

[80] S. Misra, et.al. “Design and optimization of a 
nonplanar multidipole array using genetic 
algorithms for mobile communications,” 
Microwave and Optical Technology Letters, vol. 
32, no. 4, pp. 301-304, 20 Feb. 2002. 

[81] Y. C. Chung and R.L. Haupt, “Low-sidelobe 
pattern synthesis of spherical arrays using a 
genetic algorithm,” Microwave and Optical 
Technology Letters, vol. 32, pp. 412-414, 2002, 
20 Mar. 2002.  

[82] M. G. Bray, et.al., “Matching network design 
using genetic algorithms for impedance 
constrained thinned arrays,” IEEE AP-S Int'l 
Symp., pp. 528 - 531, Jun. 2002. 

[83] S. Mummareddy, D. H. Werner, and P. L. 
Werner, “Genetic optimization of fractal dipole 
antenna arrays for compact size and improved 
impedance performance over scan angle,” IEEE 
AP-S Int'l Symp., pp. 98 - 101, Jun. 2002. 

[84] A. A. Varahram and J. Rashed-Mohassel, 
“Sidelobe level optimization using modified 
genetic algorithm,” IEEE AP-S Int'l Symp., pp. 
742 - 745, Jun. 2002. 

[85] T. Dong, Y.-y. Li, and X.-w. Xu, “Genetic 
algorithm in the synthesis of low sidelobe 
antenna array,” 3rd International Conference on 
Microwave and Millimeter Wave Technology, pp. 
751 – 754, Aug. 2002. 

[86] M. Vitale, et.al., “Genetic algorithm assisted 
adaptive beamforming,” IEEE 56th Vehicular 

Technology Conference, pp. 601 - 605, Sep. 
2002. 

[87] T. Dong, Y.-y. Li, and X.-w. Xu, “Genetic 
algorithm in the synthesis of low sidelobe 
antenna array,” 5th International Symposium 
Wireless Personal Multimedia Communications, 
pp. 757 - 761, Oct. 2002. 

[88] W. Yan and L. Yilong, “The combination of 
neural networks and genetic algorithm for fast 
and flexible wide ing in digital beamforming,” 
9th International Conf . Neural Information 
Processing, pp. 782 - 786, Nov. 2002. 

[89] M. G. Bray, et.al., “Optimization of thinned 
aperiodic linear phased arrays using genetic 
algorithms to reduce grating lobes during 
scanning,” IEEE AP-S Trans., vol. 50, pp. 1732-
1742, Dec. 2002. 

[90] D. W. Boeringer and D. H. Werner, “Adaptive 
mutation parameter toggling genetic algorithm 
for phase-only array synthesis,” Electronics 
Letters, vol. 38, pp. 1618-1619, 5 Dec. 2002. 

[91] S. Caorsi, et.al., “Planar antenna array design 
with a multi-purpose GA-based procedure,” 
Microwave and Optical Technology Letters, 
vol. 35, no. 6, pp. 428-430, 20 Dec. 2002. 

[92] D.G. Kurup, M. Himdi, and A. Rydberg, “Design 
of an unequally spaced reflectarray,”  
Antennas and Wireless Propagation Letters, vol. 
2, pp. 33- 35, 2003. 

[93] R. Haupt, “Generating a plane wave with a linear 
array of line sources,” IEEE AP-S Trans., vol. 
51, pp. 273-278, Feb. 2003. 

[94] K. C. Lee, “Genetic algorithms based analyses of 
nonlinearly loaded antenna arrays including 
mutual coupling effects,” IEEE AP-S Trans., vol. 
51, pp. 776-781, Apr. 2003. 

[95] R. J. Allard, D. H. Werner, and P. L. Werner, 
“Radiation pattern synthesis for arrays of 
conformal antennas mounted on arbitrarily-
shaped three-dimensional platforms using genetic 
algorithms,” IEEE AP-S Trans., vol. 51, pp. 
1054-1062, May 2003. 

[96] C. Salvatore, et.al., “A real-time approach to 
array control based on a learned genetic 
algorithm,” Microwave and Optical Technology 
Letters, vol. 36, pp. 235-238, 20 Feb. 2003. 

[97] M. A. Mangoud, M. Aboul-Dahab, and M. 
Sabry, “Optimum steering techniques for linear 
and planar antenna arrays using genetic 
algorithm,” 20th National Radio Science 
Conference, pp. B7-1-8, Mar. 2003. 

[98] D. W. Ansell and E. J. Hughes, “Using multi-
objective genetic algorithms to optimise the 

333HAUPT: GENETIC ALGORITHM APPLICATIONS FOR PHASED ARRAYS



  

subarray partitions of conformal array antennas,” 
20th Int'l Conf. Antennas and Propagation, pp. 
151-155, Mar. 2003. 

[99] H. M. Elkamchouchi and M. M. Wagih, “Genetic 
algorithm operators effect in optimizing the 
antenna array pattern synthesis,” Twentieth 
National Radio Science Conference, pp. B12 - 1-
7, Mar. 2003. 

[100] L. L. Wang, D. G. Fang, and W. X. Sheng, 
“Combination of genetic algorithm (GA) and fast 
fourier transform (FFT) for synthesis of arrays,” 
Microwave and Optical Technology Letters, vol. 
37, pp. 56-59, 5 Apr. 2003.  

[101] F. H. Kashni, F. Arazm, and M. Asgari, “The 
synthesis of super-resolution array through 
genetic algorithm using CRB,” 5th European 
Personal Mobile Communications Conf., pp. 60-
64, Apr. 2003. 

[102] T. Huang and A.S. Mohan, “Effects of array 
mutual coupling on near-field DOA estimation,” 
IEEE Canadian Conference Electrical and 
Computer Engineering, pp. 1881- 1884, May 
2003. 

[103] R. Haupt, “Synthesis of a plane wave in the near 
field with a planar phased array,” IEEE AP-S Int'l 
Symp., pp. 792-795, Jun. 2003. 

[104] T. Koleck, “Active antenna coverage synthesis 
for GEO satellite using genetic algorithm,” IEEE 
AP-S Int'l Symp., pp. 142-144, Jun. 2003. 

[105] C. H. Hsu, et.al., “Optimizing broadside array 
antenna with adaptive interference cancellation 
using amplitude-position perturbations in a linear 
array,” IEEE AP-S Int'l Symp., pp. 69-72, Jun. 
2003. 

[106] A. T. Bu, et.al., “Design of the sector array 
antenna based on genetic algorithm for smart 
antenna system front end,” IEEE AP-S Int'l 
Symp., pp. 686-689, Jun. 2003. 

[107] D. W. Boeringer and D. H. Werner, “A 
comparison of particle swarm optimization and 
genetic algorithms for a phased array synthesis 
problem,” IEEE AP-S Int'l Symp., pp. 181-184, 
Jun. 2003. 

[108] D. W. Boeringer and D. H. Werner, “Genetic 
algorithms with adaptive parameters for phased 
array synthesis,” IEEE AP-S Int'l Symp., pp. 169-
172, Jun. 2003. 

[109] Y.H. Liu, et.al., “Modeling antenna array 
elements and bandwidth enhanced by genetic 
algorithm,” IEEE AP-S Int'l Symp., pp. 884-887, 
Jun. 2003. 

[110] M. Wang, et.al., “The synthesis and optimization 
of arbitrarily distributed array with circular 

sparse array,” IEEE AP-S Int'l Symp., pp. 812- 
815, Jun. 2003. 

[111] S. Xiao, et.al., “Reconfigurable microstrip 
antenna design based on genetic algorithm,” 
IEEE AP-S Int'l Symp., pp. 407- 410, Jun. 2003.  

[112] C. H. Hsu, J. S. Row, and K. H. Kuo, “Downlink 
optimal radiation pattern design of smart 
antennas by phase-amplitude perturbations in a 
linear array,” IEEE AP-S Int'l Symp., pp. 80- 83, 
Jun. 2003. 

[113] R. Haupt, “Generating a plane wave in the near 
field with a planar array antenna,” Microwave 
Journal, Aug. 2003. 

[114] F. H. Wen-Chia Lue, “Use of B-spline curves 
and genetic algorithms to reduce the sidelobe 
level in array-patterns,” Microwave and Optical 
Technology Letters, vol. 38, pp. 308-311, 20 
Aug. 2003. 

[115] W. Ling-Ling and F. Da-Gang, “Combination of 
genetic algorithm and fast Fourier transform for 
array failure correction,” 6th Int'l Symp. 
Antennas, Propagation and EM Theory, pp. 234 
- 237, Oct. 2003. 

[116] A. Taskin and C. S. Gurel, “Antenna array 
pattern optimisation in the case of array element 
failure,” 33rd European Microwave Conference, 
pp. 1083- 1085, Oct. 2003. 

[117] W. Qi and G. Zhong Lin, “On the performance of 
genetic algorithm based adaptive beamforming,” 
6th Int'l Symp. Antennas, Propagation and EM 
Theory, pp. 339 - 343, Oct. 2003. 

[118] G. Golino, “A genetic algorithm for optimizing 
the segmentation in subarrays of planar array 
antenna radars with adaptive digital 
beamforming,” IEEE Int'l Symp. Phased Array 
Systems and Technology, pp. 211-216,  2003. 

[119] R. G. Hohlfeld and N. Cohen, “Genetic 
optimization of sparse, frequency invariant arrays 
using the HCR principle,” IEEE Int'l Symp. 
Phased Array Systems and Technology, pp. 588 - 
593, Oct. 2003. 

[120] W. Ling-Ling and F. Da-Gang, “Synthesis of 
nonuniformly spaced arrays using genetic 
algorithm,” Asia-Pacific Conf. Environmental 
Electromagnetics, pp. 302-305, Nov. 2003. 

[121] D. W. Boeringer and D. H. Werner, “Particle 
swarm optimization versus genetic algorithms for 
phased array synthesis,” IEEE AP-S Trans.,  vol. 
52, pp. 771-779, Mar. 2004. 

[122] S. Caorsi, et.al., “Peak sidelobe level reduction 
with a hybrid approach based on GAs and 
difference sets,” IEEE AP-S Trans., vol. 52, pp. 
1116- 1121, Apr. 2004. 

334 ACES JOURNAL, VOL. 21, NO. 3, NOVEMBER 2006



  

[123] S. H. Son, et.al., “Mobile phased array antenna 
design with low sidelobe pattern by genetic 
algorithm,” IEEE AP-S Int'l Symp., pp. 4112- 
4115, Jun. 2004. 

[124] S. E. El-Khamy, “Fractal multiband antennas 
using GA/MOM optimized log periodic dipole 
arrays,” IEEE AP-S Int'l Symp., pp. 3433- 3436, 
Jun. 2004.  

[125] A. Erentok and K. L. Melde, “Comparison of 
MATLAB and GA optimization for three-
dimensional pattern synthesis of circular arc 
arrays,” IEEE AP-S Int'l Symp., pp. 2683-2686, 
Jun 2004. 

[126] D. A. Tonn and R. Bansal, “Sidelobe 
minimization in interrrupted phased arrays by 
mean of a genetic algorithm,” IEEE AP-S Int'l 
Symp., pp. 531 – 534, Jun. 2004. 

[127] C. Sacchi, et.al., “Adaptive antenna array control 
in the presence of interfering signals with 
stochastic arrivals: assessment of a GA-based 
procedure,” IEEE Trans. Wireless 
Communications, vol. 3, pp. 1031- 1036, Jul. 
2004. 

[128] F. Soltankarimi, J. Nourinia, and C. Ghobadi, 
“Side lobe level optimization in phased array 
antennas using genetic algorithm,” IEEE Eighth 
Int'l Symp. Spread Spectrum Techniques and 
Applications, pp. 389- 394, Aug. 2004. 

[129] F. Yu, et.al., “Pattern synthesis of linear arrays 
using a hybrid optimization algorithm,” 7th 
International Conf Signal Processing, pp. 428- 
430, Aug. 2004. 

[130] A. Massa, et.al., “Planar antenna array control 
with genetic algorithms and adaptive array 
theory,” IEEE AP-S Trans., vol. 52, pp. 2919-
2924, Nov. 2004. 

[131] M. Donelli, et.al., “A versatile enhanced genetic 
algorithm for planar array design,” Journal of 
Electromagnetic Waves and Applications, vol. 
18, no. 11, pp. 1533-1548, 2004. 

[132] D. W. Boeringer, D. H. Werner, and D. W. 
Machuga, “A simultaneous parameter adaptation 
scheme for genetic algorithms with application to 
phased array synthesis,” 
IEEE AP-S Trans., vol. 53, pp. 356- 371, Jan. 
2005. 

[133] S. H. Zainud-Deen, et.al., “Synthesis of linear 
arrays with shaped pattern using genetic 
algorithm and an orthogonal method,” Twenty-
Second National Radio Science Conference, pp. 
89- 96, Mar. 2005. 

[134] S. H. Zainud-Deen, et.al., “Adaptive arrays of 
smart antennas using genetic algorithm,” 

Twenty-Second National Radio Science 
Conference, pp. 145- 154, Mar. 2005. 

[135] J. N. Bogard and D. H. Werner, “Optimization of 
peano-gosper fractile arrays using genetic 
algorithms to reduce grating lobes during 
scanning,” IEEE Int'l Radar Conf., pp. 905- 909, 
May 2005. 

[136] S. Tao and H. Ling, “Array beamforming in the 
presence of a mounting tower using genetic 
algorithms,” IEEE AP-S Trans., vol. 53, pp. 
2011- 2019, Jun. 2005. 

[137] Y.B. Tian and J. Qian, “Improve the performance 
of a linear array by changing the spaces among 
array elements in terms of genetic algorithm,” 
IEEE AP-S Trans., vol. 53, pp. 2226- 2230, Jul. 
2005. 

[138] S. Yang, et.al., “Design of a uniform amplitude 
time modulated linear array with optimized time 
sequences,” IEEE AP-S Trans., vol. 53, pp. 
2337- 2339, Jul. 2005. 

[139] R. L. Haupt, “Interleaved Thinned Linear 
Arrays,” IEEE AP-S Trans., vol. 53, pp. 2858- 
2864, Sep. 2005. 

[140] J. S. Stone, US Patents 1,643,323 and 1,715,433. 
[141] C. L. Dolph, “A current distribution for 

broadside arrays which optimizes the relationship 
between bream width and side-lobe level,” Jun. 
1946. 

[142] T. T. Taylor, “Design of line source antennas for 
narrow beamwidth and low side lobes,” IRE AP 
Trans., AP-7, pp. 16-28, 1955. 

[143] E. T. Bayliss, “Design of monopulse antenna 
difference patterns with low sidelobes,” The Bell 
System Tech. J., vol. 47, pp.623-650, May-Jun. 
1968. 

[144] R. S. Elliott, Antenna Theory and Design, New 
York: Prentice-Hall, 1981. 

[145] J. A. Nelder and R. Mead, Computer Journal, 
vol. 7, pp. 308-313, 1965. 

[146] W. H. Press, et. al., Numerical Recipes in 
FORTRAN, New York: Cambridge University 
Press, 1992. 

[147] D. G. Luenberger, Linear and Nonlinear 
Programming, Reading, MA: Addison-Wesley, 
1984. 

[148] M. I. Skolnik, G. Nemhauser, and J. W. 
Sherman, III “Dynamic programming applied to 
unequally spaced arrays,” IEEE AP-S Trans., vol. 
12, pp. 35-43, Jan. 1964. 

[149] N. Balakrishnan, P. K. Murthy, and S. 
Ramakrishna, “Synthesis of antenna arrays with 
spatial and excitation constraints,” IEEE AP-S 
Trans., vol. 27, no. 5, pp. 690-696, Sep. 1979. 

335HAUPT: GENETIC ALGORITHM APPLICATIONS FOR PHASED ARRAYS



  

[150] J. Perini, “Note on antenna pattern synthesis 
using numerical iterative methods,” IEEE AP-S 
Trans., vol. 12, pp. 791-792, Jul. 1976. 

[151] C. S. Ruf, “Numerical annealing of low-
redundancy linear arrays,” IEEE AP-S Trans., 
vol. 41, no.1, Jan. 1993. 

[152] W. L. Stutzman, and E. L. Coffey, “Radiation 
pattern synthesis of planar antennas using the 
iterative sampling method,” IEEE AP-S Trans., 
vol. AP-23, no. 6, pp.764 - 769, Nov. 1975. 

[153] H. J. Orchard, R. S. Elliot, and G. J. Stern, 
“Optimizing the synthesis of shaped beam 
antenna patterns,” IEE Proceedings, vol. 132, 
no.1, pp. 63 - 68, Feb. 1985. 

[154] R. S. Elliot and G. J. Stearn, “Shaped patterns 
from a continuous planar aperture distribution,” 
IEEE Proceedings, vol. 135, no. 6, pp. 366 - 370, 
Dec. 1988. 

[155] J. E. Richie and H. N. Kritikos, “Linear program 
synthesis for direct broadcast satellite phased 
arrays,” IEEE AP-S Trans., vol. 36, no. 3, pp. 
345-348, Mar. 1988. 

[156] F. Ares, R. S. Elliott, and E. Moreno, “Design of 
planar arrays to obtain efficient footprint patterns 
with an arbitrary footprint boundary,” IEEE AP-S 
Trans., vol. 42, no. 11, pp. 1509-1514, Nov. 
1994. 

[157] O. Einarsson, “Optimization of planar arrays,” 
IEEE AP-S Trans., vol. AP-27, no.1, pp.86 - 92, 
Jan. 1979. 

[158] T. S. Ng, J. Yoo Chong Cheah, and F. J. Paoloni, 
“Optimization with controlled null placement in 
antenna array pattern synthesis,” IEEE AP-S 
Trans., vol. 33, no. 2, pp. 215 - 217, Feb. 1985. 

[159] D. K. Cheng, “Optimization techniques for 
antenna arrays,” Proc. of IEEE, vol. 59, no. 12, 
pp. 1664-1674, Dec. 1971. 

[160] J. F. DeFord and O. P. Gandhi, “Phase-only 
synthesis of minimum peak sidelobe patterns for 
linear and planar arrays,” IEEE AP-S Trans., vol. 
36, no.2, pp. 191-201, Feb. 1988. 

[161] R. L. Haupt, “Thinned arrays using genetic 
algorithms,” IEEE AP-S Trans, vol. 42, no. 7, pp 
993-999, July 1994. 

[162] S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi, 
“Optimization by Simulated Annealing,” 
Science, vol. 220, no. 4598, pp. 671-680, 13 May 
1983. 

[163] N. Metropolis, A. Rosenbluth, and M. 
Rosenbluth, J. Chemical Physics, vol. 21, pp. 
1087-1092, 1953.  

[164] J. H. Holland, Adaptation in Natural and 
Artificial Systems, Ann Arbor: The University of 
Michigan Press, 1975. 

[165] D. E. Goldberg, Genetic Algorithms in Search, 
Optimization, and Machine Learning, New York: 
Addison-Wesley, 1989. 

[166] R. L. Haupt and S. E. Haupt, Practical Genetic 
Algorithms, 2nd edition, New York: John Wiley 
& Sons, 2004. 

[167] Y. Rahmat-Samii and E. Michielssen, eds., 
Electromagnetic Optimization by Genetic 
Algorithms, New York: John Wiley & Sons, 
1999. 

 
 
 

Randy L. Haupt received his Ph.D. 
in Electrical Engineering from the 
University of Michigan, MS in 
Electrical Engineering from 
Northeastern University, MS in 
Engineering Management from 
Western New England College, and 
BS in Electrical Engineering from 

the USAF Academy. 
He is Department Head of Computational 

Electromagnetics and Senior Scientist at the Penn State 
Applied Research Laboratory. He was Professor and 
Department Head of Electrical and Computer 
Engineering at Utah State University from 1999-2003. 
He was a Professor of Electrical Engineering at the 
USAF Academy and Professor and Chair of Electrical 
Engineering at the University of Nevada Reno. In 1997, 
he retired as a Lt. Col. in the USAF. Dr. Haupt was a 
project engineer for the OTH-B radar and a research 
antenna engineer for Rome Air Development Center. 
He has many journal articles, conference publications, 
and book chapters on antennas, radar cross section and 
numerical methods and is co-author of the book 
Practical Genetic Algorithms, 2 ed., John Wiley & 
Sons, 2004. Dr. Haupt has eight patents in antenna 
technology. 

Dr. Haupt is a Fellow in the IEEE, was the Federal 
Engineer of the Year in 1993, and is a member of 
ACES, Tau Beta Pi, Eta Kappa Nu, URSI Commission 
B, and Electromagnetics Academy.

 

336 ACES JOURNAL, VOL. 21, NO. 3, NOVEMBER 2006



  

Abstract — Genetic Algorithm is used to optimize the 
performance characteristics of a traveling wave array 
consisting of longitudinal slots cut in the broad wall of a 
rectangular waveguide. An analysis method employing 
a loaded transmission line to model the slot arrays is 
employed. External mutual coupling is considered. The 
self admittance of the radiating slots is computed using 
the method-of-moments technique applied to the 
pertinent integral equations. Numerical results indicate 
typical performance improvements possible using the 
genetic algorithm optimization. 

I. INTRODUCTION 
ongitudinal slots cut in the broadwall of a 

rectangular waveguide have been employed as 
radiating elements in linear and planar arrays for 
numerous radar and communication applications. The 
design of a traveling wave linear array of longitudinal 
slots was presented by Elliott circa 1977 [1]. A design 
procedure developed by Elliott is applicable to both 
traveling wave and standing wave arrays [2]. That 
procedure uses an iterative technique to design the array 
at the center frequency of the desired bandwidth. 
Usually the array performance is optimum at the design 
frequency and it degrades away from the center 
frequency. Optimizing an array with respect to any 
performance parameter is a multi-dimensional problem. 
Due to the presence of many extrema, local 
optimization techniques such as conjugate gradient and 
Fletcher-Powell minimization techniques may not be 
well-suited to this work. Genetic Algorithms (GA) has 
the ability to search hyperplanes extensively and they 
are less susceptible to get stuck at local maxima [3].  In 
this work we investigated the optimization of different 
performance parameters of a traveling wave array of 
longitudinal slots using GA. Many case studies are 
shown for the 21-element array discussed by Elliot in 
[1]. The purpose of this work is to show typical 
performance improvements possible in traveling wave 
arrays designed using the genetic algorithm 

optimization.  

II. THE METHOD OF ANALYSIS 

A. Self Admittance 
The analysis employs a moment method solution to 

the pertinent integral equation for the aperture electric 
field of a single slot when excited by an incident TE10 
wave. From the aperture electric field the TE10 mode 
scattered wave coefficients in the forward and backward 
directions are determined. Since the slot scattering is 
very nearly symmetric, a shunt admittance model is 
found to be an excellent assumption. The self 
admittance of the slot is determined as a function of slot 
offset and length from the scattered wave coefficients. 
The basic equations of the method of moments analysis 
are shown here leaving all the details since the method 
is very similar to that presented in [4].  
 

 
Fig. 1. Longitudinal slots cut in the waveguide 
broadwall. 

  
 
The continuity of the tangential component of the 

aperture electric field is implicitly satisfied. The 
boundary condition for the dominant component of the 
magnetic field in each aperture of the thick slot is 
enforced as follows, 

Genetic Algorithm Optimization of a Traveling Wave Array of 
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Equation (1) satisfies the continuity of the magnetic 
field across the slot aperture. For simplicity only one 
equation is shown. For a thick slot two equations are 
used so as to satisfy the boundary conditions at the 
interior as well as the exterior aperture. The Green’s 
function inside the integral in (2) is that of the 
rectangular waveguide, a cavity formed by the thick slot 
with both openings shorted by thin conducting sheets, 
or the exterior half space respectively for each of the 
three regions. The complete expressions for all the 
Green’s functions are found in [4]. Global sinusoidal 
expansion functions describe the longitudinal variation 
of the electric field across the slot in (3). A uniform 
transverse distribution is assumed in (3). The weighting 
functions have similar longitudinal variation but exhibit 
a delta function in the transverse direction as shown in 
(4), 
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The primed coordinates (ζ’,ξ’) along and across the slot 
are used for the source region and unprimed coordinates 
(ζ,ξ)  in Fig. 2 denote the field region. The integral 
equations are reduced to matrix equations and their 
solution yields the coefficients of expansion of the 
aperture electric field. It is then possible to obtain the 
back scattering coefficient, Γ and the normalized self 
admittance as shown below [4], 
 

Γ+
Γ−

=
1

2
0Y

Y
 .                        (5)          

 
Fig. 2. Normalized resonant length versus slot offset. 
 

The normalized self admittance computed in (5) is an 

important parameter in the design optimization. First, 
the normalized resonant length k0lresversus slot offset 
from the centerline of the broadwall is found as shown 
in Fig. 2 for a range of values of slot offsets. Fig. 2 
shows that the resonant length is dependent on the slot 
thickness and hence the data need to be computed for 
the specific wall thickness of interest. The value of slot 
length, 2lres , that makes the phase of the back scattered 
TE10 mode wave equal to 180o with respect to the 
incident wave electric field, both referenced to a plane 
passing through the center of the slot, is said to be the 
resonant length [4]. The real and imaginary parts of the 
self admittance as a function of the slot offset and the 
normalized length of the slot with respect to free space 
wavelength are then obtained. These data are shown in 
Figs. 3 and 4, respectively, over a range of values of 
slot offsets and lengths normalized to resonant lengths. 
The computed MoM data for the slot admittance as a 
function of the slot offset and normalized length shown 
in Figs. 2 through 4 are cast in the form of Stegen 
normalization [5]. The data are then curve-fitted as 
fourth order polynomials using the least mean square 
error criterion. The polynomial representations are easy 
to work with in the GA optimizations. 

 
 

 
 

Fig. 3. Equivalent slot conductance versus slot offset 
and length. 

 

B. Array Analysis Procedure 
Elliott’s design equations were rearranged by 

Hamadallah [6] to facilitate the analysis of a slot array. 
The direct method of analysis discussed in [6] is used in 
the GA optimization process. The basic analysis 
equations alone are reproduced here for ready reference 
and the details are omitted. The complete equations and 
the definitions of all symbols are found in [2, 6].  The 
slot voltages found in the column matrix on the left side 
of (6) are computed directly from the solution of the 
matrix equation (6). 
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Fig. 4. Equivalent slot susceptance versus slot offset 
and length. 

 

C. Array Analysis Procedure 
Elliott’s design equations were rearranged by 

Hamadallah [6] to facilitate the analysis of a slot array. 
The direct method of analysis discussed in [6] is used in 
the GA optimization process. The basic analysis 
equations alone are reproduced here for ready reference 
and the details are omitted. The complete equations and 
the definitions of all symbols are found in [2, 6].  The 
slot voltages found in the column matrix on the left side 
of (6) are computed directly from the solution of the 
matrix equation (6), 
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The mutual coupling terms gmn are given by 
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The analysis procedure discussed in [6] provides the 
expression for the input admittance, not shown here, 
from which the input VSWR is also determined. 

D. Genetic Algorithms 
GA is one of the most popular global optimization 

techniques. GA optimizes the trade-off between 
exploring new evaluations and exploiting information 
computed previously. It has an implicit parallelism, 
wherein extensive search of hyperplanes is carried out 
without directly testing all hyperplanes. Its ability to 
maintain multiple solutions concurrently makes it less 
susceptible to problems of local maxima.  
 
The length and offset of each slot are quantized into 64 
values or 6 genes each. Thus for the 21-element slot 
array each set of input values of slot lengths and offsets 
may be represented by a chromosome of 252 genes. The 
population or family size used for these GA 
optimizations was 50, the cross over probability was 0.5 
and the mutation probability was 0.02. A Fortran 
computer program developed by Carroll was used with 
the array analysis program [7]. During search a figure 
of merit is assigned to each array design (organism) 
according to the performance function (pf) as shown 
below, 

 

τγ

β
α

SLLVSWRP
PDpf

in

load 111 







−=        (9) 

where D is the directivity, SLL is the sidelobe level, and 
Pload/Pin is the ratio of power dissipated in the load to 
the input power. The directivity is calculated easily 
from the power radiated which is Pin - Pref - Pload and the 
power density at the maximum far field direction. The 
population size was kept at 50. The values of α, β, γ and 
τ were varied depending on the parameters that were 
optimized. When the bandwidth was optimized the 
performance function was computed over five 
frequencies within the band. 
 
III.  NUMERICAL RESULTS AND DISCUSSION 
 
The results presented here are for the 21-element 

traveling wave array investigated by Elliott [1]. The 
slots are cut in a standard X-band waveguide (a = 0.9 
in, b = 0.4 in., wall thickness = 0.05 in.) using round 
ended slots of width 1/16 in. The design frequency is 
9.375 GHz and the slot spacing is 0.685 in. for a beam 
peak at 45o. The slots are all offset on the same side of 
the centerline to provide the correct phase of excitation. 
The results obtained in this work are typical of the 
improvements in performance achievable using GA 
optimization for a slot array. Initially we used the 
analysis equations [6] with MoM data for the above-
mentioned traveling wave array and obtained the 
following results: 
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VSWR=1.05, Pload/Pin= 16.7%, SLL = -20.1 dB. These 
results compare well with the experimental results 
shown in Elliott’s paper, VSWR=1.05 and SLL = -22 
dB. The slight discrepancy in the SLL may be attributed 
to the edge diffraction effects of the finite ground plane, 
especially in the E plane. The value of  Pload/Pin could 
not be measured but it was computed to be 12.3 % [1]. 
We believe that our computed results are more accurate 
than Elliott’s since our results are closer to the 
experimental ones. In subsequent optimizations we 
nominally kept the slot data close to the original design 
data [1] and varied the values of slot lengths and offsets 
to optimize certain performance functions. 
 
Figure 5 shows the GA optimized design where the 
VSWR and Pload/Pin are minimized with values of 1.011 
and 2.1%, respectively. The SLL improved to -22.1 dB.  
Subsequently we optimized the sidelobe level to a low 
value of -25.2 dB.  VSWR became 1.016 and Pload/Pin 
was 4.6%. The resulting radiation pattern is shown in 
Fig. 6. When the design was optimized for 5% 
bandwidth, the SLL is better than -21.9 dB and Pload/Pin 
is lower than 6.2% within the band. The radiation 
pattern at 9.375 GHz is shown in Fig. 7 and the 
computed input VSWR as a function of frequency is 
shown in Fig. 8. In the bandwidth optimization 
exercises performance parameters were computed at 
five frequency points within the bandwidth and 
minimized. 
 

 
Fig. 5. Radiation pattern at 9.375 GHz (design 
optimized for VSWR and Pload). 
 

 
The VSWR is better than 1.02 in the frequency range of 
interest in Fig. 8. When the design was optimized for 
10% bandwidth, SLL was found to be better than -20.9 
dB and Pload/Pin is lower than 7.1%. A typical radiation 
pattern is similar to that shown in Fig. 7. The computed 
input VSWR plot is shown in Fig. 9. Clearly the VSWR 

values are higher than those for the 5% bandwidth case 
but still the array is found to be well-matched. 

 
 

Fig. 6. Radiation pattern at 9.375 GHz (design 
optimized for sidelobe level). 
 

 
 

Fig. 7. Radiation pattern at 9.375 GHz (design 
optimized for 5% bandwidth). 
 
 

 
 
Fig. 8. VSWR versus frequency. 
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Fig. 9. VSWR versus frequency. 
 
 

IV.  CONCLUSIONS 
 

We have presented the results of a genetic algorithm 
optimization of a traveling wave array of longitudinal 
slots cut in a rectangular waveguide. The input 
parameters, lengths, and offsets of slots were varied to 
optimize the performance functions such as directivity, 
SLL, input VSWR, power dissipated in the load, and 
bandwidth. GA optimizations produced significant 
improvement in performance over the conventional 
design. 
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Abstract —This paper presents a new technique for an 
approximate compensation of the effects of mutual 
coupling among the elements of an array using the 
measured in-situ element patterns in a direct data domain 
least squares algorithm. In this paper, we consider the 
antenna elements in the phased array to have finite 
dimensions, i.e., they are not omni-directional radiators. 
Hence, the antenna elements sample and re-radiate the 
incident fields resulting in mutual coupling between the 
antenna elements. Mutual coupling not only destroys the 
linear wavefront assumption for the signal of interest but 
also for all the interferers impinging on the array. Thus, 
we propose a new direct data domain approach that 
partly compensates for effect of mutual coupling, 
specifically when the jammer strengths are comparable 
to that of the signal. For strong interferers, a more 
accurate compensation for the mutual coupling is 
necessary using the transformation matrix through the 
formation of a uniform liner virtual array.  
 
Key Words: Adaptive Processing, Direct Data Domain 
Approach, Element pattern, Mutual Coupling, Least 
Squares  
 

I.  INTRODUCTION 

The principal advantage of an adaptive array is the 
ability to electronically steer the mainlobe of the antenna 
to any desired direction while also automatically placing 
deep pattern nulls along the specific directions of 
interferences. Recently, a direct data domain least 
squares (D3LS) algorithm has been proposed [1-3]. A 
D3LS approach [3] has certain advantages related to the 
computational issues associated with the adaptive array 
processing problem as it analyzes the data for each 
snapshot as opposed to forming a covariance matrix of 

the data using multiple snapshots, and then solving 
for the weights utilizing that information. A single 
snapshot in this context is defined as the array of 
complex voltages measured at the feed point of the 
antenna elements. Another advantage of the D3LS 
approach is that when the direction of arrival of the 
signal is not known precisely, additional constraints 
can be applied to fix the mainlobe beam width of the 
receiving array a priori and thereby reduce the signal 
cancellation problem.  

Most adaptive algorithms assume that the 
elements of the receiving array are independent 
isotropic point sensors that sample, but do not 
reradiate, the incident fields. They further assume 
that the array is isolated from its surroundings. In a 
real system, however, each array element has 
physical dimensions. Therefore, the elements 
spatially sample and reradiate the incident fields. The 
reradiated fields interact with the other antenna 
elements causing the sensors to be mutually coupled. 
The effect of mutual coupling may provide erroneous 
results for the estimated strength of the signal of 
interest (SOI) and direction of arrival (DOA) of the 
signal. So several authors have proposed different 
algorithms to eliminate the effects of mutual coupling 
in adaptive processing. 

Gupta and Ksienski [4] analyzed and 
compensated for the effects of mutual coupling using 
a statistical adaptive algorithm. Adve and Sarkar [5-
7] illustrated degradation in the capabilities of the 
D3LS algorithms if the mutual couplings are not 
accounted for. Adve [7] used a transformation matrix 
to correct the voltages induced at the antenna 
elements to compensate for mutual coupling. 
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In this paper we propose a new technique for an 
approximate compensation for the effect of mutual 
coupling between the elements of an array using D3LS 
algorithms. In this algorithm we use the measured 
voltages across the loads connected to the antenna 
elements in the array without using such a 
transformation, as in [7]. This is equivalent to using the 
reciprocity theorem to link the measured in-situ far field 
element pattern to the voltage we are now measuring at 
the element terminals. We test the new algorithm using 
an array of dipoles. The mutual coupling among the 
dipole elements is computed using WIPL-D [8]. 

This article is organized as follows. In section II we 
formulate the problem. In section III we present 
simulation results illustrating the performance of the 
proposed method. Finally, in section IV we present our 
conclusions. 

 
II. FORMULATION OF THE NEW DIRECT DATA 

DOMAIN APPROACH APPROXIMATELY 
COMPENSATING FOR THE EFFECTS OF 

MUTUAL COUPLING USING THE IN-SITU 
ELEMENT PATTERNS 

 
A. Forward Method 

Using the complex envelope representation for a 
uniform linear array where all the antenna elements are 
equally spaced, the 1×N  complex vectors of phasor 
voltages [ ( )]V t  received by the antenna elements at a 
single time instance t can be expressed by 
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∑    (1) 

where sm and θm are the amplitude and DOA, 
respectively, of the mth source incident on the array at the 
instance t, while [ ( )ma θ ] is the steering vector of the 

array toward direction θm and [ ( )n t ] is the noise vector 
at each of the antenna elements. We now analyze the 
data using a single snapshot of the voltages measured at 
the antenna terminals. 

Let us assume that the signal is coming from the 
angular direction θs and our objective is to estimate its 
amplitude while simultaneously rejecting all other 
interferences. The signal arrives at each sensor at 
different times dependent on the DOA of the target and 
the geometry of the array. At each of the N antennas, the 
received signal is the sum of the SOI, interference, 
clutter and thermal noise. The interference may consist 
of coherent multipaths of the SOI along with clutter and 
thermal noise. Therefore, by suppressing the time 
dependence in phasor notation, we can reformulate (1) as 
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where sα  is the complex amplitude of the SOI, to be 
determined. The column vectors in this equation 
explicitly show the various components of the signal 
induced in each of the N antenna elements. In (2), an 
represents the voltage induced at the nth antenna 
element due to a 1-Volt signal arriving from the 
particular direction θ. There are M − 1 undesired 
signal components in addition to the SOI. For the 
conventional adaptive array system, using each of K 
weights Wk, we can estimate the SOI through the 
following weighted sum  

1
  

K

k k
k

y W V
=

= ∑                                           (3) 

or in compact matrix form as 

[ ] [ ]= Ty W V                                               (4) 

where the superscript T denotes the transpose of a 
matrix and K is equal to number of weights. In the 
present method, K = (N + 1)/2 [3]. Also K has to be 
greater than the number of interferers M − 1, i.e. K ≥  
M. 
Let us define another matrix [S]  
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where an represents the voltage induced at the nth 
antenna element due to the SOI only, with an 
assumed amplitude of 1V. However, the actual 
complex amplitude of the SOI is not 1V but sα  
which is to be determined. This SOI is arriving from 
the particular direction θs. So the value of Sn in the 
absence of mutual coupling is 

exp 2 cos , 1,2,..., .n s
ndS j n Nπ θ
λ

 = =  
(6) 

Then, 2 2 1 1 −V S V S  will have no components of 
the SOI, moreover, there are only undesired signal 
components left in it [6]. In a real environment, 
however, there is mutual coupling among the antenna 
elements. In this case the elements of the vector [S] 

343CHOI, SARKAR, ALLEN, ASVESTAS: APPROXIMATE COMPENSTATION FOR MUTUAL COUPLING



should be the measured voltages due to the SOI in the 
antenna array with an assumed amplitude of 1V. So, if 
we use the actual voltages from the real antenna array for 
the vector [S] and [V], then 2 2 1 1 −V S V S contains 
undesired signal components and mutual coupling due to 
both the SOI and the undesired signals. 

Therefore one can form a reduced rank matrix 

( 1)[ ] − ×K KT , generated from the vector [V] and [S], such 

that 
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So if we find the weighting vectors which satisfy above 
matrix equation, we can then eliminate all the undesired 
signals. Mutual coupling due to the undesired signals is 
also partially compensated for when we use the actual 
measured voltage from the real antenna array for the 
elements of vector [V] and [S]. To achieve a perfect 
compensation we have to use a transformation matrix [3] 
that transforms the measured voltages [V] to an 
equivalent set of voltages that is induced in a uniform 
linear virtual array consisting of isotropic point radiators 
radiating in free space. This transformation takes care of 
the effect of the dissimilarity in the values in the self 
terms of the port admittance matrix of the array which is 
reduced to an identity matrix when dealing with isotropic 
point radiators operating in free space. 
 In order to make the matrix full rank, we fix the gain 
of the array to be C along the direction of θs. This 
provides an additional equation resulting in 
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or, in short, 

[ ][ ] [ ]F W Y= .                                (9) 
Once the weights are solved by using (9), the 
complex amplitude of SOI sα  may be estimated 
from 
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For the solution of [F][W]=[Y] in (9), the conjugate 
gradient method starts with an initial guess [W]0 for 
the solution and continues with the calculation of the 
following [1-3]  
 

0 1 0 1 0[ ] [ ] [ ] [ ] {[ ][ ] [ ]}H HP b F R b F F W Y− −= − = − −
                                                                 (11) 

where superscript H denotes the conjugate transpose 
of a matrix. At the thk  iteration the conjugate 
gradient method develops the following: 
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The norm is defined by  
2[ ][ ] [ ] [ ] [ ][ ]H H

k k kF P P F F P= .          (17) 
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The above equations are applied in an iterative fashion 
till the desired error criterion for the residuals [ ]kR , 

is satisfied, where [ ] [ ][ ] [ ]k kR F W Y= − . In our 
case, the error criterion is defined by 

6[ ] [ ][ ] [ ]
10 .

[ ] [ ]
k kR F W Y

Y Y
−−

= ≤     (18) 

 

B. Backward Method 
 Next we reformulate the problem using the same data 
to obtain a second independent estimate for the solution. 
This is achieved by reversing the data sequence and then 
complex conjugating each term of that sequence. It is well-
known in the parametric spectral estimation literature that a 
sampled sequence which can be represented by a sum of 
exponentials with purely imaginary argument can be used 
either in the forward or in the reverse direction resulting in 
the same value for the exponent. From physical 
considerations we know that if we solve a polynomial 
equation with the weights Wi as the coefficients then its 
roots provide the DOA for all the unwanted signals 
including the interferers. Therefore whether we look at the 
snapshot as a forward sequence as presented in the last 
section or by a reverse conjugate of the same sequence the 
final results for Wi must be the same. Hence for these 
classes of problems we can observe the data either in the 
forward direction or in the reverse direction. This is 
equivalent to creating a virtual array of the same size but 
located along a mirror symmetry line. Therefore, if we now 
conjugate the data and form the reverse sequence, then one 
gets an independent set of equations similar to (8) for the 
solution of the weights [W]. This is represented by 
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                                                              (19) 
or in a matrix form as 

[ ] [ ] [ ]B W Y=                              (20) 

and the complex amplitude of signal sα  can again be 
determined by  

1

1

**

' *
1

1 K k

K k

K

s k
k

V
W

C S
α − +

− +=

 
=  
  
∑ .                      (21) 

 Note that for both the forward and the backward 
methods described in Sections II.A and II.B, we have K 
= (N + 1)/2. Hence the degrees of freedom are the same 
for both the Forward and the Backward method. 
However, we have two independent solutions for the 
same adaptive problem. In a real situation when the 
solution is unknown two different estimates for the 
same solution may provide a level of confidence on the 
quality of the solution. 
 
C. Forward-Backward Method 

Finally, in this section we combine both the 
forward and the backward method to double the 
given data and thereby increase the number of 
weights or the degrees of freedom significantly over 
that of either the forward or the backward method. 
This provides a third independent solution. In the 
forward-backward model we double the amount of 
data by not only considering the data in the forward 
direction but also conjugating it and reversing the 
direction of increment of the independent variable. 
This type of processing can be done as long as the 
series to be approximated can be fit by exponential 
functions of purely imaginary arguments.  This is 
always true for the adaptive array case. So by 
considering the data set Vn and V*

−n we have 
essentially doubled the amount of data without any 
penalty, as these two data sets for our problem are 
linearly independent. 
   An additional benefit accrues in this case. For 
both the forward and the backward method, the 
maximum number of weights we can consider is 
given by (N + 1)/2, where N is the number of the 
antenna elements. Hence, even though all the antenna 
elements are being utilized in the processing, the 
number of degrees of freedom available for this 
approach is essentially (N + 1)/2. For the forward-
backward method, the number of degrees of freedom 
can be significantly increased without increasing the 
number of antenna elements. This is accomplished by 
considering the forward and backward versions of the 
array data. For this case, the number of degrees of 
freedom Q, can reach (N + 0.5)/1.5. This, Q, is 
approximately equal to 50% more weights or number 
of degrees of freedom than the two previous cases of 
K. The equation that needs to be solved for the 
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weights is given by combining (8) and (19), with C′ = C, 
into 
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                                                                (22) 
or in matrix form as 

[FB] [W] = [Y].                          (23) 
 

 
Fig. 1. A uniform linear array of dipoles. 

 
III.  SIMULATION RESULTS 

 
 As a first example, we consider a signal of unit 
amplitude arriving from sθ  = 95°. We form a 7-element 
dipole array of half wavelengths long and centrally 
loaded with 50 Ω as shown in Figure 1. The parameters 

for the dipole antenna array are given in Table I. We 
consider the mutual coupling in this array of dipoles 
and analyze the antenna array using WIPL-D [8]. The 
goal is to recover the complex amplitude of the SOI 
using the proposed method, in the presence of mutual 
coupling using the insitu measured element patterns. 
However, for numerical simulation we use the 
voltages measured at the loads of the antenna 
elements as the insitu element patterns are related to 
these voltages through reciprocity. The proposed 
algorithm tries to maintain the gain of the array along 
the direction of SOI while automatically placing nulls 
along the directions of the interferences. In this 
simulation we take the SOI of unit amplitude to be 
arriving from sθ  = 95°. Two jammers are present at 
80° and 110°. The intensities of these jammers are 
varied from 1 to 30 [V/m]. We assume that we know 
the DOA of the signal but we need to estimate its 
complex amplitude. In addition, we do not know the 
complex amplitudes or the DOA of the interferers 
nor do we have any probabilistic description of the 
thermal noise. We assume that we have 20 dB of 
signal-to-noise ratio at the antenna elements. The 
output signal-to-interference-plus-noise ratio (Output 
SINR) is shown in Figure 2. The output SINR is an 
indicator of the accuracy of our estimate. It is defined 
as 

outSINR 20log s

s est

α
α α

=
−

               (25) 

where, the numerator sα  provides the true value for 

the complex amplitude of the desired signal and estα  
is the output providing the estimated complex 
amplitude. The denominator term s estα α−  then 
provides the residual interference plus noise error, 
which resulted from the processing. Results are 
shown for the three different methods (Forward 
method, Backward method and Forward-Backward 
method) in Figure 2. It is seen from Figure 2 that as 
the intensity of the interferer increases the results 
become inaccurate if we do not correct for the mutual 
coupling. 
 
Table I. Parameters defining the elements of the 
dipole array. 
 

Number of elements in array 7 

Length of z-directed wires / 2λ  

Radius of wires / 200λ  

Spacing between wires / 2λ  
Loading at the center 50 Ω 

θ 
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Fig. 2. Output SINR as a function of the intensity of the 
jammer for a 7-element ULA of half-wave dipoles 
without correcting for the mutual coupling. 
 

Figure 3a presents the results for the D3LS method 
which does account for the mutual coupling between the 
antenna elements using the transformation matrix and 
forming a uniform linear virtual array as illustrated in 
[3]. Figure 3a shows the improvement in the 
performance of the output SINR for the Forward method 
and Figure 3b for the Forward-Backward method. As 
seen in Figures 3, the proposed method deteriorates 
gracefully as the intensity of the jammers increase and a 
more accurate analysis, through the use of a uniform 
linear virtual array to compensate for the mutual 
coupling between the antenna elements. 

 
Fig. 3(a). Comparison of the output SINR using the 
Forward processor between the proposed method and the 
use of a more accurate treatment of mutual coupling 
through the transformation matrix. 

 
Fig. 3(b). Comparison of the output SINR using the 
Forward-Backward processor between the proposed 
method and the use of a more accurate treatment of 
mutual coupling through the transformation matrix. 

 
For the second example, we study the 

performance of the proposed method as we increase 
the number of antenna elements both with and 
without an accurate compensation for the mutual 
coupling between the elements of the array. In this 
simulation we use the same geometry of the antenna 
array as in the first simulation. The DOA of the SOI 
and the jammers are also the same. The intensities of 
the jammers are 30 [V/m]. The number of antenna 
elements in the array is increased from 7 to 31. In 
Figure 4 we present the output SINR as a function of 
the number of antenna elements using the proposed 
method. It is seen that if we significantly increase the 
number of antenna elements then it is not necessary 
to perform an accurate compensation for the mutual 
coupling. 

 
Fig. 4. Output SINR as a function of the number of 
antenna elements in the array using the proposed 
methods. 
 

347CHOI, SARKAR, ALLEN, ASVESTAS: APPROXIMATE COMPENSTATION FOR MUTUAL COUPLING



Figures 5a and 5b present the output SINR when 
we do and do not perform an accurate compensation 
for the mutual coupling between the elements in the 
array. It is seen that accurately compensating for the 
mutual coupling provides a more accurate estimate for 
the SOI. 

For the third example, we simulate the same array 
but put some additional dummy antenna elements at 
the ends of the antenna array. In this case, the 
measured element pattern will be approximately the 
same for all the elements of the array including the 

ones at the end.  We receive the same signaland the 
interferers using this modified array, which has dummy 
elements at the end, and apply the proposed adaptive 
algorithm to the voltages received by this modified 
array. In this simulation we take the SOI of unit 
amplitude to be arriving from θs = 90°. Two jammers 
are present at 70° and 120°. And the intensity of the 
SOI is 1 [V/m] and the intensity of the interferers is 
varied from 30 [V/m] to 1000 [V/m]. Simulation 
results are shown in Tables II through V.   

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table II. Output SINR as a function of the number of dummy elements at the two ends of the array (Intensity of 
SOI: 1 [V/m], Intensity of jammers: 30[V/m]) 
 

Number of dummy elements (each side) # of 
elements  

0 1 2 3 

7 α 
(SINRout) 

1.8105 − 1.1179i 
(−2.8029 dB) 

1.2645 − 0.2704i 
(8.4445 dB) 

0.8695 + 0.2312i 
(11.5191 dB) 

1.0054 + 0.0340i 
(29.2558 dB) 

11  1.0565 + 0.3828i 
(8.2464 dB) 

1.0416 + 0.0528i 
(23.4450 dB) 

0.9950 − 0.0132i 
(37.0187 dB) 

1.0120 + 0.0078i 
(36.8500 dB) 

21  0.9976 + 0.0009i 
(51.9185 dB) 

0.9983 + 0.0005i 
(55.2192 dB) 

0.9986 + 0.0005i 
(56.5733 dB) 

1.0000 − 0.0006i 
(64.9739 dB) 

 
 
 
 
 

Fig. 5(a). Comparison of the output SINR between the 
proposed method and a more accurate compensation 
for mutual coupling using the Forward processor. 

Fig. 5(b). Comparison of the output SINR between the 
proposed method and a more accurate compensation 
for mutual coupling using the Forward-Backward 
processor. 
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Table III. Output SINR as a function of the number of dummy elements at the two ends of the array (Intensity of 
SOI: 1 [V/m], Intensity of jammers: 100 [V/m]) 
 

Number of dummy elements (each side) # of 
elements  

0 1 2 3 

7 α 
(SINRout) 

3.7017 − 3.7265i 
(−13.2605 dB) 

1.8816 − 0.9013i 
(−2.0131 dB) 

0.5649 + 0.7706i 
(1.0616 dB) 

1.0181 + 0.1134i 
(18.7982 dB) 

11  1.1882 + 1.2761i 
(−2.2112 dB) 

1.1388 + 0.1760i 
(12.9874 dB) 

0.9834 - 0.0439i 
(26.5611 dB) 

1.0401 + 0.0262i 
(26.3925 dB) 

21  0.9920 + 0.0029i 
(41.4609 dB) 

0.9945 + 0.0017i 
(44.7613 dB) 

0.9953 + 0.0017i 
(46.1159 dB) 

1.0000 − 0.0019i 
(54.5161 dB) 

 
 

 

Table IV. Output SINR as a function of the number of dummy elements at the two ends of the array (Intensity of 
SOI: 1 [V/m], Intensity of jammers: 500 [V/m]) 
 

Number of dummy elements (each side) # of 
elements  

0 1 2 3 

7 α 
(SINRout) 

14.5086 −8.6324i 
(−27.2399 dB) 

5.4082 − 4.5066i  
(−15.9925 dB) 

−1.1753 + 3.8532i 
(−12.9178 dB) 

1.0905 + 0.5670i 
(4.8188dB) 

11  1.9409 + 6.3806i 
(−16.1906 dB) 

1.6941 + 0.8802i 
(−0.9920 dB) 

0.9168 - 0.2197i 
(12.5817 dB) 

0.9168 − 0.2197i 
(12.4131 dB) 

21  0.9602 + 0.0143i 
(27.4818 dB) 

0.9724 + 0.0086i 
(30.7822 dB) 

0.9767 + 0.0084i 
(32.1365 dB) 

1.0001 − 0.0094i 
(40.5368 dB) 

 
As shown in the tables the estimation for the SOI can 
be improved significantly when we use additional 
dummy elements at the end of the array. 

For the final example, we consider a semi-circular 
array (SCA). The SCA is analyzed using WIPL-D. The 
signal intensity is then recovered using the proposed 
method, by using the voltages induced in the elements 
of the array. The antenna elements have the same 
dimension as presented in Table I. In this simulation 
we consider the SOI of unit amplitude is arriving from 
θs = 100°. And there are two jammers which are 
coming from 60° and 120°. The signal intensity is set 
to 1 [V/m] and the intensities of these jammers are 
varied from 1 to 50 [V/m]. In this case we observe the 
performance of this method as a function of the 
number of antenna elements in the circular array. As 
the number of elements increases the array dimension 
also increase as shown in Table VI. Table VII provides 
the output SINR for the circular array as a function of 
the number of antenna elements. Again, it is clear that 

a more accurate compensation for the mutual coupling 
is necessary when the intensity of the jammer 
increases. 

Again the performance of the adaptive algorithm 
improves as the number of elements in the array is 
increased. In addition, when the jammers are much 
stronger than the signal a more accurate method for 
treating mutual coupling between the antenna elements 
presented in [3] should be employed. 

 

 
IV. REASON FOR A DECLINE IN THE 

PERFORMANCE OF THE ALGORITHM WHEN 
THE INTENSITY OF THE JAMMER IS 

INCREASED 
 
 The performance of the proposed method 
deteriorates when one increases the intensity of the 
jammers with respect to the SOI, is because when one 
is using the embedded element pattern, it is equivalent 
to use of the measured voltages at the loads of the 
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Table V. Output SINR as a function of the number of dummy elements at the two ends of the array (Intensity of 
SOI: 1 [V/m], Intensity of jammers: 1000 [V/m]) 
 

Number of dummy elements (each side) # of 
elements  

0 1 2 3 

7 α 
(SINRout) 

28.0172 −7.2649i 
(−33.2605 dB) 

9.8164 − 9.0133i  
(−22.0131 dB) 

−3.3505 + 7.7064i 
(−18.9384 dB) 

1.1809 + 1.1341i 
(-1.2018 dB) 

11  2.8818 +12.7611i 
(−22.2112 dB) 

2.3883 + 1.7604i 
(−7.0126 dB) 

0.8335 − 0.4394i 
(6.5611 dB) 

1.4013 + 0.2616i 
(6.3925 dB) 

21  0.9204 + 0.0285i 
(21.4612 dB) 

0.9448 + 0.0171i 
(24.7616 dB) 

0.9535 + 0.0168i 
(26.1159 dB) 

1.0003 − 0.0188i 
(34.5164 dB) 

 
 

 Table VI. Radius of the SCA 
 

# of elements Radius 
7 1.115 m 

11 1.752 m 
21 3.344 m 
31 4.936 m 

 
 

Table VII. Output SINR as a function of the number of antenna elements in the SCA using the Forward  
method. (Intensity of signal: 1 [V/m]) 

 
 
antenna elements due to the SOI only. This value is 
affected by the port admittance matrix of the array. 
Since when mutual coupling is present, the port 
admittance matrix is not diagonal. Because of these 
additional terms the equations used in (8), (19) and 
(22) does not exactly cancel the signal when we take 
the difference between the two ratios in the elements of 
the matrix. That is why when the jammer intensity 

increases it is necessary to introduce a more accurate 
compensation methodology using the transformation 
matrix. The use of a SCA provides worse results than a 
linear array as the influence of the port admittance 
matrix is more dominant in the circular array as the 
influence from neighboring elements are increased in a 
SCA over that of a linear array. 

 Intensities of the two Jammers  # of 
elements 

 

1 [V/m] 30 [V/m] 50 [V/m] 

7 α 
(SINRout) 

1.6755 + 0.1147i 
(3.2846 dB) 

21.2636 + 3.4414i 
(-26.2578 dB) 

34.7727 + 5.7356i 
 (-30.6948 dB) 

11  1.3045 - 0.1666i 
(9.1918 dB) 

10.1335 - 4.9987i 
(-20.3506 dB) 

16.2226 - 8.3311i 
 (-24.7876 dB) 

21  0.9242 - 0.0528i 
(20.6891 dB) 

-1.2743 - 1.5834i 
(-8.8534 dB) 

-2.7905 - 2.6389i 
 (-13.2903 dB) 

31  0.9894 - 0.0284i 
(30.3767 dB) 

0.6820 - 0.8509i 
(0.8342 dB) 

0.4700 - 1.4182i  
(-3.6027 dB) 
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V. CONCLUSION 
 

 We have presented a new technique that 
compensates for the effect of mutual coupling among 
the elements of an array based on a direct data domain 
least squares algorithms using the embedded element 
patterns only. Since no statistical methodology is 
employed in the proposed adaptive algorithm, there is 
no need to compute a covariance matrix. Therefore, this 
procedure can be implemented on a general-purpose 
digital signal processor for real time implementations. 
As shown in the numerical examples, the proposed 
method provides a good estimate for the complex 
amplitude of the signal of interest when the jammer 
intensities are not high. We also investigated the 
relationship between the number of antenna elements in 
the array and the estimate of the signal estimation, both 
in the presence and absence of dummy elements at end 
of the array. When we increase the number of elements 
of the array we can get a higher output signal-to-
interference plus noise ratio (output SINR), even for a 
non-linear array like a semi-circular array.  
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Abstract—This paper reviews multiple beam antenna 

(MBA) technologies that are applicable for satellite 
communications payloads. It provides design, 
performance analysis, and hardware implementation 
aspects of various types of MBAs that include reflector 
MBAs, phased array MBAs, and lens MBAs. 
Parametric design of these MBAs and RF analysis for 
coverage gain and inter-beam isolation are given. 
Recent advances and trends in MBA technologies for 
space applications are discussed. 
 

Index Terms—Antenna arrays, lens antennas, 
multiple beam antennas, reflector antennas 

I. INTRODUCTION 
 HERE has been a tremendous growth in the use of 
multiple beam antenna (MBA) payloads for both 

commercial and military communications satellites over 
the last decade [1-6]. MBAs are currently being used 
for direct broadcast satellites (DBS) such as EchoStar-
X, DirecTV-4S, DirecTV-7S etc., personal 
communication satellites (PCS) such as Anik-F2, 
SpaceWay, CIEL-2, etc., mobile communications 
satellites such as ACeS, Thuraya, MSV, TerraStar, 
ONDAS, etc., military communications satellites such 
as WGS, MUOS, TSAT etc., and navigation satellites 
such as GPS-2, GPS-3, etc. These antenna systems for 
most cases provide a contiguous coverage of a 
geographical region as seen by the satellite by using 
high-gain multiple spot beams that provide downlink 
(satellite-to-ground) and uplink (ground-to-satellite) 
signals. Main advantages of the MBAs when compared 
to conventional contoured beam antennas are: 
• Significantly higher antenna gain due to smaller size 
of the beam, resulting in improved effective isotropic 
radiated power (EIRP) for the downlink and improved 
gain-to-noise temperature (G/T) for the uplink, 
• Increase in effective spectral bandwidth by several 
folds due to re-use of the frequency channels over 
several spot beams,  
•  Allows the use of much smaller ground terminals. 
 
 

Fig. 1 illustrates typical contoured beam coverage and 
multiple beam coverage of the continental United States 
(CONUS) from a geo-stationary satellite. Contoured 
beam antenna shown in Fig. 1a has typical edge-of-
coverage (EOC) gain of 30 dBi and has no frequency 
re-use (frequency re-use factor FRF is 1.0). The MBA 
shown in Fig. 1b has 68 overlapping spot beams 
arranged in a hexagonal grid lattice with an adjacent 
beam spacing of 0.52 degrees and beam diameter of 0.6 
degrees at the triple-beam crossover point. The EOC 
gain is about 45 dBi (15 dB more than the contoured 
beam antenna) and has FRF of 17 with a 4-cell 
frequency re-use scheme. FRF is defined as the ratio of 
the number of beams to the number of frequency cells 
(typically 3, 4 or 7) per polarization. The multiple 
beams can be formed using either a single aperture or 
multiple aperture antennas and could use different 
frequency cell re-use schemes.  Fig. 2 illustrates the  
 
 
 
 
 
 
 
 
 
 
                                        (a) 
 
 
 
 
 
 
 
 
 
 

(b) 
 
Fig. 1. Comparison of CONUS coverage beams with (a) 
conventional contoured beam antenna, and (b) multiple 
beam antennas (X-axis: Azimuth & Y-axis: Elevation). 
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aperture and frequency re-use concepts for MBAs. The 
aperture concepts include single, three, or four antenna 
apertures (reflectors or lenses), whereby adjacent beams 
are generated by different apertures and form an inter-
leaved spot beam coverage on ground. The advantage 
of multiple aperture MBA is that it allows increasing 
the spacing between beams produced by the same 
aperture by a factor of 1.73 for a 3-aperture MBA and 
by a factor of 2.0 for a 4-aperture MBA.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2. Aperture and frequency re-use concepts for 
MBAs: (a) single-aperture MBA with 3-cell re-use 
scheme, (b) three-aperture MBA with 4-cell re-use, and 
(c) four-aperture MBA with 7-cell re-use. 
 
The larger beam spacing allows increase in the feed 
horn size such that it optimally illuminates the reflector 
with increased beam EOC gain and reduced side lobe 
levels.  Fig. 3 shows typical plot applicable to reflector 
or lens MBAs showing the impact of feed horn size 
(assuming single feed per beam without beam-forming 
networks) on the MBA performance. Single aperture 
MBAs have typical feed sizes of less than 1 wavelength 
and therefore have low efficiency values of around 45% 
and high sidelobes. On the other hand, a 4-aperture 
MBA has typical feed size of more than 2 wavelengths, 
resulting in antenna efficiency values of more than 75% 
and sidelobe levels of –25 dB. An increase in antenna 

gain of more than 2.2 dB and sidelobe improvement of 
about 8 dB are achieved with a 4-aperture reflector/lens 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.  MBA performance as a function of feed horn 
size. 
 
MBA when compared to a single-aperture MBA (both 
employ single feed per beam). The main objectives of 
the MBA design are: 
•  Maximize the minimum coverage gain of each beam    
including pointing error, 
•   Minimize the gain loss due to beam scan effects, 
• Maximize the aggregate co-polar isolation (C/I) 
among beams that re-use the same frequency, 
•  Maximize the cross-polar isolation (C/X) for each 
beam, and 
•  Maximize the beam congruency among uplink and 
downlink beams (for PCS, MSS applications). 
 
The coverage region for most applications needs to be 
contiguously covered by the satellite with multiple spot 
beams. A hexagonal grid layout is usually preferred due 
to tight packing of the beams. The optimum beam 
diameter for circular coverage with uniform beams, 
total number beams, and adjacent beam spacing are 
given approximately as 
 

Nc /6155.00 θθ = ,                          (1) 
 

)1(31 ++= NNNT ,                          (2) 
 

0866.0 θθ =s                                    (3) 

where θ0 is the beam diameter at triple-beam crossover 
level, N is the number of rings of the hexagonal layout 
excluding the central beam, NT is the total number of 
beams, θc is the coverage diameter, and θs is the spacing 
between adjacent beams.  
 
The typical beam layout of an MBA for global 
coverage from a geo-stationary satellite is shown in Fig. 
4. It employs 91 overlapping spot beams with a 
hexagonal grid layout. The spacing between adjacent 
beams is 1.732 degrees and the beam diameter at triple 
beam cross-over is 2.0 degrees. Table 1 shows the 
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design variables for a global coverage with 17.6 
degrees diameter.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Global coverage of an MBA with 91 over-
lapping spot beams. 
 
Table 1. Beam size versus number of beams for global 
coverage. 
 
 
 
 
 
 
 
 
 
 
 
 
 
For national coverage with non-circular shape, the 
number of beams is obtained using the equation 

2)/(27.1 sCT AN θ=                        (4) 

where CA  is the area of the coverage region in square 
degrees. Multiple beam antennas for satellite 
communications can be broadly classified into three 
categories: a) reflector MBAs, b) lens MBAs, and c) 
phased array MBAs. These three types of MBAs have 
been employed in the past for satellite communications. 
Both reflector and lens MBAs require feed arrays, 
where each beam is generated with single or multiple 
feeds. The phased array MBA employs the complete 
array to generate each beam. Waveguide lens MBAs 
have been used on DSCS III satellite [7, 8], but suffer 
from the  disadvantages of limited bandwidth due to 

zoning of the lens to reduce mass, high mutual coupling 
among waveguide elements of the lens, and poor return 
loss. Dielectric lens MBAs are not preferred for space 
applications, especially for the transmit downlink, 
because of the electro-static discharge (ESD) and out-
gassing associated with dielectric materials in vacuum. 
Reflector MBAs are most frequently used in the space 
industry due to their superior RF performance reduced 
mass, reduced cost, and mature technology. Multiple 
aperture reflector MBAs, where adjacent beams are 
generated from different apertures, are preferred over 
single reflector MBAs at higher frequencies such as Ku, 
Ka, and EHF bands where multiple reflectors (3 or 4) 
can be accommodated on the spacecraft. However, for 
mobile satellites at L-band and S-band frequencies, a 
single reflector MBA with beam-forming network is 
more commonly used due to spacecraft accommodation 
issues associated with large unfurlable mesh reflectors. 
Phased array MBAs have been developed mostly for 
military communications, where extensive on-orbit 
beam re-configurability is required. Details of these 
MBAs are given in the following sections. 

II. REFLECTOR MBAS 
 
Reflector MBAs are most commonly used for satellite 
communications due to better RF performance in terms 
of coverage gain and C/I, payload simplicity, reduced 
cost, and mature technology.  These MBAs are 
classified into the following types: (a) single reflector 
with a single feed per beam, (b) single reflector with 
over-lapping feed clusters, and (c) multiple reflectors 
with single element per beam. The reflectors are 
typically offset-fed parabolic reflectors and the feed 
elements are usually horns. Type (a) requires 
electrically small feed horns of about one wavelength in 
diameter in order to achieve high adjacent beam 
overlaps, which result in gain values that are 2 dB to 3 
dB lower than what could be achieved using optimal 
horn size as shown in Fig. 3 [1]. Type (b) design 
requires low-level beam-forming networks (LLBFNs 
where beams are formed before the high power 
amplifiers for transmit and after the low-noise 
amplifiers for receive) to provide element sharing 
among beams (typically shared among 7 beams) and 
beam combining functions (typically 7 elements used to 
form a beam). An advantage of LLBFN is that the 
network losses do not impact EIRP or G/T performance 
of the MBA. Type (b) MBA is typically used for 
mobile satellites at low frequencies such as L-band and 
S-band due to large physical sizes of the reflectors 
(larger than 5 meter) and feed arrays. These 
applications employ typically one large deployable 
mesh reflector and a feed array due to limitations of the 
spacecraft bus to accommodate multiple large 
reflectors. Type (c) employs multiple reflectors, each 
being illuminated with its own feed array, with three or 
four independent apertures. Each beam is generated 
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with a single feed horn of more than 2 wavelengths in 
diameter that provides optimal illumination on the 
reflector. Type (c) MBAs are used at Ku-band, Ka-
band, and EHF, where smaller physical size of the 
reflector (typically less than 100 in. diameter) allows 
accommodation of multiple reflectors on the spacecraft.  

a) Design and Analysis 
Design and analysis of reflector MBAs are addressed in 
this section. Closed form equations are presented for 
the design of MBAs and their performance analysis, 
based on Gaussian beam representation of primary and 
secondary patterns. The beam parameters and the 
reflector parameters are shown in Fig. 5. Typical beam 
layout of a four-reflector MBA with 4-cell re-use 
scheme is shown in Fig. 5(a). The two “A” beams come 
from the same reflector in this example. It is to be noted 
that the feed horn size depends on the number of  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. (a) Beam Parameters with 4-aperture MBA with 
4-cell re-use, and (b) Reflector Parameters. 
 
reflectors used for the MBA and is independent of the 
frequency re-use scheme. The spacing between adjacent 
beam centers coming from the same reflector for a 
single reflector, 3-reflector, 4-reflector, and 7-reflector 
MBAs is given as 
 

sC G θθ 7,4,3,17,4,3,1 =  .                             (5) 
The constant G in the above equation is 1.0, 1.732, 2.0, 
and 2.646 for a single-reflector, 3-reflector, 4-reflector, 
and 7-reflector MBAs, respectively. The beam 
diameters shown in Fig. 5(a) need to be expanded with 
the satellite pointing error in order to evaluate the 
coverage gain and isolation into the re-use beams. The 

closest distance of the re-use beams from the beam peak 
is given by 
 

P
CL θθθθ ∆−−= 05.0 .                     (6) 

The design of the MBA starts with the beam size 
requirements or the number of beams over a desired 
coverage region, and the frequency re-use plan. The 
beam size is defined as the diameter of the beam at the 
triple-beam crossover point, and is X dB below the 
beam peak (a typical value for X is about 4 dB). For a 
four-aperture MBA, the reflector size can be 
determined using the following equation 
 













=

D
X LX λ

θ
5.0

0 3
65                      (7) 

where X
0θ is the full beam-width at X dB below beam 

peak, Lλ is the wavelength at the lowest frequency of 
the band, and D is the reflector diameter. The constants 
relating the beam-width to the normalized reflector size 
are 65.0, 75.0, and 83.9 for X=3, 4, and 5, respectively.  
 
The focal-length to reflector diameter ration (F/D) 
depends on the coverage size and the maximum number 
of beam-widths scanned from the bore-sight direction. 
It also depends on the mechanical packaging issues on 
the spacecraft. For large scans (more than 4 beam-
widths), a larger F/D ratio is desired to minimize the 
beam distortions caused by the coma lobes and to 
minimize gain loss due to scan. Typical F/D ratio for 
satellite antennas is in the range 1.0 to 1.6. The offset 
clearance h is selected such that the blockage-free 
condition is maintained for the maximum scanned 
beam, and is given approximately using the equation 
 

smFh θtan2≥                                (8) 

where smθ  is the maximum scan angle towards the 
reflector offset from the bore-sight direction. The feed 
size and type of feed are the key design parameters for 
the MBAs. The feed diameter md depends on the beam 
spacing, number of apertures, and the reflector 
geometry, and is given as 
 

Fsm SGd /7,4,3,17,4,3,1 θ=                       (9) 

where FS  is the scan factor that depends on the 
reflector geometry and is given by: 
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and X = 0.30 for T < 6, and X = 0.36 for T > 6, and T is 
the feed illumination taper (positive dB) on the edge of 
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the reflector. The angular parameters θ12 of the reflector 
geometry are given in [2].  
 
The feed size and type of feed are critical to MBA 
design. For multiple-reflector MBA, the types of feeds 
applicable are Potter horns, high-efficiency horns, and 
corrugated horns. Corrugated horns are rarely used due 
to the thick walls required that make the electrical 
aperture smaller. Potter horns have broader beams and 
lower efficiency of about 70%. High-efficiency horns 
employ TE11, TE12, TE13, etc. modes that make the 
aperture illumination uniform in both E-plane and H-
planes and provide high efficiency values of up to 93% 
[5, 10]. The feed horn pattern can be modeled using a 
Gaussian beam representation which is given by 
 

])/(exp[)( 2
bAE θθθ −=                    (11) 

where bθ is the half angle of the 3 dB beamwidth and is 
expressed as a function of efficiency as 
 

)/)](93(341.0)93(0041.031[ 2
mb dληηθ −+−−=    (12)                                                                        

where η  is the efficiency of the feed horn. The feed 
illumination taper on the edge of the reflector T is given 
as 
 

( ){ }]3467.0[explog20 2
110 bT θθ−−= .       (13) 

The minimum coverage area directivity, taking into 
effect the scan loss, peak to edge gain variation of the 
beam, and the satellite pointing error is given as 
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where mδ is the maximum number of beamwidths 
scanned from boresight, GL is the gain loss due to scan, 
and iη is the antenna efficiency. GL and iη are given 
as 
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and n is related to the feed taper as 
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The 3 dB beamwidth of the reflector MBA at boresight 
and as a function of scan is given by 
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The copolar isolation (C/I) can be calculated by the 
power addition of all the J interfering beams that re-use 
the same frequency as the beam of interest and 
comparing with the directivity of the beam at any 
angular location of the coverage beam and is given as 
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where jθ  is the diameter of jth interferer, and jsθ  is 

the distance from the closest edge of the jth interferer to 
the beam of interest.  
The C/I values are typically 10 dB, 13 dB, and 18 dB 
for a 3-cell, 4-cell, and 7-cell re-use schemes of the 
MBA.  

b) Advanced Reflector MBA Technologies 
This section describes some of the recent advances in 
reflector MBA technology. Fig. 6 illustrates evolution 
of reflector MBA technology. Configuration “A” is a 
conventional MBA employing separate set of reflectors 
for uplink and downlink frequency bands. The uplink 
reflectors are typically 1.5 times smaller than the 
downlink reflectors. Configuration “B” employs dual-
band reflector antennas being fed with corrugated horns 
in order to reduce the number of apertures from 8 to 4. 
It suffers from reduced EOC gain and inferior C/I due 
to reduced efficiency of the feed (about 54% efficiency) 
caused by thick walls. The dual-band MBA (DMBA) 
configuration “C” overcomes the above limitations by 
employing smooth-walled dual-band high efficiency 
horns [5, 9, 10]. A novel MBA employing “stepped-
reflector antenna” (SRA) technology, as illustrated in 
configuration “D” in Fig. 6, has been developed and 
patented by Lockheed Martin Commercial Space 
Systems (LMCSS) [4, 11]. It combines feed horn 
advancements with improved reflector technology in 
order to achieve significant performance improvements 
for future DMBAs.  The high efficiency horns have 
been developed earlier for single narrow band 
applications, where desired higher order modes are 
generated with step discontinuities. In order to achieve  
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Fig. 6. Evolution of Reflector MBA Technology. 

 
 
high efficiency values over both Tx and Rx bands of 
the DMBAs, a number of slope-discontinuities have 
been used to generate higher order TE1,n modes [10]. 
The horn geometry is synthesized using iterative 
analysis that employs mode-matching technique 
combined with a generalized scattering matrix (GSM) 
to evaluate the performance of the horn. Desired 
requirements for efficiency return loss, and cross-polar 
levels can be specified over both Tx and Rx frequencies 
and the synthesis method can be implemented by 
minimizing the cost function using mini-max 
optimization. Fig. 7 shows performance of a 2.27 in. 
diameter high-efficiency horn compared with a 
conventional corrugated horn. Both horns were used to 
evaluate detailed performance of a dual-band reflector 
with 80 in. reflector diameter, 116 in. focal length, and 
a 26 in. offset clearance. The reflector surface is shaped 
to broaden the Rx beam in both cases. Table 2 
summarizes performance comparison of the DMBA 
with both types of horns. The DBHEH, when compared 
to a corrugated horn, improves EOC gain by about 0.9 
dB at Tx and by about 2.0 dB at Rx, and improves C/I 
by about 3.0 dB.  
DMBA configuration “D” developed by LMCSS 
includes use of the stepped-reflector antenna (SRA) 
technology to further improve the DMBA performance. 
The concept of SRA is illustrated in Fig. 8, where it 
employs outer annular region that are stepped and 
attached to the central portion of the reflector. Both 
central and annular stepped regions can be shaped to 
improve the RF performance and the transition region 
can be blended into the reflector to avoid abrupt 

discontinuities. The height h of the step is designed in 
conjunction with the DBHEH feed phase characteristics 
at the Rx frequencies in order to provide a 180-degree 
“phase reversal” at the step resulting a “flat-topped” Rx  
beams with significantly improved G/T. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Fig. 7. Aperture efficiency and edge illumination taper 
comparison of various MBA horns. 
 
 
Table 2. Performance Comparison of DMBAs “B” &  
“C” using conventional corrugated horns and DBHEH. 
 
 
 
 
 
 
 
 
 
 
 
 
 
The near-field phase distribution of the SRA is plotted 
in Fig. 9 and shows the desired 180-degree phase 
reversal near the transition region of the step. As a 
result, the Rx beam patterns of the SRA shown in 
Figure 10 have flat-topped patterns with increased EOC 
gain. Rx beam EOC gain improvement is about 1.2 dB 
when compared with Configuration “C”. By combining 
the feed phase quadratic variation and the phase 
variation due to the step, the step size can be minimized 
and the step can be blended with the reflector shape. 
The SRA concept works well for wide angle coverage 
regions and shows significant improvements in Rx gain, 
Rx C/I, Tx C/I and moderate improvement of Tx gain 
when compared to a reflector without the step(s). 
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Fig. 8. Concept of “Stepped-Reflector Antenna”. 
 

c) DBS Antennas 
LMCSS has developed advanced antenna payloads for 
direct broadcast satellites for local channel broadcast 
over the CONUS. These include multi-aperture 
reflectors with high efficiency feeds. Figure 11 shows 
typical coverage using multiple spot beams covering  
 
 

 
 
 
 
 
 
 
 
 
 

 
 
Fig. 9. Near-Field Phase Distribution of SRA. 
 

 
 
 
 

 
 
 
 
 
 
 
 
Fig. 10. Computed DMBA patterns of SRA showing 
“flat-topped” main beam with increased EOC gain. 
 
designated market areas (DMAs). Key limitation for 
these systems is the downlink C/I performance that has 
significant impact on the link availability. Use of high 

efficiency horns and selective shaping approach to the 
reflectors alleviate this limitation by providing 
improved C/I compared to conventional antennas. 
Typical EIRP and aggregate C/I performance for a 
specific channel are shown in Figs. 12 and 13. These 
beams reuse the frequency channel. The aggregate C/I 
has improved by 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 11. DMA Coverage for a DBS Satellite. 
 
 
more than 4.0 dB by employing high efficiency horns. 
The worst C/I performance is better than 15 dB. 

d) Reconfigurable Antennas 
LMCSS has been developing reconfigurable payloads 
for HIEO and GEO satellites using “non-focused 
reflector” (NFR) antennas being fed with a small active 
feed array [12]. Main advantages are that it minimizes 
the number of feed array elements required for a given 
coverage, and has better scan performance due to the 
fact that the feed array location relative to the reflector 
is unchanged. 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
Fig. 12. EIRP Plots for the DMA Coverage of a 
channel. 
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Fig. 13: Aggregate C/I Performance of the DMAs 
reusing the same frequency. 

 
A quadratic phase distribution is generated by 
“opening-up” or “closing-in” the parent paraboloidal 
reflector. The NFR broadens the element beams 
significantly that allows reducing the number of feed 
array elements, when compared to a conventional 
parabolic reflector with de-focused feed array used for 
mobile satellites. The concept of NFR is illustrated in 
Fig. 14. Design examples of a HIEO satellite using a 37 
element feed array are discussed. All the feed array 
elements are excited uniformly in amplitude and the 
relative phase excitations are varied through variable 
phase shifters to electronically reconfigure the beam as 
the satellite goes through the highly elliptical orbit. Fig. 
15 shows the element beams covering CONUS and 
synthesized beams for different yaw angles are shown 
in Fig. 16. The NFR technology is applicable to both 
HIEO and GEO satellites and has the advantages of 
reconfiguring the beam for different orbital locations of 
the satellite and provides continuous reconfiguration of 
the beam at different times of the HIEO satellite. 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
Fig. 14. NFR Concept for Reconfigurable Beam 
Antennas. 

 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
Fig. 15. Element Beams of NFR over CONUS 
Coverage. 
 

 
 
 
 
 
 
 
 
 

 
 

 
 
 
Fig. 16. Synthesized CONUS Beam of a HIEO Satellite 
for different Yaw angles of the satellite. 

III. LENS MBAS 
 
The lens MBAs are similar to reflector MBAs with the 
exception that they work on the transmission of RF 
signals through the lens material instead of reflection 
from the surface of the reflector. Because of this, lens 
MBAs have symmetrical geometries and are located 
typically on nadir deck of the spacecraft. Lenses have 
more degrees of freedom than reflector MBAS, but are 
rarely used for satellite communications due to limited 
bandwidth, accommodation issues on spacecraft, 
increased mass, and susceptibility to electro-static 
discharge in the case of dielectric lenses. Lens MBAs 
are classified into dielectric lens MBAs and waveguide 
lens MBAs. 

a) Dielectric Lens MBAs 
It was demonstrated that a thin spherical lens satisfying 
the Abbe sine condition, has virtually no coma lobes 
and therefore has wide scan properties [13, 14]. The 
radiated beams from such a lens are virtually invariant 
with scan resulting in maximum coverage gain and 
better sidelobe isolation among frequency re-use 
beams. Advantages of spherical lens are that it has very 
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low scan loss (< 0.7 dB over +/ 10 beamwidths of 
scan), ease of fabrication, and significant mass 
reduction (about 75%) achievable through zoning of the 
lens using finite steps. Surface matching of the lens is 
usually realized by means of circumferential slots on 
both surfaces of the lens. A triangular ray-tube analysis 
method for accurate prediction of lens antennas has 
been developed by Chan et al [15]. Fig. 17 shows the 
zoned dielectric lens using Rexolite material and 
designed with 5 zones. Measured radiation patterns of 
the lens MBA are shown in Fig. 18.  

  
Fig. 17. Zoned Dielectric Lens Antenna at EHF. 
 

b) Waveguide Lens MBAs 
Waveguide lenses for MBA applications have been 
used for the DSCS program. It is very similar to the 
dielectric lens, except it is made up of large number of 
waveguide elements (circular or rectangular) with 
varied lengths in order to compensate for the phase 
variation across the lens. The waveguide lens needs to 
be zoned in order to minimize the mass. Because of  the 
zoning, the  

 
Fig. 18. Radiation Patterns of an EHF Dielectric Lens 
MBA. 

 

bandwidth of the waveguide lens is narrow and is 
typically of the order 5% or less. It also suffers from 
gain loss due to high mutual coupling among the 
waveguide elements and poor return loss, but is 
preferred over dielectric lens MBAs for space 
applications. Details of the waveguide lens are given 
earlier [7, see Fig. 3.139 for a photograph of an X-band 
waveguide lens MBA]. 

IV. PHASED ARRAY MBAS 
 
The phased array MBAs have been employed in the 
past for satellite communications requiring multiple 
beams. The advantage with phased array MBA is that it 
requires a single aperture to generate all the beams. 
Because of the limited bandwidth capability of phased 
arrays, it requires separate antennas, one for Tx and the 
other for Rx. These phased arrays typically employ 
horns as radiating elements. Array elements are 
arranged in either a square lattice or a hexagonal lattice. 
Maximum size of the element is determined by the 
grating lobe criteria and is given as 
 

smGH

HSd
θθλ sinsin

1547.1,0.1,

+
≤                  (21) 

where θsm is the maximum scan angle over the coverage 
region of MBA, θG is the closest location of the grating 
lobe, λH is the wavelength at highest frequency of 
operation, and dS,H are the maximum size of the horn 
element for square and hexagonal array lattices of the 
array. For example, the feed horn size is about 3 
wavelengths with θsm as 9 degrees and θG as 13 degree  
The element directivity is a function of the element size 
and the efficiency, and is given in by 
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where eA is the element area, and eη is the element 
efficiency which is a function of the type of the 
radiating element. In order to size the phased array in 
terms of number of elements, the scan loss of the array 
needs to be calculated. The scan loss is a function of 
element roll-off and is given in dB as 
 

2

35.0
3 








=

θ
θ smSL                             (23) 

where smθ  is the maximum scan angle of the coverage 

region and 3θ is the half-power beam-width of the 
element which is given by 
 

edA /3 λθ =                            (24) 
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where the constant A varies with the type of the horn 
and is 63, 70, 55, and 52 for high-efficiency circular 
horn, Potter horn, dominant-mode square or rectangular 
horn, and high-efficiency square/rectangular horns, 
respectively. The number of elements required for the 
array is given as 

)(1.010 eA DDN −=                             (25) 
where AD  is the required antenna directivity to meet 
the desired edge-of-coverage gain of the MBA and is 
given as 

mLSmA ITSLLXGD +++++=           (26) 

where mG is the minimum coverage gain, X is the triple 
beam overlap of the MBA (typically 3 dB  to 5 dB), SL 
is the scan loss, SL is the antenna loss, LT  is the 

illumination taper loss of the array, and mI is the 
implementation margin to account for gain degradation 
due to amplifier failures, amplitude and phase 
excitation errors, and thermal effects.  
Fig. 19 shows typical block diagram of the phased array 
transmit MBA. Each of the M beams are synthesized 
independently using phase only synthesis with fixed 
amplitude distribution of the array. The desired 
amplitude distribution can be achieved by using SSPAs 
with varying RF power. The beam forming network is 
realized at low-level (before amplifiers) in order to 
minimize output losses.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 19. Block Diagram of the Phased Array MBA. 
 
 
There are a number of ways that beamforming for 
phased array MBAs can be realized. The block-diagram 
shown in Fig. 19 employs corporate BFN using 
couplers. This is considered suitable for most of the 
commercial satellite applications requiring moderate 
bandwidths of less than 15%. However, for wide 
bandwidth and multi-band applications Rotman lens 
BFN (Fig. 20) is widely used. The advantage of the 
Rotman lens BFN is that the beam locations are 
invariant with frequency, since it produces true-time 
delay response over the array. A three-dimensional     

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 20. Trace of a single Rotman lens with 9 beam 
ports and 25 array ports. 
 
stack of row and column Rotman lenses feeding an 
array with hexagonal grid has been presented [16]. The 
number of Rotman lenses required is the maximum 
number of elements in a row of the array plus the 
maximum number of beams in a row of the coverage 
region. Rotman lenses can be implemented in either 
strip-line or microstrip medium. Dual-port excitation 
method for the beam ports is often employed in order to 
minimize the spill-over losses of the lens. Figure 20 
shows the trace of a single Rotman lens with 9 beam 
ports and 25 array ports. The three-dimensional stack of 
34 Rotman lenses feeding an array of 489 elements is 
shown in Fig. 21. Fig. 22 shows radiation patterns of a 
prototype array with Rotman lens feed network.  

 
Fig. 21. Rotman Lens BFN with row and column 
boards. 
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Fig. 22. Radiation Patterns of an Array Antenna with 
Rotman Lens BFN. 
 

V. CONCLUSIONS 
 
A review of multiple beam antenna technology 
applicable for satellite communication payloads is 
presented. It includes reflector MBAs, lens MBAs, and 
phased array MBAs. Design of MBAs, performance 
analysis, and hardware implementation aspects are 
discussed. The reflector MBAs are widely used for 
satellite applications due to mature technology, reduced 
cost, and improved performance.  
 

REFERENCES 

[1] S. Rao, G. Morin, M. Tang, and K.K. Chan, 
“Development of a 45 GHz Multiple-Beam 
Antenna for Military Satellite Communications,” 
 IEEE Trans. Antennas Propagat., Vol. 43, pp. 
1036-1047, October 1995. 

[2] S. Rao, “Design and Analysis of Multiple-Beam 
Reflector Antennas,” IEEE Antennas Propagat. 
Magazine, Vol. 41, pp. 53-59, August 1999. 

[3]  S. Rao, “Parametric Design and Analysis of 
Multiple-Beam Reflector Antennas for Satellite 
Communications,” IEEE Antennas Propagat. 
Magazine, Vol. 45, pp. 26-34, August 2003. 

[4] S. Rao and Minh Tang, “Stepped-Reflector 
Antenna for Dual-Band Multiple Beam Satellite 
Communications Payloads,” IEEE Trans. Antennas 
Propagat., Vol. 54, pp. 801-811, March 2006. 

[5] S. Rao, K.K. Chan, and M. Tang, “Dual-band 
multiple beam antenna system for satellite 
communications,” IEEE AP-S Symposium, 
Washington, DC, July 2005. 

[6] O. Sotoudeh et al., “Dual-band hard horn for use in 
cluster-fed multi-beam antennas in Ka-band”, IEEE 
AP-S Symposium, Washington, DC, July 2005. 

[7] A. W. Rudge et al., “The Handbook of Antenna 
Design,” Peter Peregrinus Ltd, IEE, pp. 466-505, 
1986 

[8] L. J. Ricardi et al., “Radiation pattern calculations 
for a waveguide lens multiple-beam antenna 
operating in the AJ mode,” MIT Lincoln 
Laboratory Technical Note 1975-25, 1976. 

[9] S. Rao et al., “Multiple beam antenna using 
reflective and partially-reflective surfaces,” US 
Patent # 6,759,994 B2, July 06, 2004. 

[10] S. Rao and M. Tang, “Multiple-beam antenna 
system using high-efficiency dual-band feed 
horns,” US Patent Application 60/622785, October 
29, 2004. 

[11] S. Rao and M.Tang, “Stepped-reflector antenna 
system for dual-band multiple beam satellite 
payloads,” US Patent Application 60/693832, June 
27, 2005. 

[12]  S. Rao et al., “Reconfigurable payload using non-
focused reflector antenna for HIO and GEO 
satellites,” US Patent Application 60/758684, 
January 13, 2006. 

[13] W. Rotman and R.F. Turner, “Wide angle 
microwave lens for line source applications,” IEEE 
Antennas & Propagat., vol. 11, pp. 623-632, 
Novemnber 1963. 

[14] D. Archer, “Lens-fed multiple beam arrays,” 
Microwave Journal, vol. 18, pp. 37-42, 1975. 

[15] K. K. Chan et al., “Triangular ray-tube analysis of 
dielectric lens antennas,” IEEE Trans. Antennas 
Propagat., vol. 45, pp. 1277-1285, August 1997. 

[16] K.K. Chan and S. Rao, “Design of a Rotman lens 
feed network to generate a hexagonal lattice of 
multiple beams,” IEEE Trans. Antennas Propagat., 
vol. 50, pp. 1099-1108, August 2002. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

363RAO, TANG, HSU: MULTIPLE BEAM ANTENNA FOR SATELLITE COMMUNICATIONS



 

 

                                                      
Sudhakar K. Rao (M’83–
SM’97–F’06) was born in Tenali, 
Andhra Pradesh, India.  He 
received the B.Tech degree from 
REC Warangal, India, in 1974, 
the M. Tech degree from the 
Indian Institute of Technology, 
Kharagpur, in 1976, and the Ph. 
D degree from the Indian Institute 

of Technology, Madras, in 1980, all in electrical 
engineering.  From 1976 to 1977, he worked as a 
Technical Officer at the Electronics Corporation of India 
Limited (ECIL), Hyderabd, and was involved with the 
design and test of LOS and TROPO communications 
antennas. From 1980 to 1981, he worked as a Senior 
Scientific Officer at the Electronics and Radar 
Development Establishment (LRDE), Bangalore, and 
worked on phased array radar antennas. During 1981 to 
1982, he worked at the University of Trondheim, Norway, 
on a post-doctoral fellowship from the Royal Norwegian 
Council for Scientific and Industrial Research (NTNF). He 
was a Research Associate at the University of Manitoba, 
Winnipeg, Canada, from 1982 to 1983, where he worked 
on low-sidelobe antennas. From 1983 to 1996, he worked 
as a Staff Scientist at the Spar Aerospace Limited, Ste-
Anne-de-Bellevue, Quebec, Canada on several satellite 
communications payloads for fixed and broadcast satellite 
services, mobile satellites, agile beam payloads at EHF, 
and led the IRAD team that developed several advanced 
antenna components and sub-systems that include cup-
dipole arrays, lens antennas, helical antennas, phased 
arrays, and dual-gridded shaped reflectors. From 1996 to 
2003, he worked at Hughes Satellite Communications (that 
later became Boeing Satellite Systems), El Segundo, CA as 
a Chief Scientist and developed advanced multiple beam 
and reconfigurable beam payloads for several commercial 
and military communications satellites that include 
Wideband Gapfiller, Anik-F2, NewSkies-8, GOES, DTV-
4S, Thuraya, and GPS-2. He is currently working at 
Lockheed Martin Commercial Space Systems, Newtown, 
PA, as a Division Fellow in the payload engineering 
directorate. He has published over 90 technical papers in 
various journals and conferences in the areas of microwave 
antennas and satellite communications payloads and has 30 
U.S. patents issued/pending. His current research interests 
include reconfigurable payloads, multiple beam payloads, 
feed assemblies, high power payload test methods, and 
reflector antennas. 
 
Dr. Rao received several awards including Boeing’s 
Technical Fellow award in 2001, Boeing’s Special 
Invention award in 2002, BSS’ Technical/Patent 
Excellence award in 2003, Lockheed Martin’s Inventor of 
New Technology award in 2005, LMCSS’ Special 
Recognition awards in 2004 & 2005, and LMCSS’s 
Technical Excellence award in 2006. In 2006, Dr. Rao 
received IEEE Benjamin Franklin Key award in 
Philadelphia in recognition of his original contributions 
and innovations in the field of satellite communications. 
His work on modeling of satellite antenna patterns was 
adopted by the CCIR in 19992. Dr. Rao is an IEEE Fellow 
and served as the member of technical program committee 

for several IEEE AP-S/URSI conferences, chaired 
numerous technical sessions, served as the IEEE A&A 
Committee for Senior Member selection for Region 2, and 
has been serving as a reviewer for the IEEE Transactions 
on Antennas and Propagation since 1985.  
          
 
Minh Q. Tang was born in Saigon, Vietnam. He studied 

physics and mathematics at the 
University of Winnipeg, 
Manitoba, Canada, from 1976 to 
1978. He received the B.S. degree 
in electrical engineering from the 
University of Manitoba, 
Manitoba, in 1981, where, from 
1981 to 1982, he engaged in 
graduate studies. From 1983 to 
1996, he worked at Spar 
Aerospace Limited, Ste-Anne-de-

Bellevue, Quebec, Canada, as a Specialist Engineer and 
was involved with antenna designs for contoured beam and 
multiple beam payloads for both commercial and military 
satellites. From 1996 to 2004, he worked at Space Systems 
Loral, Palo Alto, CA, where he served as a Technical 
Consultant for the satellite antenna division. He has been 
with Lockheed Martin Commercial Space Systems, 
Newtown, PA, since 2004, where he is currently a 
Principal Engineer working with new business group of the 
Payload Engineering Division. He has published about 14 
papers in technical conferences and journals and has five 
U.S. patents that are issued and pending. His current 
research interests include contoured beam antennas, 
reconfigurable antennas and multiple beam antennas. Mr. 
Tang received Lockheed Martin’s Technology Award in 
2005 and LMCSS’ Special Recognition Award in 2005 
and in 2006. 
 
 

Chih-Chien Hsu was born in 
Taipei, Taiwan, in 1965. He 
received the B.S. degree in 
Electronics Engineering from 
the National Chiao-Tung 
University, Taiwan in 1987, and 
M.S. & PH.D. from 
Massachusetts Institute of 
Technology in 1992 and 1996, 
respectively. He has been 

working on antenna systems for communication and radar 
applications at Boeing Satellite System and Lockheed 
Martin Corporation for the past 10 years. Currently he is 
with Lockheed Martin Commercial Space System, 
Newtown, PA, as a Senior Staff Engineer working with 
new business group of the Payload Engineering Division. 
His current research interests are in the areas of multi-
beam antenna design and phased array technology. He has 
four U.S. patents on antenna and communication system. 
 
 

364 ACES JOURNAL, VOL. 21, NO. 3, NOVEMBER 2006



 

A Survey of Phased Arrays for Medical Applications 
 

(Invited Paper) 
  

Cynthia Furse 
Electrical and Computer Engineering, University of Utah, 50 S Campus Drive 3280 MEB 

Salt Lake City, Utah 84112 
cfurse@ece.utah.edu, www.ece.utah.edu/~cfurse 

Phone: (801) 585-7234 
Fax: (801) 581-5281 

 
Abstract—This paper presents a survey of phased 
arrays for a wide variety of medical applications.   
Medical imaging modalities including tomography, 
confocal imaging, thermography, and MRI are covered, 
as well as hyperthermia for treatment of cancer.  Arrays 
include planar, cylindrical, and conformal 
configurations of many types of antennas including 
monopoles, dipoles, microstrips, horns, bowties, loops, 
etc.   
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I. INTRODUCTION 

ntenna arrays have been used for a wide variety 
of medical applications, most notably imaging 
and hyperthermia treatment of cancer.  These 

arrays may be phased electronically; however more 
often the received signals are phased after detection.  
The arrays can be built of multiple antennas or can be 
produced synthetically by scanning a single antenna or 
pair of antennas over the object of interest.  Medical 
applications for phased arrays have borrowed heavily on 
radar applications such as ground penetrating radar, 
ultrawideband radar, and synthetic aperture radar. This 
paper surveys the medical imaging and hyperthermia 
applications of phased array antennas.  Microwave 
tomography, confocal imaging, thermography, and 
magnetic resonance imaging are covered in section II.  
Hyperthermia is covered in section III.  Some numerical 
methods for simulating antenna arrays are surveyed in 
section IV. 
 

II. ANTENNA ARRAYS FOR MEDICAL 
IMAGING 

One of the most promising uses of antenna arrays in 
medical applications is for imaging the location of 
leukemia 0, breast tumours [1] - [25], and cardiac 
anomalies [26] - [27].  Microwave imaging methods 
rely on the fact that the electrical properties of normal 

and malignant tissue are significantly different [28] - 
[35] and that there is significant variation from tissue to 
tissue.  Location of breast cancer shows particular 
promise, because the relatively low loss of fatty tissue 
allows electromagnetic fields to propagate to the tumor 
and back, and the proximity of the tumor to the outer 
surface of the body means that the signal does not have 
more than a few inches to propagate.  Two major 
microwave imaging methods utilize antenna arrays. 
Tomography [2] - [9] attempts to map a complete 
electrical profile of the breast, and confocal imaging 
[10] - [25] maps only the location of significant 
scatterers.  Both of these methods have used antenna 
arrays made up of wideband elements to send and 
receive the test signals.  Microwave thermography picks 
up the passive electromagnetic fields from the body [36] 
- [52]. Magnetic Resonance Imaging (MRI) uses a 
strong magnetic field to cause the magnetic dipoles in 
the body to align and precess, gradient fields to control 
and tip the dipoles and then uses an array of receiving 
loops to pick up the fields when they relax back to their 
normal state [59] -[74].  
 
A. Tomography for Breast Cancer Detection 
 

Microwave tomography is used to provide a 
complete spatial mapping of the electrical properties in 
the region of interest.  During the acquisition phase, an 
array of antennas surrounds the region of interest.  One 
of the antennas in the array is used to transmit a signal, 
normally a sine wave [2], set of sine waves [3] -[4], or a 
broadband signal [5], and all of the other antennas are 
used to receive the reflected signal.  The array is 
scanned so that each antenna transmits each frequency, 
and those signals are received by each of the other 
antennas.  After all of the data has been acquired, it is 
processed by comparing the received data with what 
would be expected from a simulated model of the 
region.  A numerical “forward model” is used to predict 
how much power is transmitted from the transmit 
antenna, passes into and reflects from the breast/tumor 
model, and is received by the receive antenna.  
Originally the simulated model is just a good guess for 

A 
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what might be present, generally a generic breast model 
with no tumor.  The differences between the measured 
and expected received data are used to modify the 
original guess to obtain an ideal model that best matches 
the measured data.  This “inversion” is used to predict 
what model would have produced the measured data. 
 

Microwave tomography for breast cancer has been 
demonstrated by several groups [2] - [9]. In the 
Dartmouth system, [2] for instance, sine waves from 
300-1000 MHz (being expanded to 3 GHz) are 
transmitted from a circular array of 16 transmit/receive 
monopole antennas to produce 2D reconstructed images 
of the breast.  Quarter wave monopole antennas (in the 
fluid) were built by extending the inner conductor of 
semi-rigid coax used for this application.  Monopoles 
were chosen, because they are easy to model as a line 
source in a 2D reconstruction algorithm with high 
accuracy [2].  Water-filled waveguide apertures have 
also been used for tomography, however the monopole 
antennas were found to be as accurate, and easier to 
build [6].  The accuracy of the tomography approach 
depends on being able to accurately predict the expected 
received fields from a given transmit antenna / breast 
model. The antennas and their locations must be 
accurately modeled in both the transmit and receive 
case, as any inaccuracy in the antenna models affect the 
forward model not once, but twice and has a significant 
impact on the accuracy of the final solution.   Monopole 
antennas can be very accurately modeled and are a good 
choice for this application.  In addition, monopoles have 
been found to be excellent radiators when resistively 
loaded by lossy material, having a return loss of about -
10 dB from 100 to 1100 MHz when immersed in saline 
[6]. Thus, for applications such as medical imaging 
where it is imbedded in a lossy conducting fluid 
surrounding the object of interest, simple monopoles 
demonstrate good radiation properties [2]. One of the 
key factors in obtaining accurate models of the antenna 
array is to model each of the inactive array elements as 
a microwave sink, so that the signal is not re-radiated 
[7] -[8]. This was accomplished in the numerical model 
by imposing an impedance boundary condition on a 
finite diameter around each inactive element.  The 
forward model uses a hybrid boundary element (BEM) 
and finite element method (FEM).  In the hardware, a 
matched switch was the last element in the switching 
matrix, so that when the antenna is not radiating, any 
coupled signal is terminated at the switch. The 32 
channel data acquisition system allows each antenna (16 
transmit and 16 receive) to act as only a transmitter or 
receiver, which provides a dynamic range of 130 dB and 
channel-to-channel isolation of greater than 120 dB.   

Since the goal is to identify tumours that have 
significant dielectric discontinuity from the surrounding 

 
Fig. 1. 2D Monopole array used for tomographic 
imaging of the breast (from [2] © 2000 IEEE). 

 
tissue, best results will be obtained if they are the 
primary scatterers in the environment.  Blood vessels 
are also significant scatterers, but these cannot be 
controlled.  They will also show up on a tomographic 
image.  The other major scattering source is the air-skin 
interface, and this can be controlled.   This reflection 
can be minimized by immersing the antennas and breast 
in a fluid medium that is electrically similar to 
breast/skin.  Originally saline was used, which is a 
better match than air, inexpensive and safe, however its 
relative permittivity is significantly higher than that of 
fatty breast tissue, and a better matched fluid material is 
recommended.  The monopole antennas are designed to 
be used in the liquid medium, rather than air, with the 
conductive fluid providing the resistive loading of the 
monopoles.  The feed system also needs to be designed 
so that it can be used in fluid.  The sealing of the 
antenna feed system along with the ability to raise and 
lower the array in parallel with the fluid level was a 
significant challenge in the system prepared for clinical 
trials in [6] .  
 

For a microwave tomography breast exam, the 
woman lies with the breast pendant through a hole in the 
examination table and immersed in the tank of matching 
fluid.  The circuit antenna array of monopoles is also 
immersed in this fluid and radially surrounds the breast. 
For each 2D breast scan, signals are transmitted from 
each antenna and individually received in parallel at the 
remaining antennas. This is repeated for 12 frequencies 
over the 300-1000 MHz band.  This is repeated for 
seven vertical array positions on the order of 1cm.  The 
total acquisition time for the 3D image of both breasts is 
about 15 min. A complete set of seven images at a 
single frequency can be reconstructed in less than 5 min 
using a Compaq AlphaServer ES40 68/833. 
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Microwave tomography has been validated 
experimentally [9]. The presence of 1.1 or 2.5 cm saline 
tubes (representing tumours) in excised breast tissue are 
seen to be clearly visible [8]. Objects as small as 4 mm 
in diameter have been imaged at 900 MHz [9].  
 
B. Confocal Imaging for Breast Cancer Detection 
 

Confocal imaging for breast cancer detection is 
another exciting application of antenna arrays in 
medical imaging.  Confocal imaging is similar to 
ground penetrating radar.  Unlike microwave 
tomographic imaging, this method does not provide a 
complete electrical mapping of the region of interest.  
Instead it identifies locations of significant scattering. 
This method typically uses a single antenna scanned in a 
flat array pattern above the breast or in a cylindrical 
pattern around the breast [10]. For planar imaging, the 
patient lies face up, and the antenna is physically 
scanned in a plane above the breast [11] - [13]. For 
cylindrical imaging, the patient lies face down, with the 
breast extending into a cylindrical tank containing the 
antenna through a hole in the table [14] - [15]. Matching 
fluid surrounding the breast, similar to that used for 
microwave tomography, is suggested in this case.  Both 
methods provide similar results [15]. The confocal 
imaging process is shown in Fig. 2.  One antenna in the 
array transmits an ultrawideband pulse, which 
propagates into the breast, where it is reflected off 
significant electrical discontinuities, and is received in 
parallel by the other antennas in the array.  Knowing the 
physical spacing between the array elements, the 
different delays between the transmit antenna, scattering 
point, and receiving antenna can be calculated 
geometrically.  The received pulses representing a 
specific point in space can then be time delayed 
appropriately for each antenna, added up and integrated 
to indicate the magnitude of the scattered energy from 
that point in space.  This is effectively correlating the 
signals received from that point at all antennas. 
 

The antennas used for confocal imaging must be 
ultrawideband and small enough to fit within the 
relatively small array area.  Resolution of less than 1 cm 
requires a bandwidth of at least 5 GHz.  The lossy 
nature of tissue attenuates high frequency signals, 
limiting the upper frequency to about 10 GHz. Initially, 
resistively loaded bowtie were suggested for the planar 
configuration, [11]-[13], [17], [19], while dipole 
antennas were suggested for the cylindrical system [14]-
[15]. Resistively loaded Vee dipoles have also been 
proposed [18]. In the cylindrical configuration, and the 
planar system, a single antenna is scanned over the 
surface, creating a synthetic antenna aperture.  In order 
to overcome the inherent inefficiency of resistively 
loaded antennas, a modified ridged horn antenna 

operating from 1 to 11 GHz has been introduced [20]. 
Most of the antennas are designed to observe co-
polarized reflections from the breast, however using two 
resistively loaded bowtie antennas in the shape of a 
Maltese cross has also been proposed to pick up the 
cross polarized reflections[12]. Cross-polarized 
reflections from simple tumor models were also 
examined in [16].   

 
The antenna shown in Fig. 3 [16] consists of two 

cross polarized bowtie antenna elements, an octagonal 
cavity behind the bowtie elements, and a metal flange 
attached to the cavity.   The broadband bowties have 
flare angles of 45°.  They are 1.67 cm long, which is a 
half-wavelength at 3 GHz in fat (similar to breast).   The 
octagonal cavity blocks waves radiated away from the 
breast.   
 

The cavity is approximated as a circular waveguide 
filled with fat material for matching and size reduction.  
The first cutoff frequency is set to be 2 GHz for 2-4 
GHz operation. The cavity length is a quarter-
wavelength, which is 11 mm at 3 GHz. The flange 
consists of an inner and outer component, and is 
designed to block unwanted waves such as surface 
waves. The antenna performance does not change 
significantly when the flange size is varied between 10–
6.25 cm, therefore, the width of the outer flange is set to 
be 6.25 cm. The inner flange is designed to prevent 
possible electric field overshoot at the inner corners of 
the opening of the octagonal cavity or at the ends of the 
bowtie elements. 
 

A slotline bowtie antenna shown in Fig. 4 has also 
been proposed in [22].  The slotline was produced on a 
high dielectric substrate (Rogers RT-Duroid 6010.2LM, 
Rogers Corporation, Rogers, CT, USA). The substrate 
has an εr of 10.2 at 10 GHz with a low-loss factor tan δ 
of 0.0023 and a thickness of 635 µm. The ultra-
wideband balun uses a via as a short.  The holes for the 
vias in the balun are drilled and electroplated. The balun 
and the profile of the antenna are then milled.  The 
bowtie plates are designed to be cut from a 508 µm-
thick sheet of copper. To obtain the correct contour of 
the plates accurately without damaging the fragile 
antenna board, a steel jig was made by tracing the 
contour of the antenna board. The bowtie plates were 
bent along this jig, and then carefully soldered on to the 
antenna board at right angles. The antenna plates were 
encased in a dielectric epoxy (Eccostock Hi K Cement, 
Emerson & Cuming Microwave Products, Randolph, 
MA, USA) with εr =10 for structural support and 
improved matching. 
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Initial signal:   
• antenna excitation 
•  reflections from skin, 

breast tissue, tumor  

Calibration:  subtract 
returns recorded without 

breast present 
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for 1/r attenuation as 

wave  propagates from 
source 

Integration:  transform 
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to maximum 

Focus:   
• calculate time delay from each antenna to 

focal point 
• identify corresponding part of processed 

signal at each antenna, and add together 
• scan focal point through breast to create 

image 

Compensation:  account 
for attenuation due to 

loss in tissue 

Processed signals with and 
without tumor present in 

breast model. 

After subtracting the antenna 
response, the skin reflection is 

the dominant component of 
the signal. 

Comparison of signals before 
and after compensation shows 

suppression of clutter. 

Integration 

 
 
 
 
 
 
 

 
 
 Fig. 2.  Confocal Microwave Imaging Process.  (From [10] © 2002 IEEE) 
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Fig. 3. Cross polarized antenna for confocal imaging. 
The properties of the substance inside the cavity and the 
medium outside the antenna are similar to fat (εr = 9; σ 
= 0:2 S/m).  (From [16] © 2005 IEEE)  

 

 
Fig. 4. Slotline Antenna and a Top view with Vivaldi, 
linear and elliptical sections indicated b Side view with 
Vivaldi, linear and elliptical sections and bowtie plates. 
(From [22] © 2005 IEEE) 
 

A resistively loaded monopole antenna shown in 
Fig. 5 suitable for use in the cylindrical system was 
proposed in [25].  Based on the Wu–King design [75] -
[76] this antenna was designed to be useable from   
1to10 GHz immersed in canola oil (εr = 3.0) for 
matching to breast tissue.   The antenna is fabricated 
using high-frequency chip resistors (Vishay 0603HF) 
(Malvern, PA) soldered to a high-frequency substrate 
(Rogers RO3203 series) (Rogers Corporation, Chandler, 
AZ). The substrate (εr = 3.02 and σ= 0.001 S/m) has 
electrical properties similar to those of the canola oil. 

The antenna is soldered to a subminiature A (SMA) 
connector and attached to a metal plug for connection 
into the oil-filled test canister.  
 

The cylindrical confocal imaging system has been 
experimentally tested [77], [23], [25].  Simulated 
tumours of diameter 1 cm have been detected using a 
system that represents the skin as 2D and the tumor 
model as 3D.   

 
Fig. 5. Fabricated resistively loaded monopole antenna 
soldered to an SMA connector and attached to a metal 
plug.  (From [25] © 2005 IEEE) 
 
C. Microwave Radiometry 
 

Microwave radiometry is a passive method where 
the natural electromagnetic radiation or emission from 
the body is measured to allow detection or diagnosis of 
pathogenic conditions in which there are disease-related 
potentials [36] -[37]. This method has been proposed for 
detection of breast cancer [40], [50], [51] and brain 
cancer [41], in which the metabolism of cancer cells 
increases the localized temperature 1-3°C. This method 
has also been used for fluid and blood warming [37], 
detection or rheumatology [39], and for monitoring of 
temperature rise during hyperthermia treatment [38].   
 

Typical antennas include open ended rectangular 
waveguides [42]-[45], small-loop antennas [47], or a 
horn antenna with a dielectric lens [48].  Working 
around 3 GHz, all of these antennas have radiation 
patterns that have minimal penetration into the body, 
thus strongly weighting them to monitoring of surface 
temperatures. [49], [52] Increased focus and therefore 
better spatial accuracy was obtained with an array of six 
rectangular aperture antennas filled with low loss 
dielectric (εr = 25), which were scanned over the object 
of interest in an overlapping pattern.  Preliminary results 
indicated promise for location of breast tumours [50] -
[51].  
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D. Magnetic Resonance Imaging 
 

Magnetic Resonance Imaging (MRI) uses a very 
strong magnetic field (0.5T, 1.5T, 3T, 4T, 7T, perhaps 
in the future 8T) to make the magnetic dipoles in the 
body precess (line up).  When they are released, a set of 
receiver coils picks up the magnetic field created when 
these dipoles return to their normal orientations 
(position may change a lot as in blood imaging, 
diffusion etc.).  The relaxation properties of the different 
tissues effects the relative received signal intensities and 
a 3D map of the body can be produce.  There are two 
basic types of receiver coils used for MRI.  Volume 
coils, such as the quadrature birdcage head coil shown 
in Fig. 6 [53] and whole body coils [54] are used for 
imaging large sand deep anatomic structures volume of 
the body and provide homogeneous field profiles..  For 
high resolution applications that are more localized, 
such as angiographic imaging, hypocampus imaging, 
and functional imaging, in which the object features are 
very small, volume coils pick up less signal and more 
noise, thus having a lower signal to noise ratio and poor 
quality images.  Modifications of the birdcage, such as 
the use of an RF reflector or “endcap” [53], and 
modified shapes such as the elliptical [55], or “dome” 
[56], [57] coils, have been developed.  Smaller volume 
surface coils [58] have been shown to improve image 
quality, particularly when combined into phased arrays 
[59]-[67] such as the one shown in Fig. 7.  Phased array 
coils are closer to the area of interest so pick up larger 
signal strength and are smaller so pick up less noise, 
thus having higher signal to noise ratio (SNR).  
Adjacent elements are overlapped so that the mutual 
inductance between coils is zero. The coupling between 
non-adjacent elements is greatly decreased using, very 
low input impedance preamplifiers. Coil to coil 
interactions are minimized for optimal SNR [59]. Part 
of the price for this improved image quality is the 
complexity of the receiver and data acquisition system, 
as each antenna element requires a separate receiver 
channel. The image processing is also more 
computationally expensive, as the signal from each 
antenna is weighted depending on its proximity to the 
target region (and hence expected relative SNR), phase 
shifted, and combined with the other similarly processed 
signals.  Among the practical considerations that are 
challenging with phased array coils are the expense of 
additional receiver channels (or the limited number of 
channels on existing scanners), data acquisition time 
and the limited field of view, particularly for 
applications where the region of interest (an arterial 
occlusion, for instance) may not be precisely known and 
is therefore easy to miss. Phased-array coils have been 
used for numerous magnetic resonance angiography 
(MRA) applications including peripheral [68], [69] 
abdominal, intracranial and carotid imaging [70] - [72]. 

Recent coil designs have started to integrate phased-
array elements into volume-like coils with the ability to 
control how the image is constructed to achieve 
maximum image quality [73], [74]. For these 
applications, the coil array functions much like the 
phased array in a synthetic aperture radar application.  
The image quality for the different coil types and 
configurations depends strongly on the application. The 
optimal image construction algorithm depends strongly 
on the application and region of interest, making the 
flexibility of being able to synthetically develop large or 
small subarrays very attractive. 

 
 

 
Fig. 6. Quadrature birdcage coil with endcap used for 
whole-volume head imaging. (Reprinted with 
permission from [53]) 

 
 

 
 
Fig. 7. (a) Two element phased-array coil design. 
Dashed lines indicate the breaks in the underside of the 
double-sided copper section of the coil. (b) Image of 
finished phased array coils (enclosed in foam) with triax 
balun cables and phased-array port connector box. 
(Reprinted with permission from [53]) 
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III. ANTENNA ARRAYS FOR 
HYPERTHERMIA CANCER TREATMENT 

Hyperthermia (HT) [78], [79] is a method of 
treating cancer by heating the body.  The tissue is 
typically heated to 41-45°C for 30-60 min.  Often, this 
involves focusing the energy on the tumor region, 
relying on the tumor to be more sensitive to heat than 
the surrounding healthy tissues.  HT has also been 
shown to increase the effectiveness of radiation or 
chemotherapy [80] - [81]. The most commonly used 
frequencies for hyperthermia are 433, 915, and 2450 
MHz.  The type of antenna or antenna array used for HT 
depends on if it is to be administered superficially, 
interstitially, or deep-body.   
 

Superficial HT applicators include microstrip [82], 
waveguide [83], current sheets [84], and the dual 
concentric conductor antenna, or DCC shown in Fig. 8 
[85] -[87]. The DCC is particularly attractive, because it 
can be easily fabricated on flexible printed circuit board 
material, which makes it easy to conform to virtually 
any part of the human body. The DCC aperture is a 
ring-slot configuration fed simultaneously on all four 
sides.  Prediction and optimization of the heating is 
normally done by analyzing the near fields of the 
antenna (the heating region) with numerical methods 
[86].   
 

Interstitial applicators for HT are typically 
monopole antennas made from coaxial cables with the 
center conductor extending beyond the outer ground 
shield of the cable [88]. These antennas have a tear-drop 
shaped radiation pattern, so the majority of the heating 
is near the feedpoint of the antenna (where the ground 
shield stops), leaving the tip of the antenna extended 
beyond the useable heating range. The heating 
distribution can be made more uniform by varying the 
width of the conductor [89], [90] or adding a choke to 
the antenna [91]. The heating pattern can be adjusted 
within the array by phasing the antenna elements [89], 
[90] or by using nonuniform insulation [92].  Several 
interstitial applicators were simulated in [93]. 
 

Deep body HT applicators are generally based on 
annular phased arrays (APA) of waveguides [79], 
coaxial TEM apertures [94], printed antennas [88],[95] 
and induction systems[96]. Originally, APA systems 
contained only one ring of 2-D applicators surrounding 
the patient [97]. The ring could be scanned vertically. 
Significant improvement with a true 3-D HT system 
with the applicators vertically offset has been observed 
[88].  The first clinically used 3-D-type applicator is the 
SIGMA-Eye applicator (BSD Medical Corp., SLC, UT 
[98]). A detailed description of this applicator and 

different numerical antenna feed models can be found in 
[98],[99].   
 

 
Fig. 8. DCC antenna geometry, E fields in the ring slot 
and edge currents.  (From [85] © 2003 IEEE ) 
 

Among the ongoing antenna design challenges in 
this area is the design of antennas that can be used to 
also monitor temperature and administer radiation 
therapy [87], [95], [100]. One prototype combination 
device is shown in Fig. 9 and another in Fig. 10.  
Another research area is the use of optimization 
approaches to predict and control the heating pattern  
[101], [102] 
 

 
 
Fig. 9. A prototype of the new Berlin MR-compatible 
Water-Coated Antenna Applicator (WACOA). (From 
[100] © 2005 IEEE) 
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Fig. 10.  Schematic of combination applicator showing 
component parts: parallel catheter arrays for 
brachytherapy sources and thermal mapping sensors, 
PCB antenna array, and water coupling bolus. (From 
[95] © 2004 IEEE ) 
 

IV. NUMERICAL SIMULATION METHODS FOR 
BIOMEDICAL ARRAYS 

Several methods for analyzing antenna arrays for 
medical applications exist.  For simple cases where the 
biological structure can be approximated as uniform or 
by very simple models such as layers or cylinders, 
classical methods such as analytical analysis [53], [103] 
or method of moments [104]-[105] can be used.  If the 
structure of the body varies so much that anatomically-
precise modeling is rendered imprecise by variation 
between individuals, these simple analyses can be used 
to determine an optimal array design for the range of 
expected variation between individuals.  An example of 
this was done in [106] for design of coils for vascular 
MRI.  Another example when the body can be modeled 
as near-uniform is in the case of arrays for hyperthermia 
of the brain.  In [89] stepped-impedance dipoles were 
modeled using method of moments in an homogenous 
brain with a localized (non-homogenous) tumor.   
Method of moments with a simple pulsed basis function 
(which is the most numerically efficient form) has 
limitations for heterogeneous models, however, due to 
artificial charge build up on the dielectric interfaces. 
[107]  Higher order basis functions can overcome this 
limitation, although the computational complexity is 
significantly increased [108] - [109]. In addition, the 
method of moments is very computationally expensive 
when heterogenous models are evaluated.  It requires N 
logN computations, where N is the number of cells in 
the model, including those making up the heterogeneous 
object.   
 

A more efficient method for calculation of 
heterogeneous objects is the finite difference time 
domain (FDTD) method, which has lead to its 
tremendous popularity for numerical bioelectromagnetic 
calculations. For example, the interstitial array of 

hyperthermia applicators simulated using method of 
moments in [89] was simulated with a fraction of the 
computational resources using FDTD in [90].  Several 
individual hyperthermia applicators have been 
simulated using FDTD in [93].  FDTD requires N2 
computations, where N is a cell in the (normally 
cubical) FDTD grid.  Unlike method of moments, every 
cell in space (including at least a minimal amount of air 
surrounding the model) must be included in the discrete 
model, so the total number of cells, N, is likely to be 
larger. However the significant improvement in 
computational efficiency generally makes this tradeoff 
favor FDTD for bioelectromagnetic simulations.  
Complete detailed analysis of breast cancer imaging 
modalities was also done with FDTD [2]-[25], as well 
as hyperthermia systems [97], and evaluation of cell 
phones (including those with dual antennas) near the 
human head.  [110],[111]  Antennas for implantation in 
the body (mostly microstrip or PIFA types) have been 
simulated with FDTD and in some cases optimized with 
genetic algorithms [112]. Deep hyperthermia applicators 
(annular phased arrays) have been simulated extensively 
with FDTD [113] -[115]. 
 

Several FDTD developments have been important 
for bioelectromagnetic simulations including the 
development of frequency-dependent methods (FD)2TD, 
[116] low frequency FDTD methods, [117] efficient 
FDTD computation, [118] and evaluation of 
temperature using the bioheat equation [115]. 
 

Model development is one of the significant 
challenges of numerical bioelectromagnetics.  Models 
have progressed from the prolate spheroidal models of 
the human used during the 1970s [119] to roughly 1cm 
models based on anatomical cross sections used during 
the 1980s [120] to a new class of millimeter-resolution 
MRI-based models of the body that have been the 
hallmarks of research since the 1990s [121]-[124].  
Today probably the most widely used models are 
derived from the Visible Man Project [125].  
 

Once a tissue-segmented model has been chosen, 
the electrical properties of the tissues are defined. The 
properties of human tissue change significantly with 
frequency, so it is essential to use data accurately 
measured at the frequency of interest. There is a wide 
range of published data on measured tissue properties 
[28] -[35], [119], [126]-[129], and work is still 
underway to measure and verify these properties.  These 
and other references are electronically searchable at 
[130].     
 

Periodic boundary conditions are available for 
method of moments [131], [132] and the FDTD method 
[133] - [138] for predicting array behavior from 
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evaluation of a single antenna in the array.  These may 
have application in antenna arrays for medical 
applications; however they have not been used in this 
application space yet.  This is no doubt due at least in 
part to the fact that the nearby human body is neither 
uniform nor periodic in shape. 

 
VI. CONCLUSIONS 

The applications for phased arrays in medicine have 
borrowed strongly from other applications of phased 
arrays, particularly those seen in radar.  Imaging 
methods including tomography, confocal imaging, 
thermography, and MRI provide enhanced medical 
imaging.  Hyperthermia treatments often improve the 
outcome of radiation and chemotherapy for cancer 
treatment.  A wide variety of antennas have been used 
in these arrays, and the arrays have been produced either 
physically or synthetically by scanning a single antenna 
or pair of antennas over the region of interest.  The 
arrays have been phased either electronically, or (more 
commonly) by time delaying the received signals during 
recombination.  Design challenges for these applications 
include making the antennas small enough to be 
physically useable, coupling the signal to the body with 
minimal reflection, using low enough frequency to 
penetrate lossy biological material yet high enough 
frequency to obtain good resolution.  Among the current 
research challenges are optimized design of the arrays 
for a variety of configurations and integration of other 
technologies (radiation therapy and temperature 
monitoring, for instance) with the antenna design.  
Applications for phased array antennas promise 
continued growth in the medical arena. 
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