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Abstract − In this paper we present the Floating 
Perfectly Matched Layer (Floating PML) where a 
“floating” PML is implemented within the solution 
space without making contact with the main PML 
walls. The Floating PML can be used as a terminating 
technique within the solution space of the Finite 
Difference Time Domain (FDTD) Method. The 
formulation of the Floating PML is based on an 
optimized implementation of the Convolutional PML 
(CPML), which is discussed briefly in the Appendix. In 
this paper we present benchmark validation tests, 
applications using the Floating PML, as well as some 
advantages and disadvantages of this method. 
 

I. INTRODUCTION 
 

The Finite Difference Time Domain (FDTD) 
method is an extremely versatile, simple computational 
tool that has been used extensively in recent 
applications involving electromagnetics [1, 2]. In 
general, the FDTD method requires the truncation of 
the solution space so that an infinitely large solution 
space is not required to simulate free space. This 
problem of terminating the solution space has been an 
important component in the development of the FDTD 
method, and continues to be an area of active research 
[3]. 

When investigating various transmission line 
structures such as microstrips, striplines, or 
waveguides, it is convenient to terminate the line at the 
edge of the solution space. This is a common 
terminating technique as shown in Fig. 1 [2, 4]. This 
type of port is often used because the termination of a 
transmission line in a PML, which simulates an 
infinitely long transmission line, is very convenient to 
implement in the FDTD method and ensures a very low 
return loss which does not interfere with the analysis of 
the structure itself. 

It is, however, often necessary to terminate the 
transmission line within the solution space instead of at 
its edge. This type of termination, often called a port, is 
used so that the entire structure may be simulated 
without any contact to any Absorbing Boundary 
Condition (ABC) or Perfectly Matched Layer (PML) at 
the edge of the solution space. This is necessary so that 
a radiation box may surround the structure to perform a 

near to far field operation, so that the finite size of a 
device may be taken into account during a simulation, 
or so that the port itself may be surrounded by other 
devices. An example of this is shown in Fig. 2. 

 

 
(a) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 
 
Fig. 1. Common terminating techniques applied to 
FDTD, (a) microstrip patch antenna [4] with a 
transmission line terminated in the PML and (b) circuit 
modeling for arbitrary lumped elements (Device) using 
the main PML for termination of the 2 ports [2]. 
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(a) 

 

 
(b) 

 
Fig. 2.  Terminating technique when (a) a radiation 
pattern must be found and (b) finite ground plane of a 
circuit must be taken into account. 

 
Various techniques have been reported for 

implementing a port within the solution space. 
Luebbers and Langdon [5] have implemented a 
resistive source, and Schuster and Luebbers have 
terminated transmission lines with lumped loads [6] 
using a recursive convolution technique. Piket-May and 
Taflove [7] have implemented similar loads, however, 
their results show that the resistor generates parasitic 
capacitance at frequencies above 1 GHz. Recently, the 
Lumped Element FDTD Method has been introduced 
which can model high-speed microwave circuit 
networks consisting of active and passive devices 
within a single Yee cell [2, 8]. This type of element can 
also be used to simulate a port within the solution 
space. 

 In this paper we present an alternative approach 
which implements the termination of a port using a 
PML within the solution space [9] away from the main 
PML wall. In some cases we may prefer to model a port 
as an infinitely long transmission line within the 
solution space, as opposed to a lumped element 
attached to a transmission line. To achieve this, we 
introduce an optimized Convolutional Perfectly 
Matched Layer (CPML) formulation that fully separates 
PML equations from FDTD equations, as discussed in 
the Appendix. Adding the PML within the solution 
space then becomes simple and very useful. This 
technique is referred to as the Floating PML [9], since 
this PML does not touch the external walls of the 
solution space and can therefore act as a port. This 
method results in a wideband operation with low 
radiation losses where results are discussed in the 
following sections. 

We begin with the discussion of the Floating PML 
and describe its “physical” structure. Benchmark tests 
are then performed, followed by examples of practical 
electromagnetic applications. The optimized CPML 
formulation is included in Appendix A. 
 

II. INTRODUCING THE FLOATING PML 
 

As discussed in the introduction, there exist various 
methods to terminate a port using a resistor or lumped 
elements within the solution space, however, the 
Floating PML provides wideband characteristics simply 
by the nature of its structure since it models an 
infinitely long transmission line. 

In addition, some methods such as microstrip 
termination using the resistive voltage source suffer 
from parasitic capacitance above 1 GHz [7]. This limits 
its potential for use at high frequencies. The Floating 
PML described in this section is extremely wideband by 
comparison and is perhaps a better choice for higher 
frequencies. 

The PML in a regular solution space is typically 
surrounded by metallic walls [3] as shown in Fig. 3. 
This technique ensures a “double” attenuation of 
incoming waves, since they are attenuated as the hit the 
PML, and attenuated again as they are reflected. The 
Floating PML is implemented in a similar way, that is, 
with a metallic box surrounding the PML. It was found 
that for this implementation of the Floating PML, the 
PEC box was required to maintain stability of the 
solution space. 

During simulations of microstrip and stripline 
structures, it was found that it is best to model the PEC 
box with a transmission line as a rectangular coaxial 
cable as discussed in [11]. Using this model, it is 
possible to model the PEC walls at a distance large 
enough to avoid interaction with the transmission line. 
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(a) 
 

 
 

(b) 
 

Fig. 3. Use of a PEC box in (a) the main PML wall in a 
typical solution space and (b) with the floating PML, 
modeled as a rectangular coaxial cable [11]. 
 

There are some advantages and disadvantages of 
the Floating PML as a terminating technique. One 
disadvantage is that the PEC box will affect the 
simulation, however, this box is not more intrusive than 
an SMA connector used during real measurements. The 
PEC box has the advantage that there are very low 
radiation losses at the port compared to resistive loads. 
An additional advantage is that the PEC box is well 
suited to waveguide applications. The Floating PML is 
extremely wideband simply by the nature of the 
structure itself because the port is modeled as an 
infinitely long transmission line. One problem that was 

encountered during simulation was that the Floating 
PML did not perform as well for microstrip 
terminations as for stripline terminations as is discussed 
in the following sections in this paper. Finally, the 
Floating PML is very easy to implement using the 
optimized CPML formulation discussed in the 
Appendix, however, requires more computational 
resources than a resistive source. 
 

III. BENCHMARK PERFORMANCE OF THE 
FLOATING PML 

 
In this section we measure the return loss 

performance of the Floating PML over a large 
frequency range from 0 to 20 GHz. A good return loss 
indicates that the port absorbs most of the incoming 
waves, thus not interfering with reflected waves from 
the simulated structure. 
 
A. Stripline Applications 

In this example, we examine a stripline structure 
that terminates in the PML wall on one side, and in the 
Floating PML on the other side as shown in Fig. 4. In 
this test, we attempt to attain the lowest possible return 
loss for a Gaussian incident pulse on the Floating PML. 

 

 
 
Fig. 4. Structure for the benchmark test for the stripline 
transmission line incident on the floating PML. 
 
 

For the test as shown in Figs. 4 and 5, we have run 
various widths for the PEC box. It was found that a 
larger width of box provided fewer reflections. 

In Fig. 6 we show that the return loss for the 
stripline incident on the Floating PML has a very 
wideband performance with a return loss of better than 
50 dB from 0 GHz to 20 GHz. The number of cells 
represents the distance from the PEC box to the trace. 
 

PMLPEC Box 

Transmission 
line 

Floating PML with PEC Box 

PML PEC Box 

Device 
under 
test 

Excitation 

PEC Box 

PML 

Stripline 
Transmission 
Line 

PEC Box

Monitoring 
Point 

Excitation 

Floating 
PML 

112WONG, SEBAK: FLOATING PML APPLIED TO FDTD APPLICATIONS



-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 200 400 600 800

Time (Steps)

A
m

pl
itu

de

5 cell 10 cell 15 cell
 

 
Fig. 5.  Time-domain simulation for various widths of 
the PEC box. The number of cells represents distance 
on either side of the transmission line between the line 
and the PEC wall. Each cell is 0.2 mm large. 
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Fig. 6.  Return loss for the stripline incident on the 
floating PML for differently sized PEC boxes. 
 
B. Microstrip Applications 

In this section we examine a microstrip 
transmission line terminating in a Floating PML as 
shown in Fig. 7. The transmission line is 1.88 mm wide 
and lies on a 0.813 mm thick Rogers 5880 substrate, 
with a dielectric constant of 3.38. The Floating PML 
consists of the PML material surrounded by a PEC box. 
The bottom half of the box is filled with the Rogers 
5880 substrate, while the top half of the box is filled 
with air. 

In this method, the PEC box is made large enough 
to reduce the interaction of the fields traveling along the 
microstrip line with the PEC box. The size of the cells 
is 0.31374 mm wide in the x and y directions, and 
0.20325 mm tall in the z direction. 

 
 
Fig. 7. Structure for the benchmark test of a microstrip 
transmission line incident on a floating PML. The top 
half of the floating PML box is filled with air. The 
bottom half is filled with the same dielectric as the 
substrate. The whole floating PML box is filled with 
PML material. 
 

In Fig. 8. we have simulated various sizes for the 
PEC box. It was found that a larger box provided a 
fewer reflections. The number of cells represents the 
distance from the trace in both the x and z directions. 

In Fig. 9. we show that for a larger PEC box, the 
return loss is improved. This correlates with the fewer 
reflections seen in Fig. 8. The performance for the 
microstrip case is not as good as for the stripline case 
because of the difference in dielectric constant 
throughout the Floating PML. 
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Fig. 8. Time domain comparison of Floating PML. The 
incident wave is clearly visible while the reflected wave 
is barely visible around 600th time step. The number of 
cells from the trace to the PEC box in the x and z 
directions are shown in the legend. 
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Fig. 9.  Return loss for the microstrip incident on the 
Floating PML for differently sized PEC boxes. 
 

IV. APPLICATIONS 
 

In this section we examine two practical 
applications of the Floating PML: the microstrip-fed 
slot antenna, and the dual band dual slot stripline 
antenna. 
 
A. Microstrip-Fed Slot Antenna 

The microstrip slot antenna to be studied is shown 
in Fig. 10. This problem is particularly problematic for 
termination of the microstrip line because the 
impedance match is very narrow, leading to a large 
reflected pulse with long duration and interaction with 
the PML. In this example a Floating PML was used to 
obtain results that were similar to the published results 
for the antenna pattern [12]. In the published results, the 
microstrip line is terminated in a lumped element 
instead of a Floating PML. 

As we can see from the results in Fig. 11, the return 
loss using the Floating PML matched simulated results 
using the Lumped Load method [13], as well as 
measured results [13]. 

In Fig. 12, we show that the antenna pattern 
matched the measured pattern and the pattern simulated 
using the LE-FDTD method. 

 

 
 
Fig. 10. The microstrip-fed slot antenna. 
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Fig. 11. Return loss comparison between the Lumped 
load method as in [13], the Floating PML, and 
measured [13] results. 
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Fig. 12. Measured [12], LE-FDTD simulated [12], and 
Floating PML simulated antenna patterns at 13 GHz for 
simple slot antenna along Phi = 0 (X-Z Plane) and Phi = 
90 (Y-Z Plane). 
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B. Dual Band Dual Slot Stripline Antenna 
In this example we examine a stripline application 

[14] for the Floating PML as shown in Fig. 13. The 
stripline is used to feed dual slots which act as a single 
antenna with dual bands. The stripline is excited on 
both sides of the trace, as shown in Fig. 14. The 
dimensions are given in Table 1. The pulse travels in 
both directions, where on one side the pulse is absorbed 
by the Floating PML and the pulse continues to travel 
towards the dual slots.  

 

 
 
Fig. 13. The dual band dual slot stripline antenna [14]. 
(for dimensions see Table 1). 
 
 Table 1. Dual slot stripline antenna dimensions. 
 

Dimension Size 
(cells) 

Physical 
Size 

(mm) 

Description 

TLW 8 2.6 Width of transmission line 
STL 17 4.25 Stub length 
SW 56 14 Width of slot 
SL 120 39 Length of slot 
h 5 1.575 Height of each substrate 

DL 16 5.2 Length of tuning stub 
DW 4 1.0 Width of tuning stub 

 

 
 
Fig. 14. Excitation of stripline structure. 
 

In Fig. 15, we can see that the return loss of the 
Floating PML matches the return loss calculated using 
Ansoft Designer and measured results. 
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Fig. 15. Simulated return loss of dual band dual slot 
stripline antenna [14]. 
 

In Figs. 16 and 17, we show both the antenna co- 
and cross-polarization patterns at 2.45 GHz and 5.2 
GHz, respectively. The results based on the Floating 
PML match those of the measured antenna. At both 
frequencies, it is noticed that E-plane cross-polarization 
is less than -40 dB. 
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Fig. 16a. Antenna patterns at 2.45GHz: φ = 0° H-Plane. 
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Fig. 17a. Antenna patterns at 5.8 GHz: φ = 0° H-Plane. 
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Fig. 17b. Antenna patterns at 5.8 GHz: φ = 90° E-Plane.  
 

V. CONCLUSION 
 

In this paper, the Floating PML, a new application 
for the CPML is introduced and discussed. Two 
benchmark cases to measure the return loss 
performance of the proposed Floating PML are 
considered for stripline and microstrip structures. 
Numerical results for microstrip-fed slot and for a dual 
band dual slot stripline antenna supporting the 
optimized CPML formulation and the Floating PML are 
then presented.  In the Appendix we discuss the 
implementation of an optimized version of the CPML, 
where the κ tensor parameters (PML coefficients) have 
been removed from the main FDTD equations. It is 
successfully shown that it is possible to implement the 
Floating PML within the solution space as a port, as 
long as it is surrounded by a PEC box, meaning it is 
closed on five of the six sides of the box. 
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APPENDIX A:  AN OPTIMIZED CPML 

FORMULATION: ISOLATION OF CPML 
COEFFICIENTS 

 
The CPML formulation is very efficient in its 

implementation due to the fact that the recursively 
calculated CPML components (see equation (2)) need 
only be calculated and added to the individual vector 
components within the PML [3]. Conversely, the 
Uniaxial Perfectly Matched Layer (UPML) requires the 
computation of the PML components throughout the 
entire solution space, requiring a much larger amount of 
computation time [3]. 

The complex frequency shifted (CFS) tensor 
allows the CPML to absorb waves of low frequency or 
long duration, since the denominator does not approach 
zero at DC [3]. It is given as, 
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The “ a ” term in the denominator is added to 

prevent the denominator from approaching zero when 
the radian frequency “ω” approaches zero and has no 
physical significance. “ε” and “σ” are properties of the 
material. “κ” has a value of 1.0 throughout the solution 
space, however, these κ coefficients can be greater than 
1.0 in the CPML region to effectively scale the mesh so 
that at incoming wave is more effectively attenuated 
[3]. The subscripts w and v represent vectors 
perpendicular to the wave propagation. 

The recursively calculated CPML component using 
the CFS tensor in equation (1) is given as [10], 
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As discussed above, the κ tensor parameters as 

given in equation (1) and implemented in the CPML in 
equation (2) have a value of 1.0 throughout the main 
solution space, however, still appear within the standard 
CPML formulation as shown in equation (3) [10]. If left 
in this format, the software needs to either store values 
of κ = 1.0 throughout the solution space, or check to see 
if the computation lies within the PML to compute a set 
of FDTD equations without the κ component. 

In this section we present a solution to this 
problem. It is possible to remove the κ component from 
the CPML FDTD in equation (3), to reduce storage 
requirements or simplify the programming, depending 
on the implementation. The equations within the FDTD 
computation region then reduce to the standard Yee 
equations. This yields optimal simplicity / accuracy 
within the computational region and increases running 
speed / reduces storage at the same time. 

Consider the standard E field updates equation in 
the CPML region, 
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Without loss of generality, this may be written as 
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Notice that the two identical difference terms in 
equation (4) have been added and subtracted. 

Consider now, grouping the second two 
components and factoring out the difference term, 
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If the κ components are 1.0 within the main 
solution space, the new terms disappear, yielding the 
standard Yee update equations. The new terms, then, 
can be added within the PML only. The finite 
difference update equation for the Ex component is 
then, 
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This difference equation may now be calculated 

within the entire solution space, including the PML, in 
one loop. Within the PML, the ψ components are then 
added after computation of equation (4), along with the 
new difference terms, as follows, 
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This completes the modified formulation of the 

CPML. We can now assign a PEC wall around the 
entire solution space, then implement equation (6) 
everywhere, including the PML region. We then add 
the PML material in the regions required as described 
by equation (7). 

Note that for this implementation, 2 additional 
add/subtracts and 1 additional multiplication must take 
place in equations (6) and (7) as compared to equation 
(3). One additional “if then” is saved per field or cell, 
depending on the implementation. 
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Abstract − This paper presents an effective permittivity 
scheme to treat the dispersive media interfaces in ADI-
FDTD method so as to avoid significant error due to 
improper assignment of media permittivity. In order to 
reduce the extra memory storage and computation 
operation required, a reduced-order modeling method is 
introduced to our scheme, which can simplify the 
programming work as well and therefore has a significant 
practical meaning. One numerical experiment will be 
performed to illustrate the procedure and effect of this 
effective permittivity scheme. The stability analysis of 
the updating equations will also be discussed. 
 
Keywords: ADI-FDTD, biological tissues, dispersive 
media, and material interfaces. 
 

I. INTRODUCTION 
 

For accurate modeling of material interfaces in the 
conventional finite difference time domain (FDTD) 
method [1], the effective permittivity scheme has been 
proposed for the interfaces of non dispersive media [2, 3] 
and dispersive media [4]. In this paper, the effective 
permittivity scheme is presented for the alternating-
directional-implicit (ADI) FDTD method [5] at the 
interface of dispersive media. During recent years a lot of 
research works related to the ADI-FDTD method have 
been carried out due to its unconditional stability, which 
means the time step size of this method would not be 
constraint by the mesh size any more. For example, the 
three-dimensional ADI-FDTD method as well as its 
stability analysis was proposed in [6]. The higher order 
[7] and parameter-optimized ADI-FDTD methods [8, 9] 
have also been developed. The discussion here is based 
on the ADI method for dispersive media in [10], where 
the treatment for the interface of dispersive media has not 
been mentioned. This scheme is also applicable to the 
cases of non dispersive-non dispersive and dispersive-non 
dispersive media interfaces. To the best of our 
knowledge, the treatment of media interfaces in ADI-
FDTD method has not been discussed in the literature. 

In the next section, the formulas for the effective 
permittivity scheme are provided. Section III performs 

one numerical experiment to illustrate the procedure and 
effect of our proposed scheme. This experiment is about 
the wave propagation in different biological tissues and 
the reflection coefficient at the interface of muscle and 
bone is evaluated, which are both Debye dispersive 
media. To reduce the extra memory storage and 
computation operation required, a reduced-order 
modeling method for discrete system will be applied to 
deal with the effective permittivity at the interface of two 
neighboring dispersive media, which can also simplify 
the programming work and therefore has a significant 
practical advantage. It can be seen that this scheme can 
avoid the significant error due to improper assignment of 
media permittivity. Thus it is meaningful to investigate 
the treatment of media interface in ADI-FDTD method 
since it will be useful for many practical problems, such 
as the one about bio-electromagnetics discussed here.  
The stability analysis of the updating equations of this 
scheme is discussed in Section IV, which provides the 
approach to investigate the stability based on the reduced-
order model of the permittivity obtained. 
 

II. FORMULATION 
 

Following [10], we consider the case of two-
dimensional (2-D) TE wave propagation in dispersive 
media. The permittivity ε (ω) is related to the frequency 
ω and the permeability µ. is assumed to be constant. 
Therefore we will focus the discussion on solving 
Maxwell’s equation from Ampere’s law, whose integral 
form is represented as, 

 

S C
D dS H dl

t
∂

⋅ = ⋅
∂ ∫∫ ∫ . (1)

 
The electric flux density D can be related to the 

electric field intensity E in s domain by, 
 

( ) ( ) ( )D s s E sε= . (2)
 

According to the second order temporal 
approximation of equation (1), it can be obtained that, 

1054-4887 © 2008 ACES

120ACES JOURNAL, VOL. 23, NO. 2, JUNE 2008



( )

1

1
2 .

2

n n

S S

n n

C C

D dS D dS

t
H dl H dl

O t

+

+

⋅ − ⋅

∆
⋅ + ⋅

= + ∆

∫∫ ∫∫

∫ ∫
 (3)

 
Here ∆t is the time step size and n is the temporal 

index. The D and E in discrete time domain can be 
related in z domain by, 
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Equation (4) can be derived from equation (2) by 
substituting, 
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Henceforth, all the poles, zeros and orders of the 

representation for the media permittivity in z domain are 
in relation to the term z-1/2, because each field component 
is marching one half time step for each update sub-
procedure. 

Considering the field components arrangement in 
Fig. 1 and splitting equation (3) into two sub-procedures 
in discrete spatial domain, we can obtain the equations in 
equation (6) for the treatment of the interface of two 
different dispersive media in ADI-FDTD method. 

 

 
 
Fig. 1. TE wave field components arrangement at the 
interface. 
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where ∆x is the mesh size in x direction, d∆x (–0.5 ≤ d ≤ 

0.5) is the displacement of the media interface relative to 
the nearest parallel FDTD mesh edge, and the subscripts 
1 and 2 denote the field components in media 1 and 2, 
respectively. Dy12 can be related to the electric field 
component Ey12 at the mesh edge by the effective 
permittivity scheme as, 
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In practice, the mesh edge is usually set to overlap 

with the interface of different media. So here we mainly 
consider this case, where d = 0 and we obtain, 
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Based on equations (6) and (8), the update equations 

for the interface of dispersive media can be derived as in 
[10]. The symbols ε1(z) and ε2(z) are the permittivity of 
these two neighboring media in z domain. The ε12(z) is 
the effective permittivity at the material interface and is 
related to the sum of ε1(z) and ε2(z). One can find that the 
number of the poles of ε12(z) is increased when the poles 
of ε1(z) and ε2(z) are different, which is in accordance 
with the statement in [4]. Since the order of the numerator 
and denominator of the representation for the effective 
permittivity will grow with the increase of the number of 
poles, extra memory storage and computation operation 
will be required. In order to reduce the extra memory 
storage and computation operation, here we introduce a 
reduced-order modeling method of discrete system [11] 
to deal with the effective permittivity. Through this 
method, the order of both the numerator and denominator 
of the effective permittivity in z domain can be reduced. 
We can select the order of the reduced-order model to be 
no higher than the maximum order of either neighboring 
media. The whole procedure of the simulation can be 
summarized as: 

1) Determine the conditions of the simulation, such as 
mesh size, time step, boundary condition, and 
properties of media. 

2) Derive the representation of each medium 
permittivity in z domain. 

3) Derive the relation between D and E in the z 
domain at the interface of different media. 

4) Apply the reduced-order modeling method to 
achieve the reduced-order model of the effective 
permittivity at the interface if there are different 
poles of the permittivity for the neighboring media. 

5) Obtain the update equations in a similar way as in 
[10] and run simulation. 
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When one or both of neighboring media are replaced 
by non dispersive media permittivity, equation (8) will 
represent the effective scheme for interfaces of 
dispersive-non dispersive and non dispersive-non 
dispersive media, respectively, where the permittivity of 
the non dispersive media is a constant and in a simpler 
form compared with that of dispersive media. In the next 
section, numerical experiment will be performed to 
illustrate the procedure and effect of our scheme for the 
case of dispersive-dispersive media interface. 
 

III. NUMERICAL EXPERIMENT 
 

To show the procedure and benefit of this effective 
permittivity scheme for ADI-FDTD method at the 
interface of dispersive media, let us assume a Gaussian 
pulse propagating normally through the interface of the 
muscle (assumed to be medium 1) and bone (assumed to 
be medium 2), and study the reflection coefficient at this 
interface, which is parallel to y axis. The continuous 
function of the pulse is 

( )( )2( ) 100exp ( 320 ) 64= − − ∆ ∆g t t t t , where ∆t = 10ps 

is the simulation time step. The uniform mesh size is set 
to be 0.5 mm and the thickness of both tissues is assumed 
to be 1 cm. The structure to be analyzed is truncated by 
10-cell PML. 

To start the illustration for the procedure of the 
effective permittivity scheme, the parameters of the 
Debye equation for the muscle and bone are obtained 
from [12] and [13], respectively. The Debye equation of 
relative permittivity can be presented in s domain as, 

 

( )
1 1

1 2
r

1 2

A As
s s∞ε ε
τ τ

= + +
+ +

. (9)

 
For the relative permittivity εmsl(s) of muscle, ε∞=19, 

A1=10000, τ1=1.13×10-7s, A2=42, and τ2=1.19×10-11s. For 
the relative permittivity εbon(s) of bone, ε∞=3.4, A1=309.4, 
τ1=4.625×10-8s, A2=3.71, and τ2=9.07×10-11s. Their 
representations in z domain, ε1(z) and ε2(z), can be 
derived by the bi-linear transform in equation (5), 
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1/ 2
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1
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1/ 2 1
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− −
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1
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z s

z z
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ε ε −

−
−

=
∆ +

− −

− −

=

+
=

+

 (11)

 
 

Here all the numbers are kept to six digits after the 
decimal part in order to distinguish them. It should be 
noted that in this section we only talk about the process of 
the relative permittivity for simplicity, and the final 
permittivity in the updating equation should be the 
relative permittivity obtained times the vacuum 
permittivity ε0.  

According to equation (9), the effective permittivity 
at the material interface can be achieved. One can find 
that the poles of the muscle permittivity in z domain are 
0.999955 and 0.652778, and those of the bone 
permittivity are 0.999892 and 0.946352. Therefore the 
effective permittivity will possess four different poles and 
zeros, rather than two poles and zeros like the 
permittivity of each neighboring medium. So the field 
components D and E at two extra time steps need to be 
saved and processed. When the reduced-order modeling 
method is applied to reduce the order of the effective 
permittivity, a discrete model for the effective 
permittivity at the interface can be deduced, which 
possesses the same number of poles and zeros as these 
two media. Therefore the memory and computation 
operation for the extra field components of two time steps 
are not needed any more. Here if we assume that the 
number of the nodes on the interface is Nd and the 
memory occupied by each field component value is Nm 
bytes, the scheme adopting reduced-order modeling at 
least can save 4NdNm bytes memory and the computation 
operation on the extra field components is also 
eliminated. In addition, this reduced-order modeling 
process simplifies the programming work, which has a 
significant practical advantage.  

If z1/2 in equations (10) and (11) is replaced by 
z1/2=exp(jω∆t/2)=exp(jθ), where ω is the frequency we 
are interested in and ∆t is the time step size of the FDTD 
scheme, the system response before the reduced-order 
modeling can be obtained from equation (8). Since the 
reduce-order model of the permittivity at the interface is 
supposed to possess two poles and zeros as the two 
neighboring media, let us substitute z1/2=exp(jθ) into the 
reduced-order model of equation (12), 

 
1/ 2 1 1/ 2

1/ 2 1 1/ 2( ) 0 1 2 0 1 2
12

1 2 1 2

p p z p z p z p z pz
q z q z z q z q

ε
− −

− −

+ + + +
= =

+ + + +0 0q q
(12)

 
where p0, p1, p2, q0, q1, and q2 are the parameters to be 
achieved in this reduced-order model. Based on the 
model in equation (12) and the system response from 
equation (8) mentioned above, an equation similar to the 
equation (8) in [11] can be achieved and the reduced-
order modeling can be carried out accordingly [11]. The 
result of the reduced-order model of the effective 
permittivity in z domain reads, 
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1/ 2 1

1/ 2 1

24.397910-44.359457 19.991045( )
1-1.877082 0.87708812

z zz
z z

ε
− −

− −

+
=

+
. (13)

 
With all these permittivity representations in z 

domain, the relation between D and E in z domain 
everywhere in the computational domain can be derived, 
and then the update equations can be obtained in a similar 
way as in [10]. 

The magnitude and phase angle (in degree) of the 
reflection coefficients at various frequencies are 
evaluated by three different schemes, which include the 
effective permittivity scheme, and the permittivity at the 
boundary simply assigned to either one of the two media. 
The numerical results are compared with the exact values 
in Figs. 2 and 3.  

 

 
 
Fig. 2. Comparison of the magnitudes of reflection 
coefficients. 
 

 
Fig. 3. Comparison of the phase angles of reflection 
coefficients. 
 

From these two figures, one can find that the results 
of the effective permittivity scheme agree with the exact 
values very well, however, the results of the other two 
cases obviously disagree with the exact value. In order to 
highlight the difference between the numerical results and 
exact value, ErrordB in equation (14) defines the error of 
the numerical results in decibel for each sampling point, 

( ) ( )
( ) 20 log

( )
m 0 m

m
0 m

F f F f
ErrordB f

F f
⎛ ⎞−

= ⎜ ⎟⎜ ⎟
⎝ ⎠

. (14)

 
F(fm) is the numerical result at the m-th frequency 

sampling point fm while F0(fm) is the corresponding exact 
value. 

  

 
 
Fig. 4. Comparison of Error (dB) of various schemes. 
 

Figure 4 plots ErrordB of the three schemes 
mentioned above and it can be found that this effective 
permittivity scheme in ADI-FDTD successfully avoids 
the significant error due to improper assignment of media 
permittivity. 
 

IV. STABILITY ANALYSIS 
 

In order to analyze the stability of the updating 
equations for the ADI-FDTD method at the interface of 
dispersive media discussed in the previous section by the 
von Neumann method [14], the trial solutions of the field 
components in the form of equation (15) are substituted 
into the updating equations, 

 
( )

,
x yn j k I x k J yn

I J
V V e− ∆ + ∆=  (15)

 
where V represents various field components, I and J are 
the spatial indexes. Then the updating equations can be 
written in a matrix form as, 
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where Dξ =εrEξ and ξ can be x or y. 

According to the von Neumann method, the 
magnitudes of all the eigenvalues of the updating matrix 
M in equation (17) need to be no greater than 1 to make 
sure the updating equations to be stable, as shown 

( ) ( )1

2L 2R 1L 1R

n n n
u u u

+
= = -1 -1M M M M M . (17)

 
However, for the case of dispersive media, it is 

difficult to achieve the analytical solutions of the 
eigenvalues as in [6]. Therefore the combination of von 
Neumann method and Routh-Hurwitz criterion [15] is 
adopted here to investigate the stability. The reduced-
order model of the dispersive media permittivity in 
equation (13) needs to be substituted into equation (17) to 
analyze the stability. If the bilinear transformation in 
equation (3) of [15] is applied to the eigenpolynomial of 
M and then the steps in [15] are followed to build the 
Routh table, it can be found that all the entries of the first 
column of the Routh table are non-negative quantities 
regardless of the time step size, which means the 
updating equation is still unconditionally stable for this 
case. One can analyze the stability of the updating 
equations by this approach. 

The detailed procedures and the result of the Routh 
table will not be presented here due to the limit of paper 
length since they are very lengthy. But it is not difficult to 
work it out with the help of some mathematical software 
such as Matlab. 
 

V. CONCLUSION 
 

This paper has presented an effective permittivity 
scheme to treat the dispersive media interfaces in ADI-
FDTD method. The approach to analyze its stability has 
been discussed as well. This scheme is also applicable to 
the cases of the dispersive and non dispersive media 
interfaces. To reduce the extra memory storage and 
computation operation generally required, a reduced-
order modeling method for discrete system is applied to 
deal with the effective permittivity at the interface of two 
neighboring dispersive media, which can also simplify 
the programming work and therefore has a significant 
practical advantage. The numerical experiment, which is 
about wave propagation in different biological tissues for 
the demonstration of the case of dispersive-dispersive 
media interfaces, has been performed to illustrate the 
procedure and effect of our scheme. One can find that this 
scheme works well for avoiding the significant error due 
to improper assignment of media permittivity, as well as 
reducing the extra memory storage and computation 
operation required. Meanwhile the programming work is 
simplified. So the investigation on the treatment of media 
interfaces in ADI-FDTD method is meaningful since it 
will be useful for many practical problems.  
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Abstract − In this paper, a newly developed discrete 
multilayer propagation model using scattering theory is 
studied using rectangular lossy multilayer dielectric 
plates which model the walls, the streets, and avenues in 
urban areas. The model is presented to study radio wave 
propagation in street environments and to compare it with 
previous theoretical and experimental studies. Good 
agreements are found. Using the developed model, it is 
possible to calculate the contributions of direct and 
scattered wave separately. The simulations reveal that the 
developed model can be applicable for a broad band of 
frequencies. This model can be used effectively for 
prediction of loss characteristics in a situation when two 
antennas are located below the rooftops in conditions of 
direct visibility. 
 
Keywords: Discrete model, path loss, urban areas, 
scattering, and multilayer propagation model. 
 

I. INTRODUCTION 
 
There are many propagation models of 

Electromagnetic (EM) waves propagating in various 
kinds of building structures with differing shapes. The 
field of modeling has been extensively studied over the 
last decade. The models are important for designers of 
urban wireless communication links, namely for a precise 
prediction of link budget and radio coverage of areas of 
services. For each kind of planar building structures, 
different mathematical models have been proposed and 
good approximations have been done by successful 
studies. The evaluation of  “Multislit Street Waveguide 
Model” [1-2] is introduced to describe the propagation 
characteristics along straight rectangular streets in cases 
where all antennas, the receiver, and the transmitter are 
placed in direct visibility (Line Of Sight conditions) at 
lower than rooftop level. In the same study [1], the 
conditions of regular terrain are considered further in the 
obstructive conditions (No Line Of Sight) for antennas, 
and they are described in the case of urban environments 
with a rectangular crossing street plan for different 
positions of both antennas relative to the rooftops. 
Furthermore, “Crossing Waveguides Model” [1-2] and 

the “Two Dimensional Multi diffraction Model” [3] are 
presented to describe the propagation characteristics and 
the coverage effects. The frequency characteristics and 
propagation attenuation constant in straight open-groove 
structures are presented in [4]. Ray tracing technique is 
explained in [3-5]. Ray Theory and Uniform Theory of 
Diffraction (UTD) are used to predict wave strength. In 
[6], modeling and measurements of EM-wave 
propagation in the Berlin Subway is presented.  

As it has been mentioned in [1], the path loss in a 
residential environment depends on the dielectric 
properties of structures. All of the studies in literature 
assume that the walls are planar. However, this is not the 
case in the real world.  

The developed propagation model based on the 
scattering formulation for the streets, ground, and walls in 
urban areas, has been introduced consisting of rectangular 
lossy multilayer dielectric plates for EM-waves. The 
novelty in this paper is the usage of “Discretized 
approach for scattering field” from irregular or arbitrary 
dielectric surfaces, where no exact solution is available.  

In section II, the discretized approach for scattering 
field is illustrated. In sections III and IV, verification of 
the method is acquired using the results from literature 
for the radar cross section (RCS) of tunnel. Development 
of model for urban areas and simulations are done in 
section V and VI. In conclusions, we present the 
advantages of the model compared to  the earlier model  
of propagation. 

 

iθ
sθ

iφ
sφ

 
Fig. 1. Scattering from a dielectric sheet. 

1054-4887 © 2008 ACES

126ACES JOURNAL, VOL. 23, NO. 2, JUNE 2008



 

II. THE DISCRETIZED APPROACH FOR 
SCATTERING FIELD 

 
The developed model is based on the determination 

of scattering amplitudes and scattering fields, introduced 
in [7] using scattering theory. The suggested method, 
which relies on the discretization approach, is valid only 
when curved surface is big compared to thickness in one 
direction. Firstly, the surface or shape is divided into 
multilayer rectangular plates. The scattering amplitudes 
and fields caused by each individual plate are calculated. 
Afterwards the contribution of each plate in the arbitrary 
shape is summed in an integral form to determine the 
scattering amplitudes for the whole surface or shape. 

Consider an incident plane electromagnetic wave at 
an arbitrary dielectric surface representing multilayer 
plate seen in Fig. 1. The plane wave is assumed to have 
polarization (p) and to be propagating in the i direction, 

  
 ri

i prE ⋅= 0

0)( jkeE  (1) 
 

where E0 is the magnitude of the incident wave, r is the 
general position vector, 000 εµω=k  is the free space 
wave number and the direction of incident wave is 
 
 ( ) zyx iiii ˆcosˆsinˆcossin θφφθ ++=− i . (2) 

 
In equation (2), the spherical angles of the incident 

wave (θi and φi) are measured with respect to polar axes z 
and x, respectively. Incident waves with both horizontal   
(p = hi) and vertical (p = vi) polarizations are taken into 
consideration. The horizontal polarization is 

|z|)z( ˆ/ˆ ××= iihi . The vertical polarization is taken 
perpendicular to both i and hi, thus ihv ii ×= . 

The formal solution for the scattered fields 
( 0E o i f o i( , ) ( , ) jk R

s Re=  where R is the distance 
between scatterer and observation point) from the surface 
can be obtained in terms of the fields inside the scatterer 
using a standard procedure [8]. The integral form of 
scattering amplitude is ( qfp ⋅⋅=pqf ,  },{ ii vhp∈ , 

},{ oo vhq∈ ), 
 

 
0o r'

int

o i o i o i o i

f o i r' I o E r' dr'

h h v h h v v v

− ⋅
∫= − − ⋅ ⋅

= + + +

( , ) ( ) ( ) ( )
2

jk0
rVol

hh vh hv vv

k
(ε 1) e

4π
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  (3) 

 
where and, , ,hh vh hv vvf f f f   are the scattering 
amplitudes, I is a unit dyadic, o is a unit vector  towards 
an observation point, and Eint, which is not known in 
general, is the internal field inside the scatterer or object. 
The integration is carried out over the volume of the 

scatterer. In terms of the scattering angles θs and φs, o is 
written as 
 
 ( ) zθyφxφθ ssss ˆcosˆsinˆcossin ++=o .      (4) 

 
In order to solve equation (3), it is necessary to know 

the fields inside the scatterer which is the dielectric 
surface of street, wall or ground for this study. It is 
characterized by constitutive parameters: permittivity 
(ε0εr) and permeability (µ0) of the dielectric material. 
Next, we deal with the problem of finding the internal 
field of  the surface. 

The fields inside the rectangular plate sheet are the 
same as the ones that would exist in a multilayer 
dielectric slab of the same physical and geometrical 
properties. Thus the horizontal (Eh) and vertical (Ev) 
electric fields inside each layer can be expressed as, 

 
 { }vh,qqqE rγ

-
rγh ∈+= +

⋅⋅− ,mm eBeA mmm  (5) 
 

 { }vh,qqqE rγ
-

rγv ∈+= +
⋅⋅− ,mm eGeF mmm , (6) 

 
where γm is the propagation constant in the mth layer and 
Am, Bm, Fm, Gm are coefficients of  the plane wave for 
horizontal and vertical electric fields. An electromagnetic 
wave of any kind of polarization can be decomposed into 
its orthogonal linearly polarized components. The electric 
fields parallel to the interface are horizontally polarized 
and the fields perpendicular to the interface are vertically 
polarized. 

Using boundary conditions, the coefficients for the 
horizontal and vertical polarized wave having an incident 
angle of each layer θm and layer position dm upon a 
multilayer dielectric slab of n layers with a relative 
permittivity (εm), and the loss tangent (tan δm)  are, 
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After substituting equations (5) and (6) into equation 
(3), and evaluating the integral, scattering amplitudes for 
horizontal and vertical polarization are obtained as, 
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0 sin−= , Sm is the shape function, θs is the 

scattered angle, and n is the number of layers. The shape 
function for rectangular cross section is obtained as, 
 
 )sin( 000 mom θXkSincYXS =  (11) 

 
where X0, Y0 are the side lengths, and θm is the incident 
angle of each layer.  

After determining the scattering amplitudes of 
multilayer rectangular plate, the  scattering amplitude of 
an arbitrary dielectric surface  is obtained as:  
1. The arbitrary dielectric surface is divided into N small 

approximately rectangular strips, each of which has a 
center described by xc, yc, and zc. For each strip, the 
normal vector (nc) is determined         (c = 1,2,….N). 

2. The scattering amplitudes of each sheet                
f(c)(o,i) are determined by using the multilayer model. 

3. Each scattering amplitude is added coherently in order 
to obtain scattering amplitude of the total surface as, 

∑=
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)( 0 rζi)(o,fi)f(o,  where oiζ −=  with rc being 

the position vector to the center of the cth strip. 
 

 III. VERIFICATION OF THE METHOD USING A 
HOLLOW CYLINDRICAL SHELL 

 
In view of the above development, the bi-static RCS 

of surface can be obtained in terms of the scattering 
amplitude as follows [8-10] 

 
 2|)(|4 io,pqpq fπσ = . (12) 

 

Notice from equations (9) and (10) that fpq depends 
on the shape (S), and the dielectric properties of scatterer. 
Both functions depend on the orientation of the scatterer, 
but S generally varies much more rapidly than other 
functions in fpq. 

Using the developed method, the scattering 
amplitudes of circular hollow finite length discrete 
cylindrical shell with length l as seen in Fig. 2., are found 
as, 
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with )sincos( φζφζaζa zyyc ++=⋅ rζ , a is the inner 
radius of the cylinder, φ is the angle which is measured 
from x axis, and T is the thickness. Next converting the 
sum, equation (13) becomes,  
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Fig. 2. (a) 3D Discretized cylinder shell and (b) 
exaggerated cross section. 
 

The parameters, which appear in equations (14) and 
(15) are given in Appendix. Comparison of equations 
(14) and (15) with [10] shows very good agreement and 
summations in equations yield the Bessel function of the 
first kind as expected. This is the proof of discretization 
of the hollow finite length cylindrical shell. Equations 
(14) and (15) give the same RCS in [10] and in the limit 
of low frequencies as in [8]. 

We also verify our numerical result with the exact 
results of [11] by inverting their two dimensional results 
to three dimensional radar cross-sections (σ3D) using the 
following formula [12], 
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where λ is the wavelength and σ2D  is two dimensional 
RCS. In [11], the theoretical scattering solution for plane 
wave incident normally on a lossy dielectric multilayer 
circular cylinder of infinite length is outlined, and the two 
dimensional exact RCS are given as, 
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with 1=ne  for  0=n , 2=ne  for ,...2,1=n . 
Next as a part of the study, the bi-static RCS of 

cylindrical surface with εr = 29.1− j13.3, radius 5.27=a  
cm, thickness 2.0=T  mm, length 1=l  m, and 900=f  
MHz was computed by using equation (12). The results 
were compared with those obtained by using the exact 
solution (16) for verification [11]. Figures 3 and 4 clearly 
show that the solution obtained for cylinder by developed 
discretizing method approaches very closely to exact 
results for horizontal and vertical polarization. 
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Fig. 3. RCS for horizontal polarization at 900MHz. 
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Fig. 4. RCS for vertical polarization at 900 MHz. 

IV. SIMULATION RESULTS OF A TUNNEL 
 

In this part, as a further proof of the method, 
attenuation in a tunnel was simulated by a cylindrical 
shell as seen in Fig. 2. We have run our simulation 
program and compared with the measurements, which 
were done in Berlin Subway system [6]. In our 
simulation, the tunnel cross section was modeled by a 
different cross sectional shapes. Statistical packet like 
spline  routine provides necessary extra points for good 
accuracy. If the cross section is rectangular then all the 
strips in Fig. 2 taken between the points 8-2, 2-4, 4-6, and 
6-8 are located along the line. If the cross section is open-
grove then the normal vectors of strips along the points 2-
4 are taken as a zero. The length of the configuration does 
not have to be constant; it can be variable as well. The 
building material was given to be dry concrete with          
εr = 5− j0.1. 

Figures 5 and 6 show the simulation results of our 
model. Figure 5 depicts the tunnel cross section as 
modeled by a circle with elevated floor. Figure 6 depicts 
rectangular cross section of width 25.5=w m and height 

28.4=h m. The thickness of the wall is taken as 20 cm. 
Several different layers can be used in the simulation 
where necessary. 
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Fig. 5. The simulation results for f=1800MHz, εr =5− j0.1 
arched cross-section. 
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Fig. 6. The simulation results for f=1800MHz, εr =5− j0.1  
rectangular cross-section. 
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The comparison between the results of discrete 
model with literature shows that the results of the 
simulation are indeed very close to measured values. The 
general shapes of the curves (considering the mean curve 
in figures) are exactly the same. They are both 
monotonically decreasing curves. They share the same 
range of values for attenuation. 

Once again, depending on the ratio between the 
transverse dimensions of the tunnels and wavelength and 
on the distance from the transmitter, the attenuation 
values can be either greater or smaller than the 
attenuation in free-space. Curves in Figs. 5 and 6 clearly 
show this phenomenon.  

In evaluating the results, it should also be noticed 
that the real world measurements involve many incident 
rays at different angles of interference simultaneously. 
The possible constructive and destructive interference 
between different plane waves is ignored. This also 
contributes to the differences between the measurement 
and simulation curves. The simulations reveal that the 
correct modeling parameter of the tunnel’s cross-section 
influences the accuracy of the modeling results. 

 
V. DEVELOPMENT OF MODEL FOR THE URBAN 

AREAS 
 

In the real world, there are many objects, walls with 
windows and door, and gaps on the streets that contribute 
to the loss of electromagnetic wave at the receiver point. 
If we want to model buildings in the urban areas, we have 
to take into account these contributions to get reasonable 
results. Thus, actual discretization must be as seen in Fig. 
7. In order to verify the model, windows, openings etc. 
are not taken into consideration in the following 
simulations.  

Now, we will enhance our model to use it in urban 
areas, which have both side walls and slits (gaps between 
side walls). The walls and streets are modeled as a 
multilayer thin rectangular plate. 
 

                                               
Fig. 7. The discretized wall of building. 

 
As seen in Fig. 8, the total field density at the 

receiver is the sum of several rays, which are scattered 
from the inner side of walls (no windows) and smooth 
ground. But, our model can handle walls with windows 
and a door, and ground with holes or irregularities. Since 
the antennas’ height is lower than the rooftop level the 
diffraction from the roof edges has been omitted. 

Some of the parameters seen in the figure are hi 
transmitter height, hr receiver height, hb average building 
height, l length of slits, and L length of sidewalls. Waves 
1 and 3 can reach to the receiver antenna trough the wall 
and ground respectively. Wave 4 cannot reach to receiver 
and gets lost in the side streets. 
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Fig. 8. 3D illustration of urban areas. 

 
Only single scattering (first order) from the walls and 

ground is illustrated in the Fig. 8. However, we know that 
the second and third order scattering also contribute to the 
field density. Therefore, we have added these 
contributions to our calculation. After the third scattering, 
the loss of electric field increases so much that the 
contribution of this multiple scattered waves can be 
neglected. 

As seen from the Fig. 8 some of the waves cannot 
reach to the receiver antenna as wave 4 does. Therefore, 
we have to choose the waves that can reach the antenna in 
order to find the total field. Scattering from the walls is 
taken into account by introducing the special brokenness 
parameter χ  in terms of slit length of li and length of 
sidewalls Li as presented in [1] 

 

 )21( ...,i
lL

Lχ
ii

i =
+

= . (19) 

 
The magnitude of χ shows the density of the 

buildings and takes the value between 1 and 0 (0≤ χ ≥1). 
If χ is “0”, it means there is no side wall. The result must 
be equal to the loss of free space. If χ is “1”, there are no 
slits or any gaps . As a result the following can be 
written, 
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where AT  is the total attenuation at receiver antenna.  

In the developed software we moved the receiver 
antenna along the street and computed average total 
electric field for certain distances from the transmitter for 
both broken and unbroken models. Then, we calculated 
the path loss along the street for the LOS conditions as 
seen in Table 1. Finally, we developed the following field 
attenuation equation, 

 
 χ)(1)AT(ATATAT unbrkopenunbrk −×−+=  (21) 
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where ATunbrk represents attenuation at no gap, and ATopen 
represents free space attenuation. We have chosen the 
parameter χ according to the density of the buildings in 
the referenced surveys.  

Next, we will present the some simulation results, 
which was done using the parameters from the literature 
such as street width, brokenness parameter, dielectric 
properties of the buildings etc. 

 
VI.   SIMULATION OF WAVE PROPAGATION 

FOR THE URBAN AREAS 
 

We have run our software for the study of Open-
Groove Structures for verification as seen in Fig. 9. 
Following parameters have been used for the simulation: 
f = 2GHz, εr = 4.18, σ = 0.026 S/m as stated in [4]. These 
dimensions have also been divided into small sheets as 
depicted in Fig. 7, in order to find the scattering 
amplitudes of each strip and total electric fields. 

We obtained separate solutions for the vertical and 
horizontal field density in Fig. 10. Horizontal scale 
represents distance from the source in meter. We can see 
from the figures that the path loss is increasing with 
increasing distance. The path loss for horizontal 
polarization is more than the one for vertical polarization. 

The second simulation has been done for the 
experimental data presented in [13] for conditions of 
direct visibility along streets in Manhattan, New York. 
We used the same parameters of measurement as 
presented in [13] such as 50=bh m for average building 
heights, 900=f MHz for the operating frequency, 

30=a m for the street width, 15=rε , 7=σ  for 
dielectric properties of the sidewalls, and χ=0.8. The 
output of the simulation is illustrated in Fig. 11. 

The graph reveals that the output highly depends on 
the shape of the streets and the more the shape is 
uncertain, the more difficult it is to get an accurate result. 
As we add the slits to our model, the waves at receiver 
antenna decrease. This leads to lower signal power at 
receiver point. 

 

 
 

Fig. 9. 3D cross section of open-groove structure. 

 
Fig. 10. The simulation results of open groove structure 
for horizontal and vertical polarization. 
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Fig. 11. The simulation results for  New York City. 
 

The result of our simulation follows the experimental 
results staying 10 dB below them. This is due to the 
contribution of the scattered waves from the other objects 
in the street.  Also the dielectric properties of the 
buildings, vehicles and unexpected objects affect the total 
signal power at the receiver. 

The following is the simulation result for the small 
town of Kefar–Yona, Israel [2]. The values for the 
scattering parameters used in the simulation are 

10=bh m for average building heights, 900=f MHz for 
the operating frequency, a=50m for the street width, 

15=rε , 7=σ for dielectric constant and conductivity of 
the sidewalls. The wall thickness is taken as 20 cm. In 
order to describe the density of the buildings in the 
brokenness parameter has been defined in the 
experimental result in the survey. These parameters were 
used in our simulation. Then, using 20 cm thickness as a 
model of vegetation canopy is added to the wall. The 
effect of these layers is investigated. We have found good 
results for relative signal loss. The signal loss shows the 
field intensity attenuation, which is relative to the 
intensity in free space at the distance 100m from the 
source, as it is done in the study. We have calculated up 
to three scatterings from the walls and ground, which are 
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quite close to approximate result. Higher orders do not 
contribute to the result more than 1 per cent.  

The curves in Fig. 12, show our simulation results 
for urban area with and without vegetation canopy 
respectively. Our model gives results, which are close to 
experimental data [2] and can be used for predicting path 
loss distributions along the street. The effect of plant for 
signal loss causes 3-5 dB increase in simulation.  

We have also run our simulation program for 
different environmental conditions in the city scene. We 
have assumed New York streets flooded and used the 
electric properties of fresh water and calculated the power 
loss of EM waves. We have used the electrical properties 
of asphalt in the normal condition which is 

1.028.4 jεr +=  [14-15]. The electrical properties of the 
fresh water are assumed as 81=rε  and 01.0=σ  [9]. 
Figure 13 depicts the comparison of the two cases using 
our model. As seen in the figure the electrical properties 
of the ground surface affects the power loss in the city 
streets. It can be inferred from this figure that the power 
loss decreases when the ground gets wet. Finally, we 
have studied loss in New York City for different 
brokenness parameters. We have found the following 
LOS contributions for different brokenness parameters. 
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Fig. 12. The simulation result for urban area. 
 

 
Fig. 13. Power loss of asphalt and flooded surface. 

Table 1: LOS contributions of brokenness 
parameters. 

 

χ LOS contribution (in per cent) 
0 100 

0.4 63 
0.8 40 
1 32 

 
VII. CONCLUSIONS 

 
In this study, a new theoretical model based on the 

discretized properties of lossy dielectric arbitrary surfaces 
was developed using scattering theory. Firstly, the model 
is used to simulate RCS and the attenuation 
characteristics of EM waves. The simulation results were 
compared to the values in the literature and it was seen 
that the model agrees well with them. In our calculation 
we observed that in the total field, the effect of the first 
and second order-scattered waves are approximately 20-
25 and 10 per cent respectively. After the third order 
scattering, the contribution of higher orders decreases so 
that the effect of these waves can be neglected. Direct  
wave, which reaches (LOS condition) to the receiver 
antenna is 50-60 per cent. We enhanced the new 
theoretical model in order to study wave propagation in 
urban environments for mobile applications and 
compared with the previous studies to verify our model. 

In our developed model, the total field  density in the 
observed point is calculated by adding the line-of-sight 
and scattered wave contributions from the walls. 
Furthermore, higher order scattered waves can also be 
calculated.  

The developed discrete model has the following 
unique advantages over the earlier propagation models : 
1. It is possible to calculate the contributions of each 

direct (LOS) and scattered waves separately. It 
accounts for the scattering from the walls with/without 
openings and ground (dry or wet) with holes and 
irregularities, as well as gaps between the buildings. 

2. The developed model is applicable for a broad band of 
frequencies. 

3. If the shape of the urban areas is entered to the 
simulation program with sufficient detail, the output 
gets very close to the measurement results. Even when 
the shape is not entered very accurately; an 
approximate result can be obtained. 

4. This model can be used effectively for prediction of 
loss characteristics in a situation where two antennas 
are located below the roof tops in conditions of direct 
visibility at the ranges more than 150-200 m. 

5. The proposed physical propagation model will be 
useful for describing urban propagation channels and 
can be extended to more complicated configurations 
including additional factors affecting the radio wave 
propagation. 
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APPENDIX 
 

The parameters of (14) and (15) are given as: 
 

siis vvv θθ sinsin)( 21 ++= , iissv φθφθ coscoscoscos1 =

iissv φθφθ sincossincos2 = , sih φφ sinsin1 −=

issiv θθφφ coscos)sin(5.03 += , sih φφ coscos2 −= , 
 )cos()( 21 siis hhh φφ −−=+= , )sin(5.03 sih φφ += , 

)(2 1011 xJas π= , [ ])2cos()()( 121012 ψπ xJxJas −= , 
[ ])2cos()()( 121013 ψπ xJxJas +=

[ ])2sin()(2 1214 ψπ xJas −=  with 22
101 yxakx γγ +=   , 

)/(tan 1
xy γγψ −= . In the above equations )( 10 xJ  and 

)( 12 xJ  represent Bessel function of the first kind, zero and 
the second order, respectively. 
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Abstract − This paper presents a Parallelized Multilevel 
Fast Multipole (MLFMA) Moment Method (MoM) code 
for analyzing the scattering and radiation from 
electrically large complex bodies modeled by Non-
Uniform Rational B-Spline Surfaces (NURBS). The 
bodies are represented by NURBS surfaces which are 
discretized without remeshing the original geometry. The 
basis and testing functions are defined and conformed to 
the exact representation of the geometry. This code has 
been parallelized using Message Passing Interface (MPI) 
and it has been successfully applied to the study of large 
bodies including complex and periodic multilayer 
structures where the real size and shape are very 
important. 

 
I. INTRODUCTION 

 
In recent years, the application of the MoM 

technique to the analysis of scattering from large and 
arbitrary objects has been achieved [1]. The application 
of the multilevel fast multipole technique to the MoM 
significantly reduces the computer requirements of 
memory and CPU-time for analyzing electrically large 
objects. 

In this paper the MLFMA technique [1] is applied to 
the analysis of complex objects composed of a perfect or 
real conducting electric and/or dielectric material, 
modeled by NURBS surfaces [2]. Using these surfaces, 
any arbitrary object can be represented with very little 
amount of information without loss of accuracy. In the 
application presented, the MLFMA technique is applied 
to quadrangular patches defined over small pieces of 
NURBS surfaces. These quadrangles totally conform to 
the real shape of the bodies under analysis. With the 
proposed method, it is possible to analyze the scattering 
field of large and complex bodies, including multilayer 
conformed periodic structures, taking into account their 
real finite size and shape. Thus, the electromagnetic 
kernel works with the original Computer Aided Design 
(CAD) model obtained from the general designing 
process and no remeshing of the geometry is required. 
This means that no representation error is added. 

The code has been improved for analyzing bodies 
composed of conductors and dielectric slabs, both 
modeled using volumetric rooftops. Both conductors and 
dielectric slabs can be limited by curved surfaces. Also, 
when the dielectric slabs are electrically thin, the “thin 
dielectric sheets” (TDS) approximation ([1]) is 
considered for reducing the CPU time. 

 To analyze electrically very large objects, a parallel 
version of the code has been developed. A MPI [3] 
paradigm has been used because it can be applied in both 
distributed memory machines and in shared memory 
ones. The goal is to analyze large objects with processors 
with relatively small memory and with an affordable 
execution time. 
 

 II. MODEL DISCRETIZATION 
 

Traditionally the geometrical models are defined by 
planar facets. The geometrical models for MONURBS 
are defined by NURBS surfaces. NURBS surfaces are 
parametric surfaces used as a standard format for 
exchange in CAD that permits the representation of 
complex objects with very little data. Figure 1 shows a 
NURBS surface in the real space and its definition in the 
parametric space. 

The geometrical model is discretized using 
quadrangular patches fully conformed to the exact shape 
of the body. Every surface is divided into quadrangular 
patches, thus resulting in a lower number of subdomains 
in comparison with other discretization techniques. In [4] 
the discretization is made in the parametric space, but the 
problem is that an equally spaced step in the parametric 
space can result in a non-equally spaced step in the real 
space. Thus, this can produce a higher number of 
subdomains in NURBS degenerated points that can give 
ill-conditioned problems. The new approach produces the 
discretization in the real space, thus resulting in a 
quadrangular mesh nearly uniform in the shape and size 
of the patches. Figure 2 shows the difference between the 
division in the parametric space and the real space. A lot 
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of patches are observed near the pole for the division in 
the parametric space.  
 

 
 
Fig. 1. Example of NURBS surface. 

 

        
      (a)                         (b) 

 
Fig. 2. Discretization (a) parametric space and (b) real 
space. 
 

III. ELECTROMAGNETIC KERNEL 
 
The moment method is applied in the parametric 

space, so the surface current is defined as, 
 

 ),(),(),(),(),( vuevuJvuevuJvuJ vvuu +=  (1) 
 

where u and v are the parametric coordinates, and 
),( vueu
and ),( vuev

 vectors are the derivatives in the 
parametric space.  

Modified rooftops and razor-blade functions are used 
as basis and testing functions, respectively [3]. Both 
functions conform to the quadrangular meshes previously 
described that can be arbitrarily curved (see Figs. 3 and 
4). 
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Fig. 3. Basis functions conformed to a curved conducting 
surface. 

 

 
 
Fig. 4. Testing function conformed to a curve conducting 
surface. 
 

The electromagnetic kernel of MONURBS can use 
the Electric Field Integral Equation (EFIE), the Magnetic 
Field Integral Equation (MFIE), the Combined Field 
Integral Equation (CFIE) or the Hybrid Integral Equation. 
For instance, for the EFIE calculation, the coupling 
between two subdomains i and j is calculated in the 
parametric space, taking into account both the inductive 
and the capacitive terms. For the inductive term we have, 
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where )',( rrG  is the Green function and m, n are the 
subpatches that define the subdomain. For the capacitive 
term, 
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The calculation of the moment method matrix 

elements is one of the most computational expensive 
steps. The integrals shown in equations (3) and (4) are 
calculated using the Gauss quadrature method. All the 
surface integrals are evaluated in the rectangular 
parametric space of the corresponding subpatch (u, v 
parametric coordinates, shown in Fig. 3). This is not 
difficult because only a variable change in the integration 
is required. The computation of the impedance matrix 
terms is optimized by computing once and storing the 
value of the integrand functions at the Gaussian integral 
points. These values are used in many integrals. Also, all 
the parameters of the subpatches (normalized currents, 
points, derivatives, etc.) are computed once and stored in 
the geometrical preprocess to avoid further 
recomputations when the coupling between subdomains 
is being calculated. 

The Fast Multipole Method (FMM) has been 
implemented and applied to reduce the memory and 
CPU-time. The coupling between subdomains is 
calculated using the multipole approximation [1], 
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the aggregation, the translation and the disaggregation 
terms, respectively, of the FMM. The aggregation term is 
calculated using, 
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where m, n are the subpatches of the subdomain, k̂  is the 
wave vector and cr is the center of the FMM region 
where the subdomain lies. The disaggregation term is 
calculated using, 
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In addition, the MLFMA has been implemented as 

an extension of the FMM. The number of levels can be 
chosen by the user. The aggregation and disaggregation 
terms of the highest levels are obtained from the lowest 
level terms using interpolation-anterpolation with matrix-
vector product [1].  

Modified volumetric rooftops and razor-blade 
functions, [5], defined over curved domains are 
considered (Fig. 5) for the analysis of dielectric bodies. 
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vê

 
 
Fig. 5. Basis and testing functions totally conformed to 
volumetric dielectric bodies. 
 

A parallel version of the code has been developed to 
be used in both distributed and shared memory machines. 
This version is based on MPI. The geometry of the 
problem is immersed into a gridded MLFMA space (Fig. 
6). Each processor of the grid computes the coupling that 
affects the Moment Method unknowns of the cells 
associated to this processor (computed rigorously or by 
the multilevel fast multipole approximation). To achieve 
this goal, each processor needs data computed in others 
processors. This information is obtained by exchanging 
explicit messages through a network. All processors 

cooperate in the resolution of the system of equations 
when a problem is solved.  

 

  
 

Fig. 6. Problem distribution between processors in the 
MPI MLFMA application. 

 
IV. RESULTS 

 
Test cases have been tested with MONURBS in 

several areas of application such as Radar Cross Section, 
radiation patterns of antennas on board and analysis of 
multilayer periodic structures like frequency selective 
surfaces and reflect arrays. 

The first case we present here is the analysis of the 
FLAMME stealth aircraft (see Fig. 7). In this case, a very 
accurate representation of the actual shape of the aircraft 
is required. The Bistatic RCS has been obtained for a 
sweeping angle φ ranging from 206º to 360º and θ = 90º 
at a frequency of 3 GHz.  

 

 
 
Fig. 7. Geometrical model of FLAMME aircraft.  

 
Figures 8 and 9 compare the simulated and the 

measured values for polarizations VV and HH, 
respectively. A good agreement between the simulations 
and the measurements can be observed in both figures. 

The next example analyzed is the perfect electric 
conducting NASA almond case shown in Fig. 10. The 
case was proposed in reference [6]. The geometry is 
defined by the following parametric equations (all 
dimensions are in inches), 
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where d, the length of the almond, is 9.936 inches. The 
Monostatic RCS of the almond have been obtained at 7 
GHz for HH polarization, θ = 90º and a sweep angle φ 
ranging from 0º to 180º.  
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Fig. 8. Measured and computed Bistatic RCS values for 
FLAMME aircraft, HH polarization. 
 
 

To show the advantages of the proposed mesh based 
on NURBS over meshes based on triangular facets, the 
almond has been analyzed with MONURBS and FIESTA 
codes. FIESTA is a moment method code that uses a flat 
triangular mesh, RWG basis functions and a fast direct 
solution of the moment method linear system of 
equations, [6]. The almond has been analyzed considering 
6, 10, 20, and 40 subdomains per wavelength. The 
numerical results are also compared between with 
measurements. 

Table 1 shows the number of unknowns required by 
both numerical approaches for the different number of 
divisions considered for the geometrical mesh. 
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Fig. 9. Measured and computed Bistatic RCS values for 
FLAMME aircraft, HV polarization. 
       

 
 

Fig. 10. Geometrical model of the NASA almond.  
 
 

Table 1. Number of unknowns for the two 
kinds of meshes considered. 

 

 Unknowns 
Divisions NURBS RWG 

6 1700 3753 
10 4810 8862 
20 19730 30492 
40 80198 99915 

 
 

Comparing the results obtained with the NURBS 
based mesh and the flat faceted mesh, it can be noticed 
that 6 subdomains per wavelength are not enough to 
obtain good results. In this case there are several 
differences between the two numerical approaches and 
the measurements (Fig. 11). If the number of divisions is 
increased, the results obtained by the two methods 
converge to the same values. However, the number of 
unknowns required by both approaches is different; the 
mesh based on NURBS requires fewer unknowns than 
the triangular flat faceted mesh. Comparing with the 
measurements, both methods provide good results for ten 
or more subdomains per wavelength (Figs. 12, 13, and 
14). 
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Fig. 11. Comparison between the monostatic numerical 
RCS values obtained using 6 subdomains per wavelength 
and measurements. 
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Fig. 12. Comparison between the monostatic numerical 
RCS values obtained using 10 subdomains per 
wavelength and measurements. 
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Fig. 13. Comparison between the monostatic numerical 
RCS values obtained using 20 subdomains per 
wavelength and measurements. 
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Fig. 14. Comparison between the monostatic numerical 
RCS values obtained using 40 subdomains per 
wavelength and measurements. 
 

MONURBS can be also used for obtaining the 
radiation patterns of antennas on board complex 
structures. Here the case of an antenna placed on a mock-
up of the satellite Jason I is presented. The mock-up has a 
size of 2.220 m x 1.558 m x 1.507 m and it is shown in 
Fig. 15 with the antenna location highlighted. This case 
has been analyzed at 2.2 GHz and the results, shown in 
Fig. 16 for the cut φ = 67.5º, agree with measurements 
made by the CNES in an anechoic chamber. The number 
of unknowns is 152.867 and the simulation lasted for 4 h 
28 m on an AMD Opteron 2.4 GHz one processor 
machine. 
 

 
 
Fig. 15. Geometrical model of Jason-I. 
 
The analysis of multilayer periodic structures could be 
also conducted with MONURBS using the MLFMA. 
Several complex multilayer periodic structures have been 
analyzed and compared with measurements, showing 
good agreements. 
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Fig. 16. Comparison between measurements and 
simulations.  
 

 

The first complex multilayer periodic structure is the 
dual three layer reflect array, [7], shown in Fig. 17. The 
reflect array was designed to generate two pencil beams 
for TV SAT broadcasting pointing at Europe (11.45 GHz 
– 12.75 GHz H polarization) and USA (11.45 GHz – 11.7 
GHz V-Polarization). The electrical model, shown in Fig. 
18, has three layers of periodic structures, several 
dielectric layers and the ground plane. The reflect array is 
elliptical with axes at 1036 mm and 980 mm. The number 
of unknowns considered for the analysis at 12.1 GHz is 
1.508.275. 

 

 
Fig. 17. Three layer reflect array. 
 

 

 
Fig. 18. Electrical description of the reflect array. 

 
The results obtained for both polarizations at 12.1 

GHz are shown in Figs. 19 and 21, while the 
measurements are shown in Figs. 20 and 22. For the H 
polarization, the location of the pencil beam is right, and 
is so wide like in the measurements. The contour plots of 
the dBi are at the same level.  

For the V polarization, the location of the pencil 
beam is right and the shape is very similar to this one 
obtained in the measurements. This polarization is less 
sensitive to the dielectric effect. 
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Fig. 19. Contour plot of dBi for the H polarization. 
Simulation performed at 12.1 GHz.  
 

 
 

Fig. 20. Contour plot of dBi for the H polarization. 
Measurements.  

 
The results obtained with the code and the 

measurements performed at a frequency of 11.05 GHz for 
the V polarization are shown in Figs. 21 and 22. A good 
agreement between the simulations and the measurements 
can be observed. 
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Fig. 21. Contour plot of dBi for V polarization. 
Simulation performed at 11.05 GHz. 
 
 

The second periodic structure analyzed is the circular 
reflect array shown in Fig. 23. It has a radius of 130 mm, 
a dielectric layer thickness of 0.381 mm and εr = 2.2. The 
primary source is located at (0 mm, 0 mm, 65 mm) and 
the central design frequency is 94 GHz. This reflect array 
has been designed and measured by Laboratoire 
d’Electronique Antennes et Télecommunications, 
University of Nice, France. Fig. 24 shows the 
comparisons between the measurements and the 
simulations for the E plane. There is a good agreement 
between the measurements and the simulations in a range 
from 0º to 20º.  

 
 

 
 

Fig. 22. Contour plot of dBi for V polarization. 
Measurements. 
 

  
 

Fig. 23. Circular reflect array.  
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Fig. 24. Comparison between measurements and 
simulation for the reflectarray at 94 GHz. 
 
 

  V. CONCLUSIONS 
 

An application of the MLFMA has been presented to 
the analysis of scattering of complex bodies modeled by 
NURBS surfaces. These surfaces are a powerful tool to 
represent complex bodies with accuracy. New basis and 
testing functions defined over the NURBS 
surfaces/volumes of the model are considered, reducing 
the number of unknowns and obtaining good results 
compared with measurements as is demonstrated through 
several cases.  

A code named MONURBS based on the techniques 
presented here has been implemented. The code is a 
versatile tool for successfully analyzing scattering and 
radiation problems from complex structures. MONURBS 
is commercially available. 
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Abstract − This paper presents a method to analyze the 
reflectometry responses of a branched network of non-
ideal wires. A modified bounce diagram that uses a 
transition matrix to keep track of signal flow is used.  
This approach is further improved by including the 
complex propagation constant to include the frequency 
dependent filtering effect (phase delay and attenuation) of 
the non-ideal transmission lines.   
 

I. INTRODUCTION 
 

Modeling and simulation of transmission lines [1-3] 
has been used to evaluate reflectometry responses or data 
transmission capability for a variety of applications, 
particularly evaluation of large scale integrated circuits. 
With the increasing commercial interest in 
communication over power lines [4], wire health 
monitoring for safety and reliability [5], and multipoint 
communication systems for sensor networks, the ability 
to perform accurate simulation of transmission responses 
on branched networks of wires is very important.  

A number of approaches for simulating individual 
point-to-point transmission lines have been developed. 
Most methods typically rely on the RLGC lumped 
element model, which models the transmission line as a 
set of lumped element circuit parameters. Time [6, 7] and 
frequency domain [8, 9] solutions exist for non-ideal 
transmission lines including the frequency-dependent 
losses of the lines. While single lines are of interest in 
many applications, there are also a number of 
applications including power distribution systems where 
the lines branch one or many times, carrying power to 
multiple locations. Little work has been done on these 
branched networks. A matrix-based method for analyzing 
nonideal networks in the time domain was given in [7]. 
This method works well and could be extended to 
networks of any size, but it quickly becomes cumbersome 
and difficult to program for any but the simplest 
networks. A more scalable method was desired. 

This paper introduces a new approach to simulate 
transmission lines, including easy scalability for branched 
networks for arbitrary time domain input signals injected 
at multiple points throughout the network. By merging 
time domain and frequency domain simulations in a 
method similar to [6], frequency dependent attenuation 
on the lossy lines can be taken into consideration for 

more accurate modeling and simulation. This paper 
describes the ideal and realistic modeling efforts and how 
the signatures compare to measured results. The specific 
application of interest for this paper is the use of 
reflectometry for location of faults on branched networks 
of aircraft wiring; however the approach can be readily 
adapted to other applications.  

We will discuss in section II how the transition 
matrix and state vectors are defined, and present the 
simulation procedure. The simulation result is compared 
with measured data in section III. The lumped-element 
model of the transmission line is the added to the model, 
and the simulated result is compared with measured data 
again in section IV.  

 
II. MATRIX REPRESENTATION OF BRANCHED 

NETWORK 
 

The use of a bounce diagram is a well established 
method for studying and simulating ideal transmission 
lines with impedance discontinuities [10]. The bounce 
diagram is a time domain representation of the reflections 
in a wire as a set of “bounces” that can be added up to 
determine the time domain signatures of the signals 
(reflectometry or communication) on the wire. For 
transmission lines with multiple branches, the traditional 
bounce diagram becomes unpalatably complex. Each 
signal that reaches a branch reflects off the branch and 
transmits into the branch. To keep track of all of the arms 
of the branched network, an individual bounce diagram 
would be needed for each branch, and these separate 
diagrams would need to be coupled at all of the junction 
points. In effect, this is what the method described in this 
paper does. One way to do this is to use a time domain 
modeling method such as the finite difference time 
domain method (FDTD) [11], which models the network 
as an RLGC network, provides special connectivity 
boundary conditions at all of the junctions, and iteratively 
evaluates the time domain fields as they move throughout 
the model. This method works well and provides accurate 
results, however it is not ideal for use in future work that 
uses this “forward” model to analyze measured data and 
produce a “reverse” model of the network that causes 
them. 

In order to provide a simpler method for analysis of 
the reverse method, a matrix-based approach was used to 
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replace the iterative FDTD method. This is done by 
subdividing all of the branches of a network into sections 
of equal length and evaluating the propagation on each 
segment of the network simultaneously. The term “equal 
length” means it takes the signal an equal amount of time, 
T, to travel between adjacent nodes {e.g., xi and xj, or xk 
and xl in Fig. 1} where there is an equal distance of z 
between the adjacent nodes within wire segments. A 
transition matrix A= [auv], where u and v are the column 
and row index, respectively, is used to keep track of the 
signal flows. The entries of the transition matrix indicate 
how much of the signal at a particular node in one instant 
will be redistributed to the other nodes in the following 
time instant. For a network that has minimal 
interconnection as shown in Fig. 1, this matrix will be 
very sparse. A gridded network (which might be used for 
sensor connectivity) would be less sparse. The column 
index is the initiating node, and the row index is the 
receiving nodes.  

 
 
Fig. 1. An example of a simple branched network. 

 
On a transmission line as shown in Fig. 2, the 

reflection coefficient at any location p on the wire is 
given by,  

 

 1 0

1 0

−
Γ = =

+
ref

inc

V Z Z
V Z Z

                           (1)  

   
and the transmission coefficient is given by, 

 

 1= + Γ = trans

inc

V
T

V
                            (2) 

 
where Vinc is the incident voltage, Vref is the reflected 
voltage, Vtrans is the transmitted voltage, Z0  and Z1 are the 
impedance of the transmission line before and after the 
point p. 

 

 
 

Fig. 2. Illustration of transmission and reflection 
coefficients. 

When the impedances are equal at adjacent notes, 
such as xi and xj shown in Fig. 1, the reflection coefficient 
is 0, and the transmission coefficient is 1. When a 
junction between two wires of equal impedance Z0 is 
encountered, their effective impedance is Z0/2, the 
reflection coefficient is 1/3, and the transmission 
coefficient is 2/3. This means for a network as in Fig. 1, 
we will have aij = 1, akl =2/3, etc.  

At time t, the signal containing the reflections from 
all of the nodes can be presented as a state vector xt where 
the signal at all of the nodes at time t can be found from 
the signal at the previous time t-T,  

 
 −= t t Tx Ax .                                   (3) 

 
This method is iterative from time step to time step, 

and is therefore well suited for evaluation of a 
reflectometry signature, which is normally represented in 
the time domain. The method is simpler and faster than 
the FDTD method, and can be adapted to include the 
effects of frequency dependent attenuation that is present 
on all realistic wiring systems as described in the 
following section. 
 

III. COMPARISON OF SIMULATED AND 
MEASURED DATA 

 
Figure 3 shows a branched network that is simulated 

with this method (ideal case) and compared with its 
measured time domain reflectometry (TDR) signature for 
realistic (slightly lossy, RG58 coax) wire. A TDR 
transmits a fast rise time step function down the wire and 
records its reflections in the time domain. The location 
and change in impedance along the wire are determined 
from the observation of the delay and the magnitude of 
the reflection. 

 

 
 
Fig. 3. Branched network to be simulated and measured 
with TDR. The cables are 50 ohm RG58 coaxial cable. 
 

xi(t) xj(t) xk(t) 

xl(t) 
z 

Z0 

Γ 

T 
Z1 

144LO, FURSE: MODELING AND SIMULATION OF BRANCHED WIRING NETWORKS



IV. LUMPED-ELEMENT MODEL OF 
TRANSMISSION LINE 

 
We can see from Fig. 4 that the simulation is close to 

the measured response, but it misses the frequency 
dependent filtering effect of the lossy transmission line. 
Many transmission lines are much lossier than this 
coaxial cable and as a result have a much greater 
mismatch between ideal and measured data. This 
attenuation is frequency-dependent and can be added to 
the model by including RLGC transmission line 
parameters [10]. 
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Fig. 4. Comparison of simulated and measured TDR 
responses for the network of wires shown in Fig. 2. 

 
 
In equation (4) R is the resistance of the conductor, 

which is typically small; however, G is the conductance 
in the insulation and the region around an unshielded 
transmission line which is typically not small for the high 
frequency terms in the TDR step function. The complex 
propagation constant describes the attenuation (real part) 
and phase shift (imaginary part) for a transmission line, 

 
                ( ) ( )( )γ ω ω ω= + +R j L G j C .                     (4) 

 
This propagation can be considered to be a filter with 

a transfer function of, 
 
                            ( )( ) γ ωω −= zH e  .                         (5) 

 
Because it now involves a filtering effect, the signal 

contained in at a node is now no longer single valued but 
is a vector of signal values in time at each individual node 
as shown in Fig. 5.  
 
 

 

 
 

Fig. 5. Illustration of signal vectors, where xi(t), xj(t), xk(t) 
and xl(t) are as represented in Fig. 1. 
 

The sampling interval or time resolution for the 
simulation is naturally determined by the distance z 
between the adjacent nodes, i.e. the time it takes for the 
signal to travel a distance of z that is T as in equation (1). 
According to sampling theory, this sampling interval 
determines the highest frequency contained in our 
simulation. At the same time, the frequency resolution, 
∆ω, of the simulation is determined by the length of the 
signal vectors at individual nodes.  

Let the length of the signal vectors be n, and the 
highest simulation frequency be Ω, which gives the 
following relationships, 

 
  

 2ωΩ = ∆ =n
T

                          (6) 

and 

  
2
ω

=
∆

nT .                             (7) 

 
The discrete form of the filter H(ω) becomes 
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To illustrate the signal vectors at adjacent nodes, we 

assume H = I, i.e., the transmission line is a perfect 
conductor, or the response of the branched network is an 
impulse. Then, as in equation (8), we may have at time t, 
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As H = I, we have, 
 

ˆ( ) ( )= −j iv t v t T .                         (11) 
 

In fact, when H is flat in the frequency domain, there 
is no information gained by keeping the higher frequency 
resolution. So, we can set n = 1, and when we apply the 
argument of equation (11) to all the other nodes, we will 
have equation (3), just as it should be. 

Now, let the Fourier Transform of ˆ ( )iv t  and ˆ ( )jv t  

be ˆ ( )iV t  and ˆ ( )jV t , respectively. Then for a transmission 
line with H as in equation (4),  

 
ˆ ˆ( ) ( )= −j iV t HV t T  .                      (12) 

 
For this application, it is easier to apply this in the 

frequency domain rather than in the time domain. 
We can further compact our notation by combining 

the signal vectors at individual nodes into a state vector 
where each of its entries is a vector itself. The state vector 
is defined as, 
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                (13) 

 
where T indicates a vector transpose. 

A is the transition matrix telling us the transition 
properties between the adjacent nodes, and it can be 
applied to the frequency domain as well. We have to be 
aware that the entries of A are now applied to the entries 

of the state, which are vectors. Combining equations (3), 
(12), and (13) we have,  

 

−=t t TV AHV           (14) 
 

The simulated TDR response of RG58 cables in the 
branched structure shown in Fig. 3 is presented in Fig. 6. 
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Fig. 6. Comparison of simulated response with 
transmission line model added and measured TDR 
response. 
 

From Fig. 6, we observe that by adding the complex 
propagation constant, the simulation result is improved. 
Additional differences between the simulated and 
measured system may be due to variation between the 
ideal and actual characteristic impedance of the cable and 
impedance of the connections that was not accounted for 
in the model. 

 
V. HIGH SPEED REALIZATION 

 
Implementation of equation (14) can be further 

speeded up if the network consists of a uniform wire type, 
and the TDR input signal is used as in the previous 
examples. 

Some basic mathematical properties can be used to 
facilitate further discussion. Let the network be 
represented by transfer function h(⋅), which is linear. 
Then an input signal f(⋅) will generate an output response 
of y(t) = h * f(t). In the above expression, * indicates the 
convolution operation which is defined as, 
  

 
( ) * ( )

        ( ) ( ) .τ τ τ

=

=  −  ∫
y t h f t

h f t d                           (15) 

 
This may be represented graphically as in Fig. 7. 
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Fig. 7. System representation of wire network. 
 
From equation (15), we have, 
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∫
∫
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dh f t d
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h f t d

h f t
h f t h f t dt

            (16) 

 
Since the TDR signal, f(t), is a step function at 0, 

then f’(t) becomes a delta function δ(t). Then, from 
equation (3) without considering the filtering effect, the 
impulse response of the wire network in Fig. 3 is a train 
of impulses with peaks corresponding to junctions of 
impedance mismatches and their multiple reflections. 
Figure 8 shows this train of impulses.  
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Fig. 8. Impulse response of the wire network in Fig. 3. 
 

Considering a particular peak, pk, from the train of 
impulses as marked in Fig. 6, which has a magnitude of 
Ak and a time delay of Tk gives,  

  
( )δ= −k k kp A t T .                         (17) 

 
There are two important aspects of this derivation. 

First, since n(t) is linear, the filtering effect of the wire 
can be considered for  independent peaks. Second, no 

matter how many junctions cause multiple reflections of 
pk, the total distance of its travel can be determined by 
delay Tk . The filtering effect pk will experience depends 
only on the length of wire it travels through. This filter is 
denoted by ( )

kTh t , and the filtered version, of pk 
becomes, 
 

( ) = −
kk k T kp A h t T .                     (18) 

  
Summarizing the above two aspects, we have, 
 

( ) ( )′ = −∑ Ti i
i

y t A h t T
i

.                   (19) 

 
In its discrete version, equation (19) becomes, 
 

[ ] [ ]′ = −∑ mi i
i

y n A h n m
i

                  (20) 

 
where the sample rate is the same as in equations (6) and 
(7), and mi  is the number of samples for the signal to 
travel in Ti. So from equation (8), the Fourier transform 
of [ ]−m ih n m

i
 becomes,  
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Then equation (19) may be written as,   
 

[ ] ( ) .1′ = Λ∑ m
i

i

Y k A eH i                  (22) 

where l  is a unit vector. Then y’[n] is found from the 
inverse Fourier transform of equation (22). Then from 
equation (16), y[n] can be obtained by integration. Figure 
9 shows the filtered impulse response of the wire network 
in Fig. 3 with equation (22), and its integral. The integral 
y[n] is the same as the result shown in Fig. 6. 

f(t) y(t) 

h(t) 
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Fig. 9. Impulse response of the wire network in Fig. 3 
filtered as equation (24) and its integral. 
 

VI. CONCLUSION 
 

This paper has described a simple and effective 
method of analyzing time domain fields on ideal or non-
ideal branched networks of wires. The method can be 
used to evaluate both reflectometry signatures and 
communication systems made up of branched wire 
networks. It could also be adapted to a grid of wires such 
as may be used in interconnected sensor networks.  Use 
of the frequency-dependent attenuation constant provided 
significantly better agreement between the ideal and 
measured responses. 
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Abstract −  A rigorous technique based on the transverse 
Wave Concept Iterative Procedure (WCIP) and a Fast 
Mode Transformation (FMT) is used to analyze the 
Frequency Selective Surface (FSS). These structures are 
used as filters and reflector antenna as well as deep-space 
exploration for multi-frequency operations. In order to 
initialize the iterative procedure, an incident wave is 
defined in spatial domain with arbitrary angle of 
incidence. The numerical complexity is studied and 
compared to the classical MoM. The good agreement 
between simulated and published data justifies the design 
procedure. 
 
Keywords: Arbitrary incidence, single-layer, 
multilayered, and 2D-FFT algorithm. 

 
I. INTRODUCTION 

 
Frequency Selective Surface structures have played 

an important role in the recent development of antennas 
and microwave device technology. They are used as 
spatial filters [1], artificial surfaces [2] and a deep- space 
exploration for multi-frequency operations [3]. Typically, 
FSS structures consist in two-dimensional periodic 
resonant element supported by one or multilayer of 
dielectrics. Performances depend on their substrate 
characteristics, element type, dimensions and the spacing 
between elements. 

To design the FSS arrays, a number of analytical and 
numerical techniques has been developed. One of the 
most popular is the Method of Moments (MoM) and its 
derivatives [4-6]. Yet, one can compute the unknown 
current distribution on the FSS screens in one-step. Then 
the small dimensions of the circuit cause some problems 
in result precisions thus coupling conditions between the 
different elements must be taken into account. The Mode 
Expansion Method [7] and the Spectral-Domain Method 
[8] have been developed to analyze the FSS structures. 
However, the efficiency, memory consumption and time 
requirement usually make these methods unsuitable for 
optimization. For its simplicity, the Equivalent- Circuit 
Method is used to design the FSS structures [9-10], but its 
application is limited only for known simple forms [9]. 

During the last few years, the FMT-WCIP method 
has been applied in wide variety of microwave structures 
[11-13]. It consists in successive reflections between the 
FSS screens and their two sides. It has also an alternative 
behavior between space and spectral domains. There are 
several procedures to change wave domains. In [14], The 
Galerkin technique is used. In each stage of analysis, the 
transformation passage from spatial to spectral (and vice 
versa) is long. As in [11-13], we combine the wave 
concept with the 2D-FFT algorithm to change the 
domain. The use of the 2D-FFT algorithm is required to 
mesh the circuit plane into 2D small rectangular cells. 
Hence, the boundary conditions are satisfied at each cell. 
By using the 2D-FFT algorithm, a high computational 
speed can be achieved. This method is simple since it 
involves neither basic functions nor matrix inversion. 
Thus, it not only over comes the limitation of the above 
methods, but it is also suitable for general structure. In 
[11-13], the circuit under studied is deposed on one 
dielectric layer surrounded by four perfect electric walls, 
and is defined in the spatial domain. The source 
excitation consists in an electric filed E0 placed between 
the circuit and an electric wall of the cavity. In reference 
[15], the WCIP is used to study a stratified 
isotropic/anisotropic FSS structure with a normal 
incidence angle. 

The purpose of this paper is to extend the Wave 
Concept Iterative Process method WCIP to the analysis 
of a Frequency Selective Surfaces FSS structures with an 
arbitrary incident angle in the multilayer configuration. 
The numerical complexity of the iterative procedure is 
studied and compared to the classical MoM. Two 
different examples are studied; single simple layer and 
multilayer. For the two cases, our simulated results are 
validated with those of other methods and measurements. 

 
II. THEORY 

 
Let us consider a periodic arbitrary multilayer 

structure, as shown in Fig. 1. Figure 2 shows the unit cell 
at the Ωi interface. This interface can support the circuit 
and includes two sub-domains Metal Mi and Dielectric 
Di. We suppose that the electromagnetic field is known 
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on all points of the interface plane. The solution of the 
problem has to satisfy the following boundary conditions, 
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In the last equation, ETi and ET(i+1) are respectively, 

the spatial tangential components of the electric field at 
medium i and (i+1) with HTi and HT(i+1) as their 
corresponding magnetic fields. 

The wave concept is introduced by writing the 
tangential electric and magnetic fields (ETi,HTi) in terms 
of incident (Ai) and reflected (Bi) waves, as shown in Fig. 
3 [13]. It leads to the following equation, 
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The symbol ni is the unit vector orthogonal to Ωi 

giving the direction of the incident and reflected waves 
and y0i is an intrinsic admittance characterizing the 
medium. It is often chosen as 0 0ε ε µri  in which ε0, µ0 
and εri are respectively, the permittivity and permeability 
of the vaccum and the relative permittivity of the medium 
‘i’. 

 
Fig. 1. General periodic multilayer structure. 
 

 
Fig. 2. Unit cell of the periodic structure with arbitrary 
incidence A00. 

This last equation allows us to write the boundary 
conditions given by equation (1) as the following general 
spatial equation, 
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Hence, we deduce the global spatial equation relating 

the reflected waves to the incident ones on all the 
interfaces, 
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Between two consecutive interfaces (i and i+1 for 

example), the waves are defined in the spectral domain 
(TE and TM modes), and are led by the following 
spectral equation, Fig. 3.  
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For the TEmn or TMmn mode, the elements of the 
matrix Li become L1mnα and L2mnα, which they have the 
following partitioned form, 

 
( ) ( )

c

imniimni
mn

hzZ
l

∆

−
=

γα
α

sinh2
0

2

1
 and 

c

imni
mn

zZ
l

∆
= 0

2

2 α
α

 

 

where: 
mni

0
TEmni

j
Z

γ
ωµ

= , 
ri0

mni
TMmni j

Z
εωε

γ
= , 

 
( ) ( ) ( )imni

2
i0mniimnii0mnic hsinhzZhcoshzZ2 γ++γ=∆ αα  

 

ri
2
0

2
yn

2
xmmni k ε−β+β=γ , 000 εµω=k ,

λ
πω c2=  

 

a
m

xxm
πββ 2

+=
b
n2

yyn
π

+β=β , 

 
φθµεµεω=β cossin001r1rx ,  

 
θφµεµεω=β cossin001r1ry . 

 
a and b are respectively the periodicity along (ox) and 
(oy), θ  and φ  define the angle of incidence. 
 

 
 

Fig. 3. Definition of waves for the multilayer structure. 
 
On the upper and lower parts of the multilayer 

structure (medium 1 and medium N), the higher-order 
modes are shunted by their reactive impedance Zi, which 
relates the tangential electric field ETi to the total current 
density Ji. Consequently, we obtain, 

 
ETi= Zi Ji .                                    (6) 

Thus, with equation (2), we can define a reflection 
operator in modes. Hence, we deduce the reflected 
spectral wave Ai from the incident spectral Bi as, 

 

α

∧

⎭
⎬
⎫

⎩
⎨
⎧ Γ= iii BA                             (7) 

 

i0mni

i0mni
i zZ

zZ
+

−
=Γ

α

α
∧

α , α=TE or TM and i=1 ,or N. 

Consequently, with equations (5) and (7), we deduce 
that the global spectral equation relates the diffracted 
wave Ai to incident wave Bi in the spectral domain. 
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In the above equation, we have included the 

excitation wave
oy

ox

A
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A =00 . A00 is defined in the 

spectral domain and has the following expression: 
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For TM polarization: 
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Equations (9) and (10) are derived from the 
characteristic functions of periodic waveguide. 

The implementation of the iterative procedure 
consists in establishing a recursive relationship between 
the two spatial and spectral equations, respectively 
equations (4) and (8). 

In addition, this iterative procedure has an alternative 
behavior between the spatial (on the circuit) and spectral 
domain (in the two sides). At each iteration, it is 
necessary to change the type of domain. In the present 
study, we combine the Wave Concept with the 2D-FFT 
algorithm, which is called Fast Mode Transformation 
FMT [15]. The iterative procedure is summarized in Fig. 
4. A successive set of iteration is considered to determine 
a relationship between (k) and (k+1) interaction waves. 
This is illustrated in the following way. 

First, we take the spectral equation (8) and deduce 
the spectral incident waves (Ai)ΤΕ, ΤΜ. In the same 
iteration, we take the IFMT transformation (Inverse Fast 
Mode Transformation) to calculate the spatial waves, this 
transformation is expressed as, 
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The matrix [T] is the transformation matrix from the 

classical 2D-FFT to 2D-FFT in modes, which is derived 
from periodic waveguide chrematistic functions and has 
the following partitioned form, 
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a, b, βxm and βyn are defined in equation (5). 
 

The second step consists in taking the spatial 
equation (4) and deducing the reflected spatial wave 
(Bi)x,y from the incident (Ai)x,y. 

In the third step, we come back to the spectral 
domain using the direct FMT. This should be done as 
follows, 
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Finally, we calculate the scattered matrix parameters, 
and then we test the convergence and return to the fist 
step if the convergence is not obtained. 

 
 

 
 
Fig. 4. Schematic description of the iterative process. 

 
 

III. APPLICATIONS 
 
To evaluate the numerical complexity procedure 

described in section II, we will make a comparison with 
the Method of Moments MoM. In terms of the WCIP 
method, the numerical complexity depends on the 
interfaces number and the spatial mesh of the circuit 
plane, whereas in the classical Method of Moments 
MoM, this complexity depends on the rate of 
metallization [16]. In order to compare the numerical 
complexity of these two methods, let us consider Q as the 
number of cells meshing the whole interface and Qm the 
number of cells on the metallic domain. Qm corresponds 
to the number of rooftops in the MoM. For the WCIP, the 
total number of operations for T iterations is 

( )24 1 3logWCIPOper QT Q= +  and for the MoM is 
3 33MoMOper Q R=  where mR Q Q=  [12]. Figure 5 

shows the evolution of the operation numbers as the 
metallic rate function. The intersection point ‘M’ of the 
two curves corresponds to 30% of metallization and 
0.9011 107 operations, is calculated with 32x32 cells and 
200 iterations. We see that the WCIP is very speedy if the 
metallization is as large as in the FSS structures. 
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Fig. 5. Comparison in number of operations.  

 
The convergence of the resonance frequency as mesh 

size thinness ∆ is studied. Figure 6 shows that before the 
convergence, the resonant frequency increases if ∆ 
decreases. At the convergence, the resonance frequency is 
about 10.3 GHz, is obtained from ∆=0.2 mm. In this 
study, the source excitation used in this application is the 
fundamental TM mode with normal incidence                 
(θ = φ = 0).  
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Fig. 6. Convergence of resonance frequency as function 
of mesh size thinness ∆ where: h = 3mm, εr =3.5, a = b = 
20 mm and Lx = Ly =10 mm.  
 

In order to validate our method, we consider again 
the structure of Fig. 6. The results of our method are 
compared to those calculated with Method of Line [17] 
and depicted in Fig. 7. In the two cases, a good agreement 
is obtained between results. 

The second example consists in studying two layers 
structure as shown in Fig. 8. A TM source with arbitrary 
incidence is considered in this application.  
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Three cases of ф are studied: E-plane ( ф = 0 ),        
D-plane ( ф = 45º )and H-plane ( ф = 90º ). In the case of 
E-plane the evolution of power reflection coefficient as 
function of θ is plotted in Fig. 9. At all range of θ, a good 

agreement is observed between our results and measured 
data [17], a maximum discrepancy is less than 2 %. The 
total reflection is observed for θ = 83º. 

In the two other cases [D-plane] and [H-plane], the 
power reflection variation is plotted, respectively in Figs. 
10 and 11. Only measured data [18] presents a total 
reflection at the predicted angle. In our simulation, the 
total reflection is 0.73 in D-plane and ≈ 0.865 in H-plane. 
The discrepancy is due to mode excitation. In practice, 
[17], the excitation is realized by coaxial cable. Then, a 
field of symmetric cylindrical is produced and the TM 
mode is coupled at all directions. 
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Fig. 7. Power coefficients S11
2 and S21

2as function of 
frequency where: h = 3mm, εr=3.5. a = b = 20 mm and Lx 
= Ly =10mm. 
 

 
a: Side View 

 

 
b: Interface Ω1                                 c: Interface Ω2 

 
Fig. 8. Slot coupled periodic antenna. 

 
IV. CONCLUSION 

 
In this paper, the transverse wave concept iterative 

procedure FMT-WCIP is proposed for the analysis of the 
frequency selective surface (FSS) with arbitrary angle of 
excitation. The numerical complexity is studied and 
compared to the classical MoM. As a result, a minimum 
computation time is required and the number of 
operations is reduced by using the FMT based on the 2D-
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FFT algorithm. The comparison between the simulation 
and the measurement results has proved the efficiency of 
our proposed design procedure of a simple and multilayer 
FSS.  
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Fig. 9. Amplitude of power reflection coefficient versus θ 
for E-plane. 
  
 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 10 20 30 40 50 60 70 80 90
θ

 |S
11

|2

[18] FMT- WCIP

 
 

Fig. 10. Amplitude of power reflection coefficient versus 
θ for D-plane. 
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Fig. 11. Amplitude of power reflection coefficient versus 
θ for H-plane. 
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Abstract − Linear half-wave dipole array is optimized on 
the basis of the directivity considering mutual coupling 
between the array elements, in horizontal, vertical and 
three dimensional field patterns. Simulated results for the 
value of directivity without and with mutual coupling are 
presented in both broad-side and end-fire configurations, 
for different number of elements in the array. It is 
observed that mutual coupling can enhance as well as 
degrade the overall directivity of the array. 
 
Keywords: Half wave dipole, directivity, broad side 
array, end fire array, and mutual coupling.  
                                                    

I. INTRODUCTION 
 

Mutual coupling is a phenomenon that depends upon 
the adjacent array elements and greatly affects the 
characteristics of an antenna array. Mutual coupling, 
expressions for mutual impedance and procedure for 
obtaining currents after mutual coupling in a linear dipole 
array are discussed in [1-4]. An advanced method of 
measuring mutual impedance easily is given in [5]. 
Modeling and estimation of mutual coupling in uniform 
linear array of dipoles is presented in [6]. Method of 
computing mutual impedance conducive to digital 
computer application is given in [7]. Mutual impedance 
calculated considering scattering from the individual 
elements is given in [8] and mutual impedance calculated 
using Finite Difference Method (FDM) is discussed in 
[9]. Fundamentals of linear arrays can be found in [2, 3, 
10]. The optimum directivity of an antenna or its array is 
given in [11, 12], and approximate directivity expressions 
for a linear array of uniformly spaced elements are 
discussed in [13, 14] when the amplitudes for all the array 
elements are real. 

In this paper the directivity of the linear dipole array 
is improved taking mutual coupling into account rather 
than trying to compensate the effect. Linear array design 
by compensating mutual coupling phenomenon is 
discussed in [15, 16]. Simple expressions to calculate the 
directivity are presented for a linear array of any large 
number of identical elements with constant inter element 
spacing, where elements can have different complex 
amplitude coefficients. Optimum directivity values and 
corresponding graphs with respect to the separation 

between the elements are given, with mutual coupling 
compared to the case of without mutual coupling for the 
three amplitude configurations uniform, Dolph-
Tchebyscheff and binomial, obtained by simulating in 
Matlab. The results show that the factors such as 
amplitudes, phase difference between adjacent elements 
and total number of elements in the array together greatly 
influence the effect of   mutual coupling on the array 
directivity. Directivity values for the uniform three 
dimensional field pattern without mutual coupling for the 
case of half-wave dipole arrays in both broad-side and 
end-fire directions are validated by [11, 17], whereas 
mutual coupled currents are verified with some of the 
results in [15, 18]. Effect of mutual coupling on the 
maximum directivity of the array by changing the dipole 
length [2] from 0.5 λ to 1.5 λ is also given by observing 
the change in near and far field regions, resulting from 
the change in the dipole length. 

Consider an array of N identical elements with any 
amplitude and phase excitation, placed along the x axis, 
symmetrically with respect to origin, as shown in Fig. 1 
with constant separation between adjacent elements as d. 

 

 
 
Fig. 1. Linear array of N half wave dipoles with uniform 
spacing d along the x axis.  
 

The field pattern of this array if the total number of 
elements in the array is even can be given as, 
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where Ψ = ½ kd sinθ cosφ. And for odd number of 
elements it is, 
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where Ψ = kd sinθ cosφ. In is the current excitation 
coefficient in the left half of the array and in is the 
excitation coefficient in the right half of the array of 
dipoles with respect to origin. In the case of without 
mutual coupling I1 = i1, I2 = i2,…In = in. However, they 
are not equal if we consider mutual coupling between the 
elements. E0 is the normalized electric field of a single 
element and in the case of a half-wave dipole [3]. If we 
represent the amplitudes of the above array,  

],....,,,,....[ 2112 nn iiiIIII = as 

].........,,[ 321 Ni IIIIII =  
where I(i) represents the current in the ith element of the 
array and N represents the total number of elements in the 
array, then E×E* (E* is the complex conjugate of E) 
becomes, 
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note that E×E* is not equal to |E|2 if the amplitudes of 
array elements are not real which will be the case for the 
array with mutual coupling. Taking the real part of the 
above expression we get, 
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      (4) 

with same Ψ = ½ kd sinθ cosφ, for both even and odd 
number of elements in the array. If we define                  
U = Re{ E×E*}, as the radiation intensity of the total 
array, and then the directivity of the array become, [3] 
 

radP
UD max4π

=                                  (5) 

                                                                                              
where Prad is total radiated power given by, 
 

∫ ∫=
π π

ϕθθ
2

0 0
sin ddUPrad

.                   (6) 

   
II. EFFECT OF MUTUAL COUPLING ON 

HORIZONTAL FIELD PATTERN 
 

The radiation pattern produced by a half wave dipole 
in the horizontal (or azimuthal) direction is uniform as an 
isotropic source and it is a figure ‘8’ pattern in the 
vertical (or polar) direction. However the radiation 
pattern or array factor of a two element dipole array in the 
horizontal direction varies according to separation d and 
phase difference δ between the elements as well as 
mutual coupling between them.  

Polar plots of horizontal field pattern of a vertical 
half wave dipole array oriented along the z axis, as a 
function of phase difference δ and spacing d between two 
elements, excited with same magnitude of current is 
given in Fig. 2, with and without mutual coupling. The 
circles indicate the field pattern of a single reference half 
wave dipole antenna which is uniform like an isotropic 
source. 

 

 
 

Without mutual coupling. [2] 
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With mutual coupling. 
 

Fig. 2. Field pattern of a two element half wave dipole 
array vs spacing and phase difference in horizontal plane 
with and without mutual coupling. 
 

We can see a noticable change in pattern as d & δ 
vary, due to mutual coupling. In particular  there is 
noticeable enhancement in the size of the back lobe in 
some cases, which tends to minimize the directivity. 
 

III. BROAD-SIDE CONFIGURATION 
 

In any broad-side array where the relative phase 
difference between the currents is zero, we analyze 
mainly three amplitude patterns which are uniform, 
Dolph-Tchebyscheff (for 20dB side lobe level) and 
binomial arrays. 

The polar field patterns drawn in linear scale, of a 
three element half wave dipole array along x axis, for 
each of the above three amplitude configurations with d 
equal to 0.72 λ, 0.67 λ and 0.67 λ, respectively, which 
give maximum directivity without mutual coupling, are 
given in Fig. 3. 

The field patterns after considering mutual coupling 
between the elements are shown in Fig. 4 with same 
separation d between the elements. D decreases for the 
uniform amplitude case while increases for the other two 
amplitude patterns. Notice that the major change in the 
field patterns with mutual coupling is the change in the 
side lobe level.  

 

                                   
   d = 0.72 λ, D = 5.8579         d = 0.72 λ, D = 5.8579 
        Uniform array              Dolph-Tchebyscheff array 
 

 
d = 0.67 λ, D = 5.118 

Binomial array 
 
Fig. 3. Field patterns of 3 element half wave dipole 
broad-side uniform, Dolph-Tchebyscheff and binomial 
arrays with optimum separation ‘d’, and maximum 
directivity ‘D’ without mutual coupling. 
 

              
d = 0.72 λ, D = 5.79              d = 0.67 λ, D = 5.5923 

       Uniform array               Dolph-Tchebyscheff array 
 

 
d = 0.67 λ, D = 5.5149 

Binomial array 
 

Fig. 4. Field patterns after mutual coupling with same 
amplitude coefficients and spacing. 
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The above field patterns are improved for maximum 
directivity by slightly adjusting the separation between 
the dipoles. Fig. 5 shows the optimized field patterns after 
considering mutual coupling, with their corresponding 
maximum directivity for each of the three amplitude 
configurations, obtained for d = 0.7 λ, 0.69 λ, and 0.69 λ, 
respectively. We can notice the increase in the maximum 
directivity values than those shown in Fig. 4. 

 

                     
    
 d = 0.7 λ, D = 5.8307           d = 0.69 λ, D = 5.6439 
          Uniform array             Dolph-Tchebyscheff array 
 

 
d = 0.69 λ, D = 5.5587 

Binomial array 
 
Fig. 5. Optimized field patterns of the three amplitude 
arrays with mutual coupling.  
 

The variation of directivity for a uniform array of 
half wave dipoles ranging from 3 to 10, with distance 
between the elements varying from 0.1 λ to 1 λ is given 
in Fig. 6. From the graph we can see that there is an 
increase in the directivity of the array due to mutual 
coupling for d around 0.5 λ to 0.9 λ at which most broad-
side arrays operate and it is less at remaining distances. 
However maximum directivity of the array is less with 
mutual coupling than the directivity without coupling.  

The optimum separation to maximize directivity for 
a uniform broad-side array with different number of 
elements is given in Table 1 with and without mutual 
coupling. Note that the directivity of the array decreases 
due to mutual coupling for small N. However, there is 
little enhancement due to mutual coupling in the optimum 
directivity for large number of elements in the array. Also 
the optimum spacing between the elements decreases 
when mutual coupling is taken into account in order to 
optimize the directivity for a uniform array. 
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Fig. 6. Variation of directivity with separation d, in 
uniform n element broad-side array with and without 
mutual coupling. 
 

Table 1. Uniform broad-side array. 

d  = Optimum separation without coupling. 
D  = Corresponding maximum directivity. 
d* = Optimum separation with coupling. 
D* = Maximum directivity with coupling. 
N  = Total number of elements. 

 
For Dolph-Tchebyscheff broad-side array the 

optimum distance between the elements and the 
corresponding maximum directivity are given in Table 2, 
with and without mutual coupling. 

 
Table 2. Broad-side Dolph-Tchebyscheff array. 

 d D d* D* 
N=3 0.72 λ 5.8579 0.7 λ 5.8307 
N=4 0.78 λ 8.387 0.76 λ 8.3221 
N=5 0.82 λ 10.901 0.8 λ 10.7664 
N=6 0.85 λ 13.3941 0.83 λ 13.1562 
N=7 0.87 λ 15.8495 0.85 λ 15.4865 
N=8 0.89 λ 18.2178 0.87 λ 17.7859 
N=9 0.9 λ 20.6493 0.8 λ 20.3893 
N=10 0.81 λ 23.0761 0.81 λ 23.1784 
N=20 0.86 λ 49.601 0.85 λ 49.7916 
N=30 0.91 λ 76.9691 0.87 λ 77.1831 
N=50 0.92 λ 132.51 0.9 λ 132.87 

 d D d* D* 
N=3 0.67 λ 5.4019 0.69 λ 5.6439 
N=4 0.73 λ 7.7082 0.76 λ 8.0623 
N=5 0.77 λ 10.2386 0.8 λ 10.6029 
N=6 0.8 λ 12.899 0.83 λ 13.2309 
N=7 0.83 λ 15.6228 0.85 λ 15.9254 
N=8 0.85 λ 18.3781 0.87 λ 18.6261 
N=9 0.86λ 21.1917 0.8 λ 21.312 
N=10 0.88 λ 23.908 0.81 λ 24.094 
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Maximum directivity increases due to mutual 
coupling for this array with a slight adjustment in the 
spacing between elements. 

For the binomial broad side array the optimum 
separation between the elements and the corresponding 
directivity are shown in Table 3. Although the directivity 
of a binomial array is lower relative to uniform and 
Dolph-Tchebyscheff arrays without coupling, mutual 
coupling increases the overall directivity of the array 
because of the larger current amplitudes in the middle of 
the array. The spacing between the elements needs to be 
increased for this array to get better directivity. 
 
 

Table 3. Binomial broad-side array. 

 
 

IV. END-FIRE CONFIGURATION 
 

In end-fire arrays, if the relative phase difference 
between the elements is δ = kd, the effect of mutual 
coupling on the field pattern is more pronounced than in 
broad-side arrays. The polar field patterns drawn in linear 
scale, of uniform, Dolph-Tchebyscheff (for 20dB side 
lobe level) and binomial arrays in end-fire configuration, 
without mutual coupling between them are given below 
for a three element array. The optimum distance d 
between the elements to maximize the directivity is 0.37 
λ, 0.35 λ, and 0.34 λ, respectively, for the uniform, 
Dolph-Tchebyscheff and binomial arrays while the 
directivities for these field patterns are shown in Fig. 7. 
 

 

               
 
  d = 0.37 λ, D = 3.0822               d = 0.35 λ, D = 2.8941 
        Uniform array                   Dolph-Tchebyscheff array 

 
d = 0.34 λ, D = 2.8143 

Binomial array 
 
Fig. 7. End fire field patterns of 3 element half wave 
dipole uniform, Dolph-Tchebyscheff and binomial arrays 
at optimum separation and with maximum directivity 
without coupling. 
 

The above field patterns after mutual coupling for 
same distance d between the elements are given in Fig. 8. 
Observe that there is significant distortion in the shape of 
the field patterns due to mutual coupling in end-fire 
arrays, compared to broad side arrays as evidenced from 
the increase in the back lobe level. As a result the 
maximum directivity of the array also decreases as 
shown. When the separation between the elements is 
changed to improve directivity for each of the three 
amplitude configurations, the field patterns in Fig. 9 
result for d = 0.35 λ, 0.29 λ, and 0.28 λ, respectively.  

 
 

 
 

d = 0.37 λ, D = 2.6501            d = 0.35 λ, D = 2.5589 
       Uniform array                Dolph-Tchebyscheff array 

 

 
d = 0.34 λ, D = 2.5115 

Binomial array 
 

Fig. 8. Field patterns with coupling. 

 d D d* D* 
N=3 0.67 λ 5.118 0.69 λ 5.5587 
N=4 0.70 λ 6.6013 0.74 λ 7.6064 
N=5 0.73 λ 7.9028 0.77 λ 9.4228 
N=6 0.75 λ 9.0766 0.80 λ 11.0186 
N=7 0.76 λ 10.1601 0.81 λ 12.4034 
N=8 0.77 λ 11.1627 0.83 λ 13.6332 
N=9 0.78λ 12.1052 0.84 λ 14.6996 
N=10 0.79 λ 12.9993 0.85 λ 15.6872 
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d = 0.35 λ, D = 2.6577             d = 0.28 λ, D = 2.6358 

      Uniform array                 Dolph-Tchebyscheff array 
 

 
d = 0.29 λ, D = 2.6058 

Binomial array 
 

Fig. 9. Optimum patterns with coupling. 
 

Directivity can be increased further by changing the 
phase excitation between the elements from δ = kd to δ = 
pkd where p is a constant, which is called as Hansen-
Woodyard end-fire array. The optimum field patterns 
obtained this way for the three amplitude excitations 
neglecting mutual coupling between the dipoles are given 
in Fig. 10. 

However, if we consider mutual coupling between 
the dipoles, directivity decreases for the three arrays and 
becomes 3.0039, 1.8317, and 1.419, respectively. We can 
notice that the directivity for the Dolph-Tchebyscheff and 
binomial amplitude patterns is very lower compared to 
before. The new optimum values for p to maximize 
directivity in the presence of mutual coupling are found 
to be 1.4, 1.8, and 1.9, for d = 0.27 λ, 0.21 λ, and 0.19 λ, 
respectively which produces more directivity as shown in 
Fig. 11. So the effect of mutual coupling is dominant in 
this type of array and should be considered before 
designing the array.  

 

                                          
          p =1.6, d = 0.27                p = 3.9; d = 0.12 λ 
             D = 3.9399                           D = 4.8319 
          Uniform array             Dolph-Tchebyscheff array   

 
p = 5.2; d = 0.09 λ, D = 4.301 

Binomial array 
 

Fig. 10. Field patterns of a 3 element half wave dipole 
array with the three amplitude patterns and with optimum 
phase and separation, without mutual coupling. 

 
 

              
  p =1.4; d = 0.27 λ                    p = 1.8; d = 0.21 λ 

D = 3.2262                             D = 3.8761 
       Uniform array               Dolph-Tchebyscheff array 

 

 
 

p = 1.9; d = 0.19 λ, D = 3.9694 
Binomial array 

    
Fig. 11. Optimized field patterns with change in phase, 
with mutual coupling. 
 

Variation of directivity with separation between the 
elements for a two element end-fire array is given in 
Fig.12. In the end fire operation where elements generally 
will be placed below half wave length distance (from 0.2λ 
to 0.5λ approximately), directivity severely decreases due 
to mutual coupling although there is some increase after 
half wave length separation. We can observe that mutual 
coupling has very little effect on the directivity at 
multiples of half wave length separation. Directivity 
variation with separation between the elements d and 
total number of elements N for end fire arrays is shown in 
Fig.13 which shows the degradation in the directivity due 
to mutual coupling.          
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Fig. 12. Variation of directivity with separation, for a 2 
element end-fire array with and without mutual coupling. 
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Fig. 13. Variation of directivity with distance in a 
uniform end-fire array with and without coupling. 

 
Maximum directivity and corresponding optimum 

separation of a uniform end-fire array is shown in Table 
4. 

 
Table 4. Uniform end-fire array. 

with and without mutual coupling, where N represents 
total number of elements in the array. Directivity of the 
array decreases due to mutual coupling between the 
elements in uniform end-fire configuration. However, 
there is little improvement in the directivity if there is 
large number of elements in the array.                        

For the Dolph-Tchebyscheff array the maximum 
directivity is given in Table 5 with corresponding 
optimum spacing. Maximum directivity decreases for this 
array due to coupling while the optimum distance with 
mutual coupling may be below or above the optimum 
distance obtained without mutual coupling. 

 
Table 5. Dolph-Tchebyscheff end-fire array. 

 
For the binomial end-fire array the optimum distance 

between the elements and the corresponding maximum 
directivity is given in Table 6, which shows that 
maximum directivity decreases when mutual coupling is 
considered. 
 

Table 6. Binomial end-fire array. 
 d D d* D* 

N=3 0.34 λ 2.8143 0.28 λ 2.6058 
N=4 0.36 λ 3.2384 0.31 λ 3.0803 
N=5 0.37 λ 3.5671 0.34 λ 3.3006 
N=6 0.38 λ 3.8408 0.35 λ 3.4236 
N=7 0.39 λ 4.0769 0.37 λ 3.5135 
N=8 0.4 λ 4.2815 0.38 λ 3.5883 
N=9 0.4 λ 4.4682 0.4 λ 3.6629 
N=10 0.41 λ 4.6333 0.39 λ 3.7167 

 
V. EFFECT OF MUTUAL COUPLING ON 

VERTICAL FIELD PATTERN 
 

For the half wave dipole array along x axis centered 
at the origin, mutual coupling affects the directivity of the 
vertical plane field pattern of constant azimuthal angle. 
Also note that Ψ = ½ kd sinθ cosφ  in the array factor 
now changes to  Ψ = ½ kd sinθ for φ = 0 in vertical 
plane. 

Applying the principle of multiplication of field 
patterns, polar plots of vertical plane field pattern of a 2 
element half wave dipole array as a function of phase 
difference δ and spacing d between the elements fed with 
the same magnitude of current are shown in Fig. 14, with 
and without mutual coupling. The patterns show 

 d D d* D* 
N=2 0.32 λ 2.2044 0.32 λ 1.8549 
N=3 0.37 λ 3.0822 0.35 λ 2.6577 
N=4 0.40 λ 3.7922 0.38 λ 3.3426 
N=5 0.41 λ 4.396 0.39 λ 3.9395 
N=6 0.43 λ 4.9466 0.42 λ 4.4734 
N=7 0.44 λ 5.4348 0.43 λ 4.9596 
N=8 0.44 λ 5.8683 0.44 λ 5.405 
N=9 0.45 λ 6.3121 0.41 λ 5.8047 

N=10 0.45 λ 6.7074 0.40 λ 6.2601 
N=50 0.48 λ 16.0109 0.47 λ 15.9856 
N=70 0.48 λ 19.0824 0.47 λ 19.1346 
N=100 0.49 λ 22.9193 0.48 λ 23.1129 

 d D d* D* 
N=3 0.35 λ 2.8941 0.29 λ 2.6358 
N=4 0.37 λ 3.505 0.33 λ 3.3119 
N=5 0.39 λ 4.0713 0.36 λ 3.8871 
N=6 0.41 λ 4.592 0.42 λ 4.4097 
N=7 0.42 λ 5.0761 0.43 λ 4.8945 
N=8 0.43 λ 5.5216 0.44 λ 5.3425 
N=9 0.44 λ 5.9338 0.41 λ 5.8013 

N=10 0.44 λ 6.3312 0.43 λ 6.1517 
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considerable change in some cases due to mutual 
coupling especially if there is relative phase difference δ 
between the elements. 

          

 
 

Without mutual coupling 
 

 
 

With mutual coupling 
         

 
 
Fig. 14. Field pattern of a 2 element half wave dipole 
array in vertical direction with variation of spacing and 
phase difference between the dipoles, before and after 
considering mutual coupling. 

Polar field patterns of a 3 element end-fire half wave 
dipole array with optimum distance d between the 
elements as 0.85 λ and 0.81 λ and where maximum 
directivity can be achieved for uniform and binomial 
amplitude coefficients with phase difference between the 
elements as δ = kd without  mutual coupling are shown in 
Fig. 15 with their corresponding directivities. 

 

                
 d = 0.85 λ, D = 4.0704              d = 0.81 λ, D = 3.8959 
        Uniform array                           Binomial array      
 
Fig. 15. Polar field pattern of 3 element uniform and 
binomial amplitude arrays in end-fire direction at 
optimum spacing. 
 

When mutual coupling is considered between the 
elements with same amplitudes and separation between 
the elements, the patterns change to those shown in Fig. 
16. As in the case of horizontal plane field pattern, the 
side lobe level is increased by mutual coupling, however 
the directivity is increased for the case of binomial array. 

 

                                     
d = 0.85 λ, D = 4.056                 d = 0.81 λ, D = 4.1394 

Uniform array                           Binomial array 
 
Fig. 16. Above field patterns after considering mutual 
coupling. 
 

The optimum distance between the elements changes 
with mutual coupling to improve the directivity. The 
corresponding field patterns are shown in Fig. 17 along 
with their directivities. 

The new value of d that gives maximum directivity is 
found to be 0.82 λ for both uniform and binomial 
amplitude arrays. 

Optimum value of d between the elements and 
corresponding directivity for both uniform and binomial 
amplitude coefficients in end-fire configuration are given 
in Tables 7 and 8, before and after mutual coupling 
consideration for different N. 

  0.2

  0.4

  0.6

  0.8

  1

30

210 

60

240 

90

270

120 

300

150 

330

180 0

 

  0.2

  0.4

  0.6

  0.8

  1

30

210

60

240

90

270

120

300

150

330

180 0

  0.2

  0.4

  0.6

  0.8

  1

30

210 

60

240 

90

270

120 

300

150 

330

180 0

 

  0.2

  0.4

  0.6

  0.8

  1

30

210

60

240

90

270

120

300

150

330

180 0

162KALAGA, HAMID: OPTIMUM DIRECTIVITY OF DIPOLE ARRAYS



 

           
d = 0.82 λ, D = 4.1332            d = 0.82 λ, D = 4.2939 

Uniform array                        Binomial array 
 

Fig. 17. Optimum field patterns with mutual coupling for 
maximum directivity. 

 
Table 7. Uniform end-fire array in vertical 
direction. 

 d D d* D* 
N=2 0.79 λ 3.414 0.74 λ 3.4838 
N=3 0.85 λ 4.0704 0.82 λ 4.1332 
N=10 0.91 λ 6.7963 0.9 λ 7.0594 
N=50 0.97 λ 14.8917 0.94 λ 15.3628 

 
Unlike the case of azimuthal patterns, the maximum 

directivity is slightly improved due to  mutual coupling in 
the vertical plane even for the lower values of N. 

The directivity in the binomial amplitude end-fire 
also improves due to mutual coupling after slightly 
adjusting the spacing between elements as shown in 
Table 8. 
 

Table 8. Binomial end fire array in 
vertical direction.  

 d D d* D* 
N=3 0.81 λ 3.8959 0.82 λ 4.2939 
N=10 0.91 λ 6.7963 0.90 λ 7.0594 

 
VI. EFFECT OF MUTUAL COUPLING ON 3 -D 

FIELD PATTERN 
 

The maximum directivity and corresponding 
optimum spacing between the elements for the uniform 
array placed along the x axis in broad-side and end-fire 
configuration are given in Tables 9 and 10, calculated by 
considering both polar and azimuthal angles into account. 
We can clearly see that mutual coupling is degrading the 
overall directivity of the array in both configurations 
especially more in the end-fire array. Also the optimum 
spacing between the elements does not remain the same 
after considering mutual coupling. 
 

Table 9. Uniform broad-side array. 
 d D d* D* 

N=2 0.67 λ 5.0217 0.67 λ 5.0217 
N=3 0.76 λ 8.6101 0.74 λ 8.5405 
N=10 0.92 λ 34.4619 0.84 λ 33.9866 
N=50 0.6 λ 82.6351 0.62 λ 83.8385 

Table 10. Uniform end-fire array. 
 d D d* D* 

N=2 0.33 λ 3.8437 0.36 3.2705 
N=3 0.36 λ 4.2401 0.30 2.8679 
N=10 0.46 λ 19.1332 0.43 17.0622 
N=50 0.48 λ 94.6537 0.48 88.9445 

      
VII. EFFECT OF CHANGING LENGTH 

 
We observed that maximum directivity is degraded 

in half wave dipole array due to mutual coupling in both 
broad-side and end-fire configurations. The change in the 
maximum directivity of the overall array by adjusting the 
length [2] of the each dipole in the array can be observed 
here, by noting the change in near and far field regions, 
resulting from the change in the dipole length. Variation 
in the directivity with length of a 2 element uniform 
broad-side array placed along the x axis, is given in Table 
11. Here  d represents the optimum separation where 
maximum directivity (calculated for the three 
dimensional field pattern of the array) occurs.  
 

Table 11. Variation of maximum directivity with 
dipole length, for a 2 element broad-side array. 

l d D 
0.5 λ 0.67 λ 5.0217 
0.6 λ 0.66 λ 5.2952 
0.7 λ 0.66 λ 5.6695 
0.8 λ 0.65 λ 6.1819 
0.9 λ 0.65 λ 6.8924 
1 λ 0.64 λ 7.8691 

1.1 λ 0.63 λ 9.1178 
1.2 λ 0.63 λ 10.2192 
1.3 λ 0.63 λ 9.5801 

 
We can see that maximum directivity increases as the 

length of the dipole increases up to some extent and the 
optimum length is around 1.2 λ. If the length increases 
further, the directivity decreases and more side lobes 
appear. Also we can see that the optimum separation 
between the dipoles which gives maximum directivity 
decreases as the length of both dipoles increases. 

The directivity variation in the case of 2 element 
end-fire dipole array is given in Table.12 which shows 
that directivity decreases after considering mutual 
coupling for dipole lengths less than 1 λ. However, if we 
increase the length of the dipole above 1 λ, more 
directivity can be obtained by adjusting the separation 
between the dipoles. From the table we can see that 
maximum directivity occurs for dipole length around 1.3 
λ. 

Maximum directivities that can be obtained by 
changing the dipole length of all elements are given in 
Tables 13 and 14 for both broad side and end fire 
configuration. We can see that there is improvement in 
the total directivity of the array by changing the length 
and this optimum length is found to be around 1.23 λ for 
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a broad-side array, and in end fire arrays this optimum 
length is even more. There is much increase in the 
directivity of the end-fire array by mutual coupling than 
compared to broad-side array by changing the length of 
the dipole from 0.5 λ which we can observe. Also the 
optimum dipole length along with separation between the 
dipoles is not remained same after considering mutual 
coupling.  
 

Table 12. Variation of directivity with dipole length 
for a 2 element end-fire array. 

l d D d* D* 
0.5 λ 0.33 λ 3.8437 0.36 λ 3.2705 
0.6 λ 0.33 λ 4.003 0.37 λ 3.6289 
0.7 λ 0.33 λ 4.2184 0.36 λ 3.8663 
0.8 λ 0.33 λ 4.5106 0.36 λ 4.1023 
0.9 λ 0.33 λ 4.9107 0.37 λ 4.3463 
1 λ 0.32 λ 5.4686 0.35 λ 4.5489 

1.1 λ 0.32 λ 6.2226 0.18 λ 8.0466 
1.2 λ 0.32 λ 7.1033 0.26 λ 8.1592 
1.3 λ 0.33 λ 7.5118 0.28 λ 8.3672 
1.4 λ 0.35 λ 6.0750 0.29 λ 7.1492 

 
Table 13. Optimization of directivity by changing length 
in uniform broad-side array. 

 l d D l* d* D* 
N=2 1.23 0.63 10.3129 1.23 0.63 10.3129 
N=3 1.24 0.74 18.0823 1.23 0.73 18.2829 
N=10 1.24 0.91 69.848 1.22 0.9 75.2991 
N=50 1.23 0.59 174.2973 1.23 0.57 174.2695 

 

l = optimum length (in wave lengths) without mutual 
coupling. 
l* = optimum length (in wave lengths) with coupling. 
 
Table 14. Optimization of directivity by changing length 
in uniform end-fire array. 

 l d D l* d* D* 
N=2 1.29 0.33 7.5295 1.27 0.28 8.3925 
N=3 1.31 0.35 8.2584 1.31 0.32 8.5948 
N=10 1.44 0.46 32.1662 1.44 0.41 55.098 
N=50 1.54 0.48 120.5469 1.42 0.42 267.2029 

              
VIII. CONCLUSION 

 
The effect of mutual coupling is very less in uniform  

dipole arrays for multiples of half wave length separation 
between the elements. The maximum directivity of a λ /2 
uniform dipole array decreases due to mutual coupling 
although there is little increase in broad-side arrays for 
large number of elements in the array. Therefore we need 
to minimize the mutual coupling effect if there are few 
number of elements in the array and if there are large 
number of elements we need to use the effect for 
maximum directivity. The degradation with mutual 
coupling is more severe in uniform end-fire  arrays than 
broad-side arrays. However, there is an increase in the 
maximum directivity due to mutual coupling with little 

adjustment in separation between the elements for Dolph-
Tchebyscheff and binomial broad-side arrays even with 
little number of elements in the array. Directivity of the 
uniform dipole array with mutual coupling can be 
increased with even less number of elements in the array 
by adjusting the dipole length to be above 1 λ for broad-
side arrays and above 1.25 λ end-fire arrays, being aware 
of the fact that there will be change in the far and near 
field regions of the array with the change in the dipole 
length. 
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Abstract − In this paper, the method of moments (MoM) is 
employed to solve the electromagnetic field integral 
equation for characterizing slotted waveguide antenna 
covered by a dielectric radome. Different from those 
existing practical examples discussed in literature, these 
structures consist of mixed conducting and homogeneous 
dielectric objects. Both basis functions and testing 
functions are chosen as the well-established 
Rao-Wilton-Glisson (RWG) basis functions. Effects of the 
radome on the slotted antenna’s radiation patterns are 
analyzed and discussed. 
 
Keywords: Slot antenna, radiation pattern, method of 
moments, and radome.  
 

I. INTRODUCTION 
 

Omnidirectional waveguide slot array antennas are 
widely used in communication systems and beacon radar 
systems. This kind antenna arrays are easily designed and 
manufactured. They also have low profiles and high gains.  
The omnidirectional waveguide-slot array antennas have 
been used in practice for many years since the first 
experimental work [1]. Later, Lyon and Sangster [2] and 
Lü [3] theoretically analyzed waveguide slots and a 
slot-pair by employing the method of moments (MoM) to 
solve the resultant integral equations for the equivalence 
magnetic currents. An analysis of omnidirectional 
waveguide slot-pair in a standard rectangular (both 
air-filled and dielectric-filled) waveguide was carried out 
by Sangster and Wang [4]. Recently, Li [5] introduced a 
way to compute the radiation pattern of the 
omnidirectional waveguide slot-pair. 

Usually, this type antenna must be covered by a 
radome in the communication system. Then, the radiation 
pattern of the slot antenna will degrade due to the effects 
of the radome. The RCS of dielectric material objects is 
analyzed by [6]. The scattering problems of mixture of 
conducting and dielectric objects are analyzed in [7-8]. 
Characterization of radiation by waveguide slot antenna 
with an arbitrarily shaped radome is an important subject for 
the communication systems, but it is also a difficult task. In 
this paper, radiation patterns of a slot-pair array covered 

by a radome are studied. The integral equation consisting 
of electric field integral equation and magnetic field 
integral equation is solved directly using the method of 
moment with Rao-Wilton-Glisson (RWG) basis functions 
[9].  

The paper is organized as follows. In the next section, 
we will briefly present necessary mathematical 
formulations for the problem with mixed conducting and 
dielectric objects located in an isotropic free space 
medium at first. We outline how the method of moments is 
applied to solve the problem of waveguide slot antenna 
covered by a cylindrical radome. The RWG functions [9] 
are used as the basis and testing functions in the present 
the Galerkin’s procedure. In the third section, numerical 
examples are presented so as to depict radiation patterns of 
several selected examples and the results of these 
examples are obtained and compared with available data. 

 
 II. DESCRIPTION OF FORMULATION 

 
The equations defined here for electromagnetic 

scattering by mixed dielectric and electric conducting 
objects of arbitrary shapes are quite well established.  As 
shown in Fig. 1, an example of an arbitrarily shaped 
homogeneous scatterer next to a conducting object is 
considered. 

 

 
 
Fig. 1.  Geometry of a dielectric scatterer and a conducting 
scatterer in an isotropic free space medium as a general 
configuration for the later radome analysis applications. 

1054-4887 © 2008 ACES
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 The permittivity and permeability of the dielectric 
scatterer are represented by ε2 and µ2, respectively. The 
scatterer is immersed in an infinite and homogeneous 
medium of permittivity ε1, and permeability µ1. In most 
applications, this infinite medium is free space.  

 Let ( )rJ1  and ( )rM1  represent equivalent electric 
and magnetic currents on the surface of the homogeneous 
object. ( )rJ 0  represents the equivalent electric surface 
current on the conducting object. Applying the equivalent 
principle to this electromagnetic problem, and considering 
the boundary condition, we obtain the electric and 
magnetic field integral equations below, 
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for r on the surface S1; 
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for r on the surface S0, 
 

where ( )rE1 , ( )rH 1  and ( )rE 0  stand for the incident 
electric and magnetic fields in region 1 and the subscript 
“tan” refer to tangential components on the surfaces, S1 and 
S0. The vector potentials, ( ) 1 rAi and ( )rFi1  for 2,1=i , 

and the scalar potentials, ( )rVi1  and ( )rU i1 , are given by, 
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The Green’s functions, ( )rrGi ′,  where 2,1=i , 

have the following form, 
  

( )
R

errG
Rjk

i

i−

=′,                           (3) 

 
where rrR ′−=  and,  

 

iiik εµω ′=   .                           (4) 

 
Equations (1a-1c) are solved by applying the method of 

moments. In this work, all the surfaces of scatterers are 
approximated by planar triangular patches and thus the 
RWG functions [9] are chosen as both basis functions and 
testing functions. As in a conventional MoM solution, the 
unknown surface electric and magnetic current distributions 

( )rJ1 , ( )rM1 , and ( )rJ 0  are expanded into three sets of 

basis functions ( ){ }rf n
1 , ( ){ }rf n

1  and ( ){ }rf n
0  as follows, 
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where Nd and Nc stand for the numbers of edges on the 
dielectric and conducting surfaces of the triangular model, 
respectively. After applying the method of moments to 
equations (1a-1c), the equations are converted into a 
system of N  linear equations and are further written in 
matrix form as follows, 
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where the impedance matrix is of dimension NxN  with       
N = Nd + Nc, and all the elements in equation (6) are 
sub-matrixes [8].   

For a scattering problem, the right-hand side of 
equation (6) may be written, 
 

( ) ( )∫ ⋅=
1

11
1 S jj dS rErfE                    (7)  

 
( ) ( )∫ ⋅=

1

11
1 S jj dS rHrfH ,                 (8) 

 
 ( ) ( )∫ ⋅=

1

00
0 S jj dS rErfE .                 (9)  

 
For the radiation problem, one can set a voltage 

source in the excitation port. However, only a few 
elements of E0 in equation (6) are assigned to be nonzero 
values.  

For the geometry of slotted waveguide antennas 
covered by a cylinder radome in this paper, a short dipole 
is placed in the waveguide as the exciting source when we 
analyze the radiation characteristics of the 
slotted-waveguide antennas. 

 
III. NUMERICAL RESULTS 

 
Based on the theoretical formulas and MoM, a code is 

written in fortran language for simulating the waveguide 

slot array with radome and scattering from hybrid 
metallic-dielectric objects. To examine the correctness of 
the code, we first investigate bistatic radar cross sections 
(RCSs) of a conducting sphere next to an air-filled 
dielectric sphere. The RCS results are obtained for a plane 
wave of θθ-polarization, with an incidence angle of θ = 0o 
and ϕ = 90o. The results are shown in Fig. 2 where the 
“Conducting sphere only” results were obtained using the 
EFIE in the absence of the dielectric objects. Two cases are 
considered here, one (with 1,200 unknowns) for a 
conducting sphere of 1 meter radius only, and the other 
(with 3,600 unknowns) for a conducting sphere of 1 meter 
radius next to a dielectric sphere of 1-meter radius (which is 
also considered as a special case, we considered εr = 1, µr = 
1, and σ = 0, and the distance is 3 meters in the y-direction). 
A good agreement between the numerical results for both 
cases is observed in Fig. 2; and certainly the agreement is 
expected. This indicates that the results produced by the 
code are reducible to those of special cases, partially 
verifying the correctness of the code.  
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Fig. 2.  Bistatic RCS of a sphere at f = 0.3 GHz. 

 
The geometer of radome and slotted waveguide are 

shown in Figs. 3 (a) and (b). The axis of cylinder radome is 
along z direction. The slotted waveguide is put in the 
center of the radome along the axis. The radome is open in 
the bottom and is closed on the top. The height of cylinder 
radome is 90mm. The radii (R), the depth (D) and the 
permittivity (εr) of the radome are chosen with different 
values for analyzing the effect of the radome.  The slotted 
waveguide with radome is analyzed as following. 

The selected working frequency is 9.375 GHz here. 
The width of the waveguide is 22.86 mm. The height of 
waveguide is 1 mm. The total length of waveguide is 1.3 
λg. The depth of waveguide is 1 mm. One end of the 
waveguide is shorted, and the dipole is placed near another 
end (0.25 λg , λg = 44.8036 mm). The width of the slots is 
1.00 mm. Two slot-pairs are cut on the waveguide walls. 
The distance between the two slot-pairs is 0.5 λg.. The 
length of the slot is 13.90 mm, the offset of the slot-pair is 
1.00 mm, the slot center located at 0.25 λg away from the 
shorted plug. 

168LI, GUO, ZOU, LIU: ANALYSIS OF CYLINDRICAL DIELECTRIC RADOME COVERING OMNIDIRECTIONAL WAVEGUIDE ANTENNAS



 
 

(a) Radome. 
                                    

   
 

 (b) slotted waveguide. 
 
Fig. 3.  Radome and slotted waveguide antenna. 

 
To further verify the correctness and capability of our 

code and the idea for analyzing the slotted waveguide, the 
radiation patterns of the waveguide slot antenna (with 
air-filled radome, set  ε2=1.0) are computed first.  The 
results are presented in Fig. 4 where both the E- and H-plane 
patterns are shown. The E-plane and H-plane patterns are in 
x-y plane (θ=90o, φ turns from 0o to 360o) and y-z plane 
(φ=90o, θ turns from 0o to 360o), respectively. All the 
radiation patterns are normalized.  

A good agreement between the numerical results of 
both the air-filled radome case and no radome case is 
observed. This indicates that the results produced by the 
code are reducible to those of special cases, partially 
verifying the correctness of the code and the analysis way.  

Different parameters of the radome, namely, the radii 
(R), the depth (D) and the permittivity (εr), are chosen 
subsequently for analyzing the effects of the radome. The 
radii (R) are chosen to be: (1) 0.5λ; (2) 0.6λ; (3) 0.65λ; and 
(4) 0.75λ. The depths (D/λ) are assumed to be (1) 0.125; (2) 
0.1764; (3) 0.25. The relative permittivities of ε2 are 
chosen as (1) 2; (2) 3; and (3) 4. 
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(a) E-plane (θ=90o, φ changes from 0o to 360o). 
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 (b) H-plane (φ=90o, θ changes from 0o to 360o).   
 
Fig. 4. The computed far field patterns of slot-pair. 
 

First of all, we consider the variation of the relative 
permittivity of the dielectric radome and the radome’s 
radius. The computed results are presented in Figs. 5-7 
where the radii (R) and the permittivities (εr) of the radome 
are different, and the depth is chosen as 0.125λ.  When the 
radius (R) are half a wavelength (i.e., 0.5λ), the E-plane and 
H-plane far-zone patterns are both poor. It is however 
realized that if the radii (R) are chosen as 0.6λ and 0.65λ, 
respectively, the roundness of E-plane pattern is better when 
different permittivities (εr) are used. The effects due to 
permittivity changes are apparently very significant.  If       
εr = 2, effects of radii (R) becomes less important, but if εr 
increases to be higher in value, we must be very careful to 
choose appropriate radii of the radome to maintain the 
generally overall good performance of the antenna. 
Therefore, it is very important for a radome designer to 
know clearly what kind of effects will be caused by 
changing the configurations of the whole system during the 
antenna and its dielectric radome designs.  
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(b) H-plane. 
 
 Fig. 5. The computed far field patterns of the slot-pair.  
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(b)  H-plane. 
 

Fig. 6. The computed far field patterns of the slot-pair. 
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Fig. 7. The computed far field patterns of the slot-pair.  
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Subsequently, computed results (when the depth is 
chosen as 0.1764λ) are presented in Figs. 8-10 where the 
radii (R) and the permittivities (εr) of the radome vary.  
When the radii (R) are chosen to be 0.5λ and 0.75λ, 
respectively, the E-plane and H-plane antenna patterns are 
both poor. If the radii (R) are chosen as 0.6λ and 0.65λ, 
respectively, the E-plane pattern is apparently improved 
when the different permittivity (εr) values are used.  
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(b) H-plane. 
 

Fig. 8. The computed far field patterns of the slot-pair.  
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Fig. 9. The computed far field patterns of the slot-pair.  
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Fig. 10. The computed far field patterns of the slot-pair.  
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Finally, the radiation patterns are obtained for a depth 
of 0.25 λ and different radii (R) and permittivity (εr) values. 
The obtained results are shown in Fig. 11. The E-plane and 
H-plane patterns are found both very good and the 
distortion due to the radome is very minimal. It is shown 
that when the radome is designed, the radii (R) of the 
cylindrical radome are preferably chosen as 0.6λ and 0.65λ 
so as to provide desired antenna patterns. 
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(b) H-plane. 
 

Fig. 11. The computed far field patterns of the slot-pair 
where Er denotes permittivity. 
 

IV. CONCLUSION 
 

In this paper, the method of moments is employed to 
analyze waveguide slot antenna in the presence of a 
dielectric radome. The detailed electromagnetic field 
integral equation formulations for radiation (and scattering) 
by these antennas (and scatterer) of arbitrarily shaped 3D 
geometry are carried out. The Galerkin’s MoM procedure 
is utilized to solve the integrate equations. Some numerical 
examples are considered and their results are shown to 
verify the correctness of formulations and capability of our 
numerical codes. The waveguide slot antennas with 
radome (as the examples) are analyzed in detail. 
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Abstract − Gyrotropic planar phase shifters are widely 
used to control the radiation properties of phased array 
antennas. The design and performance of a microstrip 
array antenna with integrated ferrite phase-shifter are 
described. Calculated tunable differential phase shift and 
simulated beam scanning properties of the linear phased 
array antenna are presented and corroborated with 
measured results. 
 

I.  INTRODUCTION 
 

The revolution in PCB techniques and the recent 
availability of low loss and commercially viable 
microwave ferrites have renewed the interest in printed 
antennas on ferrite substrate. When magnetized, ferrite 
substrates offer greater agility in controlling the beam 
steering and pattern shaping characteristics of the 
microstrip array antennas [1, 2]. The high dielectric 
constant of the ferrite brings a reduction in the antenna 
dimension [3] and the inherent anisotropy and non-
reciprocal behavior of this media is often used to achieve 
frequency tuning and polarization diversity [4]. In this 
paper, a microstrip array antenna with integrated phase 
shifter is realized on a transversely magnetized planar 
ferrite substrate. Tunable progressive phase shift is 
achieved by varying the magnetic bias that changes the 
permeability of ferrite material, which in turn changes the 
phase velocity, hence, the insertion phase of the 
propagating microwave signal. Analytical methods are 
used to calculate the tunable differential phase shift of the 
microstrip phase shifter, integrated with the four-way 
Wilkinson type array feeder. Commercial CAD software 
is used to analyze the impedance matching and the beam 
scanning properties of the designed microstrip linear 
phased array antenna. The simulated responses are 
verified using the measured results, obtained from a 
vector network analyzer and an antenna measurement 
system. 

 
II. METHOD OF ANALYSIS 

 
The parallel plate waveguide has long been used to 

study the electromagnetic wave propagation in planar 
microstrip structures [3]. An analytical method is used 
here to predict the phase shift properties of an externally 
magnetized ferrite filled parallel plate waveguide. In the 

presence of a transversely applied biasing magnetic field, 
the gyromagnetic behavior of ferrite material is described 
by its tensor permeability, 
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The symbol ‘H0’ is the external biasing field, ‘f’ is the 
signal frequency,  ‘γ’ is the gyromagnetic ratio, ‘M’ is the 
magnetization, and ‘N’ is the demagnetization factor of  
the planar (µz=1) ferrite material. Thus, for a lossless and  
transversely (y-directed) magnetized ferrite filled parallel 
plate waveguide, substituting the tensor permeability 
([µr]) and the boundary conditions into Maxwell’s 
equation, the derived characteristic equation can be 
written as, 
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where, ‘2d’ is the separation between plates,               
‘K0= ω√(µ0ε0)’, ‘µeff =(µ2-κ2)/µ’ and ‘m’ determines the 
mode of operation. Since the resonance conditions in 
magnetized ferrites are associated with singular value of 
effective permeability (µeff →∝), this analysis is restricted 
to modes operating at magnetic bias below resonance 
region.  
 

III. DESIGN AND RESULTS 
 

The phase-constant (β) and the external bias field 
(H0) solution of equation (2) is plotted in Fig. 1, for a 
ferrite filled parallel plate structure. Note the sharp 
changes in the insertion phase near the resonance region, 
where β can be tuned significantly by slightly varying the 
biasing field. While designing the ferrite based microstrip 
integrated array feeder, Pucels analytical expressions [5] 
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Fig. 1. Tunable phase constants for parallel plate 
waveguide filled with transversely magnetized ferrite at 
f=10GHz. (Ms=63 KA/m, εr=14, ∆H=10 Oe, d=0.2mm). 
 
are used to calculate the required microstrip parameters. 
Figure 2 (a) shows the integrated array feeder, designed 
to provide 360° progressive phase shift on an unbiased 
(H0=0 KA/m) ferrite substrate. The spacing in x-axis is 
carefully selected to provide adequate space for realizing 
radiating patches that generate a broadside radiation.  

The scattering parameters of the array feeder are 
plotted in Fig. 2 (b). Note that the reflection (S11, S22, S33, 
S44) and isolation (not shown) parameters exhibit 
acceptable responses (below -20dB), whereas the 
transmission parameters (S21, S31, S41, S51) display 
unequal amplitudes of the patch excitation signals. Since 
the excitation amplitudes also depend on the external 
biasing field, this apparent disadvantages of the ferrite 
substrate can be exploited to design a non-uniform 
phased array antenna, which requires a different 
excitation amplitude and phase for each radiating 
element.  

Figure 3 superimposes the simulated and 
experimental reflection responses (|S11|) of the 4-element 
linear array antenna based on dielectric-ferrite composite 
substrate. The picture of the fabricated antenna is also 
shown in the inset of Fig. 3.  

 

 
(a) 

 
(b) 

 
Fig. 2. (a) Ferrite based integrated array feeder to provide 
360° progressive phase shift. (b) Reflection and 
transmission responses of the 4-port array feeder. 
 

 Note that a quarter wavelength transformer is used 
to match the impedance of the radiating patches with 
array feeder. Although the array antenna is designed to 
operate at 10 GHz, the discrepancy between these 
responses is mainly due to computational and fabrication 
related limitations. Since basic microstrip array is 
inherently a narrow band device, the impedance 
bandwidth for the designed antenna array is observed to 
be 6.5%. The radiation properties of the antenna also 
exhibited acceptable responses, such as, gain of 14 dB, 
beam-width of 28° and main-to-side lobe ratio of -16 dB.  

 

 
Fig. 3. Simulated and experimental reflection responses 
of the un-magnetized 10 GHz, 4-element composite 
linear array antenna (shown in the inset of the figure). 

 
The beam scanning properties of the array antenna is 

shown in Fig. 4. The simulated angles of the squinted 
main beam for six different magnetic biases are shown in 
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Fig. 4 (a), and related measured results are shown in       
Fig. 4 (b). Note that for magnetic biases up to 150 KA/m, 
the main beam is steered by a very small angle (≈ 30). 
But, when the biasing field is increased from 200 KA/m 
to 240 KA/m, the main beam is observed to squint by 230, 
where the beam directions are observed at -70, -14.50,       
-19.70 and -22.50 degrees for external basing fields of 200 
KA/m, 225 KA/m, 235 KA/m and 240 KA/m, 
respectively. Although increasing magnetic fields 
produces sharp beam scanning, it also biases the ferrite 
material close to lossy ferrimagentic resonance. So a 
compromise is essential between the acceptable losses 
and the required sharp changes in progressive phase shift 
that leads to larger angle of the beam squint. 
 

 
(a) 

 

 
(b) 

 

Fig. 4. (a) Simulated and (b) Measured radiation response 
of the ferrite based 4-element linear array for six specific 
external magnetic bias (in y-axis).  
 

IV. CONCLUSION 
 

A linear phased array antenna based on composite 
dielectric-ferrite substrate is presented. The tunable 
insertion phase of the integrated microstrip phase shifter 
is investigated. Steep phase variation is observed near 
ferromagnetic resonance region, although the amplitudes 
of the patch excitation signals are observed to be unequal. 
The radiation response demonstrated significant beam 
squint for a small variation of magnetic bias and without 
major degradation of the antenna properties. 
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Abstract − A coplanar waveguide (CPW) slot-coupled 
Ka-band patch antenna is designed, constructed and tested 
for subsequent integration with a wafer-scale MEMS-
switched antenna array beam-steering control board. The 
antenna is designed for fabrication on a high resistivity 
silicon (HRS) wafer (εr ≈ 11.8) for operation with 25-30 
GHz satellite communication systems. A simulated 10 dB 
return loss bandwidth of 2.96 GHz (9.8 %) is achieved 
with a 4.6 dB peak gain and 110° half-power beamwidth 
(HPBW). A scaled prototype at 6 GHz is constructed on 
RT/Duroid 6010 substrate (εr ≈ 10.2) and yields a 
measured bandwidth of 360 MHz (6.0 %) and a peak gain 
of 4 dB. A CPW feedline / slot misalignment sensitivity 
test is conducted through simulations to investigate the 
effects that fabrication errors may have on antenna 
performance during wafer-scale integration of the patch 
antenna onto the HRS substrate. Simulation results show 
that slot misalignment less than 200-400 µm should only 
minimally affect antenna performance, with the most 
significant degradation being a 2.5 – 4.0 % drop in 
antenna bandwidth. The successful design of this patch 
antenna demonstrates a compact, efficient method for 
integration of a CPW slot-coupled Ka-band patch antenna 
onto a wafer-scale MEMS control board without the need 
for additional substrate layers or feedline interconnects, 
minimizing total system weight and fabrication 
complexity. 
 
Keywords: Coplanar waveguide, patch antenna, wafer-
scale, and MEMS. 
  

I. INTRODUCTION 
 

Several key metrics including size, efficiency, and 
affordability must be optimized when Army 
communication systems are designed. With this in mind, 
research on embodiments of a compact, efficient 
microwave electronic scanning array (ESA) has been 
proposed for integration with future battlefield platforms. 
One such ESA involves a Ka-band aperture-coupled patch 
antenna array as the radiating element on a wafer-scale 
MEMS-switched control board for a lightweight, compact 

electronically-controlled beam and null steering unit for 
satellite communication systems. Integration of a patch 
antenna array onto such a wafer-scale control board 
requires a design approach that differs from the 
traditional aperture-coupled microstrip patch antenna 
technique, since the feedlines that extend from the 
MEMS switching elements are typically coplanar 
waveguide (CPW) structures. The design, simulation and 
testing of a single Ka-band patch antenna will be 
discussed, with a focus on its future integration with a 
CPW-fed wafer-scale MEMS-switched control board. 
 

II. DESIGN APPROACH 
 
The first step in the design of a Ka-band patch 

antenna for integration with a wafer-scale MEMS control 
board is to develop a solid understanding of the wafer 
structure and the MEMS-switched beam/null-steering 
control board design. The MEMS switches are fabricated 
onto a 4" diameter, 500 µm thick high resistivity silicon 
(HRS) wafer (εr ≈ 11.8, tan(δ) ≈ 0.02, σ < 0.01 S/m) with 
gold trace used for the transmission lines and the ground 
plane. While microstrip feed lines are typically used for 
aperture-coupled patch antennas, CPW transmission lines 
are most easily fabricated on the HRS wafer where the 
MEMS switching elements reside. While research on this 
topic has been scarce, especially prior to the early 1990s, 
the recent interest in incorporating active antennas into 
monolithic microwave integrated circuits (MMICs) has 
yielded a number of papers that detail promising 
techniques for CPW aperture coupling. One such 
technique involves two substrates, with the CPW line on 
the lower surface of the bottom substrate. A ground plane 
with an aperture is placed on the upper surface of this 
substrate and a second substrate is placed on top of this 
structure, with a patch antenna located on its upper 
surface. The CPW line couples energy through the 
aperture to the patch antenna similar to the traditional 
microstrip aperture coupling approach [1-3]. Another 
technique involves a single substrate and completely 
eliminates the need for an embedded aperture and ground 
plane between two separate substrates [4, 5]. With this 
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technique, a patch antenna is fabricated on the upper 
surface of a substrate and a CPW feedline is fabricated on 
the lower surface, with a coupling slot integrated beneath 
the patch at the end of this feedline. The CPW feedline 
couples energy directly through this slot to the patch. One 
recent embodiment of this approach incorporated a novel 
tuning stub into the CPW feedline for important reactive 
tuning for better impedance matching [5]. 

The integration of a Ka-band patch antenna with a 
CPW-fed MEMS control board required careful 
consideration of fabrication ease and substrate dimension 
constraints. A center frequency of ~30 GHz was chosen 
in order to facilitate the usage of a final wafer-scale 
MEMS-switched antenna array based on this design as 
the uplink mechanism for a typical satellite 
communication system. At 30 GHz, the 500 µm HRS 
substrate tended to be too thick to serve as the lower 
substrate in a two-substrate aperture-coupling setup. Test 
simulations in HFSS yielded a much higher bandwidth of 
~6-7% using the single-substrate CPW aperture-coupling 
method [4, 5] than the ~1-2% bandwidth yielded by the 
two-substrate method [1-3]. In addition to this notable 
bandwidth improvement, the single-substrate technique 
also reduces fabrication complexity by incorporating the 
control board and antenna on the same structure and 
reduces the weight of the final unit by eliminating the 
need for additional substrate layers to be bonded to the 
HRS wafer. Thus, the single-substrate CPW slot-coupling 
method was chosen for the final 30 GHz patch antenna 
design, with the tuning stub pioneered in [5] included for 
reactive tuning. 

 
 III. WAFER-SCALE PATCH ANTENNA 

DESIGN/SIMULATION 
 

A CPW slot-coupled patch antenna was then 
designed from patch antenna and coplanar waveguide 
theory [6, 7] and was simulated and fine-tuned in Ansoft 
HFSS [8] and EMAG EMPiCASSO [9], with the CPW 
feedline incorporated into the ground plane of the HRS 
substrate and a tuning stub included for reactive 
impedance matching. The final antenna design is shown 
in Fig. 1, with detailed dimensions and substrate 
properties listed in Table 1. 

The simulated return loss for this CPW slot-coupled 
patch antenna design is shown in Fig. 2. In HFSS, an 
excellent resonance at ~30.2 GHz was obtained after the 
patch antenna dimensions and CPW feedline 
characteristics were fine-tuned accordingly from 
theoretical values to their final values listed in Table 1, 
with a resulting 10 dB return loss bandwidth of ~2.96 
GHz (9.8 %), from 28.59 – 31.55 GHz. The 
EMPiCASSO return loss results exhibit a center 
frequency shift up to ~30.5 GHz and a 10 dB return loss 
bandwidth decreases down to ~1.62 GHz (5.3 %), from 
29.69 – 31.31 GHz. The causes of these small 

discrepancies between the HFSS and EMPiCASSO 
results will be discussed when the measured data for a 
scaled prototype is presented. 

 
 

 

 
 
 

Fig. 1. HFSS model of a 30 GHz CPW slot-coupled patch 
antenna. 
 
Table 1. 30 GHz CPW slot-coupled patch antenna design 
parameters. 
 

Variable Dimensions 

Patch 1115 x 1115 µm 

Substrate 4000 x 4000 µm, 
t = 500 µm 

CPW line width (S) 85 µm 

CPW slot width (w) 50 µm 

Slot dimensions 1078 x 124 µm 
Tuning stub length 

(from bottom edge of 
aperture) 

530 µm 

Substrate material 
properties 

εr ≈ 11.8, tan(δ) ≈ 0.015, σ < 
0.01 S/m 

Patch / CPW feedline 
material properties 

Gold trace:  σ ≈ 4.7e07 S/m, 
t = 0.75 µm 
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The simulated gain for this antenna design is shown 
in Fig. 3. The peak gain occurs at 0° and is ~4 dB, with a 
half-power beamwidth (HPBW) of ~110°. The low gain 
value is mainly attributed to the lossy HRS wafer that the 
antenna resides upon, with a high dielectric constant, 
relatively large thickness, and low resistivity compared to 
most low-loss substrates used for traditional patch 
antenna designs. This reduction in gain has been deemed 
a fair tradeoff for the ease of fabrication and unit weight 
reduction that results from the single-substrate integration 
of the antenna directly onto the HRS wafer.  

 

 
Fig. 2. HFSS-simulated S11 data for 30 GHz CPW slot-
coupled patch antenna. 

 

 
Fig. 3. HFSS-simulated total gain pattern for 30 GHz 
CPW slot-coupled patch antenna. 

 
 

IV. SCALED PROTOTYPE ANTENNA 
SIMULATION/MEASUREMENTS 

 
Since this design was too small to be constructed 

with an on-site router (6 mil bit size limitation), the 
antenna frequency was scaled down to 6 GHz in order to 
increase the structure size enough so that a test unit could 
be efficiently and accurately fabricated. Detailed 
dimensions and substrate properties are summarized in 
Table 2. A single element prototype of this 6 GHz design 
was then constructed on a 3" x 3", 2.54 mm thick 

RT/Duroid 6010 substrate (εr ≈ 10.2) with an end-launch 
coaxial cable connector soldered to the CPW line. 
RT/Duroid 6010 substrate was used in place of the HRS 
wafer due to its reasonably similar dielectric constant, εr. 
A picture of this prototype is shown in Fig. 4. The return 
loss data for this prototype is shown in Fig. 5. 

 
Table 2. Scaled prototype CPW slot-coupled patch 
antenna design parameters. 
 

Variable Dimensions 

Patch 5.67 x 5.67 mm 

Substrate 76.2 x 76.2 mm, 
t = 2.54 mm 

CPW line width (S) 0.91 mm 

CPW slot width (w) 0.41 mm 

Slot dimensions 5.45 x 0.57 mm 

Tuning stub length 
(from bottom edge of 

aperture) 
3.25 mm 

Substrate dielectric 
constant εr ≈ 10.2 

 

 

 
 

Fig. 4. Fully-constructed 6 GHz scaled prototype of CPW 
slot-coupled patch antenna. 

Front

Back 
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Fig. 5. Measured S11 data for 6 GHz prototype CPW slot-
coupled patch antenna. 

 
While the measured return loss for this 6 GHz 

prototype ended up having a center frequency about 
~300-500 MHz lower than the HFSS and EMPiCASSO 
results, it did confirm the feasibility of the excellent 
HFSS simulation results of the 30 GHz design. A 
resonance at ~6.01 GHz was obtained with a 10 dB return 
loss bandwidth of ~360 MHz (6.0 %), from 5.85 – 6.21 
GHz. This measured bandwidth is nearly double the 
achieved bandwidth of existing single-substrate CPW-fed 
slot-coupled patch antenna designs [4], [5]. E-plane and 
H-plane radiation pattern measurements are shown in 
Figs. 6 and 7. 

The resulting peak gain for this prototype was 4.4 
dB. While a generally broadside radiation pattern is 
confirmed by these measurements, a small drop of 1-2 dB 
is seen in the E-plane radiation pattern between -10° and 
15°. HFSS simulation results for the 6 GHz scaled patch 
antenna with a 3" x 3" substrate, also shown in Figs. 6 
and 7, confirms this phenomenon and matches the 
measured data reasonably well in shape and final realized 
gain. 

 

 
Fig. 6. Measured E-plane radiation pattern data for 6 GHz 
prototype CPW slot-coupled patch antenna. 

 

 
Fig. 7. Measured H-plane radiation pattern data for 6 
GHz prototype CPW slot-coupled patch antenna. 

 
The 0° dip in the measured prototype results is a 

significant deviation from the simulated 30 GHz wafer-
scale patch antenna total gain pattern shown in Fig. 3. 
This simulated patch antenna was placed onto a substrate 
that was approximately 4 times larger in size than the 
patch area. The scaled 6 GHz prototype, however, was 
constructed on a substrate that was 15 times larger than 
the patch antenna. Increased surface wave radiation from 
this notable increase in substrate / ground plane size is 
expected to be the cause of the measured radiation pattern 
abnormalities. In order to confirm this theory, HFSS 
simulations were conducted with the 6 GHz scaled 
prototype design placed on substrates of different sizes. 
The resulting E-plane and H-plane radiation patterns are 
shown in Fig. 8 and 9. A slight tilt towards 5° exists in 
the broadside E-plane pattern maximum with the 1-inch 
substrate, but the 0° power loss is significantly mitigated. 
The general trend observed from comparing this 
simulation data is that the overall radiation pattern tends 
to become a more efficient broadside pattern as the 
substrate size is decreased. Considering that surface wave 
contributions to patch antenna radiation increase as the 
substrate size increases, particularly in the E-plane [10], 
these results strongly indicate that surface wave 
diffraction from the substrate edges are the main cause of 
the slightly-degraded radiation pattern [10-12]. The final 
wafer-scale patch antenna array will be incorporated onto 
a silicon wafer approximately 100 times larger (4" x 4") 
than an individual patch antenna, so techniques for 
mitigating the effect that this surface wave diffraction has 
on the final antenna array gain and radiation pattern 
should be explored further. A promising candidate for 
reducing this surface wave distortion is the incorporation 
of an electromagnetic bandgap (EBG) structure [10, 13] 
or a uniplanar compact photonic bandgap structure (UC-
PBG) [14, 15] onto the silicon wafer. The next phase of 
research for this wafer-scale patch antenna array will 
focus on the incorporation of such a structure into this 
design for further optimization of the antenna radiation 
performance. 
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Fig. 8. Effect of substrate/ground plane size on E-plane 
radiation pattern for 30 GHz wafer-scale patch antenna. 

 

 
Fig. 9. Effect of substrate/ground plane size on H-plane 
radiation pattern for 30 GHz wafer-scale patch antenna. 

 
A comparison of the HFSS and EMPiCASSO 

simulated return loss plots in Fig. 2 and 5 yields a 
consistent relationship between the two simulation 
program results for both the 30 GHz wafer-scale design 
and the 6 GHz scaled prototype design. In both cases, the 
EMPiCASSO results show less-pronounced resonance at 
a center frequency about 150 – 200 MHz higher than the 
HFSS results and exhibits a 2 – 4 % bandwidth decrease. 
When placed side-by-side with the 6 GHz measured data, 
the HFSS simulation results are much closer than the 
EMPiCASSO simulation data, yielding a very similar 
resonance shape and bandwidth and only having a +300 
MHz center frequency shift versus the less comparable 
resonance shape and +475 MHz shift that the 
EMPiCASSO results displayed. The less accurate results 
obtained by EMPiCASSO are likely attributed to its 2.5D 
geometry scheme which employs an infinite substrate and 
ground plane size. The > 300 MHz difference between 
the simulated and measured results for this prototype 
could also be attributed to fabrication/measurements 
inaccuracies and to limitations in the simulation model. 
Even with these small discrepancies between simulated 
and measured results, the data obtained from the 6 GHz 
scaled prototype demonstrate the effectiveness that the 30 

GHz wafer-scale design should have when it is fabricated 
onto an HRS substrate. 

 
V. WAFER-SCALE FABRICATION ERROR 

SENSITIVITY TEST 
 

When this patch antenna design is fabricated onto an 
HRS wafer, there is a potential for misalignment between 
the patch on the upper surface of the wafer and the CPW 
feedline and slot on the lower surface. Using a 
photoetching process, this misalignment should be 
limited to a worst-case offset of ~5 µm. An alignment 
sensitivity test was conducted in HFSS to predict what 
effects this misalignment would have on the patch 
antenna performance. The CPW feedline and slot were 
both offset from their centered position under the patch 
antenna by 5 µm along the x-plane and then the y-plane. 
A diagram of this feedline/slot offsetting strategy is 
shown in Fig. 10. 

 

 
 

Fig. 10. Offset orientation diagram for CPW feedline / 
slot alignment sensitivity test. 

 
A comparison of the HFSS-simulated returns loss for 

these misaligned cases with that of the perfectly-aligned 
case is shown in Fig. 11. The +/- y-plane offsets were 
both simulated due to the asymmetry in the y- plane due 
to the feedline and tuning stub in the + y-plane. However, 
since symmetry exists in the x-plane, only the + x-plane 
offset was simulated. The results of these simulations 
indicate that the worst-case photoetching misalignment 
should very minimally affect the performance of the 
wafer-scale patch antenna. The only notable effect 
seemed to be a +100 MHz center frequency shift with the 
+5 µm y-plane offset, which may partially be attributed to 
the model meshing variability between this simulation 
and that of the perfectly-aligned model and may also 
result from more of the feedline / tuning stub being 
shifted under the patch. The bandwidth, peak gain and 
HPBW remained minimally affected, with approximately 
the same values for the misaligned cases as those for the 
perfectly-aligned case. 

x 

y 

+ x-offset 

+ y-offset 
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Fig. 11. HFSS-simulated S11 of wafer-scale patch antenna 
with 5 µm slot misalignment. 

 
Next, this sensitivity test was expanded to discover 

approximately how misaligned the patch antenna and 
CPW feedline and slot must be in order to have a 
significant effect on antenna performance. The CPW 
feedline and slot were both offset from their centered 
position under the patch antenna at increments of ~54.5 
µm in the + x-plane and at larger increments in the +/- y-
plane up to the point where no part of the slot resided 
under the patch.  

The results of the x-plane sensitivity test are shown 
in Fig. 12. These data indicates that a misalignment 
smaller than ~400 µm should yield a small (~0 to 100 
MHz) center frequency shift and a bandwidth reduction 
down to ~6.5 – 7% (from its original 9.8% value). A 
misalignment greater than 400 µm may yield a significant 
return loss increase and consequential loss of resonance. 
Beyond 550 µm misalignment, the return loss increases 
above 10 dB for the entire 28 – 32 GHz frequency region 
of interest. 
 

 
Fig. 12. HFSS-simulated S11 for wafer-scale patch 
antenna x-direction slot alignment sensitivity test. 
 

The results of the y-plane sensitivity test are shown 
in Fig. 13. These data indicates that misalignment smaller 
than ~250 µm yields a small (~0 to 100 MHz) center 

frequency shift and a bandwidth reduction down to ~5.7 – 
6.0 % (from its original 9.8 % value). A misalignment 
greater than 250 µm yields a significant return loss 
increase and loss of resonance. Beyond 400 µm 
misalignment, the return loss increases above 10 dB for 
the entire 28 – 32 GHz frequency region of interest.  
 

 
Fig. 13. HFSS-simulated S11 for wafer-scale patch 
antenna y-direction slot alignment sensitivity test. 

 
From these results, the antenna performance is 

shown to be more sensitive to misalignment in the y-
plane, with loss of resonance occurring at a misalignment 
~150 µm smaller in the y-plane than in the x-plane. 
Another notable performance difference between x and y-
plane misalignment is that the patch antenna bandwidth 
appears to be more critically affected by small y-plane 
misalignment than by x-plane misalignment, suffering a 
0.8 – 1.0 % further decrease in bandwidth. Thus, 
according to these simulation results, a fabrication error 
of 300 – 400 µm or smaller in the x-plane or 200 – 300 
µm or smaller in the y-plane should only cause a small % 
loss of bandwidth and should minimally affect the 
antenna resonance at 30 GHz. A very rare photo mask 
misalignment in the photoetching process could 
potentially bring about a slot/patch antenna misalignment 
greater than 300 – 500 µm, but with regards to the more 
common 0 – 5 µm-range fabrication errors, these tests 
have shown that the performance of this wafer-scale 
patch antenna design is considerably robust to slot 
misalignment. 
 

VI. CONCLUSIONS 
 
A coplanar waveguide slot-coupled Ka-band patch 

antenna has been successfully designed, constructed and 
tested for integration with a wafer-scale MEMS-switched 
antenna array beam-steering control board. HFSS 
simulation results show a 10 dB return loss bandwidth of 
2.96 GHz (9.8 %) with a 4.6 dB peak gain and 110° 
HPBW. A scaled prototype at 6 GHz that was constructed 
on RT/Duroid 6010 substrate (εr ≈ 10.2) yielded a 
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measured bandwidth of 360 MHz (6.0 %) and a peak gain 
of 4 dB. The measured bandwidth is nearly double the 
achieved bandwidth of existing single-substrate CPW-fed 
slot-coupled patch antenna designs and the promising 
simulation results for the wafer-scale design indicates the 
potential for bandwidth improvement of up to 4 times that 
of previously-reported designs. 

The results from a wafer-scale fabrication error 
sensitivity test indicated that a CPW feedline / slot 
misalignment less than 200-400 µm should produce 
minimal degradation of antenna functionality, with the 
most significant impact being a 2.5 – 4.0 % drop in the 
antenna bandwidth and a small shift in the center 
frequency of 100 MHz or less. With wafer-scale 
fabrication errors on the order of less than 5 µm, the 
performance of this antenna design should be minimally 
affected by such circumstances. From this, it may be 
inferred that the production yield for a final wafer-scale 
integrated antenna array and MEMS beam-steering 
control board will not be significantly impacted by the 
antenna design and will mainly be dependent upon the 
MEMS switching element yield percentage. 

The successful design and implementation of this 
patch antenna demonstrates a compact, efficient method 
for integration of a CPW slot-coupled Ka-band patch 
antenna onto a wafer-scale MEMS-switched control 
board without the need for additional substrate layers or 
feedline interconnects. This, in turn, minimizes the total 
system weight and decreases the wafer-scale fabrication 
complexity, yielding a lightweight, cost-effective solution 
for a microwave electronic scanning array for satellite 
communication. 
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