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An Improved Time-Domain Near-Field to Far-Field Transform in Two 
Dimensions 

 
J. A. Roden, S. L. Johns, and J. Sacchini  

 
The Aerospace Corporation 

Chantilly, VA 
 
Abstract − Computing the far-field transient response of a 
two-dimensional geometry requires a convolution of 
near-field currents with a two-dimensional far-field 
impulse response. In this work, a purely time domain 
implementation is derived and its accuracy is 
demonstrated. This method is applicable to EMI, 
radiation, and scattering problems. 
 

I. INTRODUCTION 
 

The finite difference time domain technique (FDTD) 
is a robust and proven technique for full-wave 
electromagnetic analysis of complex microwave, antenna, 
and scattering geometries. Often, the quantity of interest 
is not near-field quantities, which are directly computed 
by the time marching scheme. Instead, far-field radiation 
or scattering quantities are desired. 

In order to compute these far-field quantities, various 
transform techniques have been successfully applied in 
both three dimensions [1-4] and two dimensions [5-6]. 
When angular patterns at a few discrete frequencies are 
of interest, a single frequency transform is appropriate 
and easily computed in either two or three dimensions 
using a running Fourier transform and proper weightings. 
Far-field patterns are then computed using a post 
processing operation. 

When a broadband or transient far-field result is 
desired at a few discrete angles, a purely time-domain 
near-field to far-field transform is appropriate. In three 
dimensions, this process is straight forward in theory, 
though implementation requires a bit of bookkeeping. In 
two dimensions, the time-domain near-field to far-field 
transform is complicated by the two-dimensional Green’s 
function which is no longer of a simple exponential form.  

In [6], a hybrid time/frequency domain approach is 
derived for the two-dimensional time-domain transform. 
In this hybrid method, post processing accomplishes the 
complex Green’s function convolution. Specifically, a 
multi-step procedure consisting of a Fourier transform, a 
frequency domain multiplication, and finally an inverse 
Fourier transform produces the final time-domain result. 

In this paper, a more elegant approach is formulated 
which is accomplished entirely in the time domain. 
Efficiency is gained by using an extremely accurate 
approximation of the Green’s function’s time-domain 

impulse response and subsequent application of an 
efficiently implemented convolution sum. The accuracy 
of the method is proven against known analytic solutions. 
Furthermore, the discrete impulse response derived in this 
work has applications in other FDTD applications where 
1 jω  type impulse responses are present. 
 

II. FREQUENCY DOMAIN FORMULATION 
 

It is widely known that if a radiator or scatterer is 
surrounded by a closed surface S, the far-fields may be 
computed from vector magnetic and electric surface 
currents sM  and sJ  defined along the enclosing surface 
by - ˆ ×n E  and ˆ ×n H , respectively. The fields are most 
easily defined in terms of the intermediate radiation 
vectors defined as follow, 

( )jk

S

e ds−
= ∫

'r rN J i
,                            (1) 

( )jk

S

e ds−
= ∫

'r rL M i
                           (2) 

where 'r is the vector from the origin to the surface 
current,  and r is the unit vector to the far-field point. 

The vector components of the electric field in the far-
field are then given by, 

( )3

2
D jkRjE e N L

Rθ θ φη
λ

−−
= + ,                   (3) 

( )3

2
D jkRjE e N L

Rφ φ θη
λ

−= − +                  (4) 

where λ is the wavelength, k is the wave number ω µε , 
and η is the free-space wave impedance. 
 

III. HYBRID TIME 2D FORMULATION 
 

In a three-dimensional FDTD code the 
implementation of equations (3) and (4) is typically 
accomplished by introducing the temporary summation 
variables ,W U  defined as, 

3

2
D jkRje Rλ

−= NW                            (5) 

3

2
D jkRje Rλ

−= LU .                           (6) 
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Applying the Laplace transform, these become 

( ) ( )'
3 'ˆ1

4
D

S

r r Rt t dsc cRc tπ

⎧ ⎫⎡ ⎤∂ ⎪ ⎪⎛ ⎞= + −⎢ ⎥⎨ ⎬⎜ ⎟ ∂⎝ ⎠ ⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭
∫W J

i
,(7)

( ) ( )'
3 'ˆ1

4
D

S

r r Rt t dsc cRc tπ

⎧ ⎫⎡ ⎤∂ ⎪ ⎪⎛ ⎞= + −⎢ ⎥⎨ ⎬⎜ ⎟ ∂⎝ ⎠ ⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭
∫U M

i
 (8) 

W and U result in a discrete binning operation whereas 
contributions from each surface patch on the far-field 
transform surface is time-delayed and added 
appropriately to the appropriate time bin. At the end of 
the FDTD computation, the far-field components of the 
electric field are then simply given as,  

3 3 3D D DE W Uθ θ φη= − −                               (9) 
3 3 3D D DE W Uφ φ θη= − + .                           (10) 

In [6] it was shown that a simple relation exists 
between equations (9), (10), and their two dimensional 
counterparts, 

( ) ( )2 32D DcE E
j
π ρω ω
ω

= .                     (11) 

The implementation of equation (11) in conjunction 
with equations (9) and (10) was accomplished in [6] as a 
three-step post processing operation. Specifically, once 
the far-field components Ez(t) and Eφ (t) are computed for 
all times of interest, a Fourier transform is applied to the 
time waveforms rendering a discrete frequency spectrum 
for the fields. Next, equation (11) is applied to each 
frequency component of interest. If a frequency spectrum 
alone is needed, no further processing is necessary. 
However, if the time-domain far-field is the quantity of 
interest, equation (11) must be applied to the entire 
frequency spectrum of the signal. Subsequently, the 
weighted frequency spectrum is transformed back to the 
time domain using the inverse Fourier transform. 
 

IV. A FULLY TIME-DOMAIN FORMULATION 
 

While the hybrid approach presented in the last 
section is simple and effective, a fully time-domain 
approach can be beneficial, particularly if the time-
domain far-field is of interest. To this end, consider the 
time-domain representation of equation (11), 

( ) ( )

( ) ( )

2 3

0

2 3

0

2

2

T
D D

z

T
D D

cE t E t d

cE t E t d

θ

φ φ

ρ τ τ
τ

ρ τ τ
τ

= −

= −

∫

∫
.            (12) 

These convolutions are quite costly in the present 
form which of course is the reason this form has been 
avoided. To minimize this cost, the impulse response of 
1 τ is required in a form amenable to a more efficient 

implementation. Specifically, an accurate exponential 
representation of the discrete impulse response is needed. 
In [2], Prony’s method was used to approximate this time 
domain discrete impulse response. However, in the 
course of the present work, it was found that this 
published expansion was not adequate. Therefore, a new 
expansion was generated using the TLS (total least 
squares) Prony method [7-8]. Using this approximation, 
equation (12) is accomplished in discrete form as, 

( ) ( ) ( )
10

1 1 12 3
, 0 ,

1
2 2n n nD D

z t i
i

E c Eφ θ φ ψ+ + +

=

= ∆ +∑       (13) 

where 
( ) ( ) ( )n+1 n 3

,
i n D

i i ie a Eω
θ φψ ψ= + ,              (14)  

02i t ia c C= ∆                           (15) 

the variables Ci  and ωi are defined in Table 1 and ∆t is 
the time step used in the FDTD computation 

Equation (13) is applicable to each field component 
with the summation variable of equation (14) is executed 
in tandem.  Note that this operation is accomplished after 
the simulation has been completed and does not add 
additional cost to the FDTD time stepping algorithm. 
 
Table 1. Time domain approximate expansion 
coefficients for the discrete impulse response. 
 

iC  iw  
2.8127012947e-002 -1.5342833368e-004 
3.0430608890e-002 -1.4566027270e-003 
3.6162010199e-002 -4.5530898790e-003 
4.7669826308e-002 -1.0919385763e-002 
6.7935155570e-002 -2.4433346192e-002 
9.8433658984e-002 -5.4569291616e-002 
1.3696192243e-001 -1.2389528094e-001 
1.6810710585e-001 -2.8723727545e-001 
1.5152191381e-001 -6.8432281745e-001 
6.3077757874e-002 -1.7514471961e+000 

 
 

The accuracy of this technique is directly impacted 
by the accuracy of this rational approximation. This 
accuracy is demonstrated in Fig. 1 where the impulse 
response for the time domain expression 1 τ  is 
demonstrated. This formulation is independent of time 
step. Note that the late time response (large n) is much 
improved over previously published approximations of 
the underlying discrete impulse response. 
 

V. RESULTS 
 

Initially, the accuracy of this method was proven by 
computing the monostatic scattering from a two-
dimensional perfectly conducting cylinder with a radius 
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of 0.25 meters. The FDTD problem size was 500 by 500 
cells and the cell size was 1.25 mm. These results were 
validated against a Mie series solution for the geometry. 
The accuracy of the method in this paper is demonstrated 
in Figs. 2 and 3. Note that the new formulation and the 
previous combined frequency/time domain method give 
near identical results. Figure 4 demonstrates the accuracy 
of the method across the entire bistatic angular sweep at 
300 MHz for the TMz polarization. Again the agreement 
is excellent.  
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Fig. 1. Discrete impulse response for far-field 
convolution. 
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Fig. 2. TMz monostatic backscatter for 0.25 meter PEC 
cylinder. 

 
 
Finally, the far-field radiation from an infinitely thin 

wire was computed. This geometry has an analytic 
solution also which is well known. Figure 5 demonstrates 
the accuracy of the present method for this practical 
geometry. 

 
VI. CONCLUSION 

 
In this paper, an efficient and compact method for 

computing the two-dimensional far-fields from an FDTD 
simulation was presented. The accuracy was 

demonstrated for a simple canonical test case. The 
coefficients generated for the time-domain solution of 
this problem are also applicable to commonly used high 
frequency surface impedance formulations and provide 
an accurate alternative to previously published 
approximations. 
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Fig. 3. TEz monostatic backscatter for 0.25 meter PEC 
cylinder. 
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Fig. 4. Bistatic TMz scattering from a PEC cylinder. 
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Fig. 5. Far-field of a long thin wire. 
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Efficient Time-domain Sensitivity Analysis using Coarse Grids 
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Abstract ─ We propose an efficient coarse-grid approach 
to the sensitivity analysis with full-wave electromagnetic 
(EM) time-domain simulations. In order to compute the 
response sensitivity using an adjoint approach, 
waveforms at all perturbation grid points need to be saved 
and post-processed. Therefore, the memory requirements 
of the response sensitivity analysis may become 
excessive for electrically large objects or problems with a 
large number of optimizable parameters. The use of 
coarse grids can reduce these memory requirements 
drastically and improve the computational efficiency of 
the sensitivity analysis while maintaining good accuracy. 
In this paper, we show that the discretization step size 
used in the sensitivity computation can be many times 
larger than the step size used in the finite-difference time-
domain (FDTD) simulation. The effects of the coarseness 
of the grid on the accuracy of the sensitivity analysis are 
investigated. Verification is carried out through 1-D, 2-D 
and 3-D lossy dielectric structures using commercial 
FDTD solvers. 
 
Keywords: Time-domain analysis, sensitivity analysis, 
Jacobian computation, and adjoint-variable method. 

 
I. INTRODUCTION 

 
The sensitivity analysis of microwave problems is 

important in gradient-based computer-aided design [1-4] 
and inverse-problem solutions [5]. It yields the response 
gradients (Jacobians) with respect to the optimizable 
shape and material parameters. Jacobians are widely used 
for efficient optimization, modeling, tolerance and yield 
analyses. 

Jacobians are usually computed using response-level 
finite differences (FDs). For a problem with n design 
parameters, such an approach requires n additional 
simulations if forward or backward differences are used. 
The optimization cycle can easily become prohibitively 
slow due to the computational demand of the full-wave 
simulations. Beside its inefficiency, it is also shown in  [6] 

to [7] that the FD approaches are unreliable, i.e. they may 
be prone to numerical noise [6]. 

In contrast, the Jacobian computation using adjoint-
based methods is efficient and reliable. Over the last 
several years, the adjoint variable method has been 
studied extensively in the sensitivity analysis of transient 
electromagnetic (EM) systems. An adjoint approach 
needs at most two system analyses to compute the 
response Jacobians regardless of the number of the 
optimizable parameters. In [1-3], Chung et al. have 
proposed an exact adjoint-variable expression for high-
frequency problems. This exact approach is only 
applicable to unstructured-grid solvers since analytical 
system matrix derivatives are needed. Later, Nikolova et 
al. [8] and Bakr and Nikolova [9] proposed a new 
adjoint-based time-domain approach based on finite-
difference time-domain (FDTD) and transmission-line 
matrix simulations. A discrete sensitivity expression of 
second-order accuracy is derived based on the E-field 
vector wave equation [8]. This approach does not need 
analytical system matrix derivatives and allows 
sensitivity computation on structured grids.  

Recently, we proposed a self-adjoint approach to 
compute responses, such as network parameters or point-
wise response functions, and their Jacobian matrices use 
only one EM system analysis [7, 10-11]. Our approach is 
efficient, accurate and versatile. The adjoint field solution 
is obtained directly from the original field solution by 
some simple mathematical transformations. Adjoint 
simulations are not needed. Thus, this self-adjoint 
formulation reduces in half the computational cost in 
comparison with the existing adjoint methods [1-3] and 
[8-9]. More importantly, it is applicable with commercial 
EM solvers, since the Jacobian computation is reduced to 
a post-process of the EM field solution. In contrast, 
currently existing adjoint approaches [1-3] and [8-9] are 
only applicable to in-house codes. This is because the 
excitation distribution of the adjoint simulations is 
response dependent, which is difficult to set up in a 
commercial solver.  
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In our original self-adjoint approach, the sensitivity 
solver adopts the grid of the FDTD simulation for the 
computation of the response gradient. For this 
computation, at each perturbation grid point, the 
waveforms of all three E-field components need to be 
stored. However, this may increase the memory 
requirements, especially in the case of electrically large 
regions whose permittivity or conductivity distribution is 
being optimized. For some time-domain solvers, the 
speed of the overall simulation may be affected as well. 
This happens if the simulator stores on the hard disk the 
requested E-field solution at each iteration  [12]. Slow-
down due to recording the field solution is insignificant if 
the latter is exported after the simulation is over  [13]. 
Even in this case, when the time-domain simulation is 
very long and the number of required field points is large, 
the memory requirements may become excessive.  

In order to alleviate the problems described above, 
we propose the use of an independent coarse FD grid for 
the sensitivity analysis. We show that this grid can be 
many times coarser than the one used in the FDTD 
simulation. Recommendations are given for a proper 
choice of its step size. 

We start with a brief overview of the time-domain 
self-adjoint sensitivity analysis. Then, we describe the 
implementation of the coarse-grid in inhomogeneous 
structures containing lossy dielectric objects. We 
investigate the accuracy of the proposed coarse grid 
approach through 1-D, 2-D and 3-D examples. 

 
II. BACKGROUND 

 
A. Self-adjoint S-parameter Sensitivities 

The S-parameters of a multi-port structure can be 
expressed as [7], 

0 0

0

0 0

q pq
pq

p q

Z F
S

Z F

ω ω
ω

ω ω= ⋅                          (1) 

where 
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0
0

0
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p port

T
out j tpq q p p p p p p p

S

F x y t x y dx dy e dtω ω

−

−′ ′ ′ ′ ′ ′= ⋅ ⋅∫ ∫∫ E M ,(2) 

max

0
0

0

( , , ) ( , ) .
q port
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in j tq q q q q q q q q

S

F x y t x y dx dy e dtω ω

−

−′ ′ ′ ′ ′ ′= ⋅ ⋅∫ ∫∫ E M (3) 

Here, Tmax is the simulation time; the subscript q in 
Eq denotes the field solution when port q is excited, and 
the superscripts out and in denote the outgoing (scattered) 

and incoming (incident) wave, respectively; ξM  
( ,p qξ = ) is the field modal (orthonormal) vector at port 
ξ   [14]; xξ′  and yξ′  ( , )p qξ =  are the coordinates at the 
ξ th port plane; 0Zω

ξ  ( , )p qξ =  is the wave impedance of 
the ξ th port; and 0ω  is the frequency at which the S-
parameters are computed. For brevity, the superscript 0ω  
will be omitted but implied in all formulas hereafter. 

Consider a set of N optimizable 
parameters np , 1,...,n N= , which represent the shape and 
constitutive parameters of the structure. Assuming that 
the parameter changes do not affect the port waveguides, 
the derivative of the S-parameter with respect to np  is, 

1 , 1,...,pq q pq

n p nq

S Z F
n N

p Z pF
∂ ∂

= ⋅ ⋅ =
∂ ∂

.           (4) 

The complex response pqF  whose derivative is 
needed in equation (4) allows for a self-adjoint 
formulation of the sensitivity problem. This means that 
the associated adjoint-field solutions ˆ( )p RE  and ˆ( )p IE  
[9] can be obtained from the original-field solution pE  
where port p is excited. Here, ˆ( )p RE  and ˆ( )p IE  are the 
adjoint fields needed to compute the real and imaginary 
parts of /pq nF p∂ ∂ , respectively. Thus, in our self-adjoint 
formulation, adjoint simulations are not needed. The 
computation of ˆ( )p RE  and ˆ( )p IE  from pE  is briefly 
explained below. 

The adjoint current density ˆ
pqJ  is the derivative of 

the local response ( , )f E p  with respect to the field E  at 
the pth port [8]. Its distribution across the port is the same 
as that of the current density J. In the case of the pqS  
derivatives, the real and imaginary parts of ˆ

pqJ  are [7], 

0ˆ ˆ( ) ( , , ) ( , ) ( )pq R p p p p p Rx y t x y g tω
⊥′ ′ ′ ′− = ⋅J M          (5) 

 0ˆ ˆ( ) ( , , ) ( , ) ( )pq I p p p p p Ix y t x y g tω
⊥′ ′ ′ ′− = ⋅J M ,        (6) 

where 
0 00 0

0 0

sin( ) cos( )ˆ ˆ( ) ,  ( )R I
p p

t tg t g t
t z t z

ω ωω ω
ω β ω β

= =
∆ ∆ ∆ ∆

.       (7) 

When the adjoint problem is excited by ˆ
pq−J  and 

runs backwards in time, i.e. maxT tτ = − , it is equivalent to 
the original problem [8]. To make the adjoint simulation 
in the backward running τ -time identical to the original 
one in forward t-time, we assume that the adjoint problem 
is excited by the reversed pulse ˆ( ) ( )g g tτ = , where ( )g t  
is the time waveform of the original excitation. The 0ω  
spectral component of ˆ ( )g t  is related to that of ( )g t  as 
[7], 

0 0 0 maxˆ ( ) cos( )m gg t G t Tω ω ϕ ω= − −     (8) 
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where mG  and gϕ  are the magnitude and phase of the 0ω  
spectral component of ( )g t . Due to the equivalence 
between the original and the backward-running adjoint 
problem, the adjoint field is related to the original one at 
a point P as, 

max
ˆ ( , ) ( , )p pP T t P t− =E E                 (9) 

and its 0ω  spectral component is 

0 0
( ) 0 ( ) 0 max

ˆ ( , ) | | cos( ),  , , .P e p Pp pE P t E t T x y zω ω
ζζ ζ ω ϕ ω ζ= − − =  (10) 

Here, ζ  denotes the vector component; 0
( )| |PpEω

ζ  
and ( )e p Pζϕ  are the magnitude and the phase of the 0ω  
spectral component of the original pEζ  waveform at P. 

By comparing the desired adjoint excitation 
waveform in equation (7) with that in equation (8), the 
adjoint field of equation (10) should be adjusted both in 
magnitude and phase in order to obtain ˆ( )p RE  and ˆ( )p IE  
as [7], 
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Here, mG  and gϕ  are the magnitude and phase of the 
0ω  spectral component of the original excitation 

waveform ( )g t ; 0
( )| |p PEω

ζ  and ( )e p Pζϕ  are the magnitude 
and phase of the 0ω  spectral component of the 

-componentζ  of the original E-field at point P; z∆  is the 
longitudinal cell size at the port; t∆  is the discretization 
step in time; β  is a constant defined as 20 /h tβ µ= ∆ ∆ , 
where min( , , )h x y z∆ = ∆ ∆ ∆ ; 0 pJ  is the scaling factor 
determining the strength of the original excitation 
(usually set to 1).  

 
B. Sensitivity of a Response at a Point  

In open problems with a point excitation at point Q 
and a field observation at point P, there are no waveguide 
ports and the definition in equation (1) is simplified as 
follows: (i) the modal wave impedances are replaced by 
the intrinsic impedances PZ  and QZ  of the media at 
which point P and point Q are located; (ii) the incoming 
phasor qF  is replaced by the 0ω  spectral component QE  
of the incident field ( )QE t  at point Q, (iii) the outgoing 
phasor pqF  is replaced by the 0ω  spectral component 

PQE  of the observed scattered field ( )PQE t  at P. The 

response then becomes, 

Q PQ
PQ

P Q

Z E
F

Z E
= ⋅ .      (13) 

Here, the scalar scattered field response PQE  and the 
incident field response QE  are defined as, 

PQ PQ PE = ⋅E M        (14) 

Q Q QE = ⋅E M ,                           (15) 

where PQE  is the 0ω  spectral component of the scattered 
vector field ( )PQ tE  at point P when point Q is excited 
and QE  is the 0ω  spectral component of the incident 
vector field ( )Q tE  at point Q when point Q is excited. 

( )Q tE  is obtained through a reference simulation where 
point Q is excited in an infinite uniform medium of the 
same electrical properties as the medium at point Q and 
the field ( )Q tE  is recorded at the point of excitation. ξM  
( ,P Qξ = ) is the desired polarization vector  [14] at 
pointξ , which is a complex vector in general. 

The derivative of PQF  with respect to the nth 
parameter can be expressed as, 

1PQ Q PQ

n P nQ

F Z E
p Z pE

∂ ∂
= ⋅ ⋅

∂ ∂
           (16) 

where the derivative of PQE  is computed as that of pqF  
in the case of the S-parameters. The adjoint fields are 
derived as before. 

 
C. Sensitivity Formula 

The conventional sensitivity expressions rely on 
analytical derivatives of the system coefficients, i.e., the 
coefficients of the governing equations, with regard to the 
parameter of interest pn. However, on structured grids, as 
those used by finite-difference methods or transmission-
line methods, the system coefficients are not analytical 
functions of the structure’s shape parameters. 
Consequently, their derivatives are not available 
analytically. To deal with such cases, a second-order 
accurate sensitivity formula was proposed in [8-9], which 
is specifically developed for discrete parameter spaces. It 
allows the use of a stepwise perturbation of a shape 
parameter equal to that of the local cell size h∆ , i.e. 

np h∆ = ±∆ . Such a perturbation results in well defined 
changes in the system coefficients, which yield accurate 
results when used in the discrete sensitivity formula. 
Later, we discuss the possibility of using much larger cell 
sizes, which are multiples of h∆ .  
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In the case of the complex response pqF  in equation 
(4), the discrete sensitivity formula for the real and 
imaginary parts of its derivative is [7], 

max

 ,
0,

( )ˆ( ) ,  1,...,
T

pq n q
p n R I

n nR I

F R
d dt n N

p pΩ
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Here, the subscripts R and I denote the real and the 
imaginary part of a complex quantity, respectively, and 

n∆  denotes a stepwise change occurring in a system 
coefficient as a result of the perturbation np∆  of the nth 
parameter; Ω  is the computational volume; qE  is the 
original field solution of the nominal structure when port 
q is excited, and ,

ˆ( )p nR IE  are the field solutions of the 
adjoint problems in the nth perturbed state when port p is 
excited. Note that the adjoint field solutions for the real 
and the imaginary parts of the complex derivative are 
different and obtained from the original field solution Ep 
(when port p is excited) using equations (11) and (12)
Note also that the adjoint solutions must correspond to 
the nth perturbed state, i.e. the structure where pn is 
perturbed by the smallest on-grid perturbations. However, 
no actual simulations of the perturbed structures are 
performed since their respective field solutions are 
approximated by a simple mapping procedure [8], which 
involves a one-cell shift in the direction of the respective 
perturbations. These approximations use the available 
field solution of the unperturbed structure only. 

With a further regard to equation (18), the system 
coefficients α , β  and s  are, 

2
2 20

0,  ,  
2r

h h hs
c t t t

σµα ε β µ∆ ∆ ∆⎛ ⎞= = =⎜ ⎟∆ ∆ ∆⎝ ⎠
.       (19) 

They correspond to a central finite-difference 
discretization of the E-field vector wave equation. The 
operators ttD , 2tD  and tD  are respective second- and 
first-order finite-difference operators with respect to time. 

2C  is the FD double-curl operator of the E-field vector 
wave equation. Points, at which the expression (18) is 
non-zero, are referred to as perturbation grid points. 

In the case when the optimizable parameter np  is a 
material parameter, the derivatives of the system 
coefficients can be computed analytically. Also, 2n∆ C  

and ( )n tDβ∆ J  in equation (18) are equal to zero since 
the system coefficients 2C  and tDβ J  are independent of 
variations in the material parameters in the case of 
dielectric structures. Thus, equation (18) can be written in 
an analytical form as, 

2
( )q

tt q t q
n n n

dR d dsD D
dp dp dp

α
= − ⋅ − ⋅

E
E E    (20) 

where 
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n r
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p
ds

hdp p
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ε
µ σ

=⎧
⎪= ∆⎨
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             (22) 

Also, in this case, there is no need for the mapping 
approximation of the adjoint fields. The adjoint solutions 
correspond to the unperturbed structure and ,

ˆ( )p nR IE  in 
equation (17) are replaced simply by ,

ˆ( )p R IE . 
Further details of the self-adjoint sensitivity 

computations are given in  [11] with regard to acquiring 
the excitation waveform, the incident-field waveform, 
and the de-embedding required in the case of S-parameter 
sensitivities. 
 

III. SENSITIVITY SOLVER GRID 
 

In our discrete self-adjoint sensitivity analysis 
method, the computational domain is discretized into 
rectangular cells as in a FD grid. Figure 1 illustrates the 
FD 2-D grid for a lossy dielectric rectangular object, 
which is modeled with constitutive parameters 2rε  
and 2σ . The host medium is modeled with 1rε  and 1σ . 
The vertical E-field component of a 2-D TM mode is 
computed at the nodes of the grid. In original approach 
[7, 10-11], the sensitivity solver adopts the grid of the 
FDTD simulation. In order to compute the response 
Jacobians, the field at all perturbation grid points is stored 
and post-processed. For example, if the response 
derivatives with respect to 2rε  and 2σ  are needed, the 
waveforms of all nodes marked with black dots in 
Fig.1(a) must be stored. 

The grid of the sensitivity solver can be independent 
of the simulation grid because it is nothing more than a 
discrete means of calculating the sensitivity integral 
equation (17). Note that the spatial discretization defined 
by the step size χ∆  can be many times larger than the 
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step size h∆  used by the FDTD simulation. While h∆  
relates to t∆  through the Courant stability condition, χ∆  
is limited only by the smoothness of the integrated field 
quantity in the perturbation region. We emphasize that a 
coarse grid for the sensitivity calculation does not imply 
in any way a possibility to use a coarse grid in the FDTD 
analysis. The accuracy of the sensitivity calculation 
depends crucially on the accuracy of the field solution 
and, therefore, the grid of the EM simulation must remain 
fine enough to ensure convergent numerical analysis. 

To illustrate the coarse sensitivity grid, three 
different grids are shown in Fig. 1(b): the black crosses 
are used for the case 2 hχ∆ = ∆ ; the red squares for 

4 hχ∆ = ∆ ; and the blue circles for 8 hχ∆ = ∆ . We note 
that the number of stored field waveforms decreases as 

33k  in a 3-D simulation and as 2k  in a 2-D simulation 
when the grid is made coarser by a factor /k hχ= ∆ ∆ .  

The coarse sensitivity-solver grid may be applied to 
shape parameters as well although the savings in memory 
are not as dramatic since perturbation grid points exist 

only at the object’s interfaces instead of its whole 
volume. For instance, when the response gradient with 
respect to w is computed, the nodes where the field is 
saved are shown in Figs. 2(a-b). The black dots in Fig. 
2(a) are the perturbation nodes for our original approach.    
Figure 2(b) shows the perturbation nodes for the three 
coarse grids: black crosses for 2 hχ∆ = ∆  (12 nodes), red 
squares for 4 hχ∆ = ∆  (6 nodes), and blue circles for 

8 hχ∆ = ∆  (3 nodes). 
Coarse grids are needed for computationally large 

objects, i.e., objects which are more than several h∆  in 
size, due to the excessive memory requirements. For 
computationally small objects, we suggest that the 
sensitivity solver adopts the simulation grid, i.e. 

hχ∆ = ±∆ . In the case of computationally large objects, 
we investigate the limits of the factor /k hχ= ∆ ∆ , below 
which the Jacobian computation is of acceptable 
accuracy. We consider 1-D, 2-D and 3-D examples and 
give recommendation. 

 
 

surrounding nodes
1 1( , )rε σ

geometrical detail
2 2( , )rε σ

(a) (b)
 

Fig. 1. Sensitivity solver grid: (a) the fine simulation grid; (b) the coarse sensitivity-analysis grids. 
 
 

1 1( , )rε σ
surrounding nodes

2 2( , )rε σ

(a) (b)

w

geometrical detail

 
Fig. 2. Sensitivity solver grid: (a) the fine simulation grid (b) the coarse sensitivity-analysis grids. 
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IV. NUMERICAL RESULTS AND DISCUSSION 
 

Our approach is verified through 1-D, 2-D and 3-D 
dielectric lossy inhomogeneous examples. We compute 
the S-parameter derivatives and the derivatives of a point-
wise response function with respect to both constitutive 
and shape parameters for electrically large and small 
objects. Field analyses are carried out in the time domain 
with the commercial FDTD-based solvers XFDTD  [12] 
and QW-3D  [13]. Mesh convergence is checked for all 
examples. The convergence error formula is, 

( 1) ( ) ( 1)/ , ,  ,  .k k ke E E E x y zζ ζ ζ ζ+ += − =        (23) 

Here, the superscripts denote two consecutive mesh 
sizes. ( 1)kEζ

+  and ( )kEζ  are the phasors of the field 
solutions for two consecutive mesh sizes at the highest 
frequency of interest. This error is usually monitored at 
the ports for S-parameter analysis or at the observation 
points P and Q.  

In all plots, the results obtained using the original 
approach of self-adjoint sensitivity analysis are marked as 
‘FDTD-SASA’. The results obtained using coarse-grid 
schemes of the self-adjoint sensitivity analysis are 
marked as ‘ k hχ∆ = ∆ ’, which means that the sensitivity-
solver grid is k times coarser than the FDTD grid. The 
results estimated using the forward, central and backward 
finite differences are marked as ‘FFD’, ‘CFD’ and 
‘BFD’, respectively. For shape parameter derivatives, the 
FD estimates use parameter perturbation of 1 h∆  unless 
specified otherwise in brackets in the plot’s legend. For 
material parameters derivatives, the amount of parameter 
perturbation is shown in brackets as a percentage of the 
nominal value. Where available, analytical results are 
marked as ‘Analytical’. All analyses are performed over a 
frequency range from 3.0 GHz to 5.0 GHz, which is the 
bandwidth of the excitation pulse. 

 
A. Parallel-Plate Waveguide with an Electrically Thick 
Layer 

We first illustrate the approach with a parallel-plate 
waveguide (see the insert in Fig. 3) with an electrically 
thick inhomogeneity (shown in shade). Both media are 
lossy. Uniform mesh ( 0.25h∆ = mm) is used in the 
FDTD simulation with a mesh convergence error less 
than 5 %. The excitation is a modulated Gaussian pulse. 
It has a uniform distribution across the port conforming to 
a TEM plane wave. 

The optimizable parameters 2 2[ , , ]T r wε σ=p  are the 
constitutive parameters of the central layer. Figure 3 
shows the derivative of 2

11S  with respect to 2σ . It is 

noted that the results obtained using all coarse schemes 
except the one using 20 hχ∆ = ∆ , which is the Nyquist 
limit at 5 GHz, show good agreement with the analytical, 
the FDTD-SASA and the CFD results. 

For electrically large objects in a 1-D problem, if the 
optimizable parameters are material parameters, we 
recommend to choose the step size of the sensitivity 
solver as min / 4χ λ∆ ≤  in order to maintain good 
accuracy. Here, minλ  is the minimum wavelength of 
interest in the medium of the optimized object. 
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FDTD-SASA
FFD (2 %)
CFD (4 %)
BFD (2 %)
∆χ = 2 ∆h
∆χ = 4 ∆h
∆χ = 8 ∆h
∆χ = 20 ∆h
Analytical

270 mm

10 mmw =

2.5 mm 1 6rε =2 30rε =
2 6σ = 1 0.2σ =

  
Fig. 3.  Derivative of 211| |S  with respect to 2σ  in the 1-D 
example with electrically thick layer. 
 

Figures 4 and 5 show the derivatives of the real and 
imaginary parts of 11S  with respect to the shape 
parameter w. It is observed that all curves obtained using 
coarse grids except the one with 2 hχ∆ = ∆  show 
substantial discrepancies in comparison with the FDTD-
SASA ( hχ∆ = ∆ ) as well as the FD curves. For 1-D 
problems, if the shape parameter is optimized, we 
recommend to choose the step size of the sensitivity 
solver as that of the simulation grid in order to maintain 
good accuracy. This is also because the memory 
requirements in this case are small. 

 
B. Parallel-Plate Waveguide with a Thin Layer 

A parallel-plate waveguide with an electrically thin 
central layer is shown in the insert of Fig. 6. Uniform 
mesh ( 0.125h∆ =  mm) with a mesh convergence error 
less than 4 % is used in the FDTD simulation. The 
excitation and the optimizable parameters are the same as 
in the first example. 

Figure 6 shows the derivative of the real part of 21S  
with respect to 2rε . It is observed that all curves obtained 
using different coarse-grid schemes are in good 
agreement. There is very small discrepancy between the 
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curves obtained using coarse grids and all the other 
curves. We conclude that for an electrically small object 
in a 1-D problem, the step size χ∆  of the sensitivity 
solver can be chosen as large as the size of the object 
when derivatives with respect to material parameters are 
computed.  
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Fig. 4.  Derivative of 11Re( )S  with respect to w in the 1-D       
example with electrically thick layer. 
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Fig. 5.  Derivative of 11Im( )S  with respect to w in the 1-D   
example with electrically thick layer. 

 
C. Electrically Large Object in a Lossy Medium 

Figure 7(a) shows a 2-D structure with an electrically 
large object immersed in a host medium. Both the host 
medium and the object are lossy. Uniform mesh 
( 0.25h∆ = mm) with a mesh convergence error below 4 
% is used. We use the same excitation waveform as in the 
above examples.  

The design parameters are 2 2[ , , ]T r wε σ=p . We use 
the normalized point-wise response function PQF  in 

equation (13). In Fig. 7(a), Q is the excitation point while 
P is the observation point. The sensitivity of | |QQF  with 
respect to 2rε  and the sensitivity of | |PQF  with respect to 
w are plotted in Fig. 8 and 9, respectively. We notice that 
the step size of sensitivity solver can be 8 times coarser 
than that of the FDTD simulation. A sensitivity-grid cell 
size of 16 hχ∆ = ∆  corresponds to the Nyquist limit at 5 
GHz for the medium of the obstacle and the respective 
curves show significant departure from all other results. 
For electrically large object in a 2-D problem, we 
recommend to choose the step size of the sensitivity 
solver as min / 4χ λ∆ ≤  in order to maintain good 
accuracy. 

 

3 3.5 4 4.5 5

x 10
9

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

x 10
-3

frequency (Hz)

∂ R
eS

21
/∂
ε r2

 

 

FDTD-SASA
FFD (1 %)
CFD (2 %)
BFD (1 %)
∆χ = 2 ∆h
∆χ = 4 ∆h
∆χ = 8 ∆h
Analytical

261 mm

1 mmw =

2.5 mm 1 6rε =2 30rε =
2 6σ = 1 0.2σ =

 
Fig. 6.  Derivative of 21Re( )S  with respect to 2rε  in the 
1-D example with electrically thin layer. 

 

D. Electrically Small Object in a Lossy Medium 
Figure 7(b) shows a 2-D structure with an electrically 

small inhomogeneity in a host medium. Both the host 
medium and the inhomogeneity are lossy. A uniform 
mesh ( 0.125h∆ =  mm) with a mesh convergence error 
below 3 % is used. The excitation, design parameters, and 
the response functions are the same as those in the 
example in subsection C. 

In Fig. 7(b), Q is the excitation point while P is the 
observation point. The sensitivities of | |PQF  with respect 
to 2σ  and w are plotted in Fig. 10 and 11, respectively. 
We notice that the step size of the sensitivity solver needs 
to be the same as the step size of the FDTD simulation in 
order to achieve good accuracy. For electrically small 
objects in 2-D problems, we recommend to choose the 
step size of the sensitivity solver as that of the FDTD 
simulation for both shape and material parameters in 
order to maintain good accuracy. 
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Fig. 8.  Derivative of | |QQF  with respect to 2rε  in the 2-D 
example with a large object. 
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Fig. 9.  Derivative of | |PQF  with respect to w in the 2-D 
example with a large object. 
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Fig. 10.  Derivative of | |PQF  with respect to 2σ  in the      
2-D example with a small object. 
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Fig. 11.  Derivative of | |PQF  with respect to w in the 2-D 
example with a small object. 
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E. 3-D Object in a Lossy Medium 
Figure 12 shows a 2-D cross-section of the 3-D 

structure and its parameters. The host medium and the 
immersed object are lossy. The host medium is a 
rectangular box with a corner at (0, 0, 0) mm. It extends 
40 mm along the x-axis and the z-axis, and 44 mm along 
the y-axis. The immersed object is a small rectangular 
object with a corner at (18, 15, 18) mm, and an extent of 
w = 4 mm along the x-axis, h = 4 mm along the y-axis 
and l = 4 mm along the z-axis. Uniform mesh ( 0.25h∆ =  
mm) with a mesh convergence error below 5 % is used. 

The design parameters are 2 2[ , , , , ]T r w h lε σ=p . The 
excitation and the response functions are the same as 
those of the example in subsection C. In Fig. 12, Q is the 
excitation point located at (15, 29, 17) mm while P is the 
observation point located at (25, 29, 17) mm. Figure 13 
shows the derivative of 2| |QQF  with respect to w. It is 
noted that all curves obtained using coarse grids except 
the one with 16 hχ∆ = ∆ , which approaches the Nyquist 
limit of the object medium at 5 GHz, have good 
agreement with the curves computed using our original 
self-adjoint approach. These curves are in close 
agreement, i.e., they are convergent. In contrast, the 
curves computed using response-level FDs are not 
convergent. Different shape parameter perturbations have 
been tried. The best FD estimates are shown here 
obtained with 2w h∆ = ∆ . 
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Fig. 12.  A 2-D cross-section of the 3-D example. 

 
Figure 14 shows the derivative of 2| |QQF  with 

respect to 2rε , where similar results are obtained. Figure 
15 shows the derivative of 2| |PQF  with respect to 2rε . 
All curves except the one with 16 hχ∆ = ∆  are in good 
agreement. We recommend that in a 3-D problem, the 
step size of the sensitivity solver is chosen as 

min / 4χ λ∆ ≤  for both material and shape parameters in 
order to maintain good accuracy. 
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Fig. 13.  Derivative of 2

QQF  with respect to w in the 3-D     
example. 
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Fig. 14.  Derivative of 2| |QQF  with respect to 2rε  in the  
3-D example. 
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V. CONCLUSIONS 
 

We propose a coarse-grid approach for the efficient 
computation of response Jacobians using the self-adjoint 
sensitivity analysis method. The sensitivity-analysis grid 
can be many times coarser than the grid used by the EM 
simulation. We emphasize that the accuracy of the 
sensitivity result is dependent on the accuracy of the field 
solution and, therefore, the grid of the EM simulation 
must remain fine enough to ensure convergent solution. 
Yet, the sensitivity grid can be as coarse as a quarter 
wavelength for the highest frequency of interest. This is 
because it is nothing more than a discrete means of 
calculating the sensitivity integral. It is limited only by 
the requirement that the local field solution is a 
sufficiently smooth function of space at the given 
frequency.  

The coarse-grid approach reduces the memory 
requirements drastically. It is especially useful in the case 
of electrically large regions whose permittivity or 
conductivity distribution is being optimized, since the 
memory requirement of our original self-adjoint 
approach, which uses the FDTD simulation grid directly, 
may become excessive. The coarse-grid Jacobian 
computations are verified through 1-D, 2-D and 3-D 
examples. We find that they maintain very good accuracy 
as long as the step size of the sensitivity solver is below 
the Nyquist limit. Recommendations about the step size 
of the sensitivity solver are given for both electrically 
large and small objects. 

Our new grid scheme is independent of the 
simulation grid and is simple to implement. The approach 
can be realized as standalone software to compute 
response Jacobians, which can be used in gradient-based 
computer-aided design and inverse-problem solutions. 
Applications focus on lossy dielectric media as those 
used to model high-frequency problems arising in 
biomedical applications of microwave imaging.  

 
REFERENCES 

 
[1] Y. Chung, C. Cheon, I. Park, and S. Hann, “Optimal 

shape design of microwave device using FDTD and 
design sensitivity analysis,” IEEE Trans. Microw. 
Theory Tech., vol. 48, no. 12, pp. 2289-2296, Dec. 
2000. 

[2] Y. Chung, J. Ryu, C. Cheon, I. Park, and S. Hahn, 
“Optimal design method for microwave device using 
time domain method and design sensitivity analysis-

Part I: FETD case,” IEEE Trans. Magn., vol. 37, no. 
9, pp. 3289-3293, Sep. 2001. 

[3] Y. Chung, J. Ryu, C. Cheon, I. Park, and S. Hahn, 
“Optimal design method for microwave device using 
time domain method and design sensitivity analysis-
Part II: FDTD case,” IEEE Trans. Magn., vol. 37, no. 
9, pp. 3255–3259, Sep. 2001. 

[4] N. K. Nikolova, J. W. Bandler, and M. H. Bakr, 
“Adjoint techniques for sensitivity analysis in high-
frequency structure CAD,” IEEE Trans. Microw. 
Theory Tech., vol. 52, no. 1, pp. 403-419, Jan. 2004. 

[5] Q. Fang, P. M. Meaney, S. D. Geimer, K. D. Paulsen, 
and A. V. Streltsov, “Microwave image 
reconstruction from 3-D fields coupled to 2-D 
parameter estimation,” IEEE Trans. Med. Imag., vol. 
23, pp. 475-484, Apr. 2004. 

[6] Y. Song and N. K. Nikolova, “Sensitivity analysis of 
electrically small objects in lossy inhomogeneous 
structures,” IEEE AP-S Int. Symp., pp. 4453-4456, 
June 2006. 

[7] N. K. Nikolova, Ying Li, Yan Li, and M. H. Bakr, 
“Sensitivity analysis of scattering parameters with 
electromagnetic time-domain simulators,” IEEE 
Trans. Microw. Theory Tech., vol. 54, pp. 1589-
1610, April 2006. 

[8] N. K. Nikolova, H. W. Tam, and M. H. Bakr, 
“Sensitivity analysis with the FDTD method on 
structured grids,” IEEE Trans. Microw. Theory 
Tech., no. 52, pp. 1207–1216, 2004.     

[9] M. H. Bakr and N. K. Nikolova, “An adjoint variable 
method for time domain TLM with fixed structured 
grids,” IEEE Trans. Microw. Theory Tech., vol. 52, 
pp. 554-559, Feb. 2004.             

[10] Yang Li, Yan Li, N. K. Nikolova, and M. H. Bakr, 
“Time domain sensitivity analysis of lossy dielectric 
structures,” Frontiers of Applied Computation 
Electromagnetics (FACE) 2006 CDROM (Victoria, 
BC), June 2006. 

[11] Y. Song, Y. Li, N. K. Nikolova and M. H. Bakr, 
“Self-adjoint sensitivity analysis of lossy dielectric 
structures with electromagnetic time-domain 
simulators,” Int. J. of Numerical Modelling: 
Electronic Networks, Devices and Fields (accepted). 

[12] XFDTD v. 6.2, Reference Manual, Remcom, 2004, 
http://www.recom.com/xfdtd6/.  

[13] QuickWave-3D v. 6.0, Reference Manual, QWED, 
2006, http://www.qwed.com.pl/index.htm. 

[14] N. Marcuvitz, Waveguide Handbook, Chapter 2, 
London, UK: Peter Peregrinus Ltd., 1993 reprint. 

14 ACES JOURNAL, VOL. 23, NO. 1, MARCH 2008



 

[15] C. A. Balanis, Antenna Theory: Analysis and Design, 
3rd ed., New Jersey, USA: John Willey & Sons, Inc., 
2005 

 
 

Yunpeng Song received the M. Sc. 
Degree in electrical engineering from 
Concordia University, Montreal, 
Canada, in 2005, and is currently 
working toward the Ph. D degree in 
electrical engineering at McMaster 
University, Hamilton, ON, Canada. 
His research interests include 

computational electromagnetics, inverse-scattering 
problems, optimization methods, computer-aided analysis 
and design in microwave engineering and antennas. 
 
 

Natalia K. Nikolova received the 
Dipl. Eng. degree from the Technical 
University of Varna, Bulgaria, in 
1989, and the Ph.D. degree from the 
University of Electro-
Communications, Tokyo, Japan, in 
1997. From 1998 to 1999, she held a 
Postdoctoral Fellowship of the 
Natural Sciences and Engineering 

Research Council of Canada (NSERC), during which 
time she was initially with the Microwave and 
Electromagnetics Laboratory, DalTech, Dalhousie 
University, Halifax, Canada, and, later, for a year, with 
the Simulation Optimization Systems Research 
Laboratory, McMaster University, Hamilton, ON, 
Canada. In July 1999, she joined the Department of 
Electrical and Computer Engineering, McMaster 
University, where she is currently an Associate Professor. 
Her research interests include theoretical and 
computational electromagnetism, inverse problems and 
microwave imaging, as well as CAD methods for high-
frequency structures and antennas. Prof. Nikolova was 
the recipient of a University Faculty Award of NSERC 
from 2000 to 2005. She is a senior member of the IEEE 
and a member of the Applied Computational 
Electromagnetics Society (ACES) and the International 
Union of Radio Science (URSI). Prof. Nikolova was the 
representative of Commission D in the Canadian National 
Committee of URSI from 2002 till 2007. She is currently 
a member of the ACES Board of Directors. She is a 
registered professional engineer in the province of 
Ontario, Canada. 
 
 
 

Mohamed H. Bakr received a B.Sc. 
degree in Electronics and 
Communications Engineering from 
Cairo University, Egypt in 1992 with 
distinction (honors).  In June 1996, 
he received a Master's degree in 
Engineering Mathematics from 
Cairo University. In 1997, he was a 
student intern with Optimization 

Systems Associates (OSA), Inc. From 1998 to 2000, he 
worked as a research assistant with the Simulation 
Optimization Systems (SOS) research laboratory, 
McMaster University, Hamilton, Ontario, Canada.  He 
earned the Ph.D. degree in September 2000 from the 
Department of Electrical and Computer Engineering, 
McMaster University.  In November 2000, he joined the 
Computational Electromagnetics Research Laboratory 
(CERL), University of Victoria, Victoria, Canada as an 
NSERC Post Doctoral Fellow.  His research areas of 
interest include optimization methods, computer-aided 
design and modeling of microwave and photonic circuits, 
neural network applications, smart analysis of microwave 
circuits, efficient optimization using time/frequency 
domain methods, and bio-electromagnetism. He is 
currently an associate professor with the Department of 
Electrical and Computer Engineering, McMaster 
University.  Dr. Bakr was a recipient of a Premier’s 
Research Excellence Award (PREA) from the province of 
Ontario, Canada, in 2003. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

15SONG, NIKOLOVA, BAKR: EFFICIENT TIME-DOMAIN SENSITIVITY ANALYSIS USING COURSE GRIDS



Practical Implementation of a CPML Absorbing Boundary for GPU 
Accelerated FDTD Technique   

1M. J. Inman, 1A. Z. Elsherbeni, 2J. G.  Maloney, and 2B. N. Baker  
 

1 Department of Electrical Engineering  
University of Mississippi, University, MS 38677-1848, USA 

atef@olemiss.edu , mjinman@olemiss.edu  
 

2 Georgia Tech Research Institute 
Georgia Institute of Technology, Atlanta, GA 30332, USA 
jim.maloney@gtri.gatech.edu , brad.baker@gtri.gatech.edu 

 
 

Abstract −  The use of graphical processing units (GPU) 
has been recently documented for the implementation of 
the FDTD technique; however, little has been reported 
about the necessary additions to three dimensional FDTD 
codes to make the technique more useful for fast antenna 
analysis and design.  This paper details the addition of a 
convolutional perfectly matched layer absorbing 
boundary (CPML) to a three dimensional GPU 
accelerated FDTD code. 
 
Keywords: FDTD, PML, CPML, and GPU. 
 

I. INTRODUCTION 
 

The use of a graphical processing unit (GPU) to 
accelerate the nested loops for updating the field of a 
three dimensional FDTD code has been documented in 
literature over the past few years [1-3].  What has been 
absent is the implementation of all the additional features 
of electromagnetic simulation that allow the FDTD 
technique to be so useful to the antenna engineer.  These 
features include, but are not limited to, a functioning 
absorbing boundary, a plane wave injection method, 
discrete feeds for driven antennas, sub-cell models, linear 
and non-linear circuit element models, and near to far-
field transformation for radar cross-section (RCS) and 
antenna pattern analysis.   The goal of this paper is to add 
the first item in the list, a PML absorbing boundary, to a 
GPU-accelerated code without giving up too much of the 
speed advantage provided by the use of the GPUs.  Since 
the convolutional PML [4] relies on the same triple-
nested loops as the standard 3D FDTD, as well as having 
several other benefits [5], it seemed to be a promising 
candidate to implement in a GPU FDTD code. This paper 
addresses the benefits of implementing the CPML in a 3D 
FDTD code executed on a GPU. The details of how to 
construct a GPU FDTD code is not within the scope of 
this paper as this can be found in [1-3]. 

II. CPML FORMULATION 
 

The CPML formulation was chosen both for its 
simplicity, as well as the straightforward nature of its 
implementation [5].  Both the standard PML [6] and its 
Uniaxial [7] formulation require the PML region to be 
updated separately from the rest of the computational 
domain.  These formulations also possess a two-step 
update procedure and a complicated set of coefficients to 
allow general materials to be present in the PML region.  
The CFS-PML is favorable due to the fact that all cells in 
the PML are updated in the normal FDTD loop, so all 
general materials are handled.  After the normal loop of 
updating the field components, the convolutional term is 
added to the appropriate fields for each face that has PML 
present on it.  This is also a two step process, but the first 
step is simply the normal FDTD update process.    

For the sake of completeness, this section will detail 
the formulation of CPML used in the GPU accelerated 
code described in this paper.  The derivations for all 
equations, as well as a much better descriptions of both 
the CFS-PML and the CPML, are given in [8].   The first 
step in building the CPML is to set the field updating 
coefficients correctly.  The coefficients are scaled 
spatially from the edge of the computational domain.  All 
of the following equations describe a CPML that 
attenuates waves traveling toward the lower z boundary.  
The two important terms are the complex frequency 
shifted term, a, and the PML conductivity term, σ which 
are given as, 

max
( 1)( )

m

z
iPML ua u a

iPML
− −⎛ ⎞= ⎜ ⎟

⎝ ⎠
  (1) 

 

max( )
m

z
uu

iPML
σ σ ⎛ ⎞= ⎜ ⎟

⎝ ⎠
.   (2) 
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In equations (1) and (2), u is the integer representing 
the location from the lower z boundary, and iPML is the 
number of PML cells (which is set to 10 for the results 
presented here). The term m is the order of the 
polynomial taper, which was set to 4. The polynomial 
tapers are applied to a maximum values for a and σ, 
which are defined as, 

 

max 2 /10o oa Fπε=             (3) 
 

max
z o o

0.8(m+1)
/

σ
µ ε

=
∆

.                 (4) 

 
Equation (3) is taken directly from [7], while 

equation (4) is chosen as a good fit for most problems. 
The Fo term is the center frequency of the excitation 
pulse in the frequency domain. For this case, a derivative 
of a Gaussian is used as the source waveform. The 
spatially scaled terms are then used to create the bz and cz 
coefficients such that, 
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As mentioned previously, all cells in the 

computational domain, the PML cells included, are 
updated with the standard FDTD update equations. For 
the lower z boundary example, the Ex and Ey terms are 
then modified by a convolutional “correction” term to 
apply the PML. These terms are given in equations (7) 
and (8). They are then added into the Ex and Ey terms as 
given in equations (9) and (10). The CEXH term in 
equations (9) is the usual magnetic coefficient for the Ex 
update equation. Likewise for the CEYH term in 
equations (10). These terms are defined in equations (11) 
and (12) as a function of the permittivity and conductivity 
of the material at individual points and are separated by 
direction, 
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The magnetic CPML update process proceeds 

similarly. The one difference that should be noted is that 
the spatially scaled coefficients are shifted by the usual ½ 
cell characteristic of the Yee cell [9]. The update 
equations for the magnetic field are given by, 

 
 

( )
( , , ) ( ) ( , , )

( ) ( , , 1) ( , , )
xz z xz

z

H i j u b u H i j u
c u Ey i j u Ey i j u
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             + −
(13) 
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             + −
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                      Ψ
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yz
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= +

                      Ψ
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III. GPU IMPLEMENTATION OF THE CPML 
 

Efficient implementations of basic FDTD technique 
on GPU’s have been documented in the past, however, 
including absorbing boundary conditions can present a 
few challenges. Certain common boundary types such as 
Mur or Liao may not have easy implementation due to 
the nature of the time and spatial dependency of their 
updating equations, especially for higher orders absorbing 
boundaries. Furthermore, this problem gets to be more 
complicated for three dimensional problems where the 
3D to 2D translation [3] is necessary for storage inside 
the GPU card as seen in Fig. 1. Because of this 
translation, the various x, y, and z boundaries inside the 
domain are scattered amongst the various tiles. Thus 
applying the boundary conditions on the individual 
boundaries becomes very complicated. 

On the contrary, the CMPL boundary condition can 
be implemented with a much easier procedure since 

CPML can be represented by FDTD-like arrays. In most 
efficient C and FORTRAN implementations of CPML, 
the coefficients (ψ, b, c) and the processing loops operate 
only on the boundary locations, however since the 
coefficients in non-boundary areas would be zero, the 
coefficients and processing loops can be extended to 
cover the entire domain. While unnecessary in C and 
FORTRAN implementations, this becomes necessary in 
the GPU code as the boundaries are scattered throughout 
the 2D translated arrays. This allows for a much simpler 
updating function as it can be applied over the entire 
domain without having to worry in the GPU section 
where exactly the boundary locations are. Figure 2 shows 
the location of the various boundaries once the 3D 
domain has been decomposed into a 2D tiled domain. 
The program will calculate and populate the various 
coefficients necessary to implement the CPML boundary 
in these regions only. 

 

Fig. 1. 3D to 2D translation via tiling. 

Fig. 2. Locations of the boundaries in the 2D texture. 
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The updating equations were implemented in GPU 
kernels as simple functions that would first calculate the 
necessary ψ terms, then apply the correcting terms to the 
E and H field components. The entire process is 
integrated easily into the GPU program with only minor 
changes in the precalculation of the b and c terms before 
the GPU performs the time steps. 
 

IV. RESULTS 
 

The GPU program was tested against a known 
FORTRAN based FDTD code with CPML to insure 
accuracy and proper operation. Both the GPU and CPU 
based codes were run on Intel Dual-Core 2.8 GHz 
systems with an Nvidia 8800 GTX video card with 768M 
of RAM. In the progression of time steps a derivative of a 
Gaussian waveform is injected from a point source at the 
center of the domain and progresses outward before being 
absorbed by the CPML layers and finally only very small 
reflections of the CPML remains. The source waveform 
is defined as, 
 

( )
( )2

0
2

02

2( )
t t

s t t t e τ

τ

−

= −       (19) 

 
where  
 

2.1
40 min( , , )

c
x y z

τ
π

=
∆ ∆ ∆

,       (20) 

 
 0 4.5t τ= .         (21) 

 
Figure 3 shows the Ez field component at a plane cut 

containing the source point for various time steps to show 
proper operation of the GPU based program. 

Figure 4 shows the Ez field component at an 
observation point 10 cells from the source point over 500 
time steps. The wave is injected from approximately 40 
to 150 time steps while the reflection of the CPML 
boundary can be seen at approximately 225 time steps 
into the simulation. The maximum magnitude of this 
reflection was calculated to be less than 0.3%. This 
reflection is higher than standard FORTRAN codes due 
to the numerical precision of the GPU. 

With the PML having been verified, several test 
cases were run to present the full functionality and verify 
real simulation results. The two cases presented here are 
the well known microstrip patch antenna and filter [10]. 
Figure 5 shows the layout for the simple microstrip patch 
antenna. 

The patch was simulated on both the GPU and CPU 
based systems for 3000 time steps. Figure 6 shows both 
the time domain and frequency domain results. The 

results show good comparison overall to the reference 
data [10] with minor difference due to the actual 
implementation of the codes and the numerical precision 
of the GPU. 
 

 
 

 
 

 
 
Fig. 3. Ez plane cuts at various time steps.  
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Fig. 4. The Ez field component at the observation point 
over 500 time steps. 
 

The second test case simulates a microstrip filter. 
The simulation was also run on the GPU systems for 
3000 time steps. Figure 7 shows the layout of the simple 
microstrip filter while Fig. 8 shows the results from this 
filter. Again good agreement is shown between the GPU 
results and the reference data [10].  
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Fig. 5. Layout for patch antenna. 
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Fig. 6. Patch antenna verification results. 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
Fig. 7. Microstrip filter layout. 
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Fig. 8. Microstrip filter results. 
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Fig. 9. Fortran CMPL vs. GPU CPML implementation 
results for various time steps with 500000 cell 
configuration, (a) run time; (b) speed up factor. 
 

Figure 9 shows runtime and speedup results for both 
an optimized CPU and GPU code for the patch antenna 
test configuration of approximately 500000 cells. The 
GPU code was run on both an ATI x1900 and NVidia 
8800 GPUs, while the CPU code was run on a Dual Core 

Pentium 2.8 GHz processor. The runtime results show a 
near linear trend for this case as the number of time steps 
is increased. The speedup factors for this case show that 
as the number of time steps is increased the maximum 
speedup factor asymptotically approaches a limit of 26 
for the GPU on the NVidia 8800 and 6.4 for the ATI 
x1900. 

 
V. CONCLUSIONS 

 
The GPU based code outlined in this paper has 

shown good performance compared to a known 
FORTRAN code in implementing a three dimensional 
FDTD simulation with a CPML boundary condition. 
While the speedup factors gained in this GPU code is less 
than that has been shown without a boundary condition, it 
still offers a significant gain in speed over purely CPU 
based FDTD solvers. As the domain size is increased, the 
speedup factor slightly decreases due to the fact that the 
CPML coefficients and updates has to be implemented 
over the entire domain rather than in sections as it is in 
the FORTRAN code. It is expected that the current 
implementation would yield higher speed factor when 
new generation of GPUs are used.  
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Abstract − A surface integral formulation is used for a 
broad-band characterization of wire interconnects. A 
suitable definition of effective impedance accounts for 
the penetration of currents and charges inside lossy 
conductors. The results are successfully compared to a 
volumetric integral approach. 
 
Keywords: Surface integral equation, effective surface 
impedance, and interconnects.  
 

I.  INTRODUCTION 
 
The high-frequency operating conditions in digital 

high-speed circuits require an accurate electromagnetic 
modeling of all the physical components of the overall 
system, such as interconnects, packages, discontinuities, 
and devices. Effects related to the three-dimensional (3D) 
nature and finite size of the interconnects, are less and 
less negligible as frequency goes up. For this reason 
several efforts are made in literature to propose efficient 
full-wave simulators able to model adequately the high-
frequency behavior of such structures. Efficient full-wave 
models may be obtained starting from integral 
formulations of the electromagnetic problem: a typical 
example is the popular EFIE (Electric Field Integral 
Equation) approach [1]. All the integral approaches 
benefit from the possibility to reduce the mesh to the 
conducting regions only and to impose rigorously the 
boundary conditions at infinity. When dealing with high-
conductivity materials or when characterizing high-
frequency behavior we can assume that the sources lie 
only on the conductor surfaces. In this case it is useful to 
introduce a surface integral formulation.  

The most common way of discretizing a surface 
integral formulation is based on the use of the so-called 
RGW basis functions [2]. This approach suffers from the 
so-called low-frequency breakdown problem [1], i.e., an 
ill-conditioning of the problem at frequencies low enough 

to make the conductors size small as compared to the 
wavelength. To overcome this problem, a loop-star or 
loop-tree decompositions are commonly used [3], able to 
decouple the solenoidal component of the current density 
from the non-solenoidal one. This cannot be 
automatically done for multiconnected domain or in the 
presence of electrodes. This point has been stressed since 
the very early applications [4], and has received 
considerable attention in the last years [5-6]. The Authors 
have recently proposed a surface integral formulation 
able to deal with arbitrary topologies thanks to a null-pinv 
decomposition of the basis functions that can be seen as a 
generalization of the loop-star and loop-tree 
decompositions [7-11]. 

This paper deals with the inclusion in such a 
formulation of a suitable surface impedance for broad-
band characterization of lossy interconnects. A correct 
evaluation of the broad-band behaviour of ohmic 
conductors is essential to accurately predict the overall 
performances of high-speed digital circuits. When testing 
the signal integrity, for example, the signalling system is 
forced by a random sequence of bits and the quality is 
checked by observing the corresponding “eye-diagram”. 
This requires a time-domain analysis performed by 
representing the interconnects through equivalent circuits, 
often extracted from a frequency domain characterization 
(e.g., in terms of S parameters). The equivalent circuits 
have to be able to reproduce accurately fast transients as 
well as the DC response, hence the frequency 
characterization should be accurate for a wide range, 
from DC to microwave.  

The surface approach for perfect conductors is fully 
consistent at any frequency. On the contrary, when 
dealing with ohmic conductors the electrical charges and 
currents do not necessarily lie on the conductor surfaces. 
This hypothesis is a good approximation when the skin 
effect is strong (high frequency and or high conductivity). 
In this case a suitable surface impedance can often be 
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used [12]. On the contrary, the definition of such an 
impedance should be changed to account for the 
penetration of sources at low frequency [13-14]. In this 
work we derive a consistent definition of the surface 
impedance, able to describe correctly both the low and 
high frequency behaviour, by solving analytically the 
axial diffusion problem in ohmic conductors of circular 
cross section. 

The paper is organized as follows. In Section II the 
surface integral formulation is briefly reviewed and in 
Section III the theory for the equivalent surface 
impedance is described for cylindrical conductors. 
Section IV presents some results with particular reference 
to Unshielded Twisted Pairs (UTPs). This demonstrates 
the potentiality of the approach in broad-band modelling 
of conducting structures of arbitrary topology. Finally, 
Section V draws the conclusions. 

 
II.  MATHEMATICAL AND NUMERICAL 

FORMULATION 
 

This section briefly illustrates the features of the 3D 
surface integral formulation used in this paper, and the 
related code SURFCODE. A more detailed derivation can 
be found in [9]. 

We solve Maxwell’s equations in the frequency 
domain, assuming that some good conductors are present 
in the free space. The formulation can be extended to 
stratified dielectric media, as illustrated in [11]. Let Σ be 
the external surface of the conductors (see Fig. 1); we 
assume that ∂Σ is made of NE linear equipotential 
electrodes lj, through which the current can flow.  

 

Fig. 1. Reference geometry. 
 
Assuming that the current density lies on the surface 

Σ, we must satisfy the condition, 

ΣΣ
×ζ=× nJnE ˆˆ sS  (1) 

where E is the electric field, n̂  is the unit vector normal 
to Σ, Sζ  is the surface impedance of the conducting 
body, and Js is the surface current density. The above 
assumption is rigorously satisfied in case of perfect 

conductors ( Sζ  → ∞) at any frequency. It can be 
considered as a good approximation at sufficiently high 
frequencies due to the skin effect. At very low 
frequencies as well as in intermediate range condition. 
Equation (1) may still be imposed, provided that a 
suitable definition of the surface impedance is adopted. 

Introducing the magnetic vector potential A and the 
scalar electric potential ϕ, we express E as follows, 

ϕ∇−ω−= AE i . (2) 

Using equation (2), we impose equation (1) in weak form 
using the weighted residual approach and the surface 
divergence theorem, 
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where p is a vector weighting function tangent to Σ, m̂ is 
the normal to ∂Σ over Σ (exiting from Σ), and the operator 
∇s=∇– n̂ ∂/∂n. Using Lorenz gauge, the potentials are 
related to the surface current density Js and the surface 
charge density σ through the Green function G as 
follows, 
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The sources must further satisfy the charge conservation 
law, 

ΣΣ
ωσ−=⋅∇ iss J . (5) 

To solve the problem numerically, we give a 
triangular finite elements discretization of Σ, with e 
edges, n nodes, and t triangles. We expand the surface 
current density Js in terms of div-conforming basis 
functions wk, having a continuous normal component all 
over the mesh [9]. The resulting degrees of freedom 
(DoF) Ik are the currents flowing across the edges. The 
surface charge density σ is expanded in terms of 
piecewise constant functions qm, so that the resulting DoF 
Qm are the charges in the triangles. It can be easily seen 
that 
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where D is a suitable sparse matrix, which can be seen as 
the discrete divergence. Using equation (6), equation (5) 
becomes, 

l1 
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n̂

l4 

Σ 
Σ 
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QID ω−= i , (7) 

where I and Q are the vectors of the DoF Ik and Qm. 
Assuming that Σ is an open surface, the rank of D is full, 
hence we can automatically satisfy equation (7) by 
writing, 

QRIKI s ω−= i , (8) 

where K is a matrix whose columns are a basis for the 
null space of D, R is a pseudoinverse matrix of D, and Is 
are unknowns which give no contribution to the current 
density divergence (and hence to the charge). We are in 
fact using the following “null-pinv” basis functions [9], 
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where nx is a number depending on the topology of the 
solution domain. The null-pinv decomposition of 
equation (9) is a generalization of the loop-star 
decomposition [3], hence, it allows avoiding the so-called 
“low-frequency breakdown”. Furthermore, the proposed 
decomposition also provides the possibility to deal with 
topologically complex geometries (via holes, bends, and 
electrodes).  

Using equation (9) as weighting functions in 
equation (2), we have, 
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where ϕ is a vector containing NE electrode potentials and 
the other elements are defined as follows, 
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Equation (10) can be rewritten in a compact form as, 

ϕ−= FTZ , (12) 

with a suitable definition of the matrices Z, T.  From this 
point, simple algebraic manipulations [9] allow the 
computation of any matrix describing the behavior of the 

interconnect at its terminals. For instance the admittance 
matrix Y is simply given by, 

FZFY 1−= T . (13) 

 
III.   EQUIVALENT SURFACE IMPEDANCE FOR 
CYLINDRICAL CONDUCTORS OF CIRCULAR 

CROSS SECTION 
 
Let us consider cylindrically-shaped straight 

conductors with circular cross section of radius a. In 
order to derive a possible expression for the surface 
impedance ζS, for each conductor we consider a single 
straight cylindrical wire with a volumetric current density 
Jvol directed along the conductor axis. In ohmic 
conductors of resistivity η  the amplitude of the electric 
field E is related to the volumetric current density Jvol 
through, 

volJE η=  (14) 

in the whole conductor domain, including its surface Σ. 
Neglecting the displacement current in the conductor, the 
amplitude of the magnetic field on Σ is related to the total 
current I flowing in the wire by, 

a
IH
π

=
Σ 2

. (15) 

It is possible to prove that the volumetric current density 
depends on the radial coordinate r as follows [15], 
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where δ is the penetration depth, 

ωµ
η

=δ
2 , (17) 

and Jα is the Bessel function of order α. On the surface Σ 
this volumetric current density is equal to,  
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where the quantity T  can be approximated as, 
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Consequently, the relation between the electric and 
magnetic fields on Σ becomes, 
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ΣΣΣΣ
ζ=πη=η=η= HHaTITJE Svol 2 , (20) 

where the surface impedance is defined as, 
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Note that the high frequency limit of equation (21) 
reduces to the standard Leontovich expression.  
In the range of frequency in which δ and a are 
comparable, instead of the exact expression of equation 
(21) it is often used the following heuristic coth law [14, 
16], 

( )
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

η
µω

δ
+

η=ζ
jai

S 2
coth1 , (22) 

that provides the values of equation (21) in the high and 
low frequency limits, since, 
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η
µω

+∞→ω

ia . (24) 

Note that the impedance of equation (21) is spatially 
homogeneous. 

 
IV.    NUMERICAL RESULTS 

 
The analyzed test-case is a typical broad-band wire 

interconnect, namely an unshielded twisted pair (UTP) 
cable, made of cylindrical copper conductors. Let us 
assume Cu resistivity m107.1 8 Ω⋅=η − , twist pitch 10 
mm, radius a = 0.1 mm, center-to-center distance of 0.5 
mm, and a total length equal to 2 twist pitches.  

The surface mesh used for the computation is plotted 
in Fig. 2. The mesh is made of 576 triangular elements, 
giving up to 876 degrees of freedom (DoFs). We have 
evaluated the impedance, Zin computed at one end when 
the other one is short-circuited. This has been done both 
using the exact formula of equation (21), and the coth law 
of equation (22), so to compare the error introduced by 
using the latter approximated law.   

The results are further compared to those obtained by 
the 3D volumetric code CARIDDI [17-19] in two 
different discretization conditions. The mesh for the case 
“CARIDDI 1” (7448 points, 6600 elements, giving rise to 
12688 DoFs) is characterized by a fine discretization 

along the longitudinal and radial directions of the 
cylinders, as depicted in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Surface mesh used for the UTP (a); detail (b). 
 

 
(a)   

 
(b) 

 
Fig. 3. Volume mesh (a), detail (b) for the case 
“CARIDDI 1”. 

(b) 

(a) 
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Conversely, in case “CARIDDI 2” the mesh is 
characterized by a fine discretization in the poloidal 
direction of each cylinder (3796 points, 3200 elements, 
giving rise to 6128 DoFs). 

Figure 4 shows the comparison between the surface 
and volume approaches in a transition region. The results 
agree satisfactorily, being the displacement between the 
related curves within 8%. For f < 40 kHz, we have a ratio 
δ/a > 3, hence, the conductors can be considered as fully 
penetrated. As clearly shown, the low frequency 
behaviour of the resistance is correctly modelled. Indeed, 
the real part of the impedance approximates the DC 
resistance of the wire. For f >10MHz we have δ/a < 0.2 
and the solution CARIDDI 2 suffers for a lack of 
precision, due to the discretization along the conductor 
radius, too coarse to describe the skin effect. This may 
also explain the (even small) mismatch of the results at 
higher frequencies. Note that the solution obtained by 
using the coth law approximates the exact one within a 
20% error. 
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Fig. 4. Input impedance of a UTP in a transition region. 
Real (a) and imaginary (b) parts. 

Figure 5 shows the broad-band frequency behaviour 
of the input impedance computed by our code. The 
considered range deeply enters the asymptotic regions δ/a 
>> 1 and δ/a << 1.  

Finally, in Fig. 6 it is plotted the current density 
pattern computed at 20 MHz, highlighting a non-uniform 
distribution due to proximity effect. 
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Fig. 5. Input impedance of a UTP in broad interval of 
frequency. Real (a) and imaginary (b) parts. 

 

 
Fig. 6. Current density pattern at 20 MHz. 

(a) 

(b) 
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 V.   CONCLUSIONS AND PERSPECTIVES 
 

In this paper a surface integral formulation is used to 
obtain a broad-band characterization of 3D wire 
interconnects. The use of null-pinv basis functions in the 
numerical model allows an automatic treatment of 
arbitrarily complex geometries, while retaining all the 
benefits of a decomposition that does not suffer from 
low-frequency breakdown problems. The presence of 
lossy conductors is correctly taken into account at any 
frequency by introducing suitable surface effective 
impedance, obtained by solving the diffusion problem. 

The test case (characterization of a UTP cable) 
shows the consistency of the approach with volumetric 
techniques in the low frequency region, and the 
inaccuracy of the approximated coth law is often used to 
describe lossy conductors. 

In principle, the definition of an effective impedance 
presented here could be extended to the case of more 
complicated geometries. This could be achieved by 
solving numerically the internal diffusion equation inside 
the region occupied by the conductors, e.g., with a 
differential code. 
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Abstract – The paper deals with the inclusion of 
inhomogeneous dielectrics in a full-wave transmission 
line model for high-frequency analysis of interconnects. 
This “enhanced” transmission line model is derived from 
a full-wave integral formulation of the electromagnetic 
problem, and the inclusion of dielectrics is performed by 
an accurate semi-analytical evaluation of the Green 
functions for layered planar structures. The resulting 
model has a computational cost typical of a TL model but 
is able to perform a full-wave analysis in frequency 
ranges where the standard TL model may no longer be 
used. Moreover, as shown in the proposed examples, the 
model gives the possibility to investigate separately 
several phenomena affecting the high-frequency behavior 
of interconnects, like losses in dielectrics, unwanted 
radiation and excitation of parasitic modes. 
 
Keywords: High-speed interconnects, transmission line 
model, full-wave analysis, Green functions, and parasitic 
modes. 
 

I.    INTRODUCTION 
 
Electrical interconnects in high-speed circuits are 

usually modeled by means of the popular transmission 
line model, which assumes a propagation of quasi-TEM 
mode type. This model has been thoroughly studied in the 
past and it has been proven to be described in a simple 
and accurate way, the effects of interconnects on the 
signal (delays, mismatching, crosstalk, …) [1]. However, 
in many cases of practical interest due to the ever-
increasing operating frequencies and to size decreasing, 
the quasi-TEM hypothesis of propagation no longer 
holds. In such cases high-frequency effects arise, such as 
radiation, mode conversion and dispersion, which are 
crucial to correctly estimate the system performance. 
These effects are not included in the standard 

transmission line model (STL) and would require, in 
principle, a full-wave analysis. This kind of analysis has 
two disadvantages: a high computational cost and a poor 
qualitative insight on the solution. It is indeed difficult to 
distinguish between the different phenomena quoted 
above. To solve both problems, several efforts have been 
made to obtain generalized transmission line models able 
to overcome the validity limits of the STL model while 
retaining the same simplicity and a low computational 
cost (e.g., [2-5]). 

The Authors have recently proposed an enhanced 
transmission line (ETL) model which is able to describe 
in the frequency domain interconnects for which the 
characteristic transverse dimension is comparable to the 
characteristic wavelength of the carried signals. This has 
been done for two-conductor interconnects in [6-8] and 
for a multiconductor interconnect in [9-10]. The model 
has been successfully used to foresee effects like 
radiation in the transverse plane, dispersion due to the 
finite length of the interconnect, differential to common 
mode conversion in asymmetric interconnects and high-
frequency crosstalk. However in all these papers the 
embedding dielectric has been assumed uniform. In this 
paper the multiconductor ETL model is extended to 
inhomogeneous dielectrics, so that the analysis of the 
above mentioned high-frequency effect may be 
performed for interconnects of practical interest such as 
the microstrips. 

Section II is devoted to the problem formulation in 
presence of inhomogeneous dielectrics. The starting point 
is the integral formulation of the electromagnetic problem 
based on the vector and scalar potentials satisfying the 
Lorenz gauge. The formulation involves the Green 
functions for the considered structure: a general case is 
considered, where an expression of the Green functions 
for dielectric layers with different permittivity and a 
ground plane is used. These Green functions are 
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evaluated semi-analytically: the principal part describing 
the propagation of signals is extracted analytically, 
whereas the remainder describing parasitic modes due to 
the non-ideal behavior of the interconnect is represented 
through equivalent low-order systems identified by a 
vector fitting procedure [11].  

In Section III the ETL model is derived with suitable 
approximations from this integral formulation. The ETL 
model has the same mathematical structure as the STL 
model, the only difference being in the relations between 
the per-unit-length (p.u.l.) magnetic flux and the current 
and between the voltage and the p.u.l. charge, 
respectively.  In the STL model they are local, whereas in 
the ETL they involve spatial convolutions.  

In Section IV first the ETL model predictions are 
successfully compared to the full-wave solutions obtained 
by two different 3D numerical codes. The case study 
highlights the inaccuracy of the STL model in high-
frequency ranges. Then a deep investigation of the high-
frequency solution is performed, by analyzing the effects 
of different phenomena like frequency-dependent 
dielectric losses and unwanted radiation in the transverse 
plane. A second case-study refers to a coupled microstrip, 
and is analyzed in order to evaluate the high-frequency 
crosstalk noise. 

 
II.    INTEGRAL FORMULATION AND THE 

INCLUSION OF INHOMOGENEOUS 
DIELECTRICS 

 
Let us consider the interconnect of Fig. 1, of total 

length l, made by two signal conductors on a dielectric 
layer of thickness h and a ground plane. Let us assume 
the conductors to be ideal and the dielectric permittivity 
to be 0εε r  in the layer and 0ε  outside it (the magnetic 
permeability is everywhere 0µ=µ ). Let us denote with 
Σ1 and Σ 2  the signal conductor surfaces.  

In frequency domain we can express the fields in 
terms of the electrical scalar and magnetic vector 
potentials ϕ  and A  (Lorenz gauge), 

 

 ABAE ×∇=ϕ∇−ω−=     ,j .                    (1) 
 

It is convenient to express the vector and scalar potentials 
in terms of the current density ),( xs ⊥rJ  and charge 
density ),( x⊥σ r , through the integrals, 
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0
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=ϕ ϕ
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 ( ) ( ) ( )∫∫ ⋅µ=
S
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which involve the Green functions for the considered 
multilayered structure (including the ground plane). 

 
 

 
Fig. 1. The considered interconnect: (a) cross-section 
view; (b) adopted references for terminal voltages and 
currents . 
 
  

The layers properties change along z  (see Fig. 1), 
hence ( )rGA  has the structure [12], 
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In many practical applications the thickness of conductors 
is small compared to their width w. If we consider zero-
thickness for the signal conductors and assume the 
current density sJ  directed along x̂ , we have the simple 
expression xxA GG = . We consider perfect conductors 
hence the sources are located on the surface 

∪ 21 ΣΣ=S of the two conductors.  
As for the dielectric, we can introduce frequency-

dependent losses through a simple Debye model, 
assuming (e.g., [13]), 

( ) ,
1 ωτ+

ε−ε
+ε=ωε ∞

∞ i
DC

r  (5) 

where DCεε∞ ,  and τ are constant values associated to 
the particular dielectric chosen.  

For the considered structure the Green functions may 
be evaluated in closed form in the spectral domain: let 

)(~
ρkGxx  and )(~

ρϕ kG  be their transforms in such a 
domain, where kρ is the spectral domain variable. The 
spatial domain functions are obtained by evaluating the 
Sommerfeld integrals (e.g., [14]), 
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where )2(
0H  is the Hankel function. The cost for 

computing such integrals is extremely high because of the 
slow decay of the integrands. A way to overcome this 
problem is to extract analytically the terms which are 
dominant in the low frequency range, referred to as the 
quasi-static terms [15], 
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in which )1/()1( rrK ε+ε−=  and 000 µεω=k  is the 
vacuum space wavenumber. Once these terms have been 
extracted, the remainders (dynamic terms) may be 
evaluated in an efficient way by approximating the 
corresponding expressions in the spectral domain, for 
instance by using a vector fitting technique [11], 
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so that the final expressions are given by 
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The quasi-static terms are associated to the 
fundamental mode, are the only terms left when 0→f  
and dominate the local range interactions. The dynamic 
terms are associated to parasitic waves (surface waves, 
leaky waves), vanish as 0→f  and dominate the long-
range interactions. Figure 2 gives an example of scalar 
potential Green function ϕG  for a single microstrip with 

9.4=ε r  and .7.0 mmh =  The quasi-static term 
dominates the near-field region, whereas for increasing 

distances the dynamic terms become the principal ones. 
Unless very high frequencies are considered, in practical 
interconnects the quasi-static terms are dominant, hence 
the approximation of the remainder is usually 
satisfactorily pursued by a low-order model. A reliable 
criterion [16] states that the Green functions are 
accurately represented by the quasi-static terms when 

1.010 <−ε rhk . 
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Fig. 2. Typical high-frequency behaviour of the scalar 
potential Green function: contributions of the quasi-static 
and dynamic terms. 
 

 
III. THE ENHANCED TRANSMISSION 

LINE MODEL 
 

In order to derive a transmission line model, let us 
impose the charge conservation law, 

( ) ,ωσ−=⋅∇ js
s J  (13) 

where ( )s∇  is the surface divergence operator. In 
addition we must impose the PEC boundary condition, 

( ) .ˆ 0nA =×ϕ∇−ω− Sj  (14) 

Let us assume the dependence of the sources to be of 
separable type, 

),()(),( 11111 xQsFxs =σ )()(),( 22222 xQsFxs −=σ , (15) 

),()(),( 11111 xIsFxsJ s = )()(),( 22222 xIsFxsJ s −= (16) 

where )(2,1 xQ  and )(2,1 xI  are, respectively, the p.u.l. 
charges and the currents on the two signal conductors, 

2,1s  are the curvilinear abscissas along the conductor 
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contours Γ1  and 2Γ , whereas the shape functions )(2,1 sF  
describe the transverse distributions of the sources. Let 

na  be a “characteristic dimension” of the cross-section of 
the n-th conductor, i.e. a characteristic distance between 
two points on the conductor contour. For instance na  
would be equal to the diameter for a circular cross-
section. For this case we may assume 11 wa =  and 

22 wa =  (Fig. 1). Next, let us introduce a “characteristic 
dimension” ch  of the transverse section. For a single 
trace microstrip we can assume hhc = , where h is the 
dielectric thickness, whereas for the general case of 
coupled microstrips as in Fig.1 we may assume ch  as the 
mean value between h and the distance between the two 
traces w. Now, assuming 10 <<nak  for any n and 

50 <khc  it is possible to evaluate )(2,1 sF  once for all by 
solving a quasi-static problem in the transverse plane and 
to approximate at any abscissa x the values of ),( 2,1 xsA  
and ),( 2,1 xsϕ  on the surfaces 1Σ  and 2Σ  with their 
average values >< )(2,1 xA  and >ϕ< )(2,1 x  [7]. In all 
these conditions it is easy to derive from equations (13) 
and (14) the following governing equations, 

),()( xi
dx

xd QI
ω−= )()( xi

dx
xd ΦV

ω−= , (17) 

)(xΦ  being the p.u.l. magnetic flux vector. In the same 
conditions, from equations (2) and (3) we derive the 
constitutive relations, 

∫ −µ=
l

I dxxxxHx
0

0 ')'()'()( IΦ , (18) 

∫ −
ε

=
l

V dxxxxHx
00

')'()'(1)( QV  (19) 

where the entries of the kernel IH  are given by, 

∫ ∫
Γ Γ

′′ζ′=ζ
i k

kkikixxi
i

ik
I sdsFssGds

c
H )();,(1)( , (20) 

whereas VH  has the same expression involving ϕG . The 
kernels H(x) are computed numerically, paying attention 
to the logarithmic singularity of their diagonal terms, 
arising from the quasi-static parts of the Green functions 
[8-10]. 

The ETL model is given by equations (17) to (19) 
and is a generalization of the STL model, which is 
obtained when relations (18) and (19) are of local type. 
This happens for interconnects electrically small in the 
transverse plane ( 10 <<khC ) and of infinite length along 

x. In this case the kernels in equations (18) and (19) tend 
to spatial Dirac pulses, 

),()(]')'([)( 00 xHxdxxHxH I
l

II δ=δ→ ∫
+  (21) 

00
( ) [ ( ') '] ( ) ( ).

l

V V VH x H x dx x H xδ δ
+

→ =∫  (22) 

Hence equations (18) and (19) reduce to 

),()()( 00 xLxHx I IIΦ =µ=  (23) 

).()(1)( 1
0

0
xCxHx V QQV −=

ε
=  (24) 

Note that for homogeneous dielectrics it is ,VrI HH ε=  
hence ,00 VrI HH ε=  and equations (23) and (24) yield 
the classical result ILC r 00µεε= . By combining 
equations (23), (24), and (17) we obtain the standard 
transmission line model,  

),()( xCi
dx

xd VI
ω−=  )()( xLi

dx
xd IV

ω−=  (25) 

In conclusion, the ETL model (17) to (19) generalizes 
the STL one (i.e., equation (25)), removing the 
assumptions that the transverse characteristic dimension 
of the interconnect is electrically small and that the 
interconnect is infinite. The ETL model is valid in the 
following limits: (i) the characteristic dimensions of the 
terminal devices are small compared to the interconnect 
length; (ii) the characteristic transverse dimension a of 
the conductors is electrically small, 10 <<nak ; and (iii) 

50 <khc , where ch  is a characteristic dimension in the 
transverse plane.  

 
IV.  NUMERICAL RESULTS 

 
The first case considered refers to a PCB microstrip, 

with the geometry of Fig. 1, assuming a single signal 
conductor above a ground plane and a length of 36 mm. 
The signal conductor has zero thickness, width 

mm 8.11 =w and lies on a FR-4 dielectric layer of 
thickness mm 016.1=h , dielectric constant 9.4=ε r  and 
magnetic permeability 0µ=µ . The conductors and 
dielectric are assumed ideal. 

The ETL model solution is compared to the STL one 
and to two 3D full-wave solutions; one provided by the 
commercial FEM code HFSS [17] and the other by the 
tool SURFCODE, which is based on the Electric Field 
Integral Equation formulation [18]. Assuming for this 
case hhc = , since 65.3≈ε reff  we have 1.00 ≈chk  at 
1.4 GHz, hence we expect the STL, ETL and full-wave 
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solutions to agree up to frequencies around 1 GHz. This 
is clearly put on evidence in Fig. 3, where the input 
impedance of the line left open at the far end is plotted 
from DC to 0.8 GHz. For higher frequencies, the STL 
solution becomes inadequate, whereas the ETL one is still 
able to reproduce the full-wave solution, as shown in Fig. 
4.  

Since the conductors and the dielectric are assumed 
to be ideal, the finite amplitude of the peak is only due to 
the lossy effects related to the presence of unwanted 
parasitic modes (surface waves, leaky waves). In this 
condition a small but non-negligible amount of power is 
associated with radiation in the transverse plane. The real 
power absorbed by the interconnect fed at one end by a 
sinusoidal current of rms value 0I  and left open at the 
other end is given by, 

{ } .2/)()( 2
0IZrealP inin ω=ω  (26) 
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Fig. 3. Low frequency behaviour of the absolute value of 
the input impedance, Case 1. 
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Fig. 4. High frequency behaviour of the absolute value of 
the input impedance, Case 1. 
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Fig. 5. Absorbed power for ideal dielectric, Case 1. 
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Fig. 6. ETL solution for absorbed power with ideal and 
real dielectric, Case 1. 

 
 

In Fig. 5 it is shown the absorbed real power computed 
with mAI 10 = . The ETL solution is in good agreement 
with the full-wave one around the peak, whereas there is 
a deviation in the other ranges (however, the values of 
power are very low). Note that, since we are in the ideal 
case, the STL input impedance is strictly imaginary; 
hence the absorbed real power predicted by the STL 
model is always zero. 

Let us now introduce a lossy dielectric described by 
the Debye model of equation (5), with 

178.4,07.4 =ε=ε∞ DC , and ps15.1=τ . Figure 6 
shows the dissipated power computed in the same 
conditions described for Fig. 5, both considering a real 
and an ideal dielectric with .178.4=ε=ε DCr  It is clear 
that in this case the dielectric losses are negligible with 
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respect to the losses associated to the other high-
frequency phenomena.  

The ETL model may be used to perform qualitative 
analysis on the solution. For instance, it is possible to 
distinguish between the high-frequency effects associated 
to the fundamental mode from those related to the 
excitation of parasitic modes. As shown in Section II, this 
could be easily done by switching on and off the 
contribution of the dynamic terms in the expression of the 
Green functions. Figure 7 shows, for instance, the mutual 
impedance of the above-considered line, computed by the 
STL model and by the ETL one, with or without the 
contribution of the dynamic terms. For this case, the 
quasi-static term is the only relevant, even for frequencies 
up to 7 GHz. 

A second example is provided by a coupled 
microstrip made by two signal conductor and a ground 
plane. In this case (see Fig. 1) we have considered 

mm, 8.121 === www  mm, 1=h 17.4=ε r  and a 
total length of 36 mm. The line behavior is investigated in 
the frequency range (0 6)− GHz, so extending to values 
of chk0  high enough to expect inaccurate results from 
the STL model. Here a crosstalk analysis has been 
performed, by assuming line 1 (see references in Fig. 1) 
to be fed at the near end by a unitary sinusoidal voltage 
source and open at the far end. The near and far ends of 
line 2 are both terminated on open circuits. Figure 8 
shows the frequency behaviour of the near and far end 
crosstalk voltage defined as 1121 /VV  and 1122 /VV , 
respectively. Note that in this case-study we have 
approximated the complete Green functions, considering 
only the contribution of the quasi-static term, which is 
again the dominant one. 
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Fig. 7. Absolute value of the mutual impedance, Case 1. 
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Fig. 8. Near-end (a) and far-end (b) crosstalk voltage 
normalized to the input voltage, Case 2. 

 
 

V. CONCLUSIONS 
 

The extension to inhomogeneous dielectrics of a full-
wave transmission line model is obtained by including in 
the integral formulation a semi-analytical expression of 
the Green function for planar layered interconnects. Case-
studies show the reliability of the model, as compared to 
3D full-wave numerical solutions. The model is able to 
foresee high-frequency effects like radiation and 
dispersion due to excitation of unwanted parasitic modes. 
The way used to include inhomogeneous dielectrics into 
such a formulation is promising, since it is possible to 
split the Green function in terms describing the signal 
propagation (evaluated analytically) and remainders 
associated to the unwanted parasitic modes. This allows 
an accurate evaluation of the influence of such unwanted 
modes, exploiting the possibility to switch on and off the 
corresponding terms in the Green function expression. 

(a) 

(b) 
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Abstract − This paper presents a method to generate 
circuit models from 3D distributed structures. In the first 
step a broadband characterization of the device is 
obtained through a reduced order modeling technique. 
Then in the second step a rational approximation of the 
coefficients of the impedance matrix is derived using a 
root mean squared procedure. An equivalent circuit is 
then synthesized and allows a global circuit simulation of 
the whole structure. The proposed methodology can be 
used with a segmentation technique for the analysis of 
complex structures: a whole 3D structure can be 
subdivided into smaller parts. Each part is characterized 
by an equivalent circuit deduced from wideband analysis. 
The connection between the substructures makes 
available a global simulation of the whole system inside a 
circuit platform (SPICE for example). Numerical results 
are shown for different kinds of interconnects (tracks and 
cables). 

 
Keywords: Electromagnetic compatibility, 
interconnecting wires, and equivalent circuits. 

 
I. INTRODUCTION 

 
With the increasing use of on-board electronic 

equipment, mastering Electromagnetic Compatibility 
(EMC) compliance at early design stage is becoming a 
crucial technical issue for the automotive industry. 
Computer simulation of the EMC properties of electronic 
devices is a promising way to make EMC design faster 
and cost-effective, since it can be applied to the virtual 
product before fabrication. 

In complex equipments involving interconnecting 
wires and electronic components a complete 
understanding requires a global analysis studying both 
electromagnetic modelling (for distributed parts) and 
circuit simulation (for lumped components). For a 
reliable simulation at the sub-system or system level 
efficient techniques are needed to address a hybrid field-
circuit analysis. For a time domain analysis a strong 
coupling between a field solver in the time domain and a 

circuit simulator leads to a heavy process updating at 
each time step both the field quantities and the circuit 
values [1].  

 An efficient solution for transient analysis is to 
extract lumped circuit parameters from broadband field 
computation. Circuit extraction is a well known 
procedure in case of high speed interconnects [2]. 
Equivalent circuits or circuit macromodels can be easily 
derived from a rational approximation of the frequency 
response of the structure [2, 3]. In case of conducting 
cables an adequate modelling technique is usually 
achieved in the frame of the transmission line theory. 
However such approach does not remain valid because of 
the increase of the frequency range involved in EMC 
analysis. In [4] a technique based on a full wave integral 
approach has been developed and applied to unshielded 
cables.  

The main computational cost relevant to circuit 
extraction techniques is the broadband full wave analysis. 
In order to minimize this computational cost a Padé 
approximation procedure provides an efficient way [5]. 
However such an approach requires getting the solution 
for a set of frequencies distributed over the whole 
frequency band. The results may be sensitive to the 
choice of the sample frequencies. A much more powerful 
approach is reduced order modelling: instead of solving 
the field problem, the equations characterizing the device 
are first brought to the state space form of the linear 
system and the system is reduced by appropriate 
algebraic transformation.  

 In recent years many reduced-order modelling 
(ROM) techniques have been studied [6-9]. In [9] a 
Laguerre SVD (Singular Value Decomposition) 
algorithm was shown to provide an efficient ROM 
technique. The capabilities of the approach were 
demonstrated in the case of linear systems resulting from 
the telegrapher equations or from the PEEC (Partial 
Element Equivalent Circuit) method. In our work we 
show that such a technique can be efficiently used in 
connection with a 3D finite element approach. With such 
an approach the impedance of distributed structures can 
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be easily obtained over a broadband. Then circuit models 
are deduced using a root mean square procedure and can 
be directly incorporated into a circuit simulator if 
required.  

 
II. REDUCED-ORDER MODELING 

 
Consider an electromagnetic problem involving one 

excitation port. From a 3D edge finite element approach 
the metrical system governing the vector of unknowns 
e(t) is given by [10], 

 

⎪⎩

⎪
⎨
⎧

=

=++

)()(

)(2

2

teLty

tLueM
dt
deM

dt
edM

T

sdm              (1) 

 
where Mm is the mass matrix, Md is the damping matrix, 
Ms is the stiffness matrix, L is a selector matrix, u(t) is 
the excitation and y(t) is the output of interest. 
In the Laplace domain with zero initial condition the 
transfer function H(s), Y(s) = H(s)U(s) is given by, 
 

( ) LMssMMLsH mds
T 12)( −

++=             (2) 
 
the second-order system can be reformulated as a first-
order linear system of order N, 
 

)t(xB=)t(y

)t(Bu=)t(Gx+
dt
dx

C
T

.                     (3) 

 
Consequently from equation (3) the transfer function can 
be written as, 

( ) BsCGB)s(H 1T −+= .                    (4)                                         
 

The aim of model order reduction is to replace the 
mathematical model (equation (4)) by a model which is 
much smaller but keeps the same behaviour over a given 
frequency band. In other words the purpose is to find a 
system governed by a reduced state space form, 
 

)t(xB=)t(y

)t(uB=)t(xG+
dt
dx

C
T

r

rrr                   (5) 

 
where the dimension q of the reduced matrices Cr, Gr, 
and Br verifies q << N. 
The new transfer function Hr is, 
 

( ) r
1

rr
T

rr BsCGB)s(H −+= .                 (6)                                            
 

The ROM technique used in this work has been described 
in [9]. It is based on a system description in terms of 
orthonormal Laguerre functions. It uses the singular value 
decomposition and Arnoldi algorithm. To illustrate, the 
efficiency of this ROM technique is demonstrated in the 
case of the loop antenna shown in Fig. 1. The variation of 
the impedance computed with the reduced order method 
is compared to Fig. 2 with a standard 3D finite          
element method for two different orders                          
(q = 7, and q = 10). It is shown that for q = 10 an 
excellent agreement is obtained over the entire frequency 
band. 

 
Fig. 1. Loop antenna. 
 

 
Fig. 2. Comparison between ROM technique and 
standard 3D finite element method.   

 
III. CIRCUIT MODELS 

 
      Once the impedances of distributed structures are 
known over a given frequency band, an approximate 
expression based on rational functions can be determined. 
For a lossless transmission line of length l, the 
coefficients of the two port impedance matrix are known 
analytically [11], 
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where 
C
LZc =  is the characteristic impedance          

and LCl=τ . 
 
These coefficients can be expressed as Fourier series, 
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where  
τ
πω0 = . 

 
Since the structures studied in this work behave like 

transmission lines, a rather natural rational approximation 
of this impedance uses second order rational functions 
with real coefficients. It is determined via a least mean 
squared procedure. The whole band is divided into Nb 
sub-intervals where Nb is the number of resonant 
frequencies. For example, the value of Z11 is searched as, 
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Each second order rational function corresponds to 

an electrical circuit constituted with an inductance L with 
resistive loss (corresponding to a resistance R1) in parallel 
with a capacitance C with a leakage conductance             
G = 1/R2  shown in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Equivalent circuit for a second order rational 
function. 
 

IV. CONDUCTING CABLES 
 

Figure 4 shows a perfectly conducting cable above a 
ground plane. The load is 50 Ω. The ground plane is a 

perfect conductor. Figure 5 shows the 3D finite element 
computation over the whole band and the corresponding 
rational approximation. This approximated impedance is 
built using a sum of 4 second order rational functions. 
Each rational function corresponds to a resonance peak. 
The distances between the different peaks characterize 
the resonances of the transmission line. A reasonable 
agreement between the finite element based approach and 
the approximation is obtained. 
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where the coefficients are given in Table 1. 

 
Table 1. Coefficients of the rational approximation. 

 

 i k
ib  

k
ia  

0 -3.14 1 
1 -1.56e+02 -5.21e-02 k = 1
2  2.02  
0 -2.19  1 
1 4.33e+01 3.54e-02 k = 2
2  5.09e-01 
0 -3.52e-01 1 
1 -1.74e+01 -1.80e-02 k = 3
2  2.20e-01 
0 -3.75 1 
1 9.48 1.88e-02 k = 4
2  1.27e-01 

 
 

 
 
Fig. 4. Cable of diameter 1 mm above the ground plane. 
 

Figure 6 shows a more complicated case: the cable is 
50 cm long and the height is not constant. The 
corresponding numerical results for the full wave 
computation and the approximation are shown on Fig. 7. 
The coefficients are given in Table 2. The rational series 
can be directly incorporated into a circuit simulator like 
SPICE for example and can provide an efficient time 
domain simulation of the signal propagating along the 
transmission lines. 

L

C

1R

G
R 1

2 =
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a) Magnitude of the impedance. 

 

 
b) Phase of the impedance. 

 
Fig. 5. Comparison between direct 3D FEM computations 
(solid line) and rational approximation (dashed line). 

 
 

 
Fig. 6. Cable of diameter 1 mm above the ground plane. 

Table 2. Coefficients of the rational approximation. 
 

 i k
ib  

k
ia  

0 -1.89e+01 1 
1 4.31e+02 5.52e-03 k = 1 
2  1.84e+01 
0 -5.00 1 
1 4.58e+01 2.32e-01 k = 2 
2  3.75 
0 -5.38 1 
1 2.20e+01 4.62e-02 k = 3 
2  1.41 
0 2.62 1 
1 1.79e+01 2.11e-02 k = 4 
2  7.94e-01 

 

 
          a) Magnitude of the impedance. 

 

 
b) Phase of the impedance. 
 

Fig. 7. Comparison between direct 3D FEM computation 
(solid line) and rational approximation (dashed line). 
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V. TRACKS ETCHED ON PRINTED CIRCUIT 
BOARDS 

 
The loop antenna studied in Section I is associated 

with a section of a multi-conductor transmission line 
etched on the same substrate (Fig. 8). The characteristic 
impedance of the transmission line can be evaluated 
through a 2D cross-section analysis. So a global 
impedance of the whole structure (loop antenna + 
transmission line) can be determined at the input of the 
transmission line according to the rules of the 
transmission line theory. An approximate analytical 
expansion of including only two rational functions is also 
evaluated. A good agreement is obtained between the 
SPICE rational result and the two kinds of analytical 
solutions (Fig. 9). These solutions are compared to the 
whole 3D computation: it is worth noting that the SPICE 
result is closed to the global impedance deduced from the 
full wave 3D code ASERIS-BE (from EADS). This can 
be explained by the fact that the electromagnetic coupling 
between the loop antenna and the transmission line is 
weak in this case: the global behaviour of the structure 
roughly follows the theory of the transmission lines. This 
electromagnetic coupling is significant in the low 
frequency range: the global structure does not behave like 
a transmission line and a macromodelling SPICE 
simulation is no longer available in this range. 

 This methodology could provide an efficient way to 
simulate how conducted emissions can be induced along 
systems of transmissions lines by a perturbating 
electromagnetic field. The whole 3D transmission line 
system can be divided into sub-structures. Each part can 
be separately handled and the corresponding equivalent 
SPICE circuit can be deduced. As shown in the example 
above, in the high frequency case, all the parts can be 
connected together making available a global circuit 
model. So, provided that the spectrum of the illuminating 
exciting source is in a high frequency range, a SPICE 
simulation will allow giving how a conducted 
interference will be carried by the system of transmission 
lines. 

 
 

a)  Loop antenna. 

 
 
b) Transmission line. 

 
Fig.  8. Global 3D structure. 
 
 

 
 
Fig. 9. Global impedance obtained with full wave 
computation, SPICE, and analytical expressions. 

 
VI. CONCLUSION 

 
A macromodelling approach was presented for EMC 

analysis of interconnected systems in the field of 
electromagnetic compatibility. In the methodology a 
broad-band characterization of distributed structures is 
performed with a finite element based approach. Then 
circuit models are deduced using a root mean square 
procedure. These circuit macromodels, SPICE compatible 
for example, provide a straightforward technique to 
simulate the propagation of parasitic signals along tracks 
and/or transmission lines. The procedure can be 
efficiently used in the simulation of time domain 
reflectometry for cable diagnosis. 
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Abstract − This paper is in the framework of the non-
destructive evaluation of conductive materials by means 
of eddy current testing. In particular, we consider the 
imaging of surface breaking volumetric defects. In this 
case, it is possible to use relatively “high-frequencies” 
and, in the limit of skin-depth negligible with respect to 
the relevant geometrical sizes and negligible 
displacement current, the problem can be modeled as a 
magnetostatic one. The elliptic nature of magnetostatic 
allows proving a monotonicity property of the operator 
mapping the defects geometry into the measured quantity. 
This makes possible to use a recently proposed fast (non-
iterative) imaging algorithm. 
 
Keywords: Non-destructive testing, eddy current testing, 
inverse problem, and fast imaging algorithms. 
 

I. INTRODUCTION 
 

The solution of the inverse problem in a non 
destructive evaluation test based on eddy currents is 
usually formalized as the minimization of an error 
functional with respect to a given set of unknowns 
describing the features of the anomaly affecting the 
specimen under test. The evaluation of the error 
functional, relating the measurements to the computed 
data, requires the solution of the forward problem 
(compute the measurements for given anomalies) that 
should be repeated many times in the minimization 
procedure. Moreover the presence of local minima is a 
critical issue penalizing many local minimization 
algorithms. Recently a non-iterative method solving the 
inverse problem has been proposed for estimating a 
resistivity distribution approximated by a number of 
voxels [1-4]. The data consists of measurements of the 
impedance matrix at several frequencies acquired using a 
coil array. The method is based on a monotonicity 

property of the operator mapping the defects geometry 
into the measurements. However, in the approach adopted 
so far, the monotonicity has been achieved for the real 
part of the impedance matrix in the low frequency limit 
when the skin depth is larger than the relevant sizes of the 
problem. The evaluation of the impedance in this limit is 
a very difficult issue since the signal at low frequency is 
relatively weak and presence of noise can “destroy” the 
monotonicity property. 

In this paper we prove the monotonicity property of 
the operator mapping the defects geometry into the 
measured quantity, in the high frequency limit. In this 
case the forward problem can be conveniently 
approximated by a magnetostatic equivalent model, 
thanks to the skin effect that imposes a vanishing field 
inside the specimen (and a vanishing normal component 
of the magnetic flux density on its surface). In this limit 
we can solve the inverse problem leading to the imaging 
of surface defects on a conductive specimen, in a non 
iterative way. 

The paper is organized as follows: in Section 2 the 
mathematical model is described, in Section 3 the 
monotonicity is proved and in Section 4 numerical 
examples, aimed to verify the monotonicity and to show 
the performance of the inversion algorithm, are presented. 
 

II. MATHEMATICAL MODEL 
 

Let us consider a measurement system consisting of 
an array of several coils eventually mounted on a 
magnetic support that we assume to be linear (Fig. 1). 
The measured quantity is the impedance matrix (self and 
mutual impedances between coils) at the angular 
frequency ω. Under the assumption of negligible 
displacement current, the mathematical model is that of 
eddy current, eventually in the presence of magnetic 
materials. The mathematical model is, therefore, 

46

1054-4887 © 2008 ACES

ACES JOURNAL, VOL. 23, NO. 1, MARCH 2008



( )

( )⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

=⋅∇
=×∇

−=×∇
=⋅∇

=×∇

c

c

c

c

cs

V
V

Vj
V

V

in  0
in  

in  
\IRin  0

\IRin  
3

3

H
EH

HE
H

JH

µ
σ

ωµ
µ

           (1) 

 
together with proper continuity conditions on material 
interfaces and regularity conditions at infinity. In 
equation (1) Vc is the conducting domain, E and H are the 
electric and magnetic fields, respectively, σ is the 
electrical conductivity (J(r) = σ(r) E(r) in Vc, J is the 
induced current density), µ is the magnetic permeability 
(B(r) = µ(r) H(r) in IR3, where B the magnetic flux 
density) and Js is the prescribed source current density, 
that is the current density due to the currents circulating 
in the excitation coils. In addition, we assume the 
conductor to be non-magnetic. 
 

. . ... .. ..

 
Fig. 1. A conductor is probed by an array of three coils. A 
surface breaking volumetric defect is present. The 
measured quantity is the impedance matrix (in this case a 
3×3 symmetric matrix). 
 

If the frequency is high enough so that the skin-depth 
is negligible with respect to the typical dimensions of the 
conductor, the fields vanish inside the conducting domain 
Vc. As long as the displacement current is negligible, the 
magnetic field outside the conductor satisfies a 
magnetostatic problem in the free space with the 
boundary condition 0ˆ =⋅ nB  on ∂Vc, 
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Moreover, in this regime (negligible skin-depth and 

displacement current) the linked flux with the excitation 
coils approaches the linked flux for the magnetostatic 
problem of equation (2). Therefore, the impedance matrix 
approaches

cV
Ljω , being 

cV
L  the magnetostatic 

inductance matrix relating currents and linked fluxes in 

the excitation coils, iL
cV

=ϕ  where ϕ  is the column 

vector of the linked fluxes and i is the column vector of 
the currents circulating in the coils. The mapping 

cVc LV →⊂ 3IR defines an operator hereafter termed Π. 

 
III. MONOTONICITY 

 
In this section we prove the following (monotonicity) 

property of the operator Π, 
 

ΩΞ
≤⇒⊂Ξ⊆Ω LL3IR                (3) 

 
where 

Ω
L  (

Ξ
L ) is the (magnetostatic) inductance matrix 

following from equation (2) for Vc=Ω (Vc=Ξ) and 

ΩΞ
≤ LL  means that the matrix 

ΩΞ
− LL  is negative 

semi-definite. To prove equation (3), we first notice that 
the solution of equation (2) can be conveniently 
expressed in variational form (see [5] for instance) as, 
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It is worth noting that if a is solution of equation (4), then 

 

( ) ∫ ×∇−=Ψ −

3IR

21 d
2
1 Vaa µ ,  (7) 

 
and the inductance matrix 

cV
L  can also be defined 

through the magnetostatic energy, 
 

( )aa Ψ−=×∇= ∫ −

3IR

21 d
2
1

2
1 ViLi

cV
T µ .       (8) 

 
The proof of equation (3) easily follows from the 
variational principle equation (4) and from 

( ) ( )Ω⊆Ξ⇒Ξ⊆Ω AA . 
Let us assume that Ξ⊆Ω , then ( ) ( )Ω⊆Ξ AA  and, 
therefore, from equation (4) it follows that 

( ) ( )ΞΩ Ψ≤Ψ aa  where Ωa  and Ξa  are the solutions of 
equation (4) for Vc=Ω and Vc=Ξ, respectively. From 
equation (8) it follows, 
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that, from the arbitrariness of the coils current vector i, is 
equivalent to equation (3). 

Monotonicity of equation (3) allows identifying 
volumetric anomalies by the fast and efficient imaging 
algorithm described in [1-4]. Here we sketch the main 
idea underlying the imaging algorithm. Let V be an 
unknown anomaly present in Vc and let Vk a test anomaly 
placed in a known position. If Vk⊆V then Vc\V⊆Vc\Vk and 

VVVV ckc
LL \\ ≤ . Therefore, if VVVV ckc

LL \\ ≤  is false, then 

Vk is not contained in V. The test can be repeated for Vk 
taken in many different positions covering the “tentative 
region” where the anomaly is supposed to be present. In 
practice, VVc

L \  is a measured quantity whereas 
kc VVL \  is 

computed numerically. 
 

IV. NUMERICAL EXAMPLES 
 
IV.I Monotonicity: Numerical Validation 

In this section we validate numerically monotonicity 
of equation (3) by means of simple canonical numerical 
examples. The test geometry consists of a conductive 
half-space (conductivity 5.88⋅108 S/m, copper) where 
several type of volumetric defects are considered. The 
numerical model consists of an edge-element based 
integral formulation where the unknown is the induced 
current density represented as the curl of the electric 
vector potential [6]. The height of the anomalies is 
0.5mm, whereas their cross section is union of 
0.33mm×0.33mm elements. The skin-depth can be 
retained negligible if significantly smaller than 0.5mm. 
For copper (conductivity 5.88⋅108 S/m) this is the case for 
frequencies greater than 172kHz (the skin-depth in 
copper at 172kHz is 0.05mm). It is worth noting that, in 
typical eddy current testing configurations, the 
displacement current is negligible up to few MHz, 
depending on the particular setting. From the numerical 
perspective, in these conditions, the unknown current 
density flows in a thin superficial layer mainly beneath 
the array of coils. Therefore, the finite element 
discretization has been limited to this superficial layer 
only (Fig. 2). 

Figure 3 shows the different surface breaking test 
“anomalies” used to validate equation (3). Let Vc be the 
region (the half-space) occupied by the defect-free 
conductor and let V1, V2, V3 and V4 be the volumes 
occupied by the four different anomalies. To validate the 
monotonicity, we have carried out two different tests. In 
the first case we selected ordered pairs of anomalies (Vi, 
Vj) where the first anomaly Vi contains the second 
anomaly Vj (for instance, (V1, V2), (V1, V3) and (V1, V4)). 
Thus, from equation (3) we expect all eigenvalues of the 

difference 
jcic VVVV LL \\ −  to be positive. This is clearly 

the case as shown in Table 1 where is reported the sign 
index of 

jcic VVVV LL \\ − , defined as, 

 

( )
∑
∑=−

k k

k k
VVVV jcic

LLs
λ
λ

\\           (10) 

 
kλ  being the k-th eigenvalues of the matrix 

jcic VVVV LL \\ − , for different test cases. It is worth 

noting that the sign index is equal to +1 ( −1) if 

jcic VVVV
LL

\\
−  is positive (negative) semi-definite and it 

assumes values in the open interval ( −1, +1) when 

jcic VVVV LL \\ −  has eigenvalues with different sign. 

 
(a) 

 

 
(b) 

 
Fig. 2. (a) The finite element discretization together with 
the array made by 3×3 coils. The discretization is limited 
to a 0.05mm superficial layer. (b) The real (dominant) 
part of the induced eddy current density at 172kHz (skin-
depth equal to 0.05mm) in the presence of a surface 
breaking volumetric anomaly. Only one coil is energized. 
 

In the second test we have selected ordered pairs of 
anomalies (Vi, Vj) where Vi is not contained in Vj and vice 
versa (for instance (V2, V3), (V2, V4) and (V3, V4) ). In this 
case (see Table 1) we are no longer guaranteed that 
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jcic VVVV LL \\ −  must be either a positive or negative 

semi-definite matrix. 
 
Table 1. Sign index for different configurations. 
The element ij is the sign index for matrix 

jcic VVVV LL \\ −  

 
 V1 V2 V3 V4

V1 - 1 1 1
V2 -1 - 0.861 0.879
V3 -1 -0.861 - 0.426
V4 -1 -0.879 -0.426 -

 

 
(a) 

 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 
 
Fig. 3. (a) 2D (top) view of four different test anomalies 
having the same depth. (b) The corresponding 3D view 
(not in scale) consisting of only a thin superficial layer at 
the air-conductor interface (thickness 0.05mm right 
beneath the array of coils). 

 
IV.II Monotonicity: Imaging Method 

Here we apply the monotonicity to solve the inverse 
problem. The test configuration is similar to the one 
described in section 4.1. The region of interest is 
36mm×36mm and it is subdivided into a 72×72 regular 
grid of test anomalies. From the computational viewpoint, 

each test anomaly is discretized using 2×2 elements in the 
transverse direction (see Fig. 4). 

The probe is an array made by 23 coils arranged in 
the closest packed array configuration (see Fig. 4). Each 
coil has the inner radius of 0.3 mm, the outer radius of 
0.6mm and the height of 6mm. The lift-off between the 
specimen and the probe is 2mm. In this test example we 
assume that each coil is made by one turn. The results can 
be easily scaled in case of coils made by an arbitrary 
number of turns. 

To evaluate the visible region, i.e. the area 
“illuminated” by the probe, we computed the spatial 
distribution of the norm of 

cjc VVV
LL −

\
 where the 

subscript j refers to the jth test anomaly. Higher values of 
this norm are related to the visible region. From Fig. 4, it 
results that the visible region is made by 12×12 test 
anomalies, corresponding to a 6mm×6mm area. It is 
worth noting that the spatial map of the norm of 

cjc VVV
LL −

\
 can be related to the order of magnitude of 

the maximum amount of measurement noise that does not 
“destroy” the reconstruction. 

Since the scanned area (36mm×36mm) is larger than 
the visible region, the probe is placed at different 
locations. Specifically, the probe is moved onto a regular 
8×8 grid corresponding to the intersections of the 
orthogonal lines in Fig. 5. The orthogonal lines subdivide 
the scanned area in 9×9 blocks; each block consists of 
8×8 pixels (test anomalies). For a given pixel j (test 
anomaly j) in a block B, we compute the sign index, 

 
( )k

VV
k
Meas jc

LLs
\

−    (11) 

 
related to the measurements when the probe is placed at 
the four corner of the block (k=1,..,4). In equation (11) 

k
Meas

L  and k
VV jc

L
\

 are the (noisy) measured inductance 

matrix and the numerically computed inductance matrix 
related to pixel j, respectively (in both cases the probe is 
located in the kth corner of the block B). Then, we 
associate to pixel j the quantity sj that is the maximum of 
the four sign indices arising from the corners of block B. 

In the absence of noise, when Vj is contained in the 
unknown anomaly V, we have sj =1, as discussed in 
Sections 3 and 4.1 (lower values are obtained in the 
presence of noise). Finally, we compute the 
map ( )jj ss −= 1/1ˆ . This last map provides a qualitative 
image of the defects (see Fig. 5) [1]. To obtain a 
quantitative reconstruction, we apply a threshold to the 
spatial map jŝ  (see Fig. 6). We found numerically that 
proper threshold values are those related to large gaps or 
local minima of the histogram of the values assumed 
by jŝ . 
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(a) 

 

 
(b) 

 
Fig. 4. (a) The array (view from the top) with a portion of 
the finite element mesh used during the computations. 
Each element has a transverse dimension of 0.25mm and 
each test anomaly consists of 2×2 elements in the 
transverse direction. (b) The array together with the 
spatial distribution of the norm of

cjc VVV
LL −

\
. The 

visible region is made by 12×12 pixels. 
 

 
(a) 

 
(b) 

 
Fig. 5. (a) The distribution of the anomalies (white) 
together with the array and the grid use to place the array 
in different positions. (b) The (normalized) spatial maps 
of the jŝ ’s. 
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(b) 

 
Fig. 6. (a) : the reconstructed map of anomalies obtained 
by applying a threshold of 0.54 to the spatial distribution 
of the jŝ ’s. (b) : the histogram of the spatial distribution 

of the jŝ ’s. 
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Finally, we mention that the measurements (matrices 
k

Meas
L ) have been numerically computed and corrupted 
with an additive noise uniformly distributed in the range   
(-ε,ε) where ε is 11% of the minimum norm of 

cjc VVV
LL −

\
 in the visible region. 

 
IV.III Noise and Resolution 

Although this is beyond the scope of this work, in 
this subsection we present some considerations about 
noise and resolution in the framework of the proposed 
imaging method. The starting point is given by the 
following decomposition (see [3] for low frequency ECT) 
of k

VV
k
Meas jc

LL
\

− , 

( ) ( ) kk
VV

k
V

k
V

k
V

k
VV

k
Meas

NLLLLLL
jccccjc

+−+−=−
Ω \\\

   (12) 

where we have exploited that kk
V

k
Meas

NLL
c

+=
Ω\

, 

where Ω is the unknown anomaly, k
Vc

L
Ω\

 is the noise-free 

data and kN  is the noise term. The amount of noise 
limits from below the minimum size of the Vj’s, i.e. the 
resolution. Indeed, from equation (12) it follows that 

kk
VV

k
V

NLL
jcc

α≥−
\

, where α is of the order of unity, 

is a necessary condition otherwise the noise term 
destroies the information content depending on Vj. Since 
the norm of k

VV

k

V jcc
LL

\
−  decreases as the size of Vj 

decreases, it is clear that the noise sets a limit to the 
achievable resolution or, vice versa, for a given resolution 
the maxim amount of noise compatible with the method 
is limited. Another limit to the resolution is set by the 
sensitivity of the instruments, specifically, 

k
V

k
VV

k
V cjcc

LLL β≥− \
 where β is a dimensionless 

constant, significantly smaller than the unity, and 
representing the sensitivity of the measurement apparatus. 

Figure 7 shows the behavior of 
k

VV
k
Vk

jcc
LLf

\
max −= and k

V
k

VV
k
Vk

cjcc
LLLg

\
max −=  

as a function of the of the ratio γ between the external 
radius of a coil and the diagonal of the voxel Vj. For the 
sake of simplicity the array is made by three coils        
(fig. 7(a)) and each coil consists of one single turn. The 
array is moved onto a regular 5×5 Cartesian grid with 
step-size of 0.5mm; the maximum in f and g is taken over 
these 25 different positions. It is interesting to see that 
increasing γ  the function f decreases, i.e. the sensitivity 
with respect to the background measurement decreases. 
In other words, it increases the difficulty in appreciating 
the variations of the inductance matrix due to the test 
anomaly. We also notice that g presents a maximum for a 
proper value of γ. This means that for a given coil size, 
there is a proper value for the size of the voxel Vj that 
maximizes the immunity to the noise. 
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Fig. 7. (a) The voxel Vj (black pixel) together with the 
three coils probe of a given size, and the positions (o) 
where the probe is moved. (b) Plot of ƒ(γ). (c) Plot of g(γ) 
assuming that the each coil has one single turn. γ  is the 
ratio between the external radius of a coil and the 
diagonal of the voxel Vj. 
 

V. CONCLUSIONS 
 

The main contribution of this paper is the 
development of a fast imaging method based on the 
monotonicity property of the operator Π mapping the 
defects geometry into the inductance matrix measured at 
high enough frequencies. In this regime (negligible skin-
depth and displacement current) the problem can be 
modeled as a magnetostatic one and this, thanks to the 
elliptic nature of magnetostatic, allows proving the 
monotonicity. Numerical examples confirm this property 
and, moreover, prove the effectiveness of the related fast 
imaging algorithm. 
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Abstract − A novel antenna design is presented for 
operation at 5.8 GHz with omni-directional pattern 
characteristics. The antenna employs square loop 
geometry of one wavelength perimeter. The loop is 
partitioned with capacitive elements in order to minimize 
phase variations in the current flow and thereby enhance 
the radiation efficiency. Five capacitive elements are used 
to achieve optimal loop current flow, resulting in phase 
variations smaller than ± 6°. The performance of the 
antenna is first analyzed with a thin-wire antenna using 
method of moments (MoM) solver and later validated 
using a custom finite difference time domain (FDTD) 
package. The calculated radiation pattern in the plane of 
the loop is close to omni-directional with directive gain of 
1.5 dBi. A printed circuit antenna is manufactured with 
alternating top- and bottom-layer conductors, with the 
overlapped regions acting as physical capacitors. The 
measured radiation patterns of the printed antenna 
confirm the predicted omni-directional behavior in the 
equatorial plane, while the input impedance demonstrates 
a close match to 50 Ω. The mean value of the gain is 2.15 
dB at 5.869 GHz. A second printed antenna, having top-
layer conductors only and gap capacitors, is simulated 
using finite element (FEM) software, and the 
performance is nearly omni-directional with a directive 
gain of 1.66 dBi. Both designs are very sensitive to the 
dimensions of the physical capacitors and require a 
highly accurate method of fabrication. 
 
Keywords: Loop antenna, partitioned, and omni-
directional. 
 

I. INTRODUCTION 
 

The loop antenna has proven to be one of the most 
practical and adaptable types of antennas [1], with 
circular and rectangular geometries representing the most 
popular configurations. This popularity stems primarily 
from their inherent low cost, simplicity of fabrication, 
and ease of implementation as front-end elements in RF 

and communication systems. However, their performance 
in comparison with other antenna designs is limited with 
respect to gain, bandwidth, and directionality of radiation. 
For example, when the perimeter of the loop antenna is 
small with respect to wavelength, its radiation impedance 
is extremely small and thus inconvenient for matching to 
a 50 Ω transmission line. Conversely, when the loop 
perimeter is of the order of one wavelength or larger, the 
current flowing in the loop exhibits large phase variations 
that ultimately degrade the radiation efficiency [2]. This 
results in a poor radiator and a shift of the radiation 
pattern maximum from in the plane of the loop to a plane 
normal to the loop, which may not be desirable for the 
intended application. 

It is possible to minimize the phase variation of the 
loop current by partitioning the loop into several sections 
that are small in comparison to wavelength, and then 
inserting lumped capacitive elements in a series 
configuration [3, 4]. The resulting antenna structure is 
simple and can be investigated using a thin-wire model 
radiating into free space. The physical dimensions are 
then converted to an equivalent printed model with 
overlapping conductors on a low-loss dielectric substrate. 
A second printed loop antenna is designed using top-layer 
conductors only with gap capacitors. The procedure used 
to design both the wire and printed antennas is discussed, 
while simulation results using custom finite difference 
time domain (FDTD) software and a commercial finite 
element (FEM) package are presented which validate the 
final printed designs. Measurements of the return loss and 
radiation patterns for the overlapped design are also 
presented to compare the performance of this partitioned 
loop antenna with the simulation results. 
 

II. WIRE ANTENNA MODEL 
 

A thin-wire square loop antenna of radius a = 0.5 
mm and side s = λ/4 was designed and simulated using 
the commercial software package entitled Analysis of 
Wire Antennas and Scatterers (AWAS) [5]. The loop 
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antenna was centered in the xy plane at z = 0 and modeled 
with copper wire segments (σ = 5.81×107 S/m). A total of 
6 wire segments comprise the antenna geometry, as 
shown in Fig. 1. Since the aspect ratio s/a ≅ 26 (relatively 
thick antenna), three polynomial coefficients per λ were 
used to model the current and charge distributions along 
segments 1, 3, 4, and 6, respectively, while five 
coefficients were used for segments 2 and 5 in the 
numerical solution of the two-potential equation [6]. 

 
Fig. 1. Thin-wire model for partitioned loop antenna with 
source, nodes and wire segments indicated. 

 
An ideal voltage generator of 1.0 V was fixed 

between segments 1 and 6 (node 1) with a port 
impedance of 50 Ω. Concentrated capacitive loadings 
were positioned at the four corners and between segments 
3 and 4 (node 4) directly opposite to the source. Five 
capacitive elements ranging in value from 0.046-0.069 pF 
were used to minimize the current phase variations. 
The antenna was simulated in transmission mode in free 
space from 1 GHz to 10 GHz using a total of 450 points, 
and optimization of the capacitor values yielded an input 
impedance of 50.64 – j 1.96 Ω, a corresponding input 
admittance of 19.72 + j 0.0076 mS, and a return loss of -
34 dB at 5.8 GHz, as shown in Fig. 2. The simulated 
current magnitude and phase variations on each wire 

 
Fig. 2. Return loss and input admittance for wire 
partitioned loop antenna at 5.8 GHz. 
 
segment of the antenna with lumped capacitors are 
plotted in Fig. 3, with phase variations on the order of ± 
6°, indicating good stability of the current phase over the 
entire loop length. For comparison, the current magnitude 

and phase on each wire segment of the loop antenna 
without lumped capacitors is shown in Fig. 4, where the 
current phase varies approximately 180°. 
 

 
Fig. 3. Current magnitude and phase for thin-wire loop 
antenna with lumped capacitors at 5.8 GHz. 
 

 
Fig. 4. Current magnitude and phase for thin-wire loop 
antenna without lumped capacitors at 5.8 GHz. 

 
The simulated Eφ component of the far-field, in three 
principle planes, is shown in Fig. 5. The radiation pattern 
is omni-directional to within 0.5 dB in the loop antenna 
plane. The cross-polarization components are negligible 
due to the symmetry of the loop and therefore are not 
visible on the patterns in Fig. 5. The far-field directive 
gain is equivalent to 1.5 dBi. 
 

III. OVERLAPPED PRINTED LOOP ANTENNA 
MODEL 

 
A printed square loop antenna, as illustrated in Fig. 

6, was designed by converting the loop wire conductors 
using a cylinder-to-ribbon current equivalence 
approximation w ≅ 2d [7], to a strip width of 2.0 mm. The 
antenna is realized on a substrate with alternating top and 
bottom layer conductors using Rogers RT/Duroid 5880 
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with εr = 2.2, substrate height h = 0.787 mm (31 mil), tan 
δ = 0.0004, and conductor thickness t = 0.035 mm. The 
capacitances are realized by overlapping the end sections 
of strips on opposite sides of the substrate. The areas of 
overlap for the five physical capacitors were computed 
as, 

r

ChA
εε 0

=    (1) 

where A is the required overlapped area, h is the substrate 
height, and C is the required capacitance. The 
corresponding areas are 1.84 µm2 (0.046 pF), 2.63 µm2 
(0.065 pF), and 2.80 µm2 (0.069 pF), respectively. 

 

 

 
Fig. 5. Simulated far-field radiation patterns for thin-wire 
partitioned loop antenna at 5.8 GHz. 

Figure 7 (a) shows the dimensions of a partitioned 
loop antenna with a feeding line in which the overlapping 
areas of strips are approximated to these calculated 
values. Simulation of this antenna using a custom 3-D 
FDTD solver verified that it operates at 5.8 GHz. The 
antenna has been fabricated using a LPKF ProtoMat 
C100/HF milling machine, and the return loss was 
measured using an Agilent Technologies model E8363B 
PNA network analyzer with 801 frequency points. The 
measurement shows that the antenna operates at a center 
frequency of 6.02 GHz with –19.6 dB return loss. 

This result demonstrates that the center frequency 
has shifted from the desired value of 5.8 GHz. During 
fabrication the milling tool removed part of the substrate 
while rubbing out the extraneous copper, resulting in a 
substrate thickness of 0.55 mm (except for regions 
covered by copper), which is less than the nominal 0.787 
mm. Such a change in substrate thickness likely altered 
the physical capacitors and their associated fringing 
fields. Additional FDTD simulations including the actual 
substrate thickness after fabrication demonstrated that 
this thinning effect increases the frequency. Thus the 
exact values of the individual capacitances proved to be 
very critical in achieving the desired center frequency, 
and the printed loop antenna dimensions had to be 
modified slightly in order to lower the center frequency 
of operation. 

The modified dimensions are illustrated in Fig. 7 (b) 
and include increasing the area of overlap for the physical 
capacitor opposite to the source, as well as for the 
capacitors in the upper left- and right-hand corners of the 
loop layout. A new antenna was then fabricated using 
these modified dimensions. Figure 8 shows the back and 
front views of this antenna. The return loss measurement 
is compared to the FDTD simulated results as shown in 
Fig. 9. The fabricated antenna resonates at 5.869 GHz 
with a bandwidth of 6%, while the simulated curve shows 
a peak return loss at 5.78 GHz. The substrate of this new 
antenna is measured to be 0.5 mm and is thinner than the 
simulated thickness, and this produces the discrepancy 
between the simulated and measured results, but the 
measurement still shows good performance at 5.8 GHz (-
18 dB).  
 

 
Fig. 6. Schematic of the overlap printed partitioned loop 
antenna on a substrate material. 

55HASSE, DEMIR, HUNSICKER, KAJFEZ, ELSHERBENI: DESIGN AND ANALYSIS OF PARTITIONED SQUARE LOOP



 
(a) 

 

 
(b) 

 

Fig. 7. (a) Initial design dimensions of the overlap 
partitioned loop antenna in mm. (b) Modified design 
dimensions of the overlap partitioned loop antenna in 
mm. 

 
 

 (a) 
 

 
 

(b) 
Fig. 8. Overlap partitioned loop antenna: a) front view 
and b) back view. 
 

 
Fig. 9. Measured and simulated return losses for overlap 
partitioned loop antenna. 
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Radiation patterns of the fabricated antenna were 
measured inside a rectangular anechoic chamber using a 
ETS-Lindgren model 3117 double-ridged waveguide 
horn (1-18 GHz) as the excitation source, with a source-
to-receiver distance of 3.65 m. An automated 
measurement system, comprised of an HP 8350B sweep 
oscillator, HP8514B S-parameter test set, HP8530A 
microwave receiver, and motorized rotator, was 
calibrated at 5.869 GHz using a Narda model 642 (5.4-
8.20 GHz) standard gain horn (SGH) [8]. 

Simulated directivity patterns calculated by FDTD in 
three principal planes at 5.8 GHz are shown in Fig. 10, 
while Fig. 11 shows the corresponding radiation patterns 
measured at 5.869 GHz for comparison. Good agreement 
is observed between the simulated and measured patterns. 
Radiation is omni-directional in the xy plane with φ-
polarization. The slightly higher cross-polarization levels 
(Eφ) seen in each plane in Fig. 11, as compared to the 
simulation results, are likely caused by the presence of 
surface currents on the receiver cable in the anechoic 
chamber due to the absence of a balun transformer in the 
antenna feed path during measurement. 

The gain comparison method was used to measure 
the absolute gain of the printed loop antenna using the 
relation [2], 

( ) ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=

S

T
dBSdBT P

PGG 10log10              (2) 

where GS = 15.42 dB at 5.869 GHz for the SGH. As seen 
in Fig. 11, the gain of the loop antenna in the xy plane is 
not uniform, with a maximum of 4.64 dB (135°), a 
minimum of -1.27 dB (45°), and a mean value of 2.15 
dB, which is in good agreement with the directivity 
simulation. By improving the accuracy of fabrication 
using high resolution techniques, such as chemical 
etching or laser milling, it is possible that a more uniform 
radiation pattern in the plane of the loop antenna would 
result. More importantly, the overlap design represents a 
natural implementation of physical capacitors in the 
partitioned antenna structure without the need for 
incorporating SMT chip capacitors, which will add 
additional costs into the manufacturing process. 
 

IV. TOP LAYER PRINTED LOOP ANTENNA 
MODEL 

 
A second printed square loop antenna was designed 

with top layer conductors only in order to minimize 
engineering design and fabrication costs, and this 
partitioned structure is realized by using straight-edge gap 
capacitances at the same strategic locations as for the 
overlap printed loop antenna, as shown in Fig. 12. A fully 
parameterized model was developed using the High 
Frequency Structure Simulator (HFSS) [9] software 
package in order to independently vary the gap widths for 

the capacitors, conductor widths, and loop size. A feed 
port with nominal impedance of 50 Ω excited the antenna 
across a source feed gap of 3.0 mm using an interpolating 
frequency sweep from 4 GHz to 8 GHz with 12 adaptive 
passes and a delta S convergence level of 0.005 to ensure 
accurate meshing of the minute gap capacitances. 

 
Fig. 10. Simulated directivity patterns for overlap printed 
loop antenna at 5.8 GHz (FDTD). 
 

A perfectly matched layer acting as the absorbing 
boundary was applied to the outer faces of the solution 
space in order to create an open model. The simulated 
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gap widths for the capacitors were optimized to the 
values of 0.10 mm (top corners), 0.13 mm (bottom 
corners), and 0.11 mm (opposite the source). The 
simulated electric surface current distribution at 5.8 GHz 
is shown in Fig. 13, where the highest currents are found 
near the lumped source and along the inner edges of the 
conductors. It was necessary to increase the side length s 
to 15 mm for this design in order to achieve good 
radiation resistance, with a return loss of -21.5 dB at the 
meshed solution frequency of 5.8 GHz (see Fig. 14). 

 

 
 

Fig. 11. Measured radiation patterns for overlap printed 
loop antenna at 5.869 GHz. 

 
 

Fig. 12. Schematic of top layer printed loop antenna with 
gap capacitor dimensions in mm. 

 
 

Fig. 13. Simulated electric surface currents for top layer 
printed loop antenna at 5.8 GHz (HFSS). 

 

 
Fig. 14. Simulated return loss for top layer printed loop 
antenna using HFSS. 
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The calculated directive gain is 1.66 dBi with a 
radiation efficiency of 0.989 and corresponding 
bandwidth of 8 %. The calculated co-polarized and cross-
polarized far-field radiation patterns in three principal 
planes are shown in Fig. 15, with nearly omni-directional 
radiation in the loop antenna plane as desired. For this 
design the electric field lines in the capacitive regions 
extend primarily into the air dielectric, as there is little 
confinement of the electric field in the substrate dielectric 
without the presence of conductors on the bottom layer, 
and the sensitivity of the gap capacitors to environmental 
factors is thereby increased. 

 
Fig. 15. Simulated far-field radiation patterns for top 
layer printed loop antenna at 5.8 GHz (HFSS). 

Several attempts were made at fabricating the top-
layer design using the LPKF milling machine with a 0.1 
mm universal cutting tool, but visual inspection of the 
cuts using an optical eye piece revealed that the accuracy 
of the milled gap dimensions was poor and non-
reproducible. Alternative fabrication processes (e.g. 
chemical etching) are currently being explored in order to 
minimize the design sensitivity to fabrication tolerances. 
Note that the source gap dimension of 3.0 mm is intended 
to excite the antenna with a balun transformer. A sample 
of a commercial balun transformer at 5.8 GHz was 
obtained from a preferred manufacturer, however, the 
device dimensions are sub-miniature and not practical for 
use with this antenna, therefore, a custom split tube balun 
transformer of diameter 3.5 mm and length λg = 35 mm is 
currently being fabricated with symmetrical slot lengths 
of λg/4 = 8.75 mm, in order to balance any surface 
currents and achieve a good match to the input impedance 
of the antenna. 
 

V. CONCLUSIONS 
 

A novel loop antenna design is presented which 
utilizes capacitive elements at strategic locations in order 
to minimize phase variations in the current flow and 
thereby enhance the radiation efficiency. Initial design 
parameters are obtained using AWAS, a thin-wire 
antenna MoM solver, and then an overlap partitioned 
loop antenna is designed on a planar substrate and 
optimized using a custom FDTD solver. The design is 
fabricated and return loss and radiation pattern 
measurements are performed. The radiation pattern 
measurements reveal that the antenna provides the 
desired omni-directional radiation characteristics, with an 
input impedance close to 50 Ω and a mean value for the 
gain of 2.15 dB at 5.869 GHz. A second printed loop 
antenna is also designed with top layer conductors and 
straight-edge gap capacitors and optimized for 
performance at 5.8 GHz using HFSS. The simulated 
radiation pattern is nearly omni-directional in the antenna 
plane. The return loss simulation yields a result of -21.5 
dB at a center frequency of 5.8 GHz. Attempts at 
fabricating this antenna demonstrated that it is extremely 
sensitive to fabrication imperfections, and alternative 
fabrication processes such as chemical etching or laser 
milling are currently being explored in order to minimize 
the sensitivity of both printed designs to fabrication 
tolerances. 
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Abstract − An interval-based approach aimed at the 
robust design of a specific performance of a Double 
Hetero-junction Bipolar Transistor (DHBT) for 
microwaves applications is presented. The robust design 
is obtained by looking at the range of the performance 
function by means of an overestimation, given in 
analytical form, of its amplitude. The proposed approach 
is described by referring to two theoretical performance 
functions to show the reliability for both the univariate 
and multivariate cases. The worst case approach is 
considered in order to study the minimum variation of the 
max oscillation frequency of the DHBT, obtained by a 
regression model from numerical results, in presence of 
given parameters variations. The physical and 
geometrical parameters affecting the performance are 
regarded as implicitly uncorrelated and uniformly 
distributed in an assigned range and therefore all their 
combinations are kept into account. The implemented 
approach permits to achieve a greater robustness of the 
solution without assuming approach-specific settings and 
additional computations dependent on designer’s ability 
and can be used to maximize the production yield. 

 
Keywords: Robust design, uncertain parameters, and   
optimization. 

 
I. INTRODUCTION 

 
The real behavior of a component is inevitably 

different from that considered in the design process 
owing to the uncertainties in the values of physical and 
geometrical parameters, to the effective operating 
conditions and to the drift and aging effects. Such an 
inconvenience may be faced up during the prototyping 
process of the component by a costly and time consuming 
dynamic adjustment of the parameters values whose 
convergence is based on the designer ability. However, it 
is possible to obtain a component realization, satisfying 
the imposed constraints even in presence of parameters 
changes, if in the early design phase such variations are 
properly taken into account. It is therefore possible to 
achieve a robust design that is the chosen combination of 
the design parameters ensures that component 
performance presents the minimal variations with respect 
to the parameters changes. The possibility to accomplish 

a robust design is particularly relevant in those fields, as 
in the dimensioning of an electronic device, in which the 
realization of prototypes is expensive and lengthy [1]. 

As shown in [2], an innovative approach, based on 
the use of Interval Analysis, leads to a robust design of a 
component able to satisfy the desired constraints even 
when the geometric dimensions, the physical properties 
or the operating conditions assume any possible value in 
an assigned range. For a given Performance Function 
(PF) described by a polynomial form, it furnishes the 
Most Robust Stationary Solution (MRSS), i.e. the set of 
nominal parameters such that its first derivative is zero, 
and an over-bounding of the PF. This systematic 
approach leads to the quick identification of the most 
suitable combination of the parameters values thus 
allowing to increase the production yield, reduce the 
optimization time and consequently the overall time-to-
market process. 

In this paper the main properties of the interval-based 
robust design approach are discussed by considering two 
theoretical performance functions in order to show the 
reliability for both the univariate and the multivariate 
cases. The method is then applied to the design of a PF 
represented by the max oscillation frequency of a Double 
Hetero-junction Bipolar Transistor (DHBT) for 
microwave applications. In particular, the dependency of 
the PF with respect to the influencing factors, given by a 
polynomial form obtained by interpolating the numerical 
results of a physical simulator [1], is analyzed. It is 
shown that the application of the interval-based method 
allows achieving more general and approach-independent 
information on the robustness of a particular solution 
with a slight investment in terms of computations.  

The proposed approach can also be extended to other 
regression models describing further relevant 
performances controlling the electrical and thermal 
behaviour of the DHBT, such as common emitter 
breakdown voltage, max collector current density, etc. 
However, we explicitly remark that the main purpose of 
the present work is to show the effectiveness of the 
interval-based approach, rather than to perform a 
systematic and exhaustive design of the electronic device 
and hence only the variability of the max oscillation 
frequency with respect to physical and geometrical 
characteristics is discussed. 
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The paper is organised as follows. After a brief 
presentation of the Interval-based design approach in 
sect. II, two theoretical applications will be illustrated in 
sect. III. In sect. IV the model based design of the max 
oscillation frequency of a DHBT is discussed and in Sect 
V the main conclusions are drawn. 
 

II. INTERVAL-BASED ROBUST DESIGN 
 

The Performance Function (PF) describes the device 
performance as a function of ν design parameters, 

( )νxxxx ,,, 21= . Let us suppose that the objective is to 
find a solution, i.e. a set of nominal parameters values, 
which satisfies assigned design constraints. A robust 
solution is one which guarantees that the constraints are 
fulfilled also in presence of assigned parameters 
variations ( )ν∆∆∆=∆ ,,, 21  [3]. Around such solution 
the range of the PF is generally narrow, tending to a point 
if the PF is locally flat. Not all the robust solutions have 
the same characteristics. A robust solution which implies 
that the PF variations are localised at the boundary of the 
Region of Acceptability (ROA) may become a non robust 
one if one of the parameters exhibits a variation greater 
that the expected one. It is possible to discriminate the 
level of solution robustness by looking at the range of the 
PF. In fact, a robustness index can be simply obtained by 
considering the amplitude of the range function with 
respect to a given parameter variation. The lower is the 
amplitude of the range, the greater is the robustness. For 
example, if the PF is a function of one parameter x, as 
shown in Fig. 1, the robustness index with respect to a 
variation of ±∆ around the nominal solution x0 is given by 
the value w(fX) correspondent to, 
 

( ) ( ) ( )xfxffw
XxXxX

00

minmax
∈∈

−=  (1) 
 
w(fX) is the range width of f(x) when 

[ ] Xxxx =∆+∆−∈ 00 ,  and fX represents the range of the 
PF for such variation. 
 

 
Fig. 1. A monodimensional PF f(x) and the space of the 
range amplitude for a given parameter variation ∆. 
 

In the design process it would be useful to have an 
algorithm that furnishes w(fX) to obtain a biunique 
correspondence as shown in Fig. 1. Indeed, it is not easy 

to obtain w(fX) and an approximation of it is generally 
adopted, typically in discrete way, by computing the 
equation (1) for each point. Moreover, the algorithms 
available in the literature lead to an overestimation of the 
actual robustness of the PF, due to an intrinsic 
characteristic of equation (1). In fact, the research of the 
range of f(x) is conditioned by the presence of local 
minima/maxima and the quality of the result is somehow 
discretionary, since it depends on the choice of the 
parameters of the searching algorithm [4]. As a 
consequence, it may happen to select a robust one as a 
nominal solution that actually is not robust. Therefore, an 
underestimation of the robustness index must be adopted 
in order to guarantee its reliability and it can be obtained 
by means of an overestimation of equation (1). In fact, 
since the lower is the amplitude of the range, the greater 
is the robustness, an overestimation of equation (1) leads 
to an underestimation of the robustness of the nominal 
solution.  

The Interval Analysis (IA) is an arithmetic that 
furnishes a reliable inclusion of the true range of a 
function for a given interval of values of the variables. 
Therefore the overestimation of the range amplitude can 
be achieved by exploiting the peculiarities of the IA and, 
in particular, the “over-bounding” of the function [5-6]. 
The function bounding and a generic over-bounding in 
presence of a given uncertainty of the variable are 
depicted in Fig. 2. 

 

 
Fig. 2. Bounding (continuous lines) and over-bounding 
(dotted lines) of  f(x) for a parameter variation ±∆. 
 

The bounding is given by the two solid curves: the 
upper-bound, that is the locus of the maxima of the 
function f(x) when the parameter x spans the “moving” 
interval [ ] Xxx ≡∆+∆− 00 , , and the lower-bound that is 
the locus of the minima for the same moving interval. 
Instead, an over-bounding is given by the two dotted 
curves: they include the function bounding, i.e. represent 
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an overestimation of the upper-bound and an 
underestimation of the lower-bound. 

A possible over-bounding can be easily obtained by 
applying the Interval Arithmetic to f(x) when the variable 
x is substituted by the interval X [5]. In fact IA is 
arithmetic defined on sets of intervals rather then sets of 
real numbers. An interval X is an ordered pair of real 
numbers [ ]baX ,=  such that, 

[ ] { }ℜ∈<<== bxawithbxaxbaX ,,,, , and all the 
values in X are equally probable. The sets of intervals on 
ℜ is denoted as Iℜ. The interval width is defined as 

( ) abXw −= . In the following we will refer to a 
symmetric interval [ ]∆+∆−= xxX , , centred around the 
nominal point x, whose width is 2∆. In presence of 
multivariate function, the IA treats the variables as 
uncorrelated. In presence of parameters variations, IA 
permits a straight determination of an interval that 
certainly includes the true range of a function; thanks to 
the “inclusion property” [5] and it can be suitably adopted 
in a worst-case design [7]. 

If the IA is applied to the Taylor series expansion of 
the PF around a nominal solution we obtain an interval, 
and if the nominal solution varies we obtain an interval 
function named Interval Taylor Extension (ITE) [2]. As 
an example, for a PF of a single parameter and for a 
generic point x0 representing a particular nominal 
solution, we have the following ITE, 
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where [ ] ℜ∈−= IY 1,1  is a constant interval and 
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It results that [ ] ℜ⊂∆+∆−=∈∀ 00 , xxXx  
( ) ( )XFxf ITE∈ , where X is the compact given by a 

tolerance ∆ on the nominal parameter. Therefore, ITE is 
an inclusion of the range of f(x). The Width of ITE 
(WITE) for polynomial PF is characterised by the 
following properties [2]: 
a) It is a continuous, non differentiable function which 

can be expressed in symbolic form; 
b) It presents local minima positioned in the stationary 

points of the corresponding PF; 
c) A maximum variation of the parameters can be found 

such that WITE reaches its absolute minimum in 
correspondence of the most robust stationary point; 

d) Representing a valuable robustness index, it furnishes 
an accurate means for classifying the relative 
robustness of the stationary points. 

Therefore, thanks to the property (a), the robustness 
of the nominal solution can be evaluated by considering a 
continuous, non differentiable function, ( )( )XFw ITE  or 
WITE. In particular, if ( ) ( )νxxxfxf ,,, 21=  is a ν-
variate polynomial function of n-th order, then 

( )( )XFw ITE  is, 
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Besides, thanks to the properties (b) and (c), it is 
possible to obtain robust solution by solving the 
following minimization problem [2], 
 

( )( )( )XFw ITEx nℜ∈0

min  (4) 
 
rather than equation (1). In this way the problem of local 
maxima/minima point presents in equation (1) is avoided 
and the discretionary choice of the parameter of the 
searching algorithm is limited to the external minimum. It 
is useful to remark that equation (3) is an overestimation 
of w(fX) and the robustness index represented by WITE 
gives an underestimation of the effective robustness, as a 
result of “monotonic inclusion” [5]. Therefore equation 
(4) is not equivalent to equation (1), but the same 
overestimation guarantees that the true variation of the PF 
is certainly lower than that indicated by the WITE index, 
i.e. the particular solution is more robust than that pointed 
out. As a result, the reliability of the solution increases. 
Moreover, the robustness index represented by WITE has 
an analytic expression that can be treated in a symbolic 
way for any PF. Finally, this methodology can be 
extended also to generic functions which not necessarily 
are expressed in a polynomial form.  
 

III. THEORETICAL EXAMPLES 
 
A. A 9-th order univariate polynomial function 

In order to show the properties of the proposed 
approach for the monodimensional-case, let us consider 
the following 9-th order PF, 

 
( )

3.217.258.33134.224.0
014.0101.5108.9109.7

2345

6748698

++−+−+

+−×+×−×= −−−

xxxxx
xxxxxf  (5) 

 
In the interval x∈[1, 24] it shows 3 minima and 4 

maxima, two of which are located at the extremes of the 
compact as evidenced in Fig. 3. 
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Fig. 3. 9-th order univariate polynomial function. 

 
The Taylor series expansion of such a function 

around the nominal solution x0 can be expressed as, 
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Let us choose the interval X∈Iℜ characterised by a 

radius ∆ coincident with the variation of the design 
parameter and centred in its nominal value. By 
substituting x with X in equation (6) and proceeding with 
the IA we obtain the FITE(X) corresponding to equation 
(5). It results ∀x∈X=[x0-∆,x0+∆]∈Iℜ 
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or ( )XFf ITEX ⊆ . Moreover, we get w(fX)≤w(FITE(X)) 
(overbounding IA property). By simple algebra the 
FITE(X) can be rewritten as, 
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with the same significance of kα and Y as in the previous 
section. In this case the WITE is given by, 
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In the examined range w(FITE(X)) has 31 non 

derivable points, 5 of which corresponding to the       
roots of f’(x) in the range [1,24], i.e. xk 

∈{20.08,16.97,12.32,7.74,3.48} ⊂ [1,24]. These are 
points of minimum of w(FITE(X)) for each considered ∆ 
(Fig. 4).  

The absolute minimum is one of these points and 
w(FITE(X)) gives a precise information concerning the 
relative robustness of the stationary points, as evidenced 
by the light grey curves in Fig. 4. In particular, the 
relative magnitude of the robustness coincides with the 
values of the curves (light grey squares) in such points. 
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Fig. 4. WITE and w(fX) for the 9-th polynomial function. 
 

The MRSS is found in x0=16.97 for ∆∈{0.5,1}. It is 
also evident that the amplitude of the PF range, i.e. the 
solution of (1), can be obtained by means of a discrete 
analysis for each nominal point: it corresponds to finding 
the difference between the max and min in the considered 
interval. The resulting curve, obtained by linear 
interpolation between two contiguous points, is 
discontinuous. Its level of accuracy can be improved by 
considering a greater number of points. The w(FITE(X)) 
instead, is a continuous function (curves without marker 
in Fig. 4) described by a symbolic expression which is 
valid for each nominal solution. Besides, in addition to 
the sorting in terms of robustness of the stationary points, 
an over-bounding is achievable without additional 
computational efforts (Fig. 5).  

 

2 4 6 8 10 12 14 16 18 20 22 24

-5

0

5

10

15

20

25

30

35

40

x

f(x)

upperbound ITE upperbound UE 

lowerbound ITE 

lowerbound UE 

   most robust
stationary point

 
Fig. 5. ITE function bounding for δ=1. 

 
B. A 3-rd order bivariate polynomial function 

The properties and the reliability of the ITE are kept 
also in presence of multidimensional PFs. In order to 
show the simplicity of the proposed approach also for 
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multivariate problems, we take into consideration the 
case of 2-variate function f(x) that is the case of 
dependency on 2 design parameters. Now we suppose 
that f(x) is the following 3rd order polynomial PF (Fig. 6), 
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The PF (equation 10) has a local maximum in [0, 0] 

for ( ) [ ] [ ] 2
21 5,55,5, ℜ⊂−×−∈xx  where it shows also a 

very smooth region. 
It can be expressed in the ℜ domain by means of its 

complete Taylor series around a nominal solution 
x0=(x10,x20)∈ℜ2, 
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then, by substituting the vector x∈ℜ2 with the interval 
vector [ ] [ ]( )220220110110 ,,, ∆+∆−∆+∆−= xxxxX ∈Iℜ2 
we obtain the ITE of equation (10) [8], 
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with ( )2211 , YYY ∆∆=∆  and Yi=[-1,1]∈Iℜ ∀i=1,2. 
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Fig. 6. A bi-variate PF. 

Due to the IA properties, the previous computed 
FITE(X) contains the PF in equation (10) ∀x∈ 

[ ] [ ]( )220220110110 ,,, ∆+∆−∆+∆−= xxxxX , ( ) ( )XFxf ITE∈ , 
i.e. it is an overbounding of equation (10) in presence of a 
∆i variation around the nominal parameter solution x0i, 
∀i=1,2. 

By using the binomial coefficients to express the 
power of a sum, the equation (12) leads to the following 
expression, 
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number and Y1=Y2=[-1,1] are constant intervals. 
The equation (13) can be useful to understand the 

resulting analytic expression of its width, given by 
equation (3). In fact, for n=3 the width of FITE(X) can be 
expressed as follows, 
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The equation (14) is a positive non-differentiable 

function with potential minima in αk,h=0. In particular, by 
considering k=1 and h=0,1, the following system must be 
solved, 
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The system in equation (15) corresponds to 

cancelling the gradient of f(x), 
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and to find a stationary point of f(x), if the Hessian matrix 
eigenvalues have equal sign [9], such occur in the local 
maximum in Fig. 6. In fact, if we look at the Fig. 7. 
where the WITE obtained for ∆1=∆2=1 is depicted, it is 
possible to verify that the width of FITE(X) is minimum 
just in [0,0] and it corresponds to the MRSS. 
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Fig. 7. WITE for the PF of the application II. 
 

Furthermore, if the contour plot of WITE is kept in 
to account (Fig. 8), we can obtain additional information 
about the behaviour of the PF without computational 
efforts. 
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Fig. 8. WITE contour plot for the PF of the application II 
and the MRSS (*) in the variability box (rectangle). 
 

In fact it is possible to highlight the flat region 
around the stationary point of f(x) by considering the 
wide equipotent area around the MRSS. Such an 
information can be give to the designer a degree of 
freedom for his choice, that can adopt, for example, a 
wider tolerances on the nominal parameter to perform a 
lower cost design or that can pick up a nominal solution 
between the commercial value that are in the equipotent 
area of robustness. 

 
IV. ROBUST DESIGN OF THE MAX 

OSCILLATION FREQUENCY OF A DHBT 
 

In order to apply the proposed method to a real 
design problem we consider the max oscillation 
frequency of a Double-Heterojunction Bipolar Transistors 
(DHBT). Such devices have been proposed for 
microwave power applications (up to 20GHz), e.g., in 
airborne radars or mobile phones, because of their high 
output power, and superior power efficiency with respect 
to Single Heterojunction Bipolar Transistors (SHBT) [1] 
and [10]. 

The second Heterojunction between base and 
collector, which is added in DHBT in order to increase 
the common-emitter breakdown voltage, however, 
perturbs the electron flow across this junction, a problem 
that can be tackled by means of a GaAs spacer between 
the base and collector (Fig. 9). In order to examine the 
critical dependence of the DHBT performances on the 
physical and geometrical parameters of the spacer and 
collector, without recurring to lengthy and costly 
experimental realizations, simple behavioural 
mathematical models are considered [1]. In particular, 
polynomial forms interpolating the numerical values 
obtained from suitable simulation experiments (for 
specified operating points of the device) are employed to 
study the variability of relevant performance 
characteristics as a function of some major factors 
describing the structure and the processing of the 
component through a Design of Experiment (DoE) 
approach [11].  

In our study we follow the same approach and focus 
our attention to the PF represented by the max oscillation 
frequency fmax of the DHBT. Indeed, the procedure can 
also be extended to other relevant performances, such as 
common emitter breakdown voltage, max collector 
current density and static current gain, controlling the 
electrical and thermal behaviour of the DHBT. However, 
since the main goal of the present work is to highlight the 
effectiveness of the interval-based approach, rather than 
to perform an in-depth design of the DHBT, only the 
variability of the fmax with respect to physical and 
geometrical characteristics is discussed. 

In particular, we use the same interpolating 
polynomial adopted in [1] and compare our results with 
those reported there. With reference to Fig. 9, the 
following expression describes the influence on fmax of the 
impurity concentration (x1) and the thickness of the base–
collector spacer (x2), the impurity concentration (x3) and 
thickness of the collector (x4), 
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Fig. 9. Schematic setup of a collector-up DHBT [1]. 
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where the variables have been normalized. In Table  the 
adopted intervals of variation of the four actual 
parameters values ix̂  are reported. As usual in 
experiment design in presence of non-isodimensional and 
inhomogeneous factors [12], they are normalized in        
[-1, 1] by using the coded values xi, ∀i=1,…,4. 
 

Table 1. Interval of variation of the four 
considered factors. 

 

 values 
 min max 

1x̂  [log[cm-3]] log(5×1015) log(1×1018)

2x̂  [nm] 15 60 

3x̂ [log[cm-3]] log(5×1015) log(8×1016)

4x̂  [µm] 0.2 1.2 
xi ,∀ i=1,2,3,4 -1 1 

 
By imposing the minimization of the fmax  variations 

in presence of an assigned uncertainty on the four design 
parameters ( )%15,5.1log%,30,2log=δ , the objective 
function to be analysed is given by, 
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It is an optimization problem on a discrete parameter 

space defined by the set of pairs of the min/max values 
achieved by the performance function in the hyper-cube 
whose side length is given by the variations vector δ 
moving in the hyper-space D⊆ℜ4 around a nominal 
solution x0. By adopting the ITE approach, the problem 
can be more easily formulated as an unconstrained 
optimization problem corresponding to the search of the 
minimal amplitude of the ITE, w(FITE(X)). In particular, 
the ITE can be expressed as, 
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where 

[ ] [ ] [ ] [ ]44044033220220110 ,,,,,,, δδδδδδδδ xxxxxX −−−−=−  due 
to the presence of absolute, x1 and x3, and relative, x2 and 
x4, tolerances. 

By employing the dependences of the four variables 
the ITE becomes, 
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whereas the remaining terms of the expression are null. 
The equation (20) gives an over-bounding of the 

performance function: given the particular nominal 
solution, x0 and by assigning, through the vector δ, the 
variation that each parameter can assume, the 
performance function will be certainly included in the 
range of values defined by the particular interval FITE(X0). 
By using just the over-bounding of the function we have 
an overestimation of the maximum value of the equation 
(17) and an over-estimation of its minimum value: their 
difference can be used to evaluate the robustness of each 
solution. In such a way we can use the problem of 
equation (4) to obtain a robust solution. In particular, if 
we adopt an easy uniform grid of 11 points for each 
coded parameter in the range [-1, 1] and we evaluate the 
minimum of the 114 ITE amplitudes, we obtain that it is 
in the nominal solution reported in Table at the ITE 
column. In such nominal point the max oscillation 
frequency is fmax=74.455 GHz and the equation (20) gives 
the inclusion of the range of possible values that the 
performance of equation (17) can assume in presence of 
the considered δ variation. It is reported in the last row of 
Table 1. Moreover, by looking at Table 2, we can observe 
that in this particular solution point the amplitude of the 
range of the performance function is almost 3.251 GHz. 
Instead, the Optimal Robust Solution (ORS), reported in 
the same Table  at the column ORS, is achieved by the 
authors in [1] through an adaptive random search. Indeed, 
this approach is not easy in the same way and depends on 
the choice of suitable setting parameters. A nominal value 
of fmax=74.786 GHz is obtained for the PF and an 
inclusion of the range of its possible values as the interval 
FITE(X)=[72.777,76.223] GHz is also achieved. This last 
interval is easily obtained by evaluating once the equation 
(20). Therefore, the range of the PF is 3.446 GHz, bigger 
than that obtained by the ITE solution. Hence, if we adopt 
the ORS approach the robustness decreases of about 6% 
with respect to that achieved by the ITE. 
 

Table 2. Actual nominal values and interval of 
inclusion of the PF for ITE and ORS. 

 

 ITE ORS 

10x̂  [cm-3] 7.07×1016 5.7×1016 

20x̂  [nm] 37.5 40 

30x̂ [cm-3] 4.59×1016 2.5×1016 

40x̂  [µm] 0.4 0.33 
FITE(X0) [GHz] [72.593,74.844] [72.777,76.223]

 
The ORS solution is more favourable than that based 

on the ITE approach if the maximum value of the 
oscillation frequency is the first designer’s objective. In 
fact, in such solution the PF range is larger but it is also 
shifted toward higher frequency values. The designer 
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must decide which aspect is prevalent for his scope. 
Actually, the ITE approach furnishes, without particular 
settings and additional computations dependent on 
designer’s ability, a look-up table indicating the range of 
the PF and its amplitude in presence of a given parameter 
variation  δ for each considered nominal solution. By 
using such table the designer can choose a solution rather 
than another by exploiting at the same time the 
information concerning the maximization of the PF and 
the minimization of its variation. 
 

V. CONCLUSIONS AND REMARKS 
 

An interval-based approach to the robust design with 
applications to a specific performance of a Double 
Hetero-junction Bipolar Transistor (DHBT) for 
microwaves applications has been proposed. The 
considered performance function is the max oscillation 
frequency of the DHBT, obtained by a regression model 
from numerical results. The use of the Interval Analysis 
allows to efficiently implement the worst case approach 
for determining the minimum variation of the 
performance in presence of uncertain parameters. The 
physical and geometrical parameters affecting the 
performance are considered implicitly uncorrelated and 
uniformly distributed in an assigned range and therefore 
all their combinations are kept into account. The robust 
design is obtained by means of an overestimation of the 
amplitude of the performance function range. The 
procedure allows to achieve a greater robustness of the 
solution without assuming approach-specific settings and 
performing additional computations dependent on 
designer’s ability. The implemented approach can also be 
extended to other single relevant performances 
controlling the electrical and thermal behaviour of the 
device or employed in a multi-objective optimization 
problem. This last aspect is now under study and will be 
dealt with in forthcoming communications. 
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Abstract − In ultrahigh (≥ 7 Tesla) field magnetic 
resonance imaging (MRI), the electromagnetic 
interactions between the coil, its excitation sources, and 
the biological load become more significant compared to 
low MRI applications. Computational electromagnetic 
(CEM) techniques are currently playing a major role in 
the evaluation of MRI radiofrequency (RF) coils 
(commonly now, within ultrahigh field context, referred 
to as transmit arrays).  
This work compares the RF power requirements in 4 and 
7 Tesla human MRI using CEM. Furthermore, we 
demonstrate that at ultrahigh MRI, high-
quality/homogenous RF excitation fields could be 
obtained simultaneously with total RF power deposition 
lower than that achieved at lower field strengths. These 
results dispel what has been widely accepted from 
quasistatic approximations, namely that pushing the 
envelope of MRI field strength results in more RF power 
requirements and therefore, more RF power absorption in 
human tissue. This study is presented using the finite 
difference time domain (FDTD) method and a gradient-
based optimization method. 
 
Keywords: MRI, RF coil, transmit array, FDTD, 
optimization, RF power, B1 field, coupling, and high 
filed. 
 

I. INTRODUCTION 
 
Since Magnetic Resonance Imaging (MRI) was first 

demonstrated in early 70s, MRI has become the primary 
technique in the routine diagnosis of many disease 
processes throughout the body. Although it faces some 
difficulties, operation at higher magnetic field strength 
and therefore higher frequency has been a constant goal 
for the advancement of MRI research. High field MRI 
brings the promise of high quality MR images as it is 
associated with increased signal-to-noise ratio [1], 
contrast-to-noise ratio, and high resolution. On the 
opposite end of the spectrum however, ultrahigh field (≥ 

7 Tesla) imaging [2-4] is associated with significant 
technical complexities, the most notable of which is 
designing and building radiofrequency (RF) coils and/or 
transmit arrays. At such field strength, the complex 
interactions between the electromagnetic waves and the 
human head degrade the homogeneity of the MRI 
excitation field [5-6] (commonly referred to a B1

+ field) 
and potentially increase the RF power absorption in the 
human head [7-8]. In order to analyze the 
electromagnetics of high frequency MRI, 
circuit/quasistatic approximations are no longer 
appropriate as the human head/body could be on the 
order of multiple wavelengths. As a result, full-wave 
CEM methods  have been widely utilized for designing 
and predicting the performance of the RF coils/transmit 
arrays [6, 9, 10].    

The interest in experimentally/theoretically 
investigating ultrahigh field technical and physical 
difficulties has been more academic than practical, since 
the technology to build ultrahigh field human systems did 
not exist. As field strength of human MRI magnets is 
growing at a staggering pace (currently performed at field 
strengths reaching 7 [3, 11], 8 [2, 12], and 9.4 [13] 
Tesla), accurately predicting and managing the RF power 
absorption and B1

+ field homogeneity, associated with 
such operation has become essential to classify their 
future research potential as well as clinical practicality. A 
major hurdle that limits the clinical potential of ultrahigh 
field systems is finding means to improve the 
homogeneity of B1

+ field distribution while maintaining 
acceptable RF power requirements to achieve it.  

Unless combined with Transmit SENSE [14], for the 
purpose of improving the B1

+ field homogeneity, it has 
been widely believed that the use of a phased array [15-
16] (variable phase and variable amplitude) excitation 
with transmit arrays results in a significant increase in the 
total RF power deposition. In this paper, the FDTD 
method combined with a coupled-element coil model 
functioning as a transmitting phased array device were 
used to demonstrate that 7 Tesla human MRI can be 
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potentially achieved with 1) B1
+ field distribution 

homogeneity, simultaneously with 2) total RF power 
deposition that are better than what is obtained at 4 Tesla 
using the same coupled-element coil operating under the 
standard quadrature excitation [17]. 
 

II. METHODS 
 
A. The Coil Model 
A 16-element transverse electromagnetic (TEM) 
resonator [12, 18] loaded with an anatomically detailed, 
18-tissue, human head mesh [19] was utilized in this 
simulation study. The coil structure is composed of 16 
elements, which are contained in an open cavity with the 
dimension of 34.6 cm in diameter and 21.2 cm in length. 
Each of the elements consists of coaxial line with a 
circular cross section. Two conductor rings are attached 
at the top and bottom of the cavity. The human head 
mesh is placed in the center of the coil such that the chin 
was aligned with the bottom ring. In our FDTD modeling 
approach, both the RF coil (including the coaxial rods, 
the shield, top and bottom rings, and excitation source(s)) 
and the human head mesh were modeled as a single 
system and therefore accounting for all of the coupling 
effects between the TEM resonator and the human head. 
The FDTD grid of the coil and human head mesh is 
shown in Fig. 1 (a). The in-house FDTD domain is 
divided into approximately 8 million cells with a 
resolution of 2 mm × 2 mm × 2mm. Perfectly matched 
layers (PML) [20] were used as the boundaries of the 
domain where 16 PML layers were placed on the 6 
boundaries in the x, y, and z planes.  
 

 
         (a)                                      (b) 

Fig. 1. 3D FDTD model of the anatomically detailed 
human head mesh loaded within a 16-element TEM 
resonator (a) and the selected three 28mm slabs (b) 
oriented in axial, coronal and sagittal directions, 
respectively. In the simulations, the TEM resonator is 
completely surrounding the head model. 
 
A stair-step approximation was used to model the coil 
shield and the top and bottom rings of the coil and a 
modified FDTD algorithm was used where the coaxial 
elements were modified into octagon shapes [19] to 

minimize the errors caused by stair stepping and to 
maintain an 8-fold symmetry. 
 
B. Excitation and Tuning 

The TEM resonator tuning was realized by adjusting 
the gap between each of the inner coaxial of elements 
with the load present in the coil. According to multi-
conductor transmission line theory [21], there exist 9 
modes exist in the 16-element TEM coil. The second 
mode (mode 1) on the spectrum is selected since at low 
frequencies/small electrical sizes, this mode produces a 
linearly polarized field in the center of the load. The 
resonating frequencies were set to 170 MHz (4 Tesla for 
1H imaging) and 295MHz (approximately 7 Tesla for 1H 
imaging). The frequency spectra of the coil response are 
shown in Fig. 2.  
 

 
                (a)                                          (b)    
Fig. 2. Frequency spectra for the 16-element TEM 
resonator loaded with the head model system at 4 Tesla 
(a) and 7 Tesla (b) by the FDTD method. 
 
C. Experimental Validation 

The aforementioned FDTD modeling technique has 
demonstrated excellent agreement with experimental 
measurements for this particular coil. Specifically this 
was achieved for predicting the 1) transmit and 2) receive 
magnetic fields and therefore 3) images as was shown in 
[6, 22], and 4) electric fields as was shown in [23] and 
therefore specific absorption rate and power deposition. 
To demonstrate the validity of multi-port excitation (the 
method utilized in this study), a similar highly-coupled 
TEM coil (8 elements) was modeled, built, and tested on 
a 7 Tesla human MRI system using 2-port 
excitation/reception. Arbitrarily chosen phase shifts 
(difference of 30 degrees between the coil 
excitation/reception ports) were implemented on the coil 
ports using costume made coaxial cables that are cut to 
these specifications. Figure 3 shows an excellent 
agreement between the FDTD calculations and the 
experimental images.  
 
D. B1

+ and Power Calculations 
In MRI applications, the excitation magnetic field 

(typically referred to as B1
+ field) is a circularly polarized 

component (in this study was chosen to possess 
clockwise rotational sense) of the total transverse, B1, 
field as shown below, 
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where B1x and B1y are the x and y components of the B1 
field, respectively. A homogenous B1

+ field in a 
biological region of reset is needed in order to achieve 
useful MRI clinical information. In this study, a 
coefficient of variation (COV) is used to evaluate the 
homogeneity of B1

+ field distribution. The total real input 
power entering the coil can be evaluated as, 
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where Pabs and Prad are the absorbed and radiated power, 
respectively while ∫∫∫v  is the volume integral of the object 
to be imaged and ∫∫s is the integral of a closed surface that 
encloses the coil structure and the imaged object. The 
volume integration is done over the human head model. 
The surface integration is done by choosing a surface that 
encloses the coil and the sample and then performing the 
numerical integration over that surface. 
 

 
                  (a)                                         (b) 
Fig. 3. FDTD calculations (a) and experimental sagittal 
image (b) obtained using a 7 Tesla whole body system. 
The excitation/reception is performed in two ports using 
a TEM resonator loaded with 17-cm in diameter spherical 
phantom that posses dielectric constant = approx. 79 and 
conductivity = 0.46 S/m.   
 
Because the percentage of the coil’s radiated power (and 
therefore efficiencies) varies at different frequencies, the 
comparison of power requirements at different field 
strengths is unclear even for the same (geometry and 
dimensions) RF coil. More importantly, the absorbed 
power is associated with tissue dissipation and heating 
concerns. As a result, the absorbed power rather than the 
total power entering the coil was used in determining the 
power requirements in this study. In the FDTD domain, 
power absorbed was calculated from equation (3). 
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where σ(i,j,k) (S/m) is the conductivity of the FDTD cell at 
the (i,j,k) location; Ex, Ey and Ez (V/m) are the 
magnitudes of the electric field components in the x, y, 

and z directions, respectively; the summation is 
performed over the whole volume of the human head 
mesh. 
 
E. Comparison Studies for the B1

+ Distribution and 
Total Power Deposition 

Using the FDTD mode, comparisons between 4 
Tesla and 7 Tesla imaging were focused on homogeneity 
of the B1

+ field and the power requirements to achieve the 
same excitation. By exciting all the elements of the coil 
in a phased-array fashion at 7 Tesla, variable 
phase/variable amplitude phased-array excitation was 
applied to achieve: 1) a coefficient of variation (COV) of 
the B1

+ field in the region of interest with 2) total (in the 
whole human head mesh) RF power deposition lower 
than that obtained with 4-port fixed phases/amplitude 
(quadrature) excitation at 4 Tesla.  

In the 4-port quadrature condition, all the 4 
excitation sources were set with the same amplitude and 
π/2 phase shift between every two adjacent sources. 16-
port optimized condition was carried-out by applying 
variable amplitude and phase for each excitation signal to 
achieve a better B1

+ field distribution homogeneity within 
the region of interest and lower total power absorption. 
The optimization routine uses gradient algorithms were 
32 unknown inputs (amplitude and phase variables) are 
varied to lower 1) the COV of B1

+ field over slices and 
slabs with various orientations as well as 2) total power 
absorption by the human head mesh. In our calculation, 
B1

+ field was normalized to 1.174µT, which is the field 
strength needed to produce a flip angle of π/2 with a 5-
msec rectangular RF pulse; the power requirement is the 
scale to obtain the same B1

+ field intensity. 
 

III. RESULTS AND DISCUSSION 
 

Optimization of the B1
+ field was done on the slices 

(2mm thickness) and slabs (28mm thickness) oriented in 
the axial, coronal, and sagittal directions (as shown in 
Fig. 1 (b)) at 7 tesla in order to obtain more homogeneous 
B1

+ field distribution (target is the 4Tesla/4port 
quadrature excitation COV) and lower total RF power 
absorption by the whole head mesh (target is the 
4Tesla/4port quadrature excitation total power absorption 
for a fixed average B1

+ field intensity in the region of 
interest). Similar to fluid-dynamics Mach number [24], 
the optimization target combines these two parameters 
into a non-linear relationship and was constantly 
changing throughout the iterations. 

 
 

 A. B1
+ Field Distributions and Total RF Power 

Absorption 
Figure 4 and Table 1 show the results including the 

B1
+ field distributions and the associated RF power 

  FDTD Simulations               7 tesla Experiment
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deposition using 4-port quadrature excitation at 4 and 7 
Tesla and 16-port variable phases/amplitude excitation 
for 2mm/28mm axial, coronal and sagittal slabs.  
 
Table 1. The coefficient of variations and the total RF 
power absorption for the B1

+ field distributions shown 
in Fig. 4. 

 

Excite 
Condition 

1-- 4T/4P 
Qua 

2-- 7T/4P 
Qua 

3-- 7T/16Pt 
Opt 

Parameter COV Power 
(w) COV Power 

(w) COV Power 
(w) 

A (Axial 
Slice) 0.18 0.89 0.30 2.22 0.18 0.80 

C (Coronal 
Slice) 0.25 1.17 0.30 2.44 0.24 0.99 

S (Sagittal 
Slice) 0.24 1.09 0.25 2.16 0.23 1.04 

A_Slab 
(Axial_slab) 0.18 0.92 0.31 2.44 0.18 0.77 

C_Slab 
(Coronal_slab) 0.24 1.18 0.30 2.62 0.24 0.91 

S_Slab 
(Sagittial_slab

) 
0.24 1.10 0.25 2.22 0.24 1.01 

The results from a 4-port quadrature excitation         
at 4 and 7 Tesla demonstrate that the increased 
electromagnetic wave interactions in high field strength 

(7 Tesla) cause a decrease of B1
+ field uniformity under 

the same excitation conditions. Additionally, the power 
required to obtain the same average B1

+ field intensity 
(over a slice/slab of interest) increases at 7 Tesla 
compared to 4 Tesla. When a 16-port variable 
phases/amplitude excitation is applied however, the B1

+ 
field uniformity can be greatly improved while 
significantly reducing the total absorbed power. From the 
data shown in Table 1, under 7 Tesla/16 port optimized 
conditions, 1) the B1

+ field homogeneity over 2D slices 
and 3D slabs were improved to the same level of the ones 
under 4Tesla/4port quadrature conditions, with 2) the 
associated total RF power absorptions at 7 Tesla lower 
than that at 4 Tesla. 
 
B. Distributions of the RF Power Absorbed in Tissue 

To compare the effects of homogenizing the B1
+ 

field homogeneity on RF power absorption, the 
distributions of the power deposition inside the head 
model were calculated and are displayed under different 
excitation conditions in Fig. 5. Coefficient of variations 
(COV) of the RF power distributions (corresponding to 
each subfigure in Fig. 5) are given in Table 2. This set of 
results show that, with similar total absorbed power, the 
power deposition (and therefore potential temperature 
rises) inside the head mesh varies under quadrature and 
optimized excitation conditions. Compared to quadrature 
excitation, the power absorption by tissue is more 
uniformly distributed with optimized excitation. 
Spreading the energy deposition through the whole head 
reduces the probability of local spots. 

 
Fig. 4. The B1

+ field distributions over axial (A1-A3), coronal (C1-C3) and sagittal (S1-S3) slices as well as axial 
(A_Slab1-3), coronal (C_Slab1-3) and sagittal (S_Slab1-3) slabs at 4 Tesla and 7 Tesla under different excitation 
conditions. 1, 2, and 3 represent the different excitation types as annotated in the figure. 
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Fig. 5. Power distributions (dB) over the whole head mesh under different excitation conditions. 
 
 
Table 2. The coefficient of variations for the RF power 
distributions (over the whole head mesh) shown in Fig. 
5.  
 

Excit-
ation 
Types 

4T/4P 
Qua. 

7T/4P 
Qua. 

7T/16P 
A_Slab 
Opt. 

7T/16P 
C_Slab 
Opt. 

7T/16P 
S_Slab 
Opt. 

COV 0.56 0.50 0.45 0.41 0.40 
 
 

As such with the optimization scheme presented in 
this work, compared to 4 Tesla 4-port quadrature 
excitation, more homogeneous B1

+ field (as denoted by 
lower COV) simultaneously with lower total RF power 
absorption could be obtained at 7 Tesla. The presented 
results dispel what has been widely accepted from 
quasistatic approximations namely that pushing the 
envelope of MRI field strength results in more RF power 
requirements and therefore more RF power absorption in 
human tissue. The numerical simulations presented in this 
work indicate that the severe inhomogeneity associated 
with quadrature excitation at 7 Tesla is resultant from the 
lack of a B1

+ field but not necessarily from the lack of 
electromagnetic energy. The rearrangement of B1

+ field 
distribution or increase of B1

+ field intensity affects only 
a component of the total RF magnetic field and does not 
necessarily cause increases in total RF power absorption. 

 
IV. CONCLUSION 

 
In high and ultra high field human MRI applications, 

computational electromagnetic techniques are playing a 
significant role in the design of the needed RF 
coils/transmit arrays and excitation approaches to obtain 
high quality images and manage the RF power 
deposition. Utilizing FDTD method, this work 
demonstrates that homogenous excitation can be 
achieved at 7 Tesla MRI for human head applications 
with a lower than the amount of RF power required for 4 
Tesla MRI. 
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Abstract − The goal of this work was to characterize 
Silicon Carbide (SiC) transistor devices, with 
measurements and modeling using an advanced software 
package. To characterize and model the SiC Metal-
Semiconductor Field-Effect Transistors (MESFETs), on-
wafer measurements of the transistors were performed 
and their behavior was characterized. The transistors 
were measured using a vector network analyzer in 
conjunction with a probing station to make contact with 
the individual devices on the wafers. Once measurements 
were complete and typical performance characteristics 
found, equivalent circuit models were designed and the 
components optimized to create equivalent circuits with 
matching characteristics. 
 
Keywords: Silicon carbide, MESFET, on-wafer 
measurements, and optimization. 
 

I.  ON-WAFER MEASUREMENT OF SIC 
TRANSISTORS 

 
A study of a Silicon Carbide transistor behavior was 

performed using a variety of different transistors on a 
fabricated wafer. Silicon Carbide transistors, because of 
their high temperature capability, are expected to be used 
for high power devices in the future. The Silicon Carbide 
MESFET’s were made using a proprietary process, and 
one goal of this research was to supply performance 
characteristics of these transistors so that further 
refinement and enhancement of the fabrication process 
could be achieved. The transistors were measured using 
the Agilent 8510C vector network analyzer (VNA), the 
Cascade Microtech Summit 9000 probing station, and 
several Agilent DC power supplies and multimeters. The 
small-signal measurements were made, with the operating 
point for each device typically chosen in the saturation 
(active) region of the devices. From these measured 
results, an analytical characterization using curve fitting 
and a numerical characterization using optimization of 
the microwave transistor were obtained. In addition, for 
the curve fitting procedure, a measurement was made 
with the device in the “cold” or pinched off region. The 
measurements were performed in the frequency range 

from 0.1 to 8 GHz with 201 frequency points; with the 
calibration of the network analyzer completed using the 
SOLT (short-open-load-through) method. The calibration 
substrate used for successful calibrations was included 
with the Cascade Microtech probe station and designed 
for the appropriate size probe pitch, 100 µm pitch for 
these measured transistors. A sample wafer from the 
fabrication company is shown in Fig. 1, below. 

 

 

Fig. 1. Typical silicon carbide wafer measured and 
modeled. 

 
The wafer was composed of several different sizes of 

transistors as seen on the left in Fig. 2, each with its 
individual DC curves for choosing an appropriate 
operating point. Several types of transistors with different 
sizes are shown in Fig. 2, with the gate, drain, and source 
labeled as compared to a typical transistor symbol [1]. 

The wafer was composed of several different sizes 
and types of transistors, each with its individual DC 
curves for choosing an appropriate operating point. An 
example of these curves is shown below in Fig. 3. The 
transistors measured were n-channel depletion mode 
devices, and therefore the gate voltage must be kept 
negative with respect to the drain voltage for operation in 
the active region [2]. In the DC characteristics, the 
different colored curves represent values of VGS, the 
voltage from the gate to the source. For the shown curves, 
VGS varies from -7 Volts to 1 Volt. The VGS curves are 
plotted as functions of VDS, the voltage from the drain to 
the source, versus ID, the current through the drain. 
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Fig. 2. Different transistor types compared along with 
typical MESFET symbol. 
 

II. DATA DISPLAY 
 

Once measurements were completed using the VNA, 
useful RF characteristics for each device were computed 
and provided to the manufacturer. Typical performance 
characteristics such as the gain and stability of the 
transistor are displayed in Fig. 4. 

These characteristics are obtained from the measured 
S-parameters; the measured S-parameter data is 
processed through simulation in Agilent’s Advanced 
Design System (ADS) to provide the useful 
characteristics [3]. The stability is shown in terms of the 
µ-factors, both required to be above unity for 
unconditional stability, and in terms of the K-factor, also 
required to be above one for stability [4]. The maximum 
gain in decibels is also given, with these results shown at 
1 GHz and 2.4 GHz. These frequencies were chosen for 
display because they are in the GPS, wireless local-area 
network, WLAN, and WiMAX frequency bands. They 
are also typical operating frequencies for which Silicon 
Carbide transistors expect to be utilized. The S-
parameters are displayed in the Smith Chart format for 
the input and output reflection coefficients, S11 and S22, 
and are shown in decibels as functions of frequency for 
the amplitude of the forward transmission S21 and the 
reverse transmission S12. 

 

 
 
Fig. 3. DC characteristic curves. 
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Fig. 4. Typical performance characteristics of a SiC 
device. 
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III. EQUIVALENT CIRCUIT MODELING 
 

With the measurements completed, a conventional 
small signal equivalent circuit was used to find the values 
of the individual elements in the circuit. An advantage of 
finding a matching equivalent circuit for each transistor is 
the insight it provides into the correlation between each 
element to its physical dimension on the actual device. 
Therefore the equivalent circuit model can be used to 
possibly make improvements in the design of the 
transistor. The equivalent circuit can also provide helpful 
information for the device performance analysis, such as 
gain and noise [5]. It also can provide an estimate of 
results in a greater frequency range, if the measurement 
equipment is not capable of measuring the entire range 
needed [6]. 

The individual elements in the equivalent circuit 
were first found using two techniques: an analytical 
procedure which utilized curve fitting and required two 
measurements, one with the device “off” and another 
with the device “on”, and an optimization procedure 
which only required one measurement. The equivalent 
circuit layout used, a common source configuration, is 
shown in Fig. 5 [7], with the gate, drain and source 
labeled as G, D, and S, respectively. This is a typical 
model for any FET. Other models could be used, but the 
capacitors and resistors in this model correlate well with 
the physical characteristics of the transistor. 

 
 

Initially only the internal elements, shown in the red 
box, were used to find the equivalent circuit for both 
procedures. For several of the smaller transistors, this was 
all that was needed to create matching S-parameters of 
the model with the measured results. For the larger 
transistors, the external elements, which are the extrinsic 
parasitic elements, were added for a more accurate 
model. These external elements, independent of biasing 
[8], represent the finite length of the metallic strip 
between the probe tips and the semiconductor device and 
account for the parasitic capacitance and series 
inductance and resistance associated with the metal to 
metal contact. The leads of packaged devices can also 
attribute to the parasitic elements and can be represented 
in the external elements. In the layout in Fig. 5, each 
internal element is as follows: CGD: gate-to-drain 
capacitance, CGS: gate-to-source capacitance, CDS: drain 
to source capacitance, RGS: small gate-to-source channel 
resistance (charging resistance of CGD), RDS: drain to 
source resistance and Gm: transconductance. Tau is not 
shown in the layout but is an element of the equivalent 
circuit included in the voltage controlled current source, 
and it is the electron transit time through the channel. The 
capacitances CGD, CGS, and CDS are created from the small 
gaps between the gate, drain and source on the physical 
transistor itself. The gain of the device is produced by the 
dependent current generator, which depends on the 
voltage across CGS, leading to |S21| >1. The reverse signal 
path, S12, is controlled solely by CGD and is typically very 
small [9]. 

 

 
Fig. 5. Transistor equivalent circuit. 
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This layout was created in the schematic shown in 
Fig. 6 using ADS, and the elements were optimized to 
create matching S-parameters to the measured results. 
Originally, the values obtained from the curve fitting 
procedure were entered as a starting value, and the 
optimization proceeded to better fit the curves. The 
optimization was also run starting with random numbers 
(but still within a reasonable range), and it reached the 
same goal, confirming the accuracy of the optimization 
procedure. A conjugate gradient optimization was used to 
find the local optimum point, and then a random 
optimization was utilized to make sure that the minimum 
was not just a local minimum. One important thing to 
note about the optimization procedure is that it takes into 
account the effects of the interaction between the 
different elements. It simulates the circuit as a whole, 
whereas the curve fitting technique only analyzes the 
individual elements or a couple of them at a time. 

Therefore the efficiency and accuracy of the optimization 
eliminates the need for the more time-consuming linear 
curve fitting technique for each transistor. An initial 
estimate based on experience can be accurate enough for 
the optimization procedure to reach its optimal values 
[10]. The goal of optimization was to minimize the 
difference between the measured and simulated curves of 
all four S-parameters, each with equal weights. The 
analytic values were also used in a separate schematic 
and held constant for comparison. The results show the 
optimized results being the closer match, but all three, 
measured, analytic, and optimized, were similar.  

Shown in Fig. 6 is the full equivalent circuit 
schematic used for the larger transistors. Parasitic series 
inductances and resistances and shunt capacitances were 
added to the gate and drain, and at the source, a series 
combination of inductance and resistance. 
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Fig. 6. Layout of equivalent circuit with external elements. 
 
 

IV. RESULTS 
 

The results for two different transistors, a small one 
and a large one, are included in tables listing the different 
element values and also in the form of the S-parameters 
plotted on Smith Charts. In Table 1, the elements from 
the small transistor are listed with the analytic values and 
the optimized values, with the percentage difference 
included in the last column. The difference is typically 
around 3%, indicating good agreement of the analytic 
procedure with the optimization. The reason for the larger 
percentage difference for CDS is unknown; however, the 
optimized results do show better accuracy and this 
capacitance, which is nearly five times smaller than CGS, 

does not have the deleterious effect that CGS has on the 
performance of a common source amplifier. 
 
 Table 1. Element values for small transistor. 
 

Small 
Transistor Analytic Optimized Percent 

Difference 
CGS (pF) 0.5424 0.530 2.29 
RGS (Ω) 11.4 11.82 3.68 
CGD (pF) 0.1936 0.1981 2.32 
Gm (mS) 16.94 16.55 2.3 
RDS (Ω) 277.3 285.6 2.99 
CDS (pF) 0.1424 0.1068 25 
tau (ps) 7.1576 6.6662 6.92 
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From the small transistor listed in Table 1, Fig. 7 
contains the results from simulations with only the 
internal elements, and Fig. 8 is with the external elements 
added to the previous model, both with the measured 
results in green, the analytic in blue, and the optimized 
results in magenta. On both Smith Charts, the better 
fitting curve is the one simulated with the optimized 
element values.  
 
 
 

 
Fig. 7. Results with only internal elements. 
 
 
 

 
Fig. 8. Results with external elements. 
 

In this case, the external elements create only a 
slightly closer match with the measured results, but the 
difference is not significant. As seen from these results 
from the small transistor, the network including only the 
internal elements is an accurate model for it. Therefore 
for simplicity, the equivalent circuit with fewer elements 
can be used for the small transistors. 

In Fig. 9, a different, larger transistor is shown, 
labeled as Type 14. The top right picture is its physical 
layout, the larger blue picture is a layout of the die, with 
the red circles showing where this particular type of 
transistors are located, and the curves shown are the DC 
characteristic curves. All four of these Type 14 transistors 
contained on the individual die were measured with the 
probing station.  

Table 2 below contains the optimized element values 
from the equivalent circuit for the Type14 transistor. The 
numbers, #1, #2, and #3, refer to three of the transistors 
measured at three different physical locations on the die, 
as shown in Fig. 9. The fourth transistor did not function 
properly and results are not shown from it. Each of the 
individual transistors was measured at several different 
bias voltages, and the bias voltages for each measurement 
are included in Table 3. 

As seen in Table 2, the element values for each 
transistor vary at different bias points as the internal 
elements are bias-dependent [10], and they also vary 
between the three different transistors. These variations 
show the effect that DC biasing has on the intrinsic 
elements; different bias points produce different results. 
Also seen from the table is that no two transistors will 
produce identical results. They are similar but still not 
exact, as the measurement #1 (c) and the measurement #2 
(a) were measured at the same exact bias voltages, but 
producing different results with different drain currents. 
Thus, to obtain a model that works perfectly for every 
transistor is a challenging task. 

The S-parameters shown in Fig. 10 on the Smith 
Chart compare the measured results from one Type 14 
transistor with the equivalent circuit with only the 
internal elements included and also with the results from 
the full equivalent circuit including the external parasitic 
elements. It can be seen that the circuit including the 
external elements is a better fit for this transistor, as this 
is one of the larger types measured and the external 
parasitics are more prevalent. The green curves are the 
measured data, the magenta is the optimized data with no 
external elements, and the blue curves are the optimized 
data with external elements. These results were typical 
for the larger transistors, showing that the full equivalent 
circuit creates a closer match for these devices and should 
therefore be used when modeling them. In particular, the 
results from the model including the external elements 
provide a much better match for S12 and S22 to the 
measured results, as the circuit with only internal 
elements could not produce an accurate agreement. The 

Measured 
Analytic 
Optimized 

Measured 
Analytic 
Optimized 
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optimized results for each transistor create a close match 
to the measured but are never exact. One possibility for 
inexact matching of the S-parameters is poor contact with 
the probe and the transistor. The wafer under test was 
particularly small and the vacuum system of the probe 

station was not efficient at holding the wafer in place, and 
instability of the probe tips may have occurred. This 
appears as “wiggles” at the upper frequency range. 
Overall, however, successful results were achieved, with 
accurate measurements and modeling.  

 
Fig. 9. Die layout, DC characteristic curves, and transistor layout. 
 
 
   Table 2. Element values for large transistor. 
 

TYPE 14 CGS(pF) RGS(Ω) CGD(pF) Gm(mS) RDS(Ω) CDS(pF) Tau(ps) 
# 1 (a) 2.47389 1.26921 0.08195 66.2317 149.255 0.574277 14.5083 
# 1 (b) 2.32202 1.60175 0.279425 64.9661 145.266 0.555315 14.4285 
# 1 (c) 2.48972 1.21685 0.267132 76.6272 130.792 0.56288 14.3795 
# 2 (a) 2.19978 0.693172 0.290189 59.5484 131.87 0.550824 13.8515 
# 2 (b) 2.48747 0.528603 0.261274 79.0292 116.633 0.566017 13.898 
# 3 (a) 3.1535 2.67609 0.265302 72.3178 132.464 0.657601 21.2513 
# 3 (b) 3.1288 2.58207 0.222869 81.7162 124.204 0.645889 20.5984 
# 3 (c) 3.57608 2.6709 0.20941 99.8517 102.227 0.676571 21.0207 

 
 

    Table 3. Bias voltages. 
 
 
 
 
 
 
 
 
 
 
 

TYPE 14 VGS (V) VDS (V) ID (mA) 
# 1 (a) -7 30 36 
# 1 (b) -7.5 48 45 
# 1 (c) -7 48 71 
# 2 (a) -7 48 54.5 
# 2 (b) -6 48 91.2 
# 3 (a) -6 20 39 
# 3 (b) -6 30 55.8 
# 3 (c) -5 25 109.1 

# 2 

# 1

# 3
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Fig. 10. Comparison of internal and external elements. 
 

V. CONCLUSION 
 

As seen from the above results, the optimization 
process yields a rather accurate model with little error for 
the transistor. A possible reason for this small error in 
inexact matching of the S-parameters is poor contact with 
the probe and the device under test. Some of the devices 
were so small that the vacuum system of the probe station 
was not efficient in holding the wafer in place, and 
instability may have occurred. In addition, it was shown 
that the external parasitic elements could be added to the 
circuit optimization with better expected results, albeit 
while taking more computational time.  
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Abstract − The electrical properties of polymeric 
composite materials were extracted from measured data 
using optimization techniques in Advanced Design 
System (ADS), a circuit simulation tool. A vector 
network analyzer was used to measure the S-parameters 
of the composite materials. The materials were inserted in 
an X-band waveguide and measured from 8 GHz to 13 
GHz. The measured data was used to reconstruct the 
relative permittivity and loss tangent against a modeled 
setup in ADS. Two techniques were implemented in the 
reconstruction of the permittivity, one with the 
permittivity and loss tangent assumed to be constant and 
the other with them considered to be a function of 
frequency. The results show that for both techniques the 
modeled data does converge to the measured data 
yielding an optimized permittivity and loss tangent.  
 
Keywords: Permittivity, loss tangent, optimization, and 
composite materials. 
 

I. INTRODUCTION 
 

Polymeric composite materials have gained a 
growing interest in the electromagnetic community. 
These materials can be tailored to provide desired effects, 
such as being transparent or conductive in the microwave 
frequency range. In order to make these composites with 
the desired effects, one must know the electrical 
properties of such materials. Thus, it is important to find 
new ways to take more accurate and efficient 
measurements from these materials in the microwave 
frequency range.  

Material measurements are a broad and growing field 
in the microwave community. There are many methods 
for measuring electrical properties of materials such as 
resonant cavity methods or reflection methods [1].  

In the experimental setup for this study, a 
reflection/transmission waveguide method was used to 

measure the S-parameters of the composite material. The 
Nicholson Ross Weir (NRW) algorithm and other 
variation of this method have been traditionally used to 
reconstruct the permittivity and/or permeability from the 
measured data [2-7]. Instead of using one of those 
approaches, ADS was used to extract the permittivity and 
loss tangent of these materials through optimization.  

The measurement setup and ADS layouts will be 
shown and discussed in detail in the experimental setup 
section. A comparison between the optimizing 
permittivity and loss tangent as a constant and as a 
function of frequency will be made in the results and 
discussion section. Then, conclusions will be drawn from 
the results about the extraction of the permittivity for 
these low loss composite materials.  

 
II. EXPERIMENTAL SETUP 

 
The S-parameters of the composite materials were 

measured with an HP 8510C vector network analyzer. 
Composite materials were placed in a brass waveguide. 
The waveguide itself was X-band, with a length of 15.88 
cm. A relatively low loss composite that was made with 
E-glass fiber and polyester resin was used as the material 
under test (MUT) for this investigation. This composite 
filled the entire 15.88 cm of the test fixture. Having a 
MUT of this length is known to cause difficulties with the 
NRW algorithm, but there is not a problem using the 
optimization technique. A Thru-Reflect-Line (TRL) two 
port calibration was done on the network analyzer. Once 
the composite was measured, the data was imported into 
ADS to find the permittivity and loss tangent. 

The goal of the design was to determine values for 
permittivity and loss tangent so that the measured S-
parameters matched the S-parameters from a circuit 
simulation model. The modeled setup consisted of a 
dielectric filled waveguide that has the same dimension 
as the actual waveguide that was used to take the 
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measurements. For the electrical properties, it was 
assumed that the composite material was homogenous 
and isotropic, only the reflection and transmission are 
needed to satisfy the experimental goals. 

 

 
 
Fig. 1. Photograph of the waveguide used to measure the 
reflection/transmission behavior of the composite 
samples [8]. 

 
Two different types of setups were made in ADS to 

reconstruct the permittivity of the materials. In these two 
setups, it was also assumed that these composite materials 
were not magnetic. The first setup considered the 
complex permittivity to be constant along the span of the 
tested frequency range. The second setup allowed the 
permittivity and loss tangent to vary linearly or 
quadratically as a function of frequency. Equations (1) 
and (2) are the permittivity and loss tangent for the linear 
setup, respectively. Equations (3) and (4) are the 
permittivity and loss tangent for the quadratic setup. This 
allowed the permittivity and loss tangent to be unique in 
the given frequency range. Note that constants A, B, C, 
D, E, and F were considered as variables that ADS was 
solving for in the optimization process. The variables 
were optimized to meet the goal requirements at each 
frequency. These goals, which are seen in Fig. 2, were to 
minimize the difference between the measured and 
modeled reflection (S11) and transmission (S21) 
coefficients. The weights of each goal could be varied, 
and this could be of importance for a lossy composite, but 
for this investigation, the weights were equal.  

 
 91 *( /10 ) ,Er A B freq= + +                  (1) 

 9*( /10 ) ,TanD C D freq= +                 (2) 

 9 9
2

10 10
1 *( ) *( ) ,freq freqEr A B C= + + +           (3) 

 9 9
2

10 10
*( ) *( ) .freq freqTanD D E F= + +           (4) 

 
 ADS has several built-in optimization types 

available such as the random, gradient, or genetic 

algorithm methods. Random optimization was applied 
first to help narrow the optimization range. It also was 
important to use this optimization technique because it is 
not susceptible to convergence to a local maximum or 
minimum solution. Once the optimization range was 
reduced, the gradient technique was applied to further 
satisfy the goals. The gradient technique was also chosen 
because of its speed in converging to the minimum.  
 

III. RESULTS AND DISCUSSION 
 

A comparison between the measured and modeled S-
parameters will be made in the following figures. The 
permittivity and loss tangent will also be shown for each 
method to finalize the results. 

Figures 3 and 4 show the optimized real permittivity 
and loss tangent of an air filled waveguide using a linear 
model for the frequency dependence. 

This data was generated to insure that the program 
was working properly by investigating air as a known 
standard. As it can be seen in Fig. 3, the program 
optimized the real permittivity to one. The loss tangent 
was optimized from 0.00034 to 0.00056, which is 
relatively close to zero. This test provided expected 
results and insured that our measurements and modeling 
were working properly.  

Figures 5 and 6 show the reflection and transmission 
when both the permittivity and loss tangent of the 
material is considered to be constant, thus assuming the 
material under measurement is perfectly homogenous and 
not frequency dependent. In both these figures, the 
reflection and transmission from the modeled data does 
converge to the measured data. Looking at the figures, it 
shows the transmission does not match up quite as well as 
the reflection. There seems to be a few discrepancies 
between the modeled and measured data at the peaks for 
both goals. In both graphs there seems to be no more than 
a 0.5 dB in error which is almost negligible.  

Figures 7 and 8 show the results where the 
permittivity and the loss tangent were allowed to vary 
linearly over the frequency range. For both the 
transmission and reflection, the modeled results compare 
better to the measured data than the previous method. 
This can be seen more clearly in Fig. 11 which compares 
the measured data against both the constant and 
frequency dependent real permittivities. This would 
indicate that the material itself is not ideally frequency 
independent.  

 Figures 9 and 10 illustrate the case when the 
permittivity and loss tangent vary in a quadratic fashion. 
From the figures one can see that the goals matched up 
just as well as the linear case, if not better. The profile of 
the modeled data is almost mirrored to the measured data 
for both goals. Seen in Fig. 11 one can see that both the 
linear and quadratic goal for the transmission is in close 
proximity to the measured data. It should also be noted 
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that both the quadratic/linear method satisfied the goals 
better than the constant method thus considering the 
frequency dependent methods to be the correct approach 
on optimizing the electromagnetic properties for this type 
of composite material. 

The resulting permittivity and loss tangent for both 
methods can be seen in Figs. 12 and 13. The constant 
setup yielded a real permittivity of 4.26 and loss tangent 

of 0.0106. While for both the frequency dependent cases 
yielded a real permittivity in the range of 3.4 to 3.7 and 
loss tangent of 0.0123 to 0.01257. It should also be 
pointed out that the ranges for the permittivity and loss 
tangent are considerably small for the frequency 
dependent methods. If one would enlarge the ranges the 
permittivity and loss tangent would appear to be constant. 

 
 

 
Fig. 2. ADS schematic layout for optimizing permittivity and loss tangent. 
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Fig. 3. Real permittivity for air filled waveguide using the 
linear model. 
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Fig. 4. Loss tangent for air filled waveguide using the 
linear model. 
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Fig. 5. Return loss for the constant permittivity setup. 
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Fig. 6. Insertion loss for the constant permittivity setup. 
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Fig. 7. Return loss for the linear permittivity setup. 
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Fig. 8. Insertion loss for the linear permittivity setup. 
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Fig. 9. Return loss for the quadratic permittivity setup. 
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Fig. 10. Insertion loss for the quadratic permittivity setup. 
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Fig. 11. Insertion loss for the constant and frequency 
dependent permittivity setups in a narrow frequency 
range. 
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Fig. 12. The real permittivity of the constant and 
frequency dependent setups. 
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Fig. 13. The loss tangent of the constant and frequency 
dependent setups. 
 

IV. CONCLUSION 
 
The permittivity and loss tangent were found for both 

setups. A comparison was made for each method. Other 
methods consider the MUT to be frequency independent, 
and this technique does not require that. Allowing the 
frequency dependency doesn’t change the outcome 
greatly, but it does indeed match the measured data 
better. In future research, this method can be improved 
for various other types of composite materials, such as 
highly conductive materials or composites made with 
veils. Since these materials could be very frequency 
dependant, a more elaborate model might be necessary.  
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Abstract − Statistical approaches to compare data for 
validation of computational electromagnetics have been 
used for several years. They provide an accepted means 
of obtaining a numerical value to quantify the data under 
consideration. However, the use and meaning of these 
‘numbers’ depends, by necessity, on the application. This 
paper provides an overview of some of the most widely 
applicable techniques, relating the output of these to 
visual assessment. It further includes comparison with the 
FSV (Feature Selective Validation) method allowing a 
triangulation between statistical approaches, visual 
approaches and heuristic approaches to validation. It is 
important that the decision to use or reject a particular 
technique for validation is based on a rational and 
objective selection approach. This paper suggests a 
framework to support this selection approach.  

  
Keywords: Validation, statistical analysis, and feature 
selective validation. 
 

I. INTRODUCTION 
 

The complexity of electromagnetic systems being 
analyzed and modeled can produce results which are, 
themselves, excessively complicated. This is particularly 
true when models tend ‘in the limit’ to replicate reality. 
Statistical electromagnetics is a topic that has become 
part of the general approach to study the results from 
these simulation activities. A standard starting point for 
statistical electromagnetics is [1]. A more recent 
contribution to the need for a better understanding and 
application of statistics in electromagnetics is [2] where 
the a priori assumption that there are unknown 
contributors to the model is acknowledged and these can 
be treated statistically. In both cases, these publications 
demonstrate the benefits to be gained by considering a 
statistical analysis under appropriate circumstances. 
However, correct application relies on appropriate 
selection and while there are obvious circumstances 
where one, or other, technique can be applied; there are 
many other circumstances where non-statistical 

approaches are more appropriate. This paper presents a 
short overview of statistical and non-statistical 
approaches for validation with the aim of helping those 
involved in validation make more appropriate selection of 
techniques to quantify the comparison of numerical data 
with experimental data or with other numerical models. 

Validation of numerical models involves determining 
whether the agreement of a simulation with experiments, 
other simulations or analytically resolvable systems is 
adequate. Identifying what ‘adequate’ means may, in 
practice, involve the following:  
• Expectations of agreement based on previous 

experience.  
• Accounting for known assumptions embedded in both 

or either the model or (e.g.) the experiments. 
• The end application to which the model is being used.  

Clearly, accounting for these does suggest that there 
will only rarely be an absolute pass/fail decision to be 
made and more frequently whether there is a high / low 
probability that the model is good enough. The concept of 
defining adequacy as part of a model validation 
framework is likely to become a more relevant and 
pertinent issue in the near future as concepts such as 
satisfactions [3-4] and error budgets in models become 
part of the language of modelers. 

The use of statistics in the validation of 
computational electromagnetics is not clearly defined. 
Hence, reviewing some of the statistical validation 
options does appear to be a relevant contribution to the 
debate on how best to perform quantitative validation. An 
example of the current state of the debate can be seen in 
the topic of modeling reverberation chambers, 
particularly in comparing models against experiments, 
where, one hand, [5] suggests that the nature of the 
reverberation chamber is such that the probability 
distribution of the fields is an appropriate way of 
comparing the models with measurements. On the other 
hand, [6] suggests that it is relatively straightforward to 
get statistical agreement even if there is total 
disagreement between the actual modeled and measured 
results.  
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This paper provides a general overview of some of 
the more widely used statistical techniques and compares 
them against a sub-set of visual assessments. Visual 
assessment, the “eye-balling” of graphs, is probably the 
most common, widespread and accepted approach to 
validation. It is important that any approach to quantify 
results for validation purposes is empathetic to this and 
not in opposition. Hence, the use of a set of comparisons 
for which a bank of visual assessments is available is 
seen as a reasonable starting point to analyze the potential 
contribution for a bank of possible statistical techniques. 
An increasingly popular heuristic approach, FSV (Feature 
Selective Validation) is reviewed and a simple approach 
to quantifying visual comparisons is also reviewed. 
 

II. TEST DATA 
 

In order to be able to discuss the various techniques 
later in this paper, some test data is required to illustrate 
the quality of the comparisons. The first column of Fig. 1 
shows three comparison graphs. Approximately 50 
engineers were asked their assessment of these 
comparisons using a six point rating scale which are 
presented in histogram form in column 2 of Fig. 1 (these 
results are a subset of those presented in [7], where 
further methodological details are also presented). The 
use of the terms for the histograms is based on common 
natural language descriptors. The visual rating scale used 
is presented in Fig. 2.  

A mean value was determined for these three 
comparisons by averaging the numerical scores from the 
survey. According to the visual assessment ‘Graph 4’ 
(average score 5.95) is the worst, ‘Graph 5’ is the best 
(average score 4.56) and ‘Graph 8’ is approximately mid-
way between the other two (5.36). This provides a 
benchmark to test candidate statistical approaches. In 
particular, agreement in rank-ordering the results would 
be expected from any technique used because, often, the 
absolute score is not as important as knowing whether 
one comparison is much better or worse than another 
comparison. 
 

III. STATISTICAL TECHNIQUES1 [9 - 12] 
 
III.1. Correlation and visually based approaches 

The most common approach to correlate two sets of 
data is the Pearson r correlation, which provides a 
numerical measure of how closely related two variables 
are.  

The Pearson Correlation Coefficient is calculated 
using equation (1), 

 

                                                 
1 All data has been generated using the SPSS statistical 
Software package 

r = ∑ ∑ ∑ ∑
∑ ∑∑

−−

−

)/)()(/)((

/)(
2222 nyynxx

nyxxy
             (1) 

 
X = data set 1, 
Y = data set 2, 
n  = Total number of points in both data sets. 
 

An alternative correlation technique is the Spearman 
Rank Correlation. Which measures the association of the 
ranks of the two variables. The point at which the largest 
value of the data-set occurs would be given a rank of 1; 
the next largest point would be given a rank of 2 and so 
on. The Spearman Rank Correlation is then based on the 
difference between the ranks for the two data sets. No 
results are presented for this here, it is simply mentioned 
to demonstrate that even for something as apparently 
straightforward as correlation, there are a number of 
options open to the modeler. 

Correlation values have the range [-1,+1] with +1 
indicating a perfect positive correlation and -1 a perfect 
negative correlation (i.e. a change in one variable 
produces an opposite change in the other variable).  

A scatter-plot can be used to provide a visual 
indication of the correlation of the two sets of data. Here, 
the numerical values of the data sets are put into two 
columns; the notional independent axis information 
presented in the original data sets is ignored. These 
columns then form the x and y coordinates of the plotted 
graph. The closeness of the resulting data to a straight 
line indicates the level of association between the two 
data sets.  

Boxplots provide a summary of the data distribution 
for the individual data sets by determining the 
distribution of the data displaying a box representing the 
upper and lower quartiles of the distribution, with the 
median value given as a straight line within this box. 
Fences give the extremes and outliers are specifically 
highlighted. From here, outlier values can be removed. 
However, the removal of outliers may not be appropriate 
in electromagnetics as an outlier could represent a 
correct, but extreme; result such as a high Q resonance.  

The Pearson correlation coefficients for the three sets 
of data in Fig. 1 are given in Table 1. 
 
Table 1. Correlation coefficients (Pearson r) for the three 
comparisons above. 
 

 “Graph 4” “Graph 5” “Graph 8” 
Correlation 
Coefficient 0.022 0.383 0.040 

 
The scatterplots and boxplots are given in Fig. 3. 

“Data A” and “Data B” refer to the two data sets 
presented on each graph. 
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(a) Data and visual assessment of ‘Graph 4’ from [7]. 
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(b) Data and visual assessment of ‘Graph 5’ from [7]. 
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(c) Data and visual assessment of ‘Graph 8’ from [7]. 
 
Fig. 1. Original data for comparison and visual assessment based on approximately fifty responses. The Graph number 
refers to that used in [7]. The categories (x axis) in column 2 are 1- excellent, 2 - very good, 3 - good, 4 - fair, 5 - poor, 
and 6 - very poor. 
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Fig. 2. Visual rating scale (From [7, 8]). 
 

These statistics show some interesting properties. 
The rank ordering of the correlation coefficients is the 
same as the visual rank-ordering. However, the 
magnitude of the differences does not reflect the visual 
assessment. The generally low level of correlation could 
be seen to reflect the visual assessment. The scatterplots 
suggest that “Graph 8” is random, “Graph 4” has a 
slightly better association (the points are less randomly 
distributed across the graph) and “Graph 5” almost shows 
a hint of a positive gradient straight line. Interpretations 
of the scatterplots also support the visual assessment. The 
boxplots simply relate the data distributions with “Graph 
8” clearly showing the greatest agreement.  
 
III.2. Parametric tests  

It is inappropriate to make the assumption that the 
data has a normal probability distribution, an implicit 
requirement of parametric tests, i.e. tests which consider 
the comparison of data parameters, such as means. 
However, for large sample sizes, the Central Limit 
Theorem does allow parametric tests to be used. The 
most common of these, the Student’s t-test evaluates the 
difference in means for two groups. The resulting p-level 
gives a probability of error associated with rejecting the 
null hypothesis, i.e. the hypothesis that there is no 
difference in the two groups, when, in fact the hypothesis 
is correct. The results are summarized in Table 2. 

 
 

Table 2. t-test results for the three original data sets. 
 

 “Graph 4” “Graph 5” “Graph 8” 
t-parameter -56 4.7 0.7 

P value 0.000 0.000 0.473 
 

These values show that only the data in “Graph 8” 
are similar. It shows that “Graph 4” is the worst 
comparison. Of course, as the purpose of the t-test is to 
compare means of groups, the results will confirm what 
has been demonstrated in the Boxplots of Fig. 3 
  
III.3. Non-parametric tests 

Non-parametric tests make no assumptions about the 
normality or otherwise of the data. They take into account 
the shape of the distributions. Two popular tests in 
electromagnetics are the χ2 test and the Kolmogorov-
Smirnov (KS) test. The χ2 test measures the level of 
association between the two results. The KS test makes 
an assessment of whether there is sufficient evidence to 
reject the null hypothesis. It should, however, be noted 
that outliers can have a serious effect on the results. 

The χ2 test is based on a measure of the difference 
between two samples. The problem with this test is that it 
relies on dividing the square of the differences by the 
value of one of the data points and this results in the 
potential for different results depending on which data set 
is taken as a reference. The χ2 parameter for the three 
graphs is given in Table 3. 
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(a) Scatterplot and Boxplot for “Graph 4” from [7]. 
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(b) Scatterplot and Boxplot for “Graph 5” from [7]. 
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(c) Scatterplot and Boxplot for “Graph 8” from [7]. 

 
Fig. 3. Scatter plots and  Boxplots for “Graph 4”, “Graph 5” and “Graph 8”, respectively. 
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Table 3. χ2 parameter. 
 

 “Graph 4” “Graph 5” “Graph 8” 
χ2 75 20 149 

 
This surprisingly suggests that “Graph 8” is much 

worse than “Graph 4”. 
The KS test converts the data sets into distributions 

and compares those distributions, looking for the 
maximum difference. Commonly, it is used to compare a 
data set with a known distribution but has here been used 
to compare two independent data sets. The results are 
given in Table 4. “Graph 8” comes out as a clear best 
comparison. 
 
Table 4. KS-test results for the three original data sets. 
 

 “Graph 4” “Graph 5” “Graph 8” 
KS Z 

parameter 9.8 2.8 0.7 

P value 0.000 0.000 0.714 
 

IV. FEATURE SELECTIVE VALIDATION (FSV)  
 

FSV is not a canonical statistical technique. It is, 
however, an increasingly accepted heuristic technique 
that finds favor particularly in the EMC community for 
validation of computation electromagnetics and has been 
discussed in detail in [7-13]. It is presented here because, 
like statistical techniques, its aim is to quantify 
confidence in the comparison of the data sets fed into it. 
Correlation techniques do this through the value of the 
correlation coefficient, other techniques do this based on 
the p-values, FSV does this using a variety of inbuilt 
metrics, the most general of which being the Global 
Difference Measure. The FSV tool with which the 
following results has been computed can be download 
from the official FSV web page [14] or directly from 
[15]. 

In overview, FSV works by taking the two original 
data sets and low and high pass filtering each of these. 
The low pass data is differenced, as detailed in [14], to 
give the Amplitude Difference Measure (ADM) which 
measures the level of (dis)agreement of the data 
envelope. First and second derivatives of the low and 
high pass data are differenced (as in [14]) to give the 
Feature Difference Measure (FDM), which measures the 
level of disagreement of the finer detail and features in 
the original data. The ADM and FDM are then combined 
to give the GDM as in equation (2) 
 

22 FDMADMGDM +=              (2) 
 

As well as the single figure of merit given by the 
GDM, one particular useful feature of FSV is the 
confidence histogram, where the proportion of the GDM 

curve (on a point-by-point basis) is binned into the 
categories as noted in the visual rating scale of Fig. 2. 
The resulting probability density function has been shown 
to provide close analogue of the visual assessment of a 
group visual assessment. 

The GDM values are given in Table 5; the 
confidence histograms for the data of Fig. 1 is given in 
Fig. 4.  
 
Table 5. FSV (Global Difference Measure) results for 
original comparisons. 
 

 “Graph 4” “Graph 5” “Graph 8” 
GDM 5.26 4.41 4.67 
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Fig. 4. FSV (dashed bars) compared to visual evaluation 
(solid bars) for the data in Fig. 1 from [7]. (a) “Graph 4”, 
(b) “Graph 5”, and (c) “Graph 8”. 
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V. DISCUSSION 
 

This paper has presented a non-mathematical 
summary of some of the most widely used statistical 
techniques as applied to computational electromagnetic 
validation. In particular, the emphasis has been to take a 
set of results already visually assessed by engineers 
familiar with performing this task and applying the 
techniques to see whether agreement could be obtained 
between the statistical techniques and the visual 
assessment. It should be noted that a paper such as this 
cannot prove the applicability or otherwise of individual 
statistical techniques, it can highlight the range of 
techniques available and suggest which are possibly more 
suitable than others. 

All the comparisons used in this paper have shown a 
marked difference between the two components. In order 
to show how the tests compare when there is very little 
difference, by way of a ‘lower bound’, the data of Fig. 
5(a) was compared using the techniques discussed above. 
Fig. 5(b) shows the visual assessment and FSV 
assessment, Fig. 5(c) shows the scatter plot and Fig. 5(d) 
shows the box plots. The Pearson r correlation is 0.999, 
the χ2 value is 0.05 (irrespective of the order of variables) 
and the t-test value is 0.004. Clearly, there is little doubt 
as to the generally very high level of agreement between 
the two graphs irrespective of which method is used in 
the comparison. 
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Fig. 5. Comparison of two data sets with very little 
difference. (a) Original data, (b) visual comparison 
compared to FSV comparison, (c) scatterplot, and (d) 
boxplots. 

 
Scatterplots and correlation demonstrated the same 

rank-ordering of the data as the visual assessment. The 
boxplots and t-test results were in agreement but did not 
agree with visual assessment. The χ2 test correctly 
identifies the best comparison whereas the KS test agrees 
with the t-test. In practice, the non-parametric tests are 
probably not well suited to large data sets [9] with 
parametric tests being more reliable due to the Central 
Limit Theorem. However, where there is a need to 
compare a data set with a known distribution, such as 
optimizing a reverberation chamber to produce a 
Rayleigh channel, then a χ2 or KS approach would be 
well suited. A difficulty with applying χ2 to two sets of 
data is that it relies on one ‘reference’ set. If using it to 
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compare models against measurements or models against 
models, the reference set must be unambiguous (for 
example, by changing the ‘reference’ set in the previous 
table, the χ2 parameter for “Graph 4” = 1386!) and the 
user must be aware of points that are very close to zero in 
the reference set as this can produce an unnecessarily 
dominating effect on the final value (for example, by 
changing the ‘reference’ set in the previous table, the χ2 
parameter for “Graph 4” = 1386!). 

In all cases, a real benefit derived from the 
application of a statistical approach to validation of 
computational electromagnetics is that it provides an 
objective starting point to discuss the comparisons and 
agree a conclusion. 
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Abstract − This paper provides details on how to use 
MATLAB to control some commercial electromagnetics 
software packages. FEKO is an example that can be 
directly called from MATLAB. Other commercial 
software, such as CST Microwave Studio and Ansoft 
HFSS, require a scripting language interface. An example 
of a design of an inset rectangular patch antenna is 
presented using a direct call to FEKO and a Visual Basic 
for Applications interface to CST Microwave Studio are 
presented. 
  
Keywords: MATLAB, optimization, microstrip antenna, 
and genetic algorithm. 
 

I. INTRODUCTION 
 

MATLAB  [1] has become a ubiquitous math, data 
manipulation, signal processing, and graphics software 
package. Engineers use its powerful functions for 
analysis and design in many areas including antenna 
design. MATLAB is general-purpose software, so many 
arcane applications, like antenna design, are done using 
special purpose commercial software. Although these 
packages can model very complex electromagnetics 
systems, they lack some of the powerful analysis tools in 
MATLAB. Using MATLAB to control these commercial 
electromagnetics solvers creates a powerful tool for 
design, analysis, and control. 

There are a number of applications where a 
MATLAB-commercial electromagnetics solver interface 
is critical. Numerical optimization is one example. 
Although most commercial electromagnetics codes now 
come with some numerical optimization, they lack the 
versatility of optimization routines in MATLAB. Another 
example is in the use of signal processing software in 
conjunction with beamforming in an antenna array. For 
instance, the commercial computational electromagnetics 
software models the antenna elements while MATLAB 
takes the signals from the elements and performs the 
signal processing. Other applications include modeling 
wireless systems, radar cross section reduction, and 
electromagnetic band gap material design. 

This paper provides systematic instructions to 
interface MATLAB with FEKO  [2] or via a scripting 
language, such as Visual Basic for Applications (VBA), 
to a commercial software package like CST Microwave 

Studio  [3] or Ansoft HFSS  [4]. These software 
combinations are used to design an inset rectangular 
microstrip patch antenna that is resonant at 2.0 GHz. 
Both combinations result in successful patch antenna 
designs. 
 
II. MICROSTRIP PATCH OBJECTIVE FUNCTION 
 

The example used in this paper is the design of an 
inset rectangular patch that is resonant at 2.0 GHz. Fig. 1 
shows a diagram of the patch with the design variables 
labeled. The substrate is 1.6 mm thick and has a relative 
dielectric constant of 2.2. An 8 mm border (E) surrounds 
the metallic patch. The ground plane has the same area as 
the substrate. There is a 1 mm gap (G) between the feed 
line and the patch. The microstrip feed line is F=25 mm 
long and has a voltage feed 3 mm from its left end. The 
values of L, M, B, and W are found using numerical 
optimization.  
 

 
Fig. 1. Diagram of the inset patch antenna design. 
 

This is a narrow band antenna, so minimizing the 
reflection coefficient at 2.0 GHz results in a very sharp 
decrease in s11 at 2.0 GHz. Finding this sharp decrease is 
difficult for optimization algorithms. Small changes in 
the patch dimensions can significantly move the resonant 
frequency. Local search algorithms work well with four 
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variables when the starting point is very close to the best 
solution. If a good guess is not available, then a genetic 
algorithm written in MATLAB is used to first find a good 
initial first guest for a MATLAB Nelder Mead downhill 
simplex algorithm (fminsearch.m). The genetic algorithm 
used here is described in detail in  [5]. The genetic 
algorithm was stopped once it found a solution that had 
an s11 < -10 dB. This stopping point was chosen, because 
an antenna is considered matched to a transmission line 
when the reflection coefficient is less than -10 dB. These 
optimizations routines call MATLAB functions that 
interface with the commercial software package or 
scripting language. A diagram of the optimization process 
is shown in Fig. 2. The next two sections demonstrate the 
optimum design of an inset patch using a combination of 
MATLAB and FEKO or Microwave Studio. 
 

 
Fig. 2. Flowchart of the optimization algorithm. 
 

Before trying the numerical algorithms, the patch is 
first designed using standard analytical approaches  [6]-7] 
The patch and microstrip line are designed for 50 ohms. 
These values can be used to seed the numerical 
optimization algorithm to find dimensions that are more 
accurate, as shown in Table 1. 
 

Table 1. Patch dimensions from the analytical 
design. 

 

Dimension L B W M 
Size in mm 32.32 17.48 59.29 4.61 

 
III. CONTROLLING FEKO WITH MATLAB 

 
The relevant ASCII files that are used by MATLAB 

and FEKO are shown in Table 2. There are a few other 
files generated by MATLAB and FEKO but are not 

important to the user. All the files have the same name 
but a different extension, so they are easy to associate 
with the same project. The MATLAB commands are in 
mpatch.m. Data written from MATLAB to be used by 
FEKO is stored in the mpatch.txt file. FEKO commands 
are in the mpatch.pre file. Data written by FEKO for use 
by MATLAB is written in the mpatch.ffe and mpatch.out 
files. Figure 1 is a flowchart of the MATLAB-FEKO 
software configuration. MATLAB can directly call 
FEKO to calculate s11 at 2.0 GHz. 
 
Table 2. Relevant MATLAB-FEKO computer files. 
 

File name contents 
mpatch.m MATLAB m file 
mpatch.txt ASCII file with variable values 
mpatch.pre PREFEKO file 
mpatch.out FEKO output file 
mpatch.ffe FEKO file with angles, electric field, gain 

 

 
Fig. 3.  MATLAB-FEKO flowchart. 
 

The microstrip patch is represented as a lossless 
metal polygon in FEKO. All the polygon corners are 
generated by MATLAB. MATLAB plots the patch and 
substrate shape and labels the points. An example of a 
plot of half of the patch (the other half is a mirror image) 
is shown in Fig. 4. If the coordinates of the numbered 
points in Fig. 4 are (x,y), then the MATLAB code to 
draw the outline of the patch is given by 
 
figure(1);plot(x,y,'-o'); 
axis equal 
for ii=1:length(x) 
text(x(ii),y(ii)+z(ii),num2str(ii)) 
end 
 
This plot is useful in troubleshooting and watching the 
convergence of the optimization algorithm. 
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Fig. 4. Figure drawn by MATLAB before passing point 
to FEKO. 
 

The numbered points in Fig. 4 are calculated from 
the values of the variables shown in Fig. 1. Some of these 
values are set while others can vary between 
predetermined limits. Once MATLAB has created an 
antenna design, all the (x,y,z) coordinates are written to 
the text file, mpatch.txt using,  
 
fid=fopen('mpatch.txt','w');  
N=length(x);    
fprintf(fid,'%6.2f\n',N); 
for q=1:N 
fprintf(fid,'3%6.2f\n',x(q),y(q),z(q)); 
end 
fclose(fid); 
 
The file, mpatch.txt, has N+1 line. The first line contains 
the number of points. The following N lines contain the 
coordinates of the points. 

Next, the following commands run PREFEKO and 
FEKO from MATLAB, 
 
!prefeko mpatch > output.txt  
!runfeko mpatch > output.txt  
 
the "> output.txt" part of the commands places 
output generated in the running of PREFEKO and FEKO 
into a file rather than displaying them on the computer 
screen. If this part of the command is skipped, then the 
computer screen is filled with a lot of run data that is 
usually of little interest. 

The lines in mpatch.pre that read from the text file 
and create the points defining the outline of the antenna 
are given by, 
 
#N= fileread("mpatch.txt",1,1) 
!!for #i = 1 to #N 
#ax[#i]= fileread("mpatch.txt",1+#i,1) 
#ay[#i]= fileread("mpatch.txt",1+#i,2) 
#az[#i]= fileread("mpatch.txt",1+#i,3) 
DP : p#i : #ax[#i] : #ay[#i] : #az[#i] 
!!next 
 

The defining points on the antenna are created by the 
define point (DP) command and are labeled p1 to pN. 
After these points are formed in FEKO, then the structure 
is built out of triangles, polygons, wires, etc. FEKO 
performs the calculations and writes the output to 
mpatch.out and possibly to other files, such as 
mpatch.ffe.  MATLAB can easily read the ASCII file 
where the far field information is written using the 
textread command, 
 
[t,p,rEt,iEt,rEp,iEp,gt,gp,g] 
=textread('mpatch.ffe','2%f (%f,%f) 
(%f,%f) 3%f'); 
 
Reading from mpatch.out is more difficult but possible 
using m-files downloaded from the MATLAB website 
 [1] (e.g. findstring.m). 

Running the MATLAB-FEKO algorithm to 
minimize s11 at 2.0 GHz resulted in an s11 of -31 dB. The 
plot of s11 over a 4% frequency range is shown in Fig. 5. 
This narrow band resonance was achieved from the 
dimensions shown in Table 3. The values found for L and 
B are close to those in Table 1, while the values for W 
and M are considerably smaller. 

 

 
Fig. 5. Plot of s11 for patch antenna optimized by FEKO. 
 

Table 3. Patch dimensions from the 
MATLAB-FEKO design. 

 

Dimension L B W M 
Size in mm 32.61 18.55 34.24 2.91 

  
IV. CONTROLLING COMMERCIAL SOFTWARE 

PROGRAMS WITH MATLAB VIA A SCRIPT 
 

MATLAB can control some commercial software 
via a scripting language. A script is a text file containing 
instructions written in a scripting language. The 
commands in the script are executed when the scripting 
language opens the file. VBA is widely used and 
Microwave Studio and Ansoft HFSS have VBA editors 
built in. It is a good idea to get familiar with the VBA 
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editor in the software package before attempting to 
interface with MATLAB. Commands that call various 
functions in the commercial software are placed in the 
*.bas file using the VBA editor. Types of commands 
include building geometry, passing variables, and 
engaging the main software engine.  

The example described in this section uses 
MATLAB to control Microwave Studio via a VBA 
script. Microwave Studio generates a huge number of 
files (74) with each run. The relevant ASCII files are 
shown in Table 4. Again, all the files have the same name 
but a different extension. The s11 data written by 
Microwave Studio for use by MATLAB is written in the 
mspatch^d1(1)1(1).sig file. Fig. 6 shows the flow chart.     
 
Table 4. Relevant MATLAB-Microwave Studio 
computer files. 
File name contents 
mpatch.m MATLAB m file 
mpatch.txt ASCII file with variable values 
mpatch.bas VBA program 
mpatch.mod Microwave Studio model file 
mpatch^d1(1)1(1).sig File containing 11s  data 

 

 
Fig. 6. MATLAB-CST Microwave Studio flowchart. 
 

In this case, it is easier to have MATLAB write the 
four unknown patch dimensions to a file. The commands 
in mpatch.m that do this are, 

 
fid=fopen('mspatch.txt','w'); 

fprintf(fid,'%f\r',xmin); 
fprintf(fid,'%f\r',xt); 
fprintf(fid,'%f\r',py); 
fprintf(fid,'%f\r',cp); 
fclose(fid); 
 
Next, MATLAB calls the VBA program via (all on one 
line), 
 
!"c:\program files (x86)\cst studio 
suite 2006\cst design environment.exe" -
m mspatch.bas > output.txt 
 

The VBA program has two parts. The first part reads 
the data from the mpatch.txt data file generated by 
MATLAB. This file contains the values for L, B, W, and 
M. The code that reads this data is given by, 
 
Open "d:<dir>\mpatch.txt" For Input As 
#1 
Input#1,v(1) 
Input#1,v(2) 
Input#1,v(3) 
Input#1,v(4) 
Close #1 
 
Once the data is read, then the Microwave Studio model 
file is opened using the command, 
 
openfile("d:<dir>\mpatch.mod") 
 
The model with the previously stored dimension values 
appears on the computer screen. In order to change the 
dimension values, they must be stored in the model file 
using the following commands, 
 
storeparameter("xmin",v(1)) 
storeparameter("xt",v(2)) 
storeparameter("py",v(3)) 
storeparameter("cp",v(4)) 
 
Next, the data is saved and the model rebuild using, 
 
save 
Rebuild 
 
The picture of the model on the screen is redrawn to 
reflect the new dimension values. Finally, the solver (in 
this case, the transient solver) is started and the results 
saved through the commands, 
 
Solver.start 
save 
 
When the solver finishes and the data is stored, control 
returns to MATLAB and the Microwave Studio window 
closes. The Microwave Studio window will reopen every 
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time the program is called from MATLAB. MATLAB 
reads the s11 data using the line, 
 
[f,s11]=textread('mspatch^d1(1)1(1).sig'
,'','headerlines',4); 
 

Running the MATLAB-Microwave Studio algorithm 
resulted in an s11 of -70.8 dB at 2.0 GHz. The plot of s11 
over a 4% frequency range is shown in Fig. 7. The final 
dimensions for the patch are shown in Table 5. The 
values of L, B, and W are very close to those predicted by 
Table 1. 
 

 
Fig. 7. Plot of s11 for patch antenna optimized by 
Microwave Studio. 
 

Table 5. Patch dimensions from the MATLAB-
Microwave Studio design. 

Dimension L B W M 
Size in mm 32.68 16.40 59.18 3.06 

 
 

V. CONCLUSIONS 
 

Using MATLAB to control commercial 
electromagnetics software creates a powerful design and 
systems analysis environment. This paper describes how 
to create the interface between MATLAB and 
commercial software via direct calls and via a scripting 
language. The different approaches to the design of an 
inset fed microstrip patch produced similar results. Fig. 8 
shows s11 calculated using FEKO and the dimensions 
found in Tables 1, 3, and 5. The results are very close to 
each other (within 2.5%). Fig. 9 shows s11 calculated 
using Microwave Studio and the dimensions found in 
Tables 1, 3, and 5. The results are not as close together. 
Refining the models would likely produce better results. 

There are some lessons learned here. First, the VBA 
interface requires learning VBA (if you did not know it 
already – like me). Second, the variable can be passed in 
a number of ways. With FEKO, it seemed easier to pass 
the points outlining the patch, while with Microwave 
Studio, it seemed easier to pass the dimensions. Third, 

optimizing large structures would be very time-
consuming. Fourth, a number of different variables can 
be passed other than dimensions. For instance, material 
properties, type of source, source voltage, etc. 

Although there are several papers that have 
interfaced MATLAB to particular software packages, 
none provide the details on how to create that interface. 
The purpose of this paper is to give readers enough 
information to create useful interactions between 
MATLAB and commercial electromagnetics software. 
 

 
Fig. 8. The dimensions in Tables 1, 3, and 5 are used to 
build a patch antenna in FEKO and calculate these values 
of s11. 
 

 
Fig. 9. The dimensions in Tables 1, 3, and 5 are used to 
build a patch antenna in Microwave Studio and calculate 
these values of s11. 
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Abstract − It is commonplace in the field of 
Computational Electromagnetics (CEM) for engineers to 
validate models against experimental results. In some 
cases, this is performed with little understanding about 
the accuracy of the experimental data used to validate the 
underlying calculations from which Electromagnetic 
models are formed. This paper therefore explores the 
accuracy and more importantly the areas of inaccuracy 
and variability that may be associated with experimental 
data. The Feature Selective Validation (FSV) method is 
used to assess each area of variability, and thus quantify 
the quality of test configurations and test samples. In 
examining experimental repeatability rather than 
comparison to electromagnetic analysis results, this paper 
concludes that, while substantial variation between 
experimental results can exist, the use of FSV provides 
considerable assistance in quantifying repeatability and 
therefore assigning confidence to measurements against 
which CEM results can be compared. While this paper is 
based on experience in the automotive sector, it is 
anticipated that these findings are more widely 
applicable. 
 
Keywords: Computational Electromagnetics (CEM), 
Feature Selective Validation (FSV). 
 

I. INTRODUCTION 
 

Between the numbers of options open to a modeller 
to validate a numerical model, one of the most accepted is 
a direct comparison with experimental measurements. A 
natural tendency to explain differences between the 
modelled and measured results is to attribute the bulk of 
the error to the model. After all, there are known and 
accepted simplifications in any model through 
approximating physical structures, applying spatial, time 
and / or frequency discretization to the problem. 
However, this is not always or entirely correct. All 
experiments are subject to some inherent inaccuracy or 

loading and detailed knowledge of experimental 
repeatability can assist in determining levels of 
acceptable experimental error. Within the automotive 
sector, statistical coverage of component level testing is 
low, with most vehicle manufactures calling for two 
samples of the same component to be tested. At vehicle 
level only a single vehicle sample need be tested. 
Electromagnetic Compatibility (EMC) test facilities 
include uncertainty thresholds; however, it is difficult to 
interpret the actual quantitative/qualitative impact of 
these thresholds upon test results.  

The nature of the variability between test results is 
important to be able to perform comparisons with a high 
level of confidence. This can be through: 
• Validation of the results taken from different test 

samples, 
• The results gained from marginally different test 

configurations,  
• Repeated results from the same test sample.  
This type of analysis allows the assessment of questions 
such as:  
• Are the tests repeatable?  
• Are different test samples of the same product similar?  
• Do minor differences in test configurations (that fall 

within the parameters of the test specification) produce 
different results?  

The quality of experimental data is influenced by the 
method of producing and recording the data, and the 
degree of perfection in the experimental procedure. In 
addition to these variables, the repeatability of test results 
for multiple samples of the same product will be affected 
by the build quality of the product and tolerance of the 
individual components used to manufacture the product.  

Quantitative comparisons of experimental results are 
therefore required to remove as much subjectivity as 
possible from the assessment of results. This study 
presents results from a number of repeated experiments 
performed with two different test products using two 
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slightly different test configurations and identifies their 
level of difference employing the Feature Selective 
Validation method [1-2]. From these investigations the 
origins of variability in the tests may be assessed and 
quantified.  

The FSV method comprises two components; the 
Amplitude Difference Measure (ADM), and Feature 
Difference Measure (FDM). These measures are 
combined to form an overall assessment of the 
comparison in question or Global Difference Measure 
(GDM). It is these three measures that will be used in the 
subsequent study to assess the differences between the 
presented results. The ADM is obtained by, essentially, 
taking the normalised difference in the ‘trend’ 
(‘envelope’) information from two data sets to be 
compared, which is obtained by low-pass filtering the 
original data. The FDM is obtained from a composite of 
the differences in the derivatives of the low-pass filtered 
response and the high-pass filtered response to accentuate 
the ‘high Q’ feature differences between the data sets. 
One common way of using this information is to take the 
mean value of the ADM and FDM obtained across the 
domain of the original data as figures of merit. An overall 
figure of merit, the GDM, is obtained from 
 

22 FDMADMGDM += .                    (1) 
 

The FSV method benefits from its apparent ability to 
mirror human perception [3], while producing 
information that directly relates human variability and the 
confidence associated with it. The FSV method also 
builds on the common language of engineers and 
scientists alike, employing categories which relate to 
human interpretations of comparisons, namely: 
‘Excellent’, ‘Very Good’, ‘Good’, ‘Fair’, ‘Poor’ and 
‘Very Poor’. The basic premise is that a value of zero for 
any of the difference measures represents perfect 
correlation. The interpretation for finite values is 
indicated in Table 1 below. 
 
Table 1. Qualitative interpretation of FSV difference 
measures. 

FSV Difference Measure “x” “Quality” of 
comparison 

x<0.1 Excellent 
0.1≤x<0.2 Very good 
0.2≤x<0.4 Good 
0.4≤x<0.8 Fair 
0.8≤x<1.6 Poor 

1.6≤x Very Poor 
 

The qualitative interpretation of the difference 
measures has been developed from a statistical 
analysis [3] of the results of a series of selected visual 

assessments carried out by a group of experienced 
scientists and engineers. It is natural that different 
applications will have different expectations of what 
‘good’ etc. actually is, but this is likely to be a shared 
understanding by the personnel involved. 

 
II. TEST PROCEDURES 

 
It was decided that within the field of Automotive 

EMC measurement, acceptable repeatability may be set at 
a GDM value not greater than 0.4 (i.e. ‘Good’). This 
value was distilled from cumulative group experience and 
was agreed throughout the project team. The choice of 
this value in other test and measurements fields is 
dependent on the inherent sensitivity of the measurements 
and the level of precision that can be associated with the 
configuration of the test equipment. In an attempt to 
assess the influence of a products complexity on the 
repeatability of measurements, a complex electrical unit 
(DC to DC Converter) and a simple electrical unit 
(windscreen washer pump motor) were chosen as the 
devices under test for the subsequent study. For the 
purpose of providing a ‘golden measurement’ to compare 
models against, a GDM of ‘Very Good’ or even 
‘Excellent’ may be required. 

Three DC to DC converters with identical part 
numbers were obtained from a worldwide electronic 
component manufacturer. These are referred to as 
samples A, B, and C throughout this study. It should be 
noted that while the three DC to DC converters shared the 
same part numbers, inquiries into the manufacturing 
background of samples A, B, and C led to the discovery 
that sample C had been manufactured significantly later 
than either samples A and B and that the manufacturing 
plant producing these parts had moved geographically 
within that time interval. The three windscreen washer 
pump motors used in this study were from the same 
manufacturing batch and are referred to in this study as 
samples D, E, and F. 

A comprehensive test regime was constructed to 
allow assessments to be made on the variability: 
a) of repeated tests performed using identical test 

configurations and samples; 
b) when the test configuration is altered slightly but 

within the scope of the test specification; 
c) between three samples of the same product. 

To assess these three areas of variability, an 
emissions measurement was performed, and upon 
completion of the initial test sweep a second test sweep 
was carried out with no interference to the test 
configuration. The sample was then incremented and the 
process repeated. This gave rise to repeated test results (a 
and b) for each sample (A to F). The test configuration 
was then altered slightly and the complete suite of tests 
was repeated as detailed in the test matrix of Table 2. 
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Table 2. Test matrix. 
 

 DC to DC Converter 
 Sample A Sample B Sample C 

Configuration 1 01a 01b 02a 02b 03a 03b 
Configuration 2 04a 04b 05a 05b 06a 06b 

 Windscreen Washer Pump Motor 
 Sample D Sample E Sample F 

Configuration 1 07a 07b 08a 08b 09a 09b 
Configuration 2 10a 10b 11a 11b 12a 12c 

 
The standard test method [4] requires a 1.5 m section 

of test harness to be exposed to the measurement receive 
antenna. This 1.5 m section is clearly illustrated in Fig. 1 
as the foremost straight section running 100 mm behind, 
but parallel with, the front edge of the ground plane. The 
Directive also calls for the product under test to be 
located 200 mm behind the front edge of the ground 
plane. 

 

 
 

 
Fig. 1. Generic 2004/104/EC (Annex VII) test 
configuration. 
 

Test configurations 1 and 2 were both set up within 
the defined test method of [4]. Small variations were 
introduced between them to provide a test of the 
sensitivity of the configurations to small changes. 
Configuration 1 used identical power and ground cable 
lengths, and the surplus of power cable due to the 
location of the test Line Impedance Stabilisation 
Networks (LISNs) was coiled slightly, see Fig. 1. 
Configuration 2 used the same length ground cable as 
configuration 1 but the overall length of the power cable 

was reduced by approximately 300 mm to avoid having 
to coil surplus cable when connecting to the test LISN. 

 
III. TEST RESULTS 

 
Results from the tests detailed in Table 2 are 

illustrated in Fig. 2 to 7. 
In order of severity, it is observed from a visual 

evaluation that; there are significant differences between 
test configurations 1 and 2; the emissions profile of test 
sample C is significantly lower in magnitude compared to 
those of samples A and B; and all repeated test results are 
very similar for each sample tested when the same test 
configuration is used. 
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IV. VALIDATION RESULTS 
 

The test results were cross-validated in sets to give 
rise to the following assessments: 
 
Comparisons of repeated tests performed using identical 
test configurations 
SET A1. Configuration 1 Samples A through C. 
SET A2. Configuration 1 Samples D through F. 
SET A3. Configuration 2 Samples A through C. 
SET A4. Configuration 2 Samples D through F. 
 
Comparisons of tests performed using 2 different 
configurations 

SET B1. Configuration 1 vs. Configuration 2 - Samples 
A through C. 

SET B2. Configuration 1 vs. Configuration 2 - Samples 
D through F. 

 
Comparisons between three samples of the same 
product 
SET C1. Test Samples A through C – cross-validation. 
SET C2. Test Samples D through F – cross-validation. 
 

The quantitative and qualitative FSV validation 
results (GDM, ADM and FDM) for each validation sub-
set detailed above are given in Table 3, 4, and 5. The final 
three columns indicate the average quantitative and 
qualitative FSV results for each validation sub-set. It is 
these average results that are used in the subsequent 
discussions.  

In Table 3, the average GDM results of sub-sets A1 
and A2 indicate that test configuration 1 has a ‘Very 
Good’ level of repeatability. The results of sub-sets A3 
and A4 indicate that test configuration 2 only has a 
‘Good’ level of repeatability and therefore incurs 
considerably more variability in repeated test results even 
though no changes were made to the test configuration 
between each repeated test. 

Results presented in Table 4 from sub-sets B1 and 
B2 illustrate only a ‘Fair’ level of similarity between test 
configurations for the same test sample. This indicates 
that if the test samples were unknown to an engineer 
making visual evaluations of the results presented in this 
study, it would be difficult to conclude that it was the 
same product tested in configurations 1 and 2.  

Cross-validation of the results for the DC to DC 
converter samples (A, B and C) presented in Table 5 
indicates a ‘Fair’ level of similarity which illustrates that 
the samples were significantly different. The cross-
validation of samples A and B indicate that the sample 
variability of the DC to DC converter product is ‘Good’ 
when the samples are taken from the same batch.  

Conversely, the validation results for sub-set C2 
indicates that there is a ‘Very Good’ level of similarity 
between the three windscreen washer pump samples (D, 
E and F).  
 

V. DISCUSSION AND CONCLUSIONS 
 

Recognising that a preferred approach to the 
validation of computational electromagnetics is to 
compare the results of the models against an 
experimentally obtained reference, this paper has been 
concerned with investigating an approach to determining 
the repeatability of measurements, with a view to using 
this quantification to establish a level of confidence in 
any comparison with numerical models. It assessed three 
areas of experimental variability, namely:  
• Test repeatability,  
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• Test configuration,  
• Test sample variability.  

Using the predefined tolerance for accurate results 
set earlier in this paper at a GDM value no greater than 
0.4 or ‘Good’; the results indicate that repeated test using 
the same test configuration (without modification) and for 
the same product are adequate as expected. It is also 
confirmed that test samples from the same batch tested 
using the same test configuration offer results with a high 
level of confidence. 

It has also been illustrated that only a small 
modification (within the scope of the overall test 
specification) to a test configuration can have a 
significant impact upon the confidence that can be 
associated with the test results. 

This paper illustrates that variability between test 
samples, particularly those from different batches, and 
differences in test configurations, have the potential to 
modify experimental test results to such a degree that it 
would be difficult to conclude that the same product was 
tested.  

 
Table 3. FSV validation results – test repeatability. 

 

  Quantitative Qualitative Average (Quantitative/Qualitative) 
SET Comparison GDM ADM FDM GDM ADM FDM GDM ADM FDM 

           
01a Vs 01b 0.05 0.00 0.05 EXCELLENT EXCELLENT EXCELLENT 
02a Vs 02b 0.21 0.02 0.20 GOOD EXCELLENT GOOD A1 
03a Vs 03b 0.20 0.01 0.20 GOOD EXCELLENT GOOD 

0.15 
 

V GOOD 

0.01 
 

EXCELLENT

0.15 
 

V GOOD 
           

07a Vs 07b 0.09 0.04 0.06 EXCELLENT EXCELLENT EXCELLENT 
08a Vs 08b 0.19 0.09 0.11 V GOOD EXCELLENT V GOOD A2 
09a Vs 09b 0.18 0.08 0.12 V GOOD EXCELLENT V GOOD 

0.15 
 

V GOOD 

0.07 
 

EXCELLENT

0.10 
 

V GOOD 
           

04a Vs 04b 0.24 0.02 0.23 GOOD EXCELLENT GOOD 
05a Vs 05b 0.36 0.10 0.32 GOOD V GOOD GOOD A3 
06a Vs 06b 0.11 0.00 0.11 V GOOD EXCELLENT V GOOD 

0.24 
 

GOOD 

0.04 
 

EXCELLENT

0.22 
 

GOOD 
           

10a Vs 10b 0.26 0.16 0.18 GOOD V GOOD V GOOD 
11a Vs 11b 0.22 0.11 0.13 GOOD V GOOD V GOOD A4 
12a Vs 12b 0.34 0.24 0.20 GOOD GOOD GOOD 

0.27 
 

GOOD 

0.17 
 

V GOOD 

0.17 
 

V GOOD 
 
 

Table 4. FSV validation results – test configuration variability. 
 

  Quantitative Qualitative Average (Quantitative/Qualitative) 
SET Comparison GDM ADM FDM GDM ADM FDM GDM ADM FDM 

           
01a Vs 04a 0.46 0.31 0.26 FAIR GOOD GOOD 
02a Vs 05a 0.42 0.23 0.27 FAIR GOOD GOOD B1 
03a Vs 06a 0.48 0.32 0.33 FAIR GOOD GOOD 

0.45 
 

FAIR 

0.29 
 

GOOD 

0.29 
 

GOOD 

           
07a Vs 10a 0.51 0.43 0.17 FAIR FAIR V GOOD 
08a Vs 11a 0.39 0.31 0.15 GOOD GOOD V GOOD B2 
09a Vs 12a 0.56 0.46 0.20 FAIR FAIR GOOD 

0.49 
 

FAIR 

0.40 
 

FAIR 

0.17 
 

V GOOD 

 
 

Table 5. FSV validation results – sample variability. 
 

  Quantitative Qualitative Average (Quantitative/Qualitative) 
SET Comparison GDM ADM FDM GDM ADM FDM GDM ADM FDM 

           
01a Vs 02a 0.33 0.13 0.28 GOOD V GOOD GOOD 
01a Vs 03a 0.52 0.29 0.29 FAIR GOOD GOOD C1 
02a Vs 03a 0.51 0.39 0.31 FAIR GOOD GOOD 

0.45 
 

FAIR 

0.27 
 

GOOD 

0.29 
 

GOOD 

           
07a Vs 08a 0.13 0.05 0.10 V GOOD EXCELLENT V GOOD 
08a Vs 09a 0.10 0.04 0.07 V GOOD EXCELLENT EXCELLENTC2 
08a Vs 09a 0.14 0.07 0.12 V GOOD EXCELLENT V GOOD 

0.12 
 

V GOOD 

0.05 
 

EXCELLENT 

0.10 
 

V GOOD 
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The results also conclude that the windscreen washer 
pump samples (D, E and F) exhibit a higher level of 
similarity in comparison to the DC to DC converter 
samples (A, B and C). Over and above the reason 
presented earlier for this result (batch difference) it is also 
noted that the DC to DC converter is a significantly more 
complex system in comparison to the windscreen washer 
pump. As a result more variability is expected between 
results from samples of more complex products over 
those of lesser complexity. However, the level of sample 
variability should still be within the tolerance (‘Good’) 
set previously in this paper. 

It is concluded that when validating CEM models 
against experimental results, a great deal of care should 
be taken. Batch differences between test samples may 
infer a number of areas of variability including; the 
tolerance of components used to manufacture the product 
and their origins; the manufacturing plant used for 
production and the build level/quality of the product. 
These are just a few areas of concern. Therefore, 
information about the variability of a product or structure 
should be assessed thoroughly and test configurations 
must be planned and accurately followed.  

The use of the approach discussed in this paper will 
also allow a sensitivity analysis to be undertaken on the 
configurations used for validation. This will enable to 
modeller to substantiate any claims that certain 
differences between the results are acceptable while 
others are not. 

Further work will look at building on this 
groundwork to formulate a more readily applicable 
methodology for quantifying confidence in the reference 
measurements being used to validate numerical models. 
Additional work is anticipated on the application of the 
FSV method to the area of EMC problem solving as a 
tool for quantifying EMC countermeasures.  
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