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I. A

This pap e r p resent s an i n- depth t utorial on t he non-orthogal Fi nite Difference Time -domain Met ho d
(NFDTD). The mathemati cal f ormulation as we ll as the details of implementation are presented in de-
tail. A variety of examples are present ed along with dis cu ss ion o f s ome o f th e co mmon proble ms a s so ci a te d
with the m et ho d.

II. I

The F inite-Difference Time -Domain t echnique has captured much attent ion s ince the c onception of the Yee
[1] cell i n t he 1960’s. It is easily applied in an orthogonal co ordinate system. Here t he derivative s which
are present in the curl op erations of Maxwe ll’s equations are naturall y applied t o the fields which lie on
the underlying orthogonal grid . U nfortun eately, when curved b o dies requiri ng high accuracy are mo deled,
an orthogonal implementation of the FDTD technique can lead t o a forbidding computational t ask. While
increasingly finer discretizati on wil l di minish disp e rsion rel ated errors, accomplishing a true representation
of the geome try features c an b e impractical.
To overcome thi s problem, i t desirab le t hat t he un derlyin g co ordinate s ys tem naturally con form t o the

contours of the p hy sical b oundaries of t he problem geometry. In the e arly work of Stratton [ 2] and later
Holland [3], it was demonstrated that if a geometry may b e represent ed by a global c urvilinear c o ordi nate
system, the FDTD algorithm may b e efficiently applied leading to a s ec ond order accurate solution in b oth
time and space. Thi s is accomplished by e xpressing a nd solving Maxwe ll’s curl equations in the general
curvilinear space. This metho dology will b e referred to as the globally non-orthogonal finite-difference time-
domain or GNFDTD metho d in this work. Later, it was f ound that the G NFDTD techni que c an also b e
efficiently applied on a lo cal basis [5] in those cases where a global c urvi linear c o ordinate s ystem was not
practical. This tech nique is c alled t he NFDTD techniq ue . Th es e me t ho ds b ot h r el y on a s t ruc ture d grid
which is e ither regular or irregular in nature.
Additionally, M adsen[6] , Gedney[7] an d others have into duced a DSI (Discrete Surface Integral) m etho d

which s upp orts an unstructur ed grid and can b e much more effective in mo d eling arbitrarily shap ed contours
with a much more robus t grid. This family of s ulutions g enerally requires a c omplementary gridding package
such as IDEAS. Other techniques have also b een intro duced based on lo cal grid deformation such as the
contour path (CP-FDTD[9] ) and the conformal (CFDTD[10]) t echniques. Thes e techni ques tend to b e les s
general i n nature.
Each of the s e me th o ds c o nf orms to cu rved b o di es wit h differing c omplexities, differing s tability criteria,

and differing accuracies. The mathematical f orm of these techniques is des cri b e d in t he previous citation s
as we ll as in [8]. In thi s work, a detailed analysis of the NFDTD and GNFDTD metho ds are give n and
the proper implementation of the underlying constructs is illustrated. Furthermore, discussion of there
applicability and shortcomings will be presented.

III. T FDTD T G C C

In problems where the geometry conforms to a globally defined curvature, the globally non-orthogonal FDTD
technique (GNFDTD) may be applied . In such cases, a set of global curvilinear coordinates

�−→u 1, −→u 2, −→u 3�
may be defined such that each position in the orthogonal space is given by a position vector of the form

−→r (x, y, z) = −→r �u1, u2, u3� . (1)

42



For a given point P
�
u1, u2, u3

�
a set of vectors is defined by [2]

−→a 1 = ∂−→r
∂u1

−→a 2 = ∂−→r
∂u2

−→a 3 = ∂−→r
∂u3

. (2)

These vectors are referred to as the unitary vectors for the point P and they define the unitary axes of the
general curvilinear space . These vectors are typically not of unit length. An alternate set of vectors called
the contravariant vectors are denoted by superscripts and are the reciprocals of these vectors. These vectors
are defined through the relation

−→a 1 =
−→a 2 ×−→a 3√

g
(3)

−→a 2 =
−→a 3 ×−→a 1√

g

−→a 3 =
−→a 1 ×−→a 2√

g

where g is the determinant of the metric tensor [g] defined by

gi,j =
−→a i ·−→a j (4)

or alternately √
g = −→a i ·

�−→a (i+1)mod 3 ×−→a (i+2)mod 3� . (5)

The coordinate system defined by these two sets of vectors is illustrated in Figure 1. Due to their reciprocal
relation, it can be shown that −→a i ·−→a j = δi,j (6)

where δi,j is the Kronecker delta function. This identity can easily be shown by using the definition of the
contravariant vectors given in (3). For example

−→a 1 ·−→a 1 =
−→a 1 · (−→a 2 ×−→a 3)√

g
= 1 (7)

−→a 2 ·−→a 1 =
−→a 2 · (−→a 2 ×−→a 3)√

g
= 0. (8)

As was shown by Stratton, the vector fields in the orthogonal space are related to vector fields of the general
curvilinear space through the relation

−→
F =

3[
i=1

f i−→a i (9)

where f i is the contravariant field vector whose vector direction is defined by the unitary vectors −→a j ,−→a k 9=−→a i and −→F represents the vector fields of an orthogonal space. Also, because contravariant and covariant
vectors are a reciprocal set the reciprocal relation exists of

−→
F =

3[
i=1

fi−→a i . (10)

A set of metrics may also be defined for the contravariant vectors −→a i as
gi,j = −→a i ·−→a j (11)

using these metrics the vector field components in the general curvilinear space may also be related as

fi =
3[
j=1

gi,jf
j (12)

f i =
3[
j=1

gi,jfj .
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Figure 1 — Unitary and reciprocal vectors.

Using (6), (9) and (11) it can easily be shown that the covariant and contravariant field components are
related to those in the orthogonal space by the relations

fi =
−→a i ·−→F (13)

and
f i = −→a i ·−→F . (14)

The fields in the general curvilinear space are of geometry dependent units. To obtain these field values in
geometry independent units the normalization of

F i =
Fi√
gii

(15)

and

F
i
=

F is
gii

(16)

may be applied.
Maxwell’s curl equations may be constructed using the concepts outlined above. To this end, the formu-

lation of the ea1 component of the curl operation is examined in the general curvilinear space. The right
hand side of this component may be approximated as

∇×−→F · ea1 = lim
C→0

1

A

L
C

−→
F · d−→l (17)

where A is the area of the surface bounded by the covariant vectors u2 and u3 as illustrated in Figure 2.
The discretized line integral around the contour C is given in terms of the covariant field values asL −→

F · d−→l =
q�
F3du

3
�
u2+du2

− �F3du3�u2 − �F2du2�u3+du3 + �F2du2�u3r (18)
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Figure 2 — Illustration of the curl operation in general curvilinear coordinates.

and approximating these differences by the first terms of the Taylor series expansion we may writeL −→
F · d−→l =

�
∂F3
∂u2
− ∂F2

∂u3

�
du2du3. (19)

The area of the surface bounded by C is given by

A =
s−→a 2 ×−→a 3 ·−→a 2 ×−→a 3du2du3 (20)

=
��−→a 1��√gdu2du3

and the unit normal in the direction of −→a 1 is given by
−→a 1√−→a 1 ·−→a 1 (21)

so

∇×−→F · ea1 = 1√
g

�
∂F3
∂u2
− ∂F2

∂u3

�
. (22)

The discretization of the other components of the curl operation in a similar way, leads to Maxwell’s
equations for a sourceless media in the general curvilinear space which are

jωµH1 = − 1√
g

�
∂E3
∂u2

− ∂E2
∂u3

�
(23)

jωµH2 = − 1√
g

�
∂E1
∂u3

− ∂E3
∂u1

�
(24)

jωµH3 = − 1√
g

�
∂E2
∂u1

− ∂E1
∂u2

�
(25)
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jω�0�rE
1 + σE1 =

1√
g

�
∂H3
∂u2

− ∂H2
∂u3

�
(26)

jω�0�rE
2 + σE2 =

1√
g

�
∂H1
∂u3

− ∂H3
∂u1

�
(27)

jω�0�rE
3 + σE3 =

1√
g

�
∂H2
∂u1

− ∂H1
∂u2

�
. (28)

A. Efficient Implementation

The efficient implementation of (23) through (28) in the general curvilinear space is now illustrated. It is
noted that these equations have a form which images the standard orthogonal FDTD technique. Therefore,
the discretization of these equations is accomplished in a similar way. Specifically, a central difference
approximation is applied both in space and time to the differential operators embodied in (23) through (28).
To enhance the computational efficiency of this method the following substitutions are made

−→
hi = Hi

√
η0∆i (29)

−→ei =
Ei√
η0
∆i

so that the update equations are now written as

e1
n+1

i,j,k = a
e
i,j,ke

1n

i,j,k + b
e1
i,j,k

�
h
n+ 1

2
3i,j,k

− hn+ 1
2

3i,j−1,k − h
n+ 1

2
2i,j,k

+ h
n+ 1

2
2i,j,k−1

�
(30)

e2
n+1

i,j,k = a
e
i,j,ke

2n

m,n,p + b
e2
i,j,k

�
h
n+ 1

2

1i,j,k − h
n+ 1

2
1i,j,k−1 − h

n+ 1
2

3i,j,k
+ h

n+ 1
2

3i−1,j,k

�
(31)

e3
n+1

i,j,k = a
e
i,j,ke

3n

i,j,k + b
e3
i,j,k

�
h
n+ 1

2

2i,j,k − h
n+ 1

2
2i−1,j,k − h

n+ 1
2

1i,j,k
+ h

n+ 1
2

1i,j−1,k

�
(32)

h1
n+1

2

i,j,k = h1
n− 1

2

i,j,k − bh1i,j,k
�
en3i,j+1,k − en3i,j,k − en2i,j,k+1 + en2i,j,k

�
(33)

h2
n+1

2

i,j,k = h2
n− 1

2

i,j,k − bh2i,j,k
�
en1i,j,k+1 − en1i,j,k − en3i+1,j,k + en3i,j,k

�
(34)

h3
n+1

2

i,j,k = h3
n− 1

2

i,j,k − bh3i,j,k
�
en2i+1,j,k − en2i,j,k − en1i,j+1,k + en1i,j,k

�
(35)

where

aei,j,k =
2− c0∆tση0
2 + ση0c0∆t

(36)

be1i,j,k =
2c0∆t∆u1

(2 + ση0c0∆t) �ri,j,k
√
g∆u2∆u3

, be2i,j,k =
2c0∆t∆u2

(2 + ση0c0∆t) �ri,j,k
√
g∆u1∆u3

(37)

be3i,j,k =
2c0∆t∆u3

(2 + ση0c0∆t) �ri,j,k
√
g∆u1∆u2

(38)

bh1i,j,k =
c0∆t∆u1√
g∆u2∆u3

, bh2i,j,k =
c0∆t∆u2√
g∆u1∆u3

, bh3i,j,k =
c0∆t∆u3√
g∆u1∆u2

. (39)

Each of these coefficients may be precomputed to enhance the computational efficiency of the updates.
The update expressions of (30) through (35) are updated explicitly based on prior computed covariant

field values. Since only contravariant fields are known explicitly from the update equations, a set of auxiliary
expressions must be introduced which relates the covariant fields to the contravariant fields computed by
(30) through (35). This is accomplished through the relation expressed in (12). Equation (12) requires that
all three field components be known at the same position in space. However, due to the staggered nature
of the grid the computed fields are not collocated. Therefore, to achieve spatial alignment the fields values
which share the endpoints of desired covariant field value fi are averaged to give a second order accurate
approximation of the covariant fields. The resultant projections are given by
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E1i,j,k = g11E
1
i,j,k +

g12
4

�
E2i,j,k +E

2
i+1,j,k +E

2
i,j−1,k +E

2
i+1,j−1,k

�
+ (40)

g13
4

�
E3i,j,k +E

3
i+1,j,k +E

3
i,j,k−1 +E

3
i+1,j,k−1

�

E2i,j,k = g22E
2
i,j,k +

g21
4

�
E1i,j,k +E

1
i,j+1,k +E

1
i−1,j,k +E

1
i−1,j+1,k

�
+ (41)

g23
4

�
E3i,j,k +E

3
i,j+1,k +E

3
i,j,k−1 +E

3
i,j+1,k−1

�

E3i,j,k = g33E
3
i,j,k +

g31
4

�
E1i,j,k +E

1
i−1,j,k +E

1
i,j,k+1 +E

1
i−1,j,k+1

�
+ (42)

g32
4

�
E2i,j,k +E

2
i,j−1,k +E

2
i,j,k+1 +E

2
i,j−1,k+1

�
for the electric field and for the magnetic field

H1i,j,k = g11H
1
i,j,k +

g12
4

�
H2
i,j,k +H

2
i−1,j,k +H

2
i,j+1,k +H

2
i−1,j+1,k

�
+ (43)

g13
4

�
H3
i,j,k +H

3
i−1,j,k +H

3
i,j,k+1 +H

3
i−1,j,k+1

�

H2i,j,k = g22H
2
i,j,k +

g21
4

�
H1
i,j,k +H

1
i,j−1,k +H

1
i+1,j,k +H

1
i+1,j−1,k

�
+ (44)

g23
4

�
H3
i,j,k +H

3
i,j−1,k +H

3
i,j,k+1 +H

3
i,j−1,k+1

�

H3i,j,k = g33H
3
i,j,k +

g31
4

�
H1
i,j,k +H

1
i+1,j,k +H

1
i,j,p−1 +H

1
i+1,j,p−1

�
+ (45)

g32
4

�
H2
i,j,k +H

2
i,j+1,k +H

2
i,j,k−1 +H

2
i,j+1,k−1

�
.

The stability relation for non-orthogonal grids takes a similar form to that for orthogonal grids[5]. It is
derived by assuming a plane wave propagation of the form

−→
E
�
u1, u2, u3, t

�
=
−→
E 0e

−j(k1u1+k2u2+k3u3) (46)

in the general curvilinear space where

ki = eai ·−→k . (47)

Subsequently, the wave equation is formulated in the curvilinear space and the growth factor constrained as

|α| =
�����
−→
E n+1

−→
E n

����� ≤ 1.0. (48)

This leads to a stability relation of

∆t ≤ 1

c

v
3S
j=1

3S
i=1

|gi,j |
∆ui∆uj

(49)

for the FDTD in globally curvilinear coordinates. A complete proof is found in [8], [5].
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Figure 3 — Orientation of contravariant and covariant E field vectors on a perfectly conducting surface.

B. Boundary Conditions

Physical boundary conditions are present in any problem geometry and are essential for grid termination.
These physical boundary conditions include the perfect electric conductor (PEC) and the perfect magnetic
conductor (PMC). While these bondaries are easily implemented in an orthogonal space, a bit more con-
sideration is required in the non-orthogonal space. This is due to the fact there are two sets of fields at
each boundary which must be terminated: the contravariant and covariant fields. Consider the case of the
PEC boundary condition for a curved metal surface in the general curvilinear space. This is illustrated in
Figure 3. It is clear from this illustration that the covariant

−→
E fields which are tangential at the surface

must be set to zero as in the orthogonal FDTD case. There is no basis for setting the contravariant fields
to zero at the surface, however. In order to update the contravariant electric fields along the surface of
the conductor, the covariant magnetic fields which surround the field location must be known. The proper
implementation of the PEC boundary condition requires that these fields be defined such that in the limit
as the grid becomes orthogonal, the boundary conditions of the conductor are satisfied. A proper update
strategy for these fields is accomplished through imaging of the tangential covariant magnetic fields from
just above the conductor surface as

Htanbelow = Htanabove .

The contravariant magnetic field values interior to the conductor are explicitly set to zero. As a result, the
only contributing term to the line integral in the update for the contravariant electric field at the surface
comes from the covariant magnetic field which passes through the surface of the conductor, which should
be the case.
The PMC boundary condition is implemented in an analogous manner to the orthogonal case. For

consistency, both the contravariant and covariant field components are imaged.

C. GNFDTD Results

A non-orthogonal general curvilinear space is applicable to a limited set of problems. Two examples of such
a space are given by a globally skewed grid and a globally twisted grid. While the globally skewed grid is not
of great value, it does serve to demonstrate some of the qualities of a globally nonorthogonal implementation
A globally skewed grid might find application in some waveguide systems. As an illustration of the

application of the FDTD technique in a globally skewed grid, a microstrip planar microstrip transmission
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line is analyzed. The transmission line consists of conductor of width 2.413 mm placed at a height of 0.795
mm above a perfectly conducting ground plane. The two conductors are separated by a dielectric substrate
with a relative permittivity of �r = 2.2. In order to compare the merits of the orthogonal FDTD and the
GNFDTD methods, the problem is analyzed in three different manners: Using orthogonal grids and with
the conductor aligned along the x axis, using a globally nonorthogonal grid (GNFDTD) where the y axis
is skewed at 45 degrees with respect to the x axis, and using an orthogonal grid with a 45 degree skewed
microstrip where stairstepping is used. The formulation of the GNFDTD coordinate system is presented
in the following section followed by the three results. For the orthogonal grid analysis a discretization
of ∆x = ∆y = 0.3447 mm , ∆z = 0.265 mm was used. The grid is terminated using a uniaxial PML
implementation which is documented in [15].
The position vector for a global curvilinear coordinate system which naturally conforms to this geometry

is given by
−→r �u1, u2, u3� = exu1 + ey �u2 + u1 tan θ�+ ezu3 (50)

from which the unitary vectors are given as

−→a 1 = ex+ ey tan θ (51)
−→a 2 = ey
−→a 3 = ez

where θ is the angle of the skew with respect to the x axis. The g matrix for this grid is independent of
position and is given by

gi,j =

 1 + tan2 θ tan θ 0
tan θ 1 0
0 0 1

 (52)

and
√
g = 1.0.

The orientation of the skewed microstrip line in the GNFDTD grid which corresponds to (3) is illustrated
in Figure 4 while the orthogonal grid which uses stairstepping approximation of the geometry is illustrated
in Figure 5.
The bend in the orthogonal grid model is due to the absorbing boundary. For a conductor terminating

normally into the PML absorbing boundary the energy is absorbed optimally and negligible reflection error
is produced. The termination is much less than ideal for an arbitrary angular termination. For this reason,
the microstrip is turned 5 cells before the absorbing boundary such that it enters the boundary orthogonally.
A second cost associated with the orthogonal implementation of this geometry occurs because the problem
does not naturally align with the rectangular coordinate axes. As a result, the width of the numerical space
must be increased linearly as the length of the line increases. This leads to greater computational costs.
In contrast to the orthogonal FDTD grid of Figure 5, the GNFDTDmodeled microstrip terminates directly

into the end wall boundary. This leads to an excellent impedance match across the frequency band studied.
Also, the microstrip line is aligned naturally to the grid so that increasing line length does not increase
the transverse dimensions of the problem. The proper design of the absorbing boundary in non-orthogonal
coordinates is discussed further in Chapter 4.
The results of the skewed microstrip analysis are demonstrated in Figure 6 for the GNFDTD method and

the orthogonal FDTDmethod. The two results are compared to the non-skewed line to demonstrate the error
introduced by the skew. It is observed that at lower frequencies the orthogonal staircasing approximation
is slightly more accurate than the GNFDTD. At higher frequencies, however, the dispersion is considerably
higher for the orthogonal FDTD solution leading to significant error. This can be attributed to both
increased sensitivity to the discontinuities caused by staircasing and the bend which is implemented to
achieve better absorbing boundary performance. It should be noted that much worse performance was
observed when the microstrip line did not enter the absorbing boundary orthogonally. The computation
grid of the orthogonal FDTD was 70×110×20 while that of the GNFDTD was 70×47×20. The GNFDTD
implementation required roughly twice the computation time of the orthogonal FDTD implementation.
It should be noted, however, that the accuracy of the physical representation of the geometry is highly
dependent on both the transverse and longitudinal discretization for the orthogonal model of the 45 degree
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Figure 4 — Overhead view (-Z viewing direction) of a 45 degree skewed microstrip as represented by a globally
nonorthogonal skewed grid.

Figure 5 — Illustration of termination region discretization of skewed microstrip transmission line on an
orthogonal grid.
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Figure 6 — Analysis of microstrip transmission line with 45 degree skew using orthogonal and non-orthogonal
FDTD.

line. For the nonorthogonal implementation, the longitudinal discretization is only driven by the desired
frequency range of the simulation, thus a much coarser grid can likely be used.
As a second illustration of the application of a globally non-orthogonal grid in a general curvilinear

coordinate system, a twisted pair round wire transmission line is analyzed. The geometry consists of two
round wires, whose cross-section is approximated by staircasing here, with a twist applied such that the
waveguide undergoes a rotation of approximately 360 degrees over the length of the transmission line. Some
clear advantages may be gained by using the proper coordinate system for analyzing complex geometries
such as a waveguide or an antenna which have a helical twist. Certainly, accuracy is enhanced by properly
conforming to the geometry. Equally important, greater solution efficiency may be achieved by taking
advantages of the problem symmetries which are present in the conformal space. Such is the case for a pair
of round wires which are twisted along the longitudinal direction (twisted pair line). The application of a
twisted global curvilinear coordinate system as described in the following paragraphs allows the modeling
of the twisted geometry using the same odd/even symmetric boundaries as were used for the straight wire
case. Specifically, PMC and PEC planes are implemented to effectively reduce the problem size to twenty-five
percent of the original geometry.
In a twisted coordinate system defined by

−→r �u1, u2, u3� = ex �u1 cos θ − u2 sin θ�+ ey �u1 sin θ + u2 cos θ�+ ezu3 (53)

where θ = pz and p is the pitch density of the line, the u1, u2 coordinate axes rotate by an angle θ as the
u3dimension is increased. The unitary vectors for this space are given by

−→a 1 = ex cos θ + ey sin θ
−→a 2 = −ex sin θ + ey cos θ
−→a 3 = −exp �u1 si n θ + u2 cos θ� + eyp � u1 cos θ − u2 sin θ� + ez
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Figure 7 — Time-Domain results of twisted and untwisted transmission line excited by a Gaussian source.

and the metric coefficient matrix is

gi,j
�
u1, u2

�
=

 1 0 −u2p
0 1 u1p

−u1p u1p 1 + p2
�
u1

2

+ u2
2
�
 (54)

where θ = pz and p is the pitch density in radians/meter, also
√
g = 1.0.

Presently, no analytic expression exists for the impedance of the twisted-pair transmission line studied
here. One expects that if the twist is gradual a quasi-TEM mode will be supported and the field pattern
will be close to that of the parallel line. Figure 7 compares the time-domain waveform which results from
launching a gaussian pulse along the twisted line with p = 315.0 r/m. This twist rate is typical of a twisted
pair transmission line. The voltage between the two conductors is measured at two points separated by fifty
cells. The time-domain results are compared to same geometry but with zero pitch.
These results show that a slight time delay is introduced for the twisted case due to the additional length

traversed by the signal as a result of the twist. The length scale factor is given by l3 =
√
g33 and concurs

with the time delay displayed.

IV. T FDTD T L C C (NFDTD)

In the previous sections it was demonstrated that for regular geometries where the position vector for a
point P

�
u1, u2, u3

�
could be analytically defined that general curvilinear coordinate system concepts may

be employed and consequently the FDTD method is easily implemented. For many practical problems such
as the round wire geometry, such a global coordinate system is not applicable. In cases such as this, general
curvilinear coordinate system concepts may be introduced on a local basis [5], [3].
To this end, a structured grid is first designed to conform to the problem geometry, typically using a

CAD package or similar. This grid may be chosen to align with either the electric field or magnetic field
components depending on where the boundary conditions of the physical geometry are to be enforced. For

52



E
i j k2 , ,

E
i j k1 , ,

H
i j k3 , ,

H
i j k3 1 1+ −, ,

H
i j k3 1 1 1+ + −, ,

E
i j k1 , ,

E
i j k3 1 1, ,+ −

E
i j k3 1 1+ −, ,

H
i j k3 1 1, ,+ −

E
i j k3 1 1 1+ + −, ,

E
i j k2 1+ , ,

H
i j k1 1 1+ −, ,

H
i j k2 1 1 1+ + −, ,

H
i j k1 1 1+ +, ,

E
i j k2 1 1 1+ + −, ,

H
i j k1 1 1 2+ + −, ,

H
i j k2 1 1 2+ + −, ,

H
i j k2 1 1, ,+ −

Figure 8 — Primary/Dual grid configuration for irregular grids.

this work, a primary grid is generated using a computer code such that the grid conforms to boundaries
where the electrical properties may be described. A secondary grid is then generated by connecting the
barycenters of the primary grid for cells which share a common face. Such a grid is illustrated in Figure 8.
For a geometry which is described by an irregular grid such as Figure 8 the covariant vectors are directly
defined by the grid edges of the secondary and primary grid, for example

−→
A 1 = ex �u1a − u1b�+ ey �u2a − u2b�+ ez �u3a − u3b� (55)

where the two points a and b are the endpoints of the edge which defines
−→
A 1. Each covariant vector

is therefore scaled by edge length and is a linear line segment. These covariant vectors constitute the
unitary vectors of the general curvilinear coordinate system. Both the NFDTD and the GNFDTD method
are based on curvilinear coordinate concepts. Therefore, the identities given in (3) through (16) are still
applicable. The two methods differ in manner in which the curvilinear coordinate system constructs are
defined. Specifically, in the NFDTD method, the vectors about each cell face define a unique local curvilinear
coordinate system. The formulation of the NFDTD method is demonstrated in the following sections.
In an irregular non-orthogonal space, Maxwell’s equations are most naturally applied in their integral form.

To this end, the integral form of Maxwell’s equations are applied at each cell face of both the secondary and
primary grid. The integral form of Maxwell’s equations are given by] ]

∂µ
−→
H

∂t
· des = −L

C

−→
E ·−→dl (56)

] ] #
∂�
−→
E

∂t
+ σ
−→
E

$
· des = L

C

−→
H ·−→dl (57)

The field components of the line integral on the right hand side are naturally written in terms of the covariant
fields of the general curvilinear space since these field components flow around each cell face and are scaled
by the length of their respective edges. The contravariant field values have a vector direction which is
normal to each cell face and therefore are the natural choice for the left hand sides of (56) and (57). Each
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curvilinear component of these equations is extracted by taking the dot product of each side with the unit
vector eAi. In the discretized general curvilinear space the surface integral on the left hand side of (57) is
then approximated for each face as ] ]

∂µ
−→
F

∂t
· desi =

∂µF i

∂t
���−→A i

���dsi (58)

=
∂µF i

∂t
V

where V is the volume of the local coordinate system and is given by

V =
−→
A i ·

�−→
A (i+1)mod 3 ×−→A (i+2)mod 3

�
.

The six update equations for both the electric and magnetic field may now be written directly in the discrete
space as

E1
n+1

i,j,k = a
e
i,j,kE

1n

i,j,k + b
e1
i,j,k

�
H
n+ 1

2
3i,j,k

−Hn+ 1
2

3i,j−1,k −H
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2
2i,j,k

+H
n+ 1

2
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�
(59)

E2
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e
i,j,kE
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H1n+
1
2
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1
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�
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1
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1
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−En3i+1,j,k +En3i,j,k
�

(63)
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1
2
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1
2
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�
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�
(64)

where

aei,j,k =
2−∆tσ
2 + σ∆t

(65)
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2∆t
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1
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Figure 9 — Vector relations for a primary and secondary grid face.
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Here the computed contravariant field values are normalized by length and the covariant field values are
scaled by length. Figure 9 illustrates the indexing structure for the dual grid for primary grid vectors

−→
A i

and secondary grid vectors −→a i. Note that all variables denoted by a superscript(subscript) of h pertain to
secondary grid field quantities while those with an e pertain to the primary grid.
The contravariant field updates of (59) through (64) are executed in a time-marching manner with each

field value on the right-hand-side known, albeit indirectly, from previous computations. For non-orthogonal
grids, the contravariant vectors and the covariant vectors are not aligned. Therefore, these contravariant
field values must be projected onto each covariant edge using the relation

fi =
3[
j=1

gi,jf
j (74)

to render the field values which are required on the right hand side of the field updates. For a regular grid
each of the terms in (74) are unambiguously defined.
If an irregular grid is used the correct choice of the unitary vectors which define each gi,j is somewhat

ambiguous. Both field and vectorial averaging must be applied to accomplish (74) . This leads to error as
each component f i which contributes to (74) is computed from a unique local coordinate system defined by
the face through which the field component f i passes .
There are several reasonable manners by which each gi,j may be constructed. In general these are defined

by
gi,j =

−→
A i ·−→A j (75)

where the
−→
A i is the vector along which the desired covariant field Fi is located and ideally

−→
A j is one of the

remaining two covariant vectors of the local coordinate system to which
−→
A i belongs and it belongs to the
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local coordinate system to which F j belongs. Clearly the second vector can not be uniquely chosen for a
staggered grid where no vector triple is collocated. The vector integrity of one of the two coordinate systems
in an individual component projection may be respected, but not both.
The first approach investigated respects the vector integrity of local coordinate system of the face to which

the field value Fi belongs. To accomplish this, the vectors
−→
A j=(i+1)mod 3,

−→
A j=(i+2)mod 3 are chosen from

the local face through which Fi passes. Note that these vectors are defined by the dual grid from that of−→
A i. These vectors are defined from the average value of each of the opposing sets of edges which define
the face penetrated by edge i. The self term of the projection is defined by

−→
A j=i =

−→
A i. In this manner, a

unique set of gi,j exist for each edge in both the secondary and primary grids. This projection method is
referred to as Gavg.
The second approach favors the integrity of the coordinate system to which the projected field value F j

and corresponding unitary vector
−→
A j belongs. For this method

−→
A j is defined by the edge vector which

is spatially aligned with F j and in the same grid. This projection method requires a separate projection
for each of the four components which contribute to Fi and thus is more computational expensive than the
Gavg approach. This method is referred to as the G4 approach.
A final technique recognizes that the vector length of the second term of the projections of Gavg could be

inconsistent with that of the projected field F j . To correct this, the projection technique of Gavg is applied
with length normalization and scaling in an attempt to minimize error. Again four separate projections are
required for this technique. This projection technique is referred to as Gscaled .
Mathematically, the projections Gavg and Gscaled require a projection of the form

fi = gi,if
j +

(i+2)mod 3[
j=i+1

4[
m=1

gi,jf
j (76)

where each field value for i 9= j are one of the four averaged field components in (40) through (45).
A global stability criterion can not be formulated for this method due to the irregularness of the grid. A

stability relation may be formulated on a cell by cell basis however using the curvilinear coordinate system
composed of the unitary vectors of each face. Using a similar method as was described in the previous
section, the stability is given as

∆t ≤ 1

c sup

v
3S
j=1

3S
i=1
|gi,j |

(77)

where the sup operator denotes the maximum value throughout the entire space on both the primary and
secondary grids.

A. NFDTD Results

The round wire transmission line is a challenging geometry for studying the effects of proper contour
modeling[16]. This geometry is studied here with an irregular grid applied to the wire cross-section. The
discretization is illustrated in Figure 10. In this illustration a PMC is placed at the center of the two wires to
utilize even symmetry which exists, while a PEC plane is placed between the two wires to capitalize on the
odd symmetry of this dimension. The geometry is 70 cells in the longitudinal direction with a discretization
of ∆u3 = 0.5 mm. The geometry is terminated with a 10 cell PML absorbing boundary at the +u1, +u2,
and ±u3 extents. The convergence characteristics of the characteristic impedance are studied to determine
the effectiveness of the NFDTD. It is noted that the grid is gradually transitioned to an orthogonal grid
toward the outer extents of the grid. This allows for a more simplistic and accurate implementation of the
absorbing boundary. Care should be taken to accomplish the tapering slowly as to prevent grid size relate
discontinuities. As a good practice, one should attempt to keep all element sizes on the same order in each
dimension. Large cell size changes can lead to local first order error. For each discretization chosen the
distance to the side-wall absorbing boundaries is kept constant. The radius of each wire is a = 0.25 mm
and the distance between the two wires is d = 0.9 mm.
The results of this study are illustrated in Figures 11 through 13. It is clear from these illustrations that

the projection method denoted as Gavg is slightly more accurate for this geometry than the other methods
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Figure 10 — Illustration of the discretization of one quadrant a round wire transmission line inluding sec-
ondary and primary grids. PEC and PMC planes are introduced to reflect odd and even symmetry about
the x and y planes respectively.

implemented. For either of these projection methods, the results are much more accurate than is achievable
using the orthogonal FDTD and as many as forty cells across the conductor.

V. L - I

It has been demonstrated by Gedney, Roden[17] that the stability relations given in 49, 77 are necessary
yet not sufficient conditions for stability within non-orthogonal FDTD methods. For most problems, these
constraints on the time step are sufficient such that over the period of time required to obtain necessary
simulation data no instability is encountered. In the extreme late-time, however, instabilities can occur with
any of the projection methods illustrated in this text as well as those which define the GenYee family of
non-orthogonal methods.While the details will not be repeated here, the basic finding was that the update
matrix formed by the curl operator combined with the projection operations must be symetric in order
for the system to possess long term stability. In other words we must have that Gij = Gji. Since the
G4method accomplishes this symmetry, it is the most stable of all the projection methods demonstrated in
this work. In addition to symmetry, the quality of the quality of the grid also impacts late-time stability.
The grid characteristic which tends to cause instability is the degree of nonorthogonality present at each
vertices. Specifically, if the angles between adjoining vectors are very small (less than 45 degrees) or very
large (greater than 135 degrees) late-time stability can occur. As a result, the associated vectors are not
sufficiently orthogonal to render an independent basis. For structured grids such as those in the NFDTD or
GNFDTD methods, poor quality grids are very common. It has been found that a much more robust set of
edge vectors may be generated using unstructured grids. Therefore, methods such as GenYee can render a
more stable solution method. This issue is the subject of further research.
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Figure 11 — Convergence of characteristic impedance of a round wire transmission line for the Gavg projection
method.

VI. C

The non-orthogonal FDTD method provides a robust solution to full wave electromagnetic analysis in
the presence of oblique or curved geometries. Two methods were examined for the analysis of complex
geometries with curved boundaries. The GNFDTD method is applicable for geometries where curvature
exists throughout the grid. It is accomplished by defining a global curvilinear coordinate system which
conforms to the geometry and then solving Maxwell’s equation in general curvilinear coordinates. The
method can provide more accuracy than the orthogonal FDTD method as well as lower numerical dispersion.
This method requires about three times the computations of the orthogonal FDTD method. For some
problems, accurate gridding of a structure using the orthogonal FDTD technique may not be feasible and
therefore the added computational burden of the GNFDTD method is acceptable.
The NFDTD is a more general approach to modeling irregular geometries. To accomplish this method,

general curvilinear coordinate systems are introduced for each cell face in the grid and projections are
constructed on a local basis. This method proved very robust in the analysis of round wire transmission
lines. Late time instabilities were observed which could limit the application of this method for some highly
resonant problems. It was found that a simple projection scheme using averaged projection values provided
the most accurate solution. The most stable solution, however, was rendered by using a slightly less accurate
approach which computed projections separately for each of the four fields projected. The additional cost
of this projection method can certainly be justified for some problem sets.
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