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A Review of Recent Advances in Designing True-Time-Delay 
Microwave Lenses Exploiting Metamaterials with Non-Resonant 

Constituting Unit Cells 

Nader Behdad 

Department of Electrical and Computer Engineering 
University of Wisconsin, Madison, WI 53706, USA 

behdad@wisc.edu 

Abstract ─ This paper presents a review of recent 
developments in the design of planar microwave 
lenses capable of operating over broad bandwidths 
in a true-time-delay fashion. The lenses discussed 
in this paper consist of planar apertures populated 
with miniature, sub-wavelength time-delay units.
Each time delay unit is the unit cell of an 
appropriately-designed Frequency Selective 
Surface (FSS) with non-resonant, sub-wavelength 
constituting unit cells and is designed to provide a 
constant time-delay unit over the frequency range 
at which the lens operates. Designs that exploit both 
band-pass and low-pass FSSs are presented and 
discussed. Because of the non-resonant nature of 
their constituting unit cells and their small 
dimensions, such lenses can operate over broad 
bandwidths with wide fields of views. When used 
in conjunction with appropriately designed feed 
antennas, these lenses can be used in multi-beam, 
high-gain, broadband antenna apertures. 

Index Terms ─ Frequency selective surfaces, 
microwave lenses, multi-beam antennas, phased-
array antennas. 

I. INTRODUCTION 
Microwave lenses have been used in a variety 

of applications ranging from imaging and radar 
systems [1]-[2], to high-gain phased arrays [3]. A
microwave lens generally acts as a transformer 
converting a spherical wave front generated by a 
feed antenna located on its focal point to a planar 
wave front at the output aperture of the lens. This 
transformation, however, is frequency dependent 
and generally works perfectly fine at only one 

frequency in most microwave lenses reported in the 
literature. In broadband, pulsed applications, a 
microwave lens must preserve the temporal 
characteristics of the transmitted pulse and pass it 
through with minimal distortion. Alternatively, in 
the receiving mode, all the frequency components 
of a broadband pulse incident on the aperture of the 
lens must be focused to the same focal point and 
chromatic aberrations must be minimized. In such 
applications, microwave lenses that act in a True 
Time Delay (TTD) fashion and satisfy Fermat’s 

principle at every point on the aperture are highly 
desired. 

Over the past several decades, numerous 
different types of microwave lenses and collimating 
structures have been reported. Examples include 
dielectric lenses [4]-[5], planar microwave lenses 
consisting of an array of transmitting and receiving 
antennas coupled together using a phase shifting or 
a time-delay mechanism [6]-[9], and Frequency 
Selective Surface (FSS) based microwave lenses 
[10]. Planar microwave lenses that use antenna 
arrays tend to suffer from poor scanning 
performance. This is primarily due to the relatively 
large spacing between the different phase shifting 
(or time delay) units that occupy the aperture of 
such lenses [6]-[9]. This behavior is also observed 
in FSS-based microwave lenses that exploit 
traditional frequency selective surfaces. Such FSSs 
are essentially identical to antenna arrays where the 
elements of the array are terminated with reactive 
elements. They too tend to suffer from poor 
scanning performances [10]. Additionally, the great 
majority of the planar microwave lenses reported in 
the literature are designed based on the phase 
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matching condition, where the lens aperture is 
designed to collimate a spherical incident wave into 
a planar output wave only at a single frequency. 
Therefore, such lenses are not well-suited for 
broadband operation where pulses with wide 
instantaneous bandwidths are used. 

In recent years, several new classes of 
frequency selective surfaces that consist of sub-
wavelength periodic structures with primarily non-
resonant constituting unit cells were reported [11]-
[13]. Since these FSSs do not use antenna elements 
as their constituting unit cells, their unit cells can be 
made extremely small. This feature leads to very 
stable responses for a wide range of incidence 
angles and polarizations of the incident wave. 
These FSSs, referred to as Miniaturized-Element 
FSSs (MEFSSs), have also been used to design 
planar microwave lenses [14]-[16]. In [14], the unit 
cells of appropriately-designed MEFSSs with band-
pass frequency responses were used as spatial phase 
shifters to design a broadband planar lens. This lens 
demonstrated a wide field of view with a good 
scanning performance in the ±60° range. However, 
the lens reported in [14] satisfied Fermat’s principle 

only at one single frequency and suffered from 
chromatic aberrations. Subsequently, the same 
types of unit cells were used in [15] to design Time-
Delay Units (TDUs) capable of operating over a 
broad frequency band with minimal frequency 
dispersion. Using these TDUs, an MEFSS-based 
true-time-delay lens was reported in [15]. It was 
demonstrated that such MEFSS-based lenses can 
operate over very wide bandwidths without 
introducing any significant distortion in the 
temporal content of the incident pulse. Planar 
microwave lenses based on low-pass MEFSS were 
introduced in [16]. Such lenses tend to operate over 
an even wider frequency band than those based on 
band-pass MEFSSs, and they are particularly well 
suited for applications that work at lower 
microwave frequencies. The primary aim of this 
article is to provide a concise review of MEFSS-
based true-time-delay microwave lenses and 
discuss their design procedures and methods for 
fabrication and characterization. This article 
reviews the recent developments in this area and it 
is based on the materials presented at the 2013 
Harbin Engineering University Computational 
Electromagnetics and Applications Workshop. 

II. MEFSS-BASED MICROWAVE 
LENSES 

Figure 1 shows the topology of an MEFSS-
based microwave lens. The lens is illuminated with 
a feed antenna located at its focal point. The 
spherical wave front generated by the feed antenna 
is converted to a planar wave front at the output 
aperture of the lens. The lens’ aperture is populated 

with a number of pixels. Each pixel has sub-
wavelength dimensions and acts as a time-delay 
unit providing a desired, constant time-delay value 
across the entire frequency of operation of the lens. 
This way, if a broadband pulse is radiated by the 
feed antenna, all of the frequency components of 
the broadband pulse will arrive at the output 
aperture of the lens at the same time, ensuring that 
no temporal distortion is introduced in the radiated 
pulse. Alternatively, if a plane wave arrives at the 
input aperture of the lens, all of the components of 
the incident pulse are focused at the same focal 
point and chromatic aberrations in the lens are 
minimized. 

Fig. 1. Topology of a miniaturized-element 
frequency selective surface based microwave lens 
illuminated with an antenna located at its focal 
point. 

Figure 2 (a) shows the side view of a typical 
MEFSS-based TTD lens. In this case, a point source 
is assumed to be located at the focal point of the 
lens generating a perfect spherical wave. The lens 
is conceptually illustrated with multiple metallic 
layers separated from each other by thin dielectric 
slabs. To work in a true-time-delay fashion, all the 
rays that leave the point source in different 
directions and are intercepted by the input aperture 
of the lens, must arrive at the output aperture of the 
lens at the same time. Let us assume that the 
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aperture of the lens is divided into a number of 
circular concentric zones with different inner and 
outer radii. Let us further assume that each zone of 
the lens is populated with identical time-delay units. 
In this case, the mathematical condition that needs 
to be satisfied to ensure that all of the rays departing 
the feed point arrive at the output aperture of the 
lens at the same time is given by the following: 

, (1) 
where  is the time that it takes an electromagnetic
wave to travel the distance between the feed point 
and the center of the ith zone, and is the time-
delay provided by the pixels occupying the ith zone 
of the lens. Since the value of  increases as we 
move away from the center of the lens towards its 
outer periphery,  should decrease to ensure the 
output aperture of the lens remains and equal-time 
surface. Assuming that the  values are constant 
over the desired frequency band of the lens, the 
phase response of each pixel will be a linear 
function of frequency. The higher the  value is, 
the steeper the slope of the phase versus frequency 
function will be. This behavior is illustrated in Fig. 
2 (b), where the ideal phase responses of TDUs 
occupying different zones of a typical MEFSS-
based planar lens are shown. As can be seen, as the 
zone number increases, the slope of the phase 
response increases as well, which indicates a larger 
time delay value. 

(a) (b) 

Fig. 2. (a) Side view of an MEFSS-based true-time-
delay microwave lens and (b) the phase response of 
the different spatial time delay units occupying the 
aperture of the lens. 

The time-delay units of an MEFSS-based 
microwave lens are unit cells of appropriately-
designed miniaturized element frequency selective 

surfaces. Since these MEFSSs are designed to be 
impedance matched, the microwave lenses are also 
impedance matched. The response of an MEFSS is 
identified by its transfer function. In the design of 
MEFSS-based lenses, all pixels of the lens operate 
within the pass band of the MEFSSs that constitute 
them. Under this operational condition, each pixel 
introduces a minimal insertion loss and the 
magnitude of the transmission coefficient of the 
MEFSS that constitutes the pixel becomes 
irrelevant. In other words, only the phase response 
of the MEFSS and the variations of its phase 
response with frequency become relevant in the 
design of MEFSS-based microwave lenses. The 
design process of these lenses is based on designing 
MEFSSs with linear phase responses within the 
desired frequency band of operation. Such an 
MEFSS will have a constant group delay (time 
delay) across the frequency range where its phase 
response remains linear. The group delay of the 
MEFSS is a function of the order of its response 
function and the bandwidth of the FSS. For a given 
fixed FSS bandwidth, the group delay can be 
increased by increasing the order of the filter 
response. For a fixed filter response order, the 
group delay can be increased by decreasing the 
bandwidth of the filter. These two mechanisms can 
be used to design the pixels that go into the different 
zones of an MEFSS-based microwave lens. In the 
next section, we will discuss doing this in practice 
using MEFSSs with band-pass and low-pass 
responses. 

III. DESIGN OF TRUE-TIME-DELAY 
LENSES USING BAND-PASS MEFSSs 

A. Design and simulation 
Figure 3 shows the unit cell topology of a band-

pass MEFSS with a fourth-order response. Band-
pass MEFSSs of this type are composed of a 
number of sub-wavelength capacitive patches and 
sub-wavelength inductive wires separated from one 
another by thin dielectric substrates. Using the 
design procedure presented in [12], MEFSSs of 
arbitrarily high orders can be designed to 
demonstrate a wide range of different response 
types, including filter responses with maximally 
flat group delays or linear phase types. Such 
MEFSSs with Nth order band-pass responses are 
composed of N capacitive layers and N-1 inductive 
layers. The detailed design process for MEFSSs of 
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this type is presented in [12] and will not be 
repeated here for brevity. 

Fig. 3. Topology of a unit cell of a band-pass 
MEFSS of the type reported in [12]. This MEFSS 
has a fourth-order bandpass response and is 
composed of 7 metal layers and six dielectric 
layers. 

An MEFSS-based microwave lens using band-
pass MEFSSs of the type shown in Fig. 3 was 
presented in [15]. This lens has a circular aperture 
with a diameter of D=18.6 cm and a focal length of 
f=19 cm. This corresponds to an f/D≈1. With such 
aperture dimensions and f/D ratio, the maximum 
time delay variation over the aperture of the lens is 
limited to approximately 63 ns. Such a time-delay 
range can be achieved with an MEFSS with a 
fourth-order bandpass response similar to the one 
shown in Fig. 3. In this case, the different pixels of 
the lens can provide linear phase responses over the 
frequency band of 8.5-10.5 GHz. Figure 4 shows 
the simulated frequency responses of the different 
MEFSSs that constitute the pixels of this lens. For 
clarity, only a subset of the responses is shown. 
Figure 4 (a) shows the phase responses of the 
different pixels that occupy different zones of the 
lens. The desired phase responses that will result in 
an ideal true-time-delay lens are also shown for 
each of the 16 zones of this lens. As can be 
observed, the pixels provide an excellent 
approximation of these ideal phase responses over 
the highlighted frequency range. Within this 
frequency range, the pixels act as equivalent time-
delay units. 

In this lens, all of the different pixels that 
occupy the different zones of the lens are 
implemented with MEFSSs with fourth-order band-
pass responses. To achieve different group delays, 
the bandwidth of the response of each of the 
MEFSSs is changed. This scenario is shown in Fig. 

4 (b), where the magnitudes of the transmission and 
reflection coefficients of the MEFSSs that were 
used to design the pixels occupying each of the 16 
different zones of the lens are shown. As can be 
seen, these MEFSSs have different transmission 
coefficients. However, over the highlighted 
frequency range in Fig. 4 (b), all of their 
transmission coefficients overlap with one another. 
Within that range, each of the MEFSSs act simply 
as a spatial time-delay unit providing a time-delay 
characterized by the negative of the derivative of 
the phase response of the device shown in Fig. 4 (a), 
with respect to the frequency. 

(a) 

(b) 

Fig. 4. (a) The simulated phase responses of the 
time delay units occupying the different zones of 
the MEFSS-based microwave lens discussed in 
Section III and (b) the magnitudes of the 
transmission and reflection coefficients of the 
different pixels of the lens. 

B. Fabrication and measurement 
The lens discussed in Section III-A is fabricated 

using standard Printed-Circuit-Board (PCB) 
fabrication and substrate bonding techniques [15]. 
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Figure 5 shows a photograph of the fabricated 
prototype. The performance of the lens is 
characterized using a number of different 
measurements. First, the lens is illuminated with a 
plane wave from the normal direction, and the focal 
point of the lens is determined after the received 
power intensity is measured in the near field region 
of the lens and the location of the maximum field 
intensity is determined. This procedure is 
performed at different frequencies to 
experimentally determine the focal length of the 
antenna as a function of frequency. One of the 
characteristics of lenses with chromatic aberration 
is that their focal lengths change with frequency. 
Figure 6 shows the measured focal length of this 
lens versus frequency. As can be observed, the focal 
length of the lens does not change significantly with 
frequency, indicating minimal chromatic 
aberrations. For comparison, the measured focal 
lengths of two other MEFSS-based microwave 
lenses, which are not true-time-delay lenses, are 
also presented in Fig. 6 (these lenses are reported in 
[14]). Both of these lenses were designed to operate 
at 10.0 GHz and have bandwidths exceeding 20%. 
As can be observed, in both cases, the focal lengths 
of the lenses varies significantly with frequency, 
indicating that a considerable amount of chromatic 
aberration is present in each of them. 

Fig. 5. Photograph of the fabricated prototype of an 
MEFSS-based planar microwave lens using band-
pass MEFSSs (after [15]). 

Fig. 6. Measured focal length of the lens discussed 
in Section III vs. frequency. For comparison the 
measured focal lengths of two non-TTD lenses 
reported in [14] are also presented. 

The scanning performance of this lens is 
characterized using the system shown in Fig. 7. In 
this case, the lens is illuminated with a transmitting 
antenna at various incidence angles to generate 
plane waves arriving at the aperture of the lens from 
different directions. The received power pattern is 
then measured on the focal arc of the antenna. 
Because of reciprocity, if a feed antenna is placed 
at the location of maximum field intensity on the 
focal arc, a far field beam in the direction of the 
incoming plane wave would be excited. The 
measured power patterns on the focal arc of the lens 
are shown in Fig. 8 for three different frequencies 
and incidence angles in the 0°-60° range. These 
measured results suggest that this lens is expected 
to be able to operate with fields of views in the 
range of ±60°. 

Fig. 7. The measurement setup used to measure the 
scanning performance of the lens under receiving 
conditions. 
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Fig. 8. Measured power patterns on the focal arc of the lens at different frequencies across its entire band 
of operation for different incidence angles in the 0°-60° range. 

To examine the time-domain performance of 
the lens, its fidelity factor was measured when the 
lens was excited with broadband Gaussian pulses. 
The fidelity factor is a measure to quantify the 
correlation between the signal incident on the 
surface of the lens and the transmitted one. The 
procedure for calculating the fidelity factor is 
described in [15]. A fidelity factor of 1 means that 
the transmitted signal is a perfect copy of the 
incident signal and no temporal distortion is 
introduced in the signal by the lens. Fidelity factors 
lower than 1 indicate the level of distortion caused 
by the variations of the response of the lens from a 
perfect true time delay one. For the lens discussed 
in this section, the fidelity factor was measured 
when the Gaussian incident pulse had a center 
frequency of 9.5 GHz with fractional bandwidths of 
10%, 20%, and 30%, and was found to be 
respectively equal to 0.985, 0.972, and 0.96. The 
fact that the fidelity factor is very close to 1.0 
further confirms the true-time-delay nature of this 
lens. As the bandwidth of the incident pulse 
increases, however, the fidelity factor decreases. 
This can be explained by examining the phase 
responses shown in Fig. 4 (a). As can be observed, 
the responses of the spatial TDUs of this lens start 
to deviate from those of ideal TDUs as we approach 
the edge of the band. This cases the fidelity factor 
to deteriorate as the bandwidth of the incident pulse 
increases. 

IV. DESIGN OF TRUE-TIME-DELAY 
LENSES USING LOW-PASS MEFSSs 

A. Design and simulation 
The TTD lens shown in Fig. 1 can also be 

designed if low-pass MEFSSs are used. The unit 
cell of such a low-pass MEFSS is shown in Fig. 9. 
This structure is composed of a number of sub-
wavelength non-resonant capacitive patches 
separated from one another by thin dielectric 
substrates. If the dielectric substrates have small 
thicknesses and relatively low dielectric constants, 
they act as series inductors in the path of the 
propagating EM wave. Therefore, this structure can 
act as a classical low-pass filter of order 2N-1, 
where N is the number of capacitive patches used. 
Similar to the design methodology described in 
Section III, the phase responses of these low-pass 
MEFSSs can be fitted to those of ideal true-time-
delay units to synthesize the TDUs needed to 
populate the aperture of an MEFSS-based of the 
type depicted in Fig. 1. 

Fig. 9. Topology of a unit cell of a low-pass 
MEFSS. The structure is composed of a number of 
non-resonant metallic patches separated from each 
other by thin dielectric substrates. 

To illustrate this in practice, let us consider an 
MEFSS-based lens with an aperture diameter of 19 
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cm and a focal length of 19 cm (i.e., f/D=1). The 
aperture of this lens is divided into 17 concentric 
zones and each zone is populated with identical 
low-pass type TDUs. Similar to the previous case, 
the maximum time delay variation over the lens 
aperture is 63 ns. This time-delay variation over the 
aperture of the lens can be compensated using a 
seventh-order low-pass MEFSS composed of four 
metallic layers separated from one another with 
three dielectric substrates. Figure 10 (a) shows the 
simulated phase responses of the TDUs occupying 
several different zones of this lens. To allow for 
easy comparison, the desired phase responses 
needed from TDUs occupying the aperture of an 
ideal TTD lens are also plotted in that figure. As can 
be seen, over the frequency range of 6.5-8.5 GHz, 
the TDUs provide linear phase responses and 
approximate the desired ideal response very well. 
Figure 10 (b) shows the magnitudes of the 
transmission and reflection coefficients of the 
different TDUs occupying the different zones of the 
lens. Similar to the previous case, the operational 
frequency band of the lens (6.5-8.5 GHz) falls 
within the pass bands of all low-pass MEFSSs used 
in this design. Therefore, within this operational 
band, the lens is expected to be completely 
impedance matched with no significant reflection 
and low insertion loss. 

(a) 

(b) 

Fig. 10. (a) The simulated phase responses of the 
time delay units occupying the different zones of 
the MEFSS-based microwave lens discussed in 
Section IV and (b) the magnitudes of the 
transmission and reflection coefficients of the 
different pixels of the lens. 

B. Fabrication and measurement 
A prototype of this lens is also fabricated using 

the standard PCB lithography and substrate 
bonding techniques. Figure 11 shows the 
photograph of the fabricated prototype. The lens’ 

response is characterized experimentally using the 
procedures discussed in Section III-B. Figure 12 
shows the measured focal length of the lens as a 
function of frequency. As can be observed, the focal 
length of the antenna remains constant in the 7.0-
9.0 GHz frequency range, which indicates that over 
this band, the lens does not suffer from chromatic 
aberrations. This frequency band is slightly 
different from the 6.5-8.5 GHz frequency range 
predicted by the simulations (see Fig. 10). This can 
be primarily attributed to the fact that the 
simulations shown in Fig. 10 are conducted when 
the unit cells are placed in periodic structures with 
infinite dimensions; whereas, the unit cells of the 
low-pass MEFSSs are actually used in a non-
periodic environment (the lens). Nevertheless, the 
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lens does operate over the expected bandwidth of 
2.0 GHz. The fidelity factor of this lens is also 
measured using the procedure described in the 
previous section. In this case, the lens was excited 
with a Gaussian pulse with a center frequency that 
coincides with that of the lens and bandwidths of 
10%, 20%, and 30%, and the fidelity factors were 
measured to be respectively 0.974, 0.96, and 0.95. 
This further confirms the true-time-delay nature of 
the lens. 

Fig. 11. Photograph of the fabricated prototype of 
an MEFSS-based planar microwave lens using low-
pass MEFSSs (after [16]). 

Fig. 12. Measured focal length of the low-pass-
MEFSS-based planar lens described in Section IV. 
Over the frequency range of 7-9 GHz, the focal 
length of the lens remains the same, indicating very 
small levels of chromatic aberrations in this band. 

The scanning properties of this MEFSS-based 
lens were measured using the setup shown in Fig. 
7, and the results are presented in Fig. 13. As can 
be seen, over its entire band of operation, the lens 
can perform well when illuminated with incidence 
angles in the range of ±60°. Based on these results, 
it is expected that when lenses of this type are used 
in scanning antennas or multiple-beam antennas, 
fields of views in the ±60° range can be easily 
obtained. 

Fig. 13. Measured power patterns on the focal arc of the lens at different frequencies across its entire band 
of operation for different incidence angles in the 0°-60° range. 

V. CONCLUSIONS 
A review of the recent developments in the 

design of planar, true-time-delay microwave lenses 
exploiting the concept of miniaturized-element 
frequency selective surfaces was presented. TTD 
planar microwave lenses can be designed using 
either band-pass MEFSS of the type reported in 

[12], or using low-pass MEFSSs as described in 
[16]. In both cases, lenses with relatively broad 
bandwidths and minimal or no chromatic 
aberrations can be obtained. The use of low-pass 
MEFSSs in designing TTD lenses has the certain 
advantages in terms of the simplicity of the design 
process and its amenability to the operation at lower 
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frequency bands. Nevertheless, both techniques can 
conveniently be used at microwave frequencies to 
design low-profile, broadband, TTD microwave 
lenses. The small sub wavelength dimensions of the 
spatial time-delay units used in these planar lenses 
enhances their responses when they are illuminated 
with oblique incidence angles. These planar 
microwave lenses can be useful in broadband, 
multi-beam, true-time-delay scanning antenna 
arrays. 
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Abstract ─ Metamaterials intrigue many exciting 
applications in the broad electromagnetic spectrum 
ranging from microwave to optics. However, many 
of the envisaged applications still remain in theory, 
largely because of the intrinsic loss and dispersion 
associated with passive metamaterials. 
Incorporating active devices or media into 
conventional passive metamaterial structures for 
loss compensation, as well as dispersion control, is 
very attractive and may finally enable many desired 
applications. In addition, because of the added 
design degree of freedom in active metamaterials,
new and rich physical phenomena and insights can 
be discovered. In this paper, we review the recent 
progress in the realm of active, gain-assisted 
metamaterials. Physical limitations on loss and 
bandwidth of metamaterials are firstly discussed. 
Recent experimental efforts in transmission-line 
and volumetric metamaterials with net gain in the 
microwave and optical regime are then examined. 
The idea of utilizing non-Foster active devices to 
reduce the dispersion and achieve broad bandwidth 
is also presented. Finally, one of the important 
issues of active metamaterial design, stability, is 
briefly discussed. 

Index Terms ─ Active metamaterials, gain, 
negative index. 

I. BACKGROUND ON 
METAMATERIALS AND 

APPLICATIONS 
Metamaterials are artificial composite 

materials that often involve periodic structures to 
achieve unconventional and advantageous material 
properties. The earliest study of artificial materials 
for manipulating electromagnetic waves dates back 
more than 100 years [1]. In 1967, Veselago 

theoretically studied materials with simultaneous 
negative permittivity (-�) and permeability (-�) [2], 
and predicted some unique properties such as the 
negative refractive index, opposite directions of the 
phase velocity and Poynting vector (the left-
handedness of the wave propagation), the reversed 
Snell’s law, and the reversed Doppler effects. 

The first experimental demonstration of 
Negative Index Metamaterial (NIM) with 
simultaneous -� and -� (sometimes referred to as 
DNG, double negative) is conducted at microwave 
frequency (10.5 GHz). The designed NIM 
comprises a 2-D array of wires and Split Ring 
Resonators (SRRs) (see Fig. 1 (a)) [3]. Thereafter, 
various metamaterials including single negative (�-
negative, ENG and �-negative, MNG) [4], near-
zero index [5] and gradient index [6] materials have 
been studied. Another type of realization of 
metamaterials is based on the microwave 
transmission line theory [7-9], as shown in Fig. 1 
(b). A simple analogy between the circuit model 
and the effective permittivity and permeability is 
described in [10,11]. 

CLLR

CR LL

(a) (b)

Fig. 1. Two most commonly studied metamaterial 
examples: (a) a wire (provides -�) and SRR 
(provides -�) array (figure adapted from [3]), and 
(b) a unit cell of composite Left-Hand/Right-Hand 
Transmission Line (CLRH-TL). 
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The unique properties of NIMs and other 
metamaterials lead to many exciting applications; 
for example, “invisible cloaking” [12-14], “perfect 

lens” [15,16], nanoplasmonics [17,18], electrically 
small antennas [19], highly directional antennas 
[20,21], leaky wave antennas [22], coupled-line 
couplers [10], phase shifting lines, broadband balun 
[11], etc. Despite of the large variety of intriguing 
applications, intrinsic loss and narrow bandwidth 
associated with existing metamaterials significantly 
hamper the wide implementation of metamaterials 
in practice. 

Many theoretical studies assume lossless or 
low-loss scenario, which is hardly to achieve in 
reality. For example, at optical frequencies, all the 
demonstrated passive NIMs have large loss 
accompanying the negative refractive index. Even 
at microwave frequencies, especially for some 
typical resonant-type metamaterials, loss is still a 
problem and severely degrades or even completely 
eliminates the advantages of metamaterial based 
components and applications such as “cloaking” 

devices and electrically small antennas. Another 
example is the “perfect lens” [15], a slab with a 
refractive index 1��n which overcomes the 
diffraction limit; however, the predicted “perfect 
image” cannot be realized unless the NIM slab is 
completely lossless [23]. 

Another bottleneck is the limited bandwidth. 
Metamaterials are intrinsically dispersive because 
of the causality requirement, thus only present 
interesting effective medium properties within a 
narrow bandwidth. Take the “cloaking” for 
example. It would be much less useful that the 
object inside the metamaterial layers would only be 
invisible for a single frequency, compared to a true 
broadband “cloaking” device. Also, for data 
communication or sensor applications, wide 
bandwidth is also desirable for high data rate and 
resolution. 

Loss and dispersion are inherent in the 
constitutive parameters of natural materials [24,25] 
and even more so for NIMs, due to causality 
requirement. Some theoretical studies attempt to 
prove whether a lossless and dispersionless NIM 
violates any fundamental physics, and if it did not, 
what the optimal bandwidth with low loss one can 
achieve given a target constant material property, 
such as 1��n for the ‘perfect lens’ application 

[26]. The loss generation in NIM can be divided 
into the dissipative loss due to the constitutive 

material properties [27,28], and the radiation loss 
[29] due to the shape and geometry of the unit cell 
structure. Various practical approaches to 
“passively” reduce the loss, for example, advances 
in fabrication, tailoring the shape and geometry 
[30,31], and the use of a stack of alternating 
negative and positive index layers [32], have been 
investigated but complete loss elimination remains 
elusive. 

II. ACTIVE METAMATERIALS 
The idea of incorporating gain device or 

medium into metamaterial structure to compensate 
the loss is quite natural and attractive [33,34]. First, 
losses associated with conductors, dielectrics and 
radiation can be compensated by the availability of 
gain. Second, with the additional gain as a design 
tradeoff, more bandwidth may be realized [35].
With consistent efforts on theoretical studies, 
fabrications and experimental validations,
significant progress in active metamaterials has 
been made in recent years. Active metamaterials, 
recognized as the next stage of the technological 
revolution in metamaterials, also enables some new 
applications to appear on the horizon of 
possibilities, such as optical data processing and 
quantum information applications [36]. 

The term “active metamaterial”, from an 
engineering point of view, is used to distinguish it 
from conventional passive metamaterial, such as 
SRR, fishnet structure, and CLRH-TL constructed 
from only passive constituents; i.e., metals and 
dielectrics. The word “active” can be either noted 

as embedding an energy source in the structure to 
ameliorate some undesirable properties, such as 
loss and dispersion, or adding an external control to 
realize tunable or other special functionalities. 
Some examples of the latter category include 
semiconducting varactors controlled impedance 
surfaces for antenna applications [37,38],
electronically reconfigured magnetic-resonant 
metamaterial for phase modulator [39-42] and 
transistor-based nonreciprocal metamaterial for 
isolating functionality [43]. In this review, we will 
focus on the first category of active metamaterials 
for loss compensation and dispersion management 
only. 

In the microwave regime, negative resistance 
elements can be implemented into the passive unit 
cell structure of a metamaterial to achieve loss 
compensation and even amplification [44-48]. Such 
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negative resistance elements can be realized by 
active devices, such as resonant tunneling diodes, 
Gunn diodes, lambda diodes, negatron and 
transistor-based circuits [49,50], which have been 
widely applied in oscillator, amplifier, and mixer 
designs. A detailed review on a resonant tunneling 
diode based active CLRH-TL metamaterials will be 
given in Section IV. 

In the optical regime, active gain media are 
well-established in lasers and optical amplifiers 
[51]. Loss compensation, steady-state net 
amplification, and nanoscopic lasing in optical 
frequencies become possible via the incorporation 
of gain materials adjacent to or within NIM 
structures [52-56]. We will also present a brief 
review on state of the art in optical active 
metamaterials in Section IV, although the main 
focus of this paper is on microwave active 
metamaterials. A more detailed review on active 
optical metamaterials can be found in [57] and [58]. 

Recently there have been increasing interests in 
designing non-dispersive metamaterials using 
“non-Foster” elements [59-64]. A non-Foster 
element is a negative inductance or negative 
capacitance realized by active electronic circuits 
[65,66]. Such circuits have been widely 
investigated in the designs of voltage controlled 
oscillators, active filters, amplifiers, and more 
recently electrically small antennas [67-69]. 

In the following sections, we begin by 
concisely reviewing some theoretical constraints on
the properties of passive metamaterials, explaining 
why a dispersionless negative index metamaterial 

with negligible loss is not achievable and how to 
estimate the bounds of loss and bandwidth for
metamaterials. We then give an overview of proof-
of-concept realizations of gain-assisted active 
metamaterials. In the interest of brevity, we focus 
on the microwave regime, and briefly introduce the 
development of active optical metamaterials. The 
novel direction of non-dispersive active 
metamaterials by implementing active negative 
impedance circuits is reviewed next. We then 
present a brief discussion on stability issues of 
active metamaterials as all active circuits and 
materials are prone to instability. Finally, we 
conclude by an outlook of the important challenges 
that remain to be addressed in the future.

III. LOSS AND DISPERSION OF 
METAMATERIALS 

A. Inevitable loss or dispersion 
A straightforward method to prove a linear 

passive NIM with negligible loss has to be 

dispersive is by using a simplified Poynting’s 

theorem [70]. Assuming a low-loss system with ε
and μ such that ε''<<|ε'| and μ''<<|μ'|, and consider a 

wave of a relatively narrow bandwidth in 

comparison to the bandwidth over which ε(ω) and 
μ(ω) changes appreciably, the time-averaged 

internal stored energy can be calculated by [24,25]:
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where ω0 is the central frequency of the narrow 

band signal. If ε and μ are not frequency dependent, 

i.e., dispersionless, the above Eq. (1) becomes to:
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By the law of the increase of entropy, we must have

0�U for a passive medium. Therefore, the values 

of ε and μ in Eq. (2) cannot be both negative, which 

seems to contradict to the existence of NIMs. This 

leads to an important conclusion that dispersion 

cannot be neglected for a passive NIM. In other 

words, for a passive NIM with negligible loss, 

dispersion is unavoidable.

The second important question is whether a 

lossless NIM is achievable in principle. Reference 

[71] is one attempt to study the lower bound on the 

loss of NIM by imposing Kramers-Kronig relations 

on ε(ω)μ(ω), in which it asserts that “any loss 

compensation or significant reduction at and near 

the observation frequency will lead to the 

disappearance of the negative refraction itself due 

to the dispersion relation dictated by the causality.” 

This statement caused a number of objections and 

later has been proved to be inaccurate [72-78]. A 

consensus is reached that negative refractive index 

is achievable at a single frequency with arbitrarily 

low loss. This point has been confirmed by a 

number of experimental results [46-48,52-56], 

which we will review in detail in Section IV. 

Reference [73] has further pointed out that a passive 

low loss NIM is achievable only if there is large loss 

or large dispersion immediately below the 

observation frequency, or, there are singularities at 
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real frequencies.

B. Bounds for loss and dispersion of passive 
metamaterials 

The derivation of bounds on dispersion and loss 

of passive NIMs is a nontrivial problem. For an 

analytical function at the upper half plane, the 

Hilbert transform gives the relationship between the 

real part and imaginary part of the function; i.e., 

Kramers-Kronig relations, yielding:
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where P denotes the Cauchy principal value. 

Causality in a linear dispersive medium implies 

that, )(t� and  )(t� have to be zero for 0 
t  and real 

values for 0�t  . Therefore, in the frequency 

domain, for permittivity, it yields:

)(**)( ���� �� . (4)
Furthermore, at very high frequency, the electrons 

behave like they are free, yielding the constraint of 

high-frequency asymptote:
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Permeability also follows the same causality 

arguments as the permittivity in Eqs. (3)-(5). In 

addition, assuming a passive system, we have:
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Using the above physical constraints, [75] 

derives the limitation of the bandwidth of passive 

NIMs by constructing and bounding Herglotz 

functions. Equation (7) gives a lower bound of loss 

within a finite bandwidth or an upper bound of 

bandwidth with a fixed loss for a passive medium.
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where εm is the targeted permittivity, ε� is the high-

frequency asymptote which equals to 1, and 

012 /)( ��� ��B is the relative bandwidth with 0�
as the center frequency. Take a medium with 

targeted 1��m�  as an example. For a deviation 

between the realized and targeted permittivity of 

1%, the calculated maximum relative bandwidth is 

1% for the lossy case, and approximates 0.5% for 

the lossless case.

For the case of an insulating medium, i.e., 

without static conductivity, the constraint can be 

further restricted to be:
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where εs is the static permittivity (the low-

frequency asymptote).

C. Active metamaterial for loss compensation/ 
gain and dispersion control 

The consideration and analysis in III.A and
III.B have led to the conclusion that a passive 
metamaterial cannot be simultaneously lossless and 
non-dispersive, and lower bound of loss and upper 
bound of bandwidth exist. However, with the 
incorporation of gain device/medium (or 
effectively, external energy source) in a
metamaterial structure, the limits derived 
previously for passive metamaterials are no longer 
valid. Although, there have been controversies on 
the causality of an effective medium 
simultaneously with a negative refractive index and 
a net gain [71-78], many theoretical and 
experimental studies have been reported with the 
goal to achieve complete or even over 
compensation (i.e., gain) of loss for NIM over a 
wide frequency spectrum from microwave to optics 
[46-48,52-56]. In fact, based on the causality 
inherently described by the energy conservation, 
the condition for achieving a NIM with zero loss or 
gain from Poynting’s theorem can be derived

[79,80]. In the following sections, some of the 
interesting loss compensated metamaterials and 
broadband metamaterials utilizing active 
device/medium are reviewed. 

IV. GAIN-ASSISTED METAMATERIALS 
Incorporating active constituents with gain into 

metamaterials has been recognized as a promising 
technique for compensating losses. There have 
been sustained theoretical and experimental efforts 
to reduce or eliminate the loss associated with 
metamaterials. In this section, we review a number 
of these works with a focus on experimental 
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validations [45-47,56,81-83]. 

A. Active transmission line metamaterials 
loaded with resonant tunneling diodes

Conventional microwave transmission line can 
be regarded as a 1-D homogeneous medium and 
modeled by cascading a number of unit cells with 
dimension much smaller than the wavelength. The 
equivalent circuit of the unit cell of a conventional 
transmission line can be expressed as a set of a
series distributed inductance and a shunt distributed 
capacitance, which always leads to a positive phase 
velocity in the direction of energy flow. This 
characteristic can be classified as the Right-Handed 
Transmission Line (RH-TL). On the contrary, a unit 
cell of a Left-Handed Transmission Line (LH-TL) 
consists of a series distributed capacitance and a
shunt distributed inductance, leading to a negative 
phase velocity. A pure LH-TL does not exist due to 
the unavoidable parasitics at high frequencies.
Instead, a more realistic design of CLRH-TL is 
usually studied that exhibits negative phase velocity 
(LH) at low frequency range and positive phase 
velocity (RH) at high frequency range [84-86]. A
bandgap generally exists between the LH and RH 
frequency region which is named as unbalanced. 
The gap would disappear, if the cutoff frequencies 
of LH and RH coincide (balanced). Such unique 
properties of CLRH-TLs are utilized in a number of 
applications, including leaky-wave antennas, 
compact coupled-line coupler, phase shifters, sub-
wavelength resonators, distributed mixer/ 
amplifiers [10,11,22,87-91], etc. Because of the 
non-resonant nature of both permittivity and 
permeability, similar to a Drude medium, a CLRH-
TL metamaterial exhibits larger frequency range of 
effective negative refractive index and lower loss 
compared to the resonant volumetric metamaterial 
[89]. Nevertheless, when frequency increases,
losses in conductor and dielectric and due to 
radiation will inevitably increase. Moreover, 
lumped elements are essential components for this 
kind of transmission lines. At higher frequencies 
(i.e., higher than a few GHz), high quality lumped 
elements (especially inductors) are rare and limited 
in their achievable values. 

Consider a unit cell of a CLRH-TL as shown in 
Fig. 2 (a), in which the series resistance R and the 
shunt conductance G representing the distributed 
losses. If a negative resistance and/or a negative 

conductance can be incorporated in the unit cell 
(i.e., R<0 and/or G<0), a CLRH-TL with loss 
compensation and even amplification could be 
realized. Figures 2 (b) and 2 (c) plot the calculated 
real part (�) and imaginary part (�) of the 
propagation constant (�=�+j�) of a CLRH-TL 
design with the following parameters: LR=1 nH,
CL=1 pF, LL=1 nH, CR=1 pF, G=0 S, and R from -
100 to 100 �. 

LR CL R

G LL CR

(a) 

(b) 

(c) 

Fig. 2. (a) Equivalent circuit model of a unit cell of 
a CLRH-TL metamaterial, (b) calculated 
attenuation constant � (�>0-loss, �=0-lossless, 
�<0-gain), and (c) phase constant � (�>0-RH, �<0-
LH) (figure adapted from [45]). 

It can be observed in Figs. 2 (b) and 2 (c), that 
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positive R leads to loss while negative R provides 
gain while the phase propagation constant � is not 
impacted much by the value of R. Thus, for this 
simple example, negative index of refraction and 
gain are achieved simultaneously by incorporating 
an ideal negative resistance in the unit cell. 

This above concept has been confirmed 
experimentally. In [46], a CLRH-TL at microwave 
frequency with net gain by incorporating a
Germanium tunneling diode (General Electric 
TD261) at the unit cell level is implemented and 
tested. This tunneling diode has a pronounced 
Negative Differential Resistance (NDR) region, as
can be observed in its I-V curve plotted in Fig. 3 (a). 
As the schematic of the unit cell in Fig. 3 (b) shows, 
a series interdigited capacitance (CL), a shunt 
narrow line with a shorting via (LL), and the 
tunneling diode device connected in series are used 
to implement the active CLRH-TL. It is 
demonstrated that the addition of the DC pumped 
diode not only maintains the left handedness, but 
also provides gain. In the design procedure, a 
passive CLRH-TL is first realized with appropriate 
equivalent circuit parameters to guarantee left-
handedness in the interested frequency band. Then 
the tunneling diode with NDR behavior is added 
into the unit cell design to compensate for loss and 
provide gain while maintaining left-handedness of 
the transmission line. Three prototypes of one, two 
and three unit cells are studied experimentally. 

A photo of the fabricated one unit-cell active 
CLRH-TL is shown in Fig. 3 (c). Two-port S-
parameters of the fabricated samples are measured 
using a vector network analyzer. The complex 
propagation constant � can be extracted from the 
measured S-parameters by Eq. (9), where p is the 
unit cell length and N is the number of unit cells of 
the CLRH-TL under consideration. The sign in Eq. 
(9) is determined according to [90]. An alternative 
method for extracting the propagation constant �
involving finding the Nth root of the ABCD matrix 
of the CLRH-TL [87] is also applied and the same 
propagation constant � for all three cases (1, 2, and 
3 unit cells) are obtained (note that the time 
dependence convention ej�t-�z is used here). 

��
�

�
��
�

� ��
�� �

21

221121121

2
1cosh1

S
SSSS

Np
� . (9) 

(a) 

Fig. 3. (a) Current voltage relation (I-V curve) of 
the Germanium tunneling diode. The differential 
negative resistance appears at 0.15-0.3 V. (b)
Schematic of a designed active CLRH-TL unit cell 
in microstrip configuration incorporating the 
resonant tunneling diode. The dimensions are: 
a=2.5 mm, d=1.5 mm, l=9.7 mm, w=1 mm, s=0.2
mm, ls=5.9 mm, r=0.3 mm. (c) Photo of a fabricated 
single unit cell of the active CLRH-TL (figure 
adapted from [46]).

Figure 4 shows the simulated (Fig. 4 (a)) and 
measured (Fig. 4 (b)) propagation attenuation 
constant � and phase constant �, and the extracted 
material effective index of refraction (Fig. 4 (c)). 
The simulated results are obtained from the 

(b)

(d)

(b)

(d)

(b)

(c)
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combination of full-wave electromagnetic models 
of the passive parts of the CLRH-TL and the 
equivalent circuit model of the tunneling diode. It 
can be observed from Fig. 4 (a) that for all three 
cases of one, two and three unit cells, the simulated 
propagation constants are identical with 
simultaneous negative � (negative index) and 
negative � (gain) from 1.75 GHz to 2.75 GHz. 

Compared to the passive CLRH-TL without the 
tunneling diode in [46], this active CLRH-TL is 
unbalanced with a lower transition frequency due to 
the extra parasitics of the tunneling diode. It is also 
observed from Fig. 4 (b), that for the single unit cell 
case, the measured � is negative from 1.75 GHz to 
2.75 GHz while the measured � is also negative, 
indicating left-handedness with gain in that 
frequency range. The corresponding effective index 
of refraction n is calculated and plotted in Fig. 4 (c). 
From 1.75 GHz to 2.75 GHz, the real and imaginary 
part of n is negative and positive correspondingly, 
indicating negative index with gain. For the two- 
and three-unit cell cases, negative � are observed 
from 1.75 GHz to 2.75 GHz as well, quite similar 
to the single unit cell case. Most importantly, 
simultaneous negative � and negative � are also 
experimentally confirmed, although in narrower 
frequency ranges, from 1.75 GHz to 2.2 GHz and 
from 1.75 GHz to 2.1 GHz for the two- and three-
unit cell cases, respectively. The similar behavior of 
the propagation constants for the one-, two- and 
three-unit cell cases confirm that this active CLRH-
TL can be considered as an effective negative index 
material with gain. The differences in the measured 
propagation constants (especially for the 
attenuation constant � which is due to the negative 
resistance associated with the tunneling diode [45]) 
for the three cases are likely due to the non-
uniformity of the diodes in each unit cell. 

(a) 

(b) 

(c) 

Fig. 4. (a) Simulated and (b) measured propagation 
constants of the active CLRH-TL incorporating 
tunneling diodes with one, two and three unit cells; 
(c) extracted refractive index from the measured 
one unit cell results with a time dependence 
convention ej�t-�z (figure adapted from [46]).

Another interesting aspect of this active 
metamaterial transmission line is that the negative 
resistance value can be controlled by the bias 
voltage. Figure 5 plots the measured S21 of the one-
unit cell structure under different bias voltages from 
0.21 to 0.25 V. It is observed that with different bias 
voltage (thus different -R values), the level of loss 
compensation/gain can be controlled. Besides 
demonstrating the existence of NIM with gain in a 
finite bandwidth, the nonlinear power dependence 
and harmonics generation of the active CLRH-TL 
is also measured. It is observed that at low input 
power level (i.e., Pin -35 dBm) the active CLRH-
TL behaves linearly without significant harmonics 
generation. However, at higher input power, 
nonlinearity clearly sets in that leads to gain 
compression and harmonics generation. More 
detailed results can be found in [46]. 
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It is very important to point out that since all 
active devices and gain media are inherently 
nonlinear, it is crucial to consider the nonlinearity 
and power handling capability in active 
metamaterial design and associated applications. 
Furthermore, similar to any other active 
components design, especially power amplifiers, 
stability issues of active metamaterials are of 
critical importance and can be challenging. 
References [92-94] study the wave propagation in 
nonlinear composite medium, and experimentally
demonstrate the spatiotemporal dynamics of active 
metamaterials, including the generation and 
propagation of solitons for the backward-wave 
regime. 

Fig. 5. Measured transmission S21 of the one-unit 
cell active CLRH-TL with the tunneling diode 
biased from 0.21 to 0.25 V. The level of loss 
compensation/gain can be controlled by the bias 
voltage. 

B. A balanced active CLRH-TL metamaterial 
As discussed previously, the first active CLRH-

TL incorporating tunneling diode is unbalanced due 
to the parasitics of the diode. In [47], an active 
CLRH-TL is designed to achieve the following 
goals which are of practical importance for many 
applications: balanced response with the diode 
parasitics taking into account; symmetric unit cell 
structure (i.e., S11=S22); and to evaluate the effect of 
number of unit cells on the CLRH-TL properties. 

Figure 6 (a) shows the schematic layout of the 
improved design. Instead of using a series inter-
digital capacitor as in [46], two lumped-element 
capacitors are placed symmetrically in the unit cell. 
The shunt inductor is also split into two 
symmetrically while the tunnel diode is placed at 
the center of the unit cell to maintain symmetry. 
The values of the equivalent circuit model elements 

and the associated dimensions are determined to 
obtain balanced response. According to the 
equivalent circuit model parameters, the estimated 
transition frequency is about 3.87 GHz. 

Figures 6 (b) and 6 (c) plot the extracted phase 
constant � and attenuation constant � from 
simulated S-parameters for different number of unit 
cells, respectively. It is observed that left-
handedness (or NRI) with gain is achieved from 2 
to 3.83 GHz, with the transition frequency at 3.83 
GHz, consistent with the equivalent circuit model 
estimation. The propagation properties of the 
CLRH-TL with different number of unit cells are 
mostly identical, demonstrating the validity of 
treating them as uniform transmission lines, or, 
effective media. 

As a potential application, the performance of 
passive and active versions of a single unit-cell 
zeroth order resonator antenna based on the CLRH-
TL is also compared. The benefit of the active 
CLRH-TL unit cell is demonstrated in terms of 
radiated power [47]. 
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(c) 

Fig. 6. (a) Schematic layout of a balanced and 
symmetric active CLRH-TL unit-cell design; 
simulated (b) phase constants � and (c) attenuation 
constants � of 1, 2, 3, 5 and 10 unit cells of the 
balanced active CLRH-TL (figure adapted from 
[47]).

C. Active volumetric metamaterials 
The merit of a volumetric metamaterial is its 

convenience of frequency scaling. For example, 
SRR structures have been demonstrated from 
microwave to optical frequencies. In microwave 
frequency, loss compensation can still be achieved 
by embedding active devices such as tunneling 
diodes into the conventional sub-wavelength 
metamaterial unit cells. An active metamaterial 
with embedded microwave tunnel diodes exhibits a 
band-limited Lorentzian dispersion with an over-
compensated loss (gain) and a negative refractive 
index is demonstrated in Fig. 7 [79]. It shows 
examples of sub-wavelength wire and SRR cells 
with embedded tunneling diode. This kind of active 
metamaterial design is very interesting because of 
its versatility. For example, by incorporating the 
NDR diode in the wire (permittivity)/SRR 
(permeability) part of the unit cell, activeness 
associated with the permittivity/permeability can be 
selected independently. Therefore, various model 
systems can be realized to investigate the rich 
physics related to active metamaterials.

Besides NIMs, other types of metamaterials 
incorporating active devices have also been studied. 
Reference [44] experimentally demonstrates an
active SRR metamaterial unit cell with a control of 
different combinations of the real part and 
imaginary part of the permeability, which is 
achieved by embedding surface mount amplifiers, 

voltage controlled phase shifters, and a pair of 
sensing and driven loops. Despite of the “bulky” 

and complicated active loads, the unit length is still 
much smaller (~ λ/10) than the wavelength, taking 
advantages of the integrated circuit technology. The 
results show that 1

� is achieved near 590 MHz, 
and � 

 can be tuned from positive to negative 
values including zero by controlling the bias 
voltage of the phase shifter. 

Fig. 7. A schematic example of a NDR diode-
loaded metamaterial unit cell to compensate loss or 
provide gain while maintaining its negative 
permittivity (left) or negative permeability (right). 

D. Optical gain-assisted metamaterials 
At optical frequencies, NIMs are usually built 

from noble metal such as silver or gold. The 
material loss is severe, which plagues their potential 
applications in optics. Other known sources of loss 
in optical metamaterials stem from surface 
roughness, size effect, quantum effect and chemical 
interface effects. There are a number of reported 
theoretical studies with various gain models which 
predicts drastic improvement on loss compensation 
[95-97]. Reference [58] uses the Maxwell-Bloch 
methodology and transformed Poynting’s theorem 
to predict that a steady-state net gain can be 
achieved when the pumped gain is bigger than the 
dissipation loss and smaller than the sum of 
dissipation and radiation loss. If there was no 
radiation loss, the two thresholds coincide, hence, 
suggesting only lasing light but not amplification 
would be possible. Techniques investigated 
experimentally include optically pumped gain 
media such as organic dyes, quantum wells and 
quantum dots, and nonlinear optical parametric 
amplification [52-58,81-83]. 

Reference [56] demonstrates an extremely low-
loss optical NIM using organic dye molecules 
pumped by a laser pulse. A delicate “double-fishnet” 

structure is fabricated from two layers of silver with 
air or solvent as the spacer and alumina pillars as 
support. Epoxy doped with Rhodamine 800 dye 
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material is coated on the structure afterwards. The 
sample is at first characterized by transmission and 
reflection measurements in the far field. The 
negative refractive index is obtained from 720 nm 
to 760 nm. A pump-probe experiment is then 
conducted to show a progressively increased 
transmission of the sample with pumped laser 
compared to the case without the pump, which 
proves that the loss compensation is provided by the 
dye material. The associated Figure-of-Merit (FOM 
= Re{n}/Im{n}) is increased from 1 to 26 with the 
pump wavelength of 737 nm, and to the order of 106

with the pump wavelength of 738 nm (Re{n}=-1.26 
and Im{n}=1×10-6), but the whole system still 
remains in lossy state. 

Another useful technique to compensate the 
loss is to employ semiconductor gain materials, 
such as quantum dots and quantum wells, into the 
passive structures [80-82]. The advantage of using 
semiconductor gain materials is the long life time 
and stable performance compared to the dye 
materials. Reference [81] reports a gain-assisted 
magnetic metamaterial based on an array of SRRs 
fabricated on an InGaAs quantum well layer, 
pumped with 810 nm laser pulse. The transmission 
of the quantum well with SRRs changes 
substantially larger than the case of the quantum 
well alone, which indicates a strong local-field 
coupling between SRRs and the quantum well. 

Although there have been many reports on 
optical active metamaterials for loss compensation, 
it is worth to point out that, to our knowledge, there 
has not been experimental demonstration of NIM 
with steady state net gain so far. This can probably 
be attributed to the challenges in fabrication 
requirements at optical wavelengths. 

V. ACTIVE METAMATERIALS FOR 
DISPERSION CONTROL 

Non-dispersive metamaterials (or more 
precisely, metamaterials with broadband response) 
have received increasing attentions in microwave 
regime in recent years [59-64]. Reference [35]
firstly predicts the existence of non-dispersive 
metamaterials with active inclusions in 2001. The 
active inclusions involve the use of negative 
capacitance or inductance based on active feedback 
devices, which does not obey the Foster’s reactance 

theorem (Fig. 8), therefore, named as non-Foster 
elements. Non-Foster elements can be realized by 
transistors, operational amplifiers, as well as 

negative resistance devices [65,66]. Although there 
are many different circuit configurations, the 
underlying mechanism is likely the same. That is all 
of them are using some positive feedback systems, 
therefore, the circuit is easily unstable. One 
common non-Foster configuration is based on 
Linvill’s circuit, which is a pair of cross-coupled 
transistors, as shown in Fig. 9. The circuit has the 
same configuration as a typical oscillator; however, 
the only difference is non-Foster element is 
operating at its stable region. 

Fig. 8. The reactance behavior of negative 
capacitance and negative inductance compared 
with normal positive capacitance and inductance 
obeying Foster’s reactance theorem.

ZL

Fig. 9. A schematic of a negative impedance circuit 
example based on Linvill’s configuration. The 
output impedance approximates to be Zin=-ZL. 

Reference [60] experimentally demonstrates a
transmission line type of a one-dimensional 
epsilon-near-zero metamaterial with negative 
capacitance, as shown in Fig. 10 (a). The 
measurement results verify the broadband behavior 
of the relative permittivity (from 0.27 to 0.37) 
within the frequency range of 2 to 40 MHz, 
spanning a bandwidth of 20:1. 

A typical transmission line type of one-
dimensional epsilon-near-zero metamaterial 
comprises a transmission line periodically loaded 
with shunt inductances, of which the effective 
permittivity can be expressed as: 

)1(1)( 2
0 zL

C
p

pr
!

��
��

�� , (10) 

953 ACES JOURNAL, Vol. 29, No. 12, DECEMBER 2014



where Cp is the distributed shunt capacitance per 
unit length and Lp is the shunt inductance per unit 
length. A broadband epsilon-near-zero material is 
designed by paralleling negative capacitance -CN,
so that: 

)(1)(
0 z

CC N
pr !
��

�
�� . (11) 

Therefore, the dispersion in the effective 
permittivity can be cancelled within a broad 
bandwidth. 

Figure 10 (b) shows a schematic of another type 
of non-Foster metamaterials SRR with a negative 
inductance load. An approximated expression of 
effective permeability of the split-ring resonator 
without the negative inductance load is given as 
[90]: 

,
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where F is a factor related to the dimensions of the 
unit cell structure. If the gap reactance -1/ωC is 
replaced by a negative inductance -ωLN, the 
frequency dependency of the effective permeability 
would be cancelled (assuming negligible resistance 
and parasitics), yielding a broadband negative 
permeability medium, 
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Fig. 10. (a) (left) An equivalent circuit model of a 
unit cell of a conventional epsilon-near-zero 
metamaterial transmission line, and (right) a 
broadband epsilon-near-zero metamaterial 
transmission line by replacing the periodic loaded 
inductance with a parallel negative capacitance [60];
(b) (left) a prototype of a SRR metamaterial with 
negative permeability, and (right) a scheme of a 
broadband SRR by embedding a negative 
impedance circuit at the gap. 

VI. STABILITY ISSUE 
Stability is one of the most challenging aspects 

in the design of active NIM incorporating devices 
or media with gain. For simplification, we consider 
an ideal infinite large system without boundary 
conditions. Two types of instability may exist in 
such an active system, namely absolute instability 
and convective instability. Absolute instability 
means that the EM fields blow up with time at each 
point of the space, while in the case of convective 
instability the fields at each point do not blow up 
with time but field grows along the propagation in 
space [98]. If the analytical function of the 
constitutive material properties are given, the 
medium is considered to be absolutely instable if 
ε(ω)μ(ω) contains poles or odd-order zeros in the 
upper half side of the complex plane. If an accurate
equivalent circuit model of an active metamaterial 
was given, circuit stability analysis methods, for 
example, the normalized determinant function 
method [99] can be implemented. For “non-Foster” 

metamaterials, the internal stability of the active 
load (e.g., negative capacitance and inductance) as 
well as the overall stability of the whole system 
needs to be examined [100,101]. For example, a 
Linvill’s negative impedance circuit may be 
internally unstable due to the feedback loop of the 
circuit configuration, and it highly depends on the 
load impedance. The parasitics of the non-Foster 
elements also have a severe impact on the stability 
and the performance. Therefore, a thoughtful 
design must include the consideration of the 
operating frequency, the cutoff frequency of the 
active devices, bias conditions and many others.

VII. SUMMARY AND OUTLOOK 
There has been significant progress on the 

research of active metamaterial recently, including 
the understanding of fundamental limitations, 
fabrication and experiment techniques. Active 
metamaterials will not only pave the way for 
realizing low loss and broadband metamaterials and 
enabling many proposed electromagnetic 
applications such as “perfect” lens, “cloaking”, and 
electrically small antennas, but also may lead to 
new and exciting physical insights and phenomena 
beyond the realm of passive metamaterials. Various 
challenges such as stability and nonlinearity are still 
currently being addressed. Further development of 
active metamaterials greatly depends on the 
advances in fabrication as well as the application 
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demands. 
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Abstract ─ Circuit analysis of frequency selective 
surfaces is reviewed with the aim to underline 
range of validity of different models and their 
advantages in terms of simplicity and physical 
insight. The circuit approach is based on an 
equivalent representation of the FSSs with series 
or shunt connections of inductances and 
capacitances. Dense non-resonant periodic 
surfaces (i.e.: grid or patch arrays) can be analyzed 
analytically by computing the values of inductors 
or capacitors via the homogenization theory. As 
the lattice period increases with respect to the 
operating wavelength or the element shape 
becomes resonant, a fully analytical circuital
approach fails, in particular, in the presence of thin 
substrates. However, simple circuit approaches 
can still be employed by deriving lumped 
parameters values via a quick pre-processing and 
then generalizing them. The results are accurate up 
to the resonant frequency region of the element. 
By including an additional lumped element it is 
possible, taking into account the effect of the first 
high order Floquet harmonic. The multi-mode 
formulation is also able to catch the highly non-
linear response of FSS screens in the grating lobe 
region provided that the current profile of the 
element does not change significantly. 

Index Terms ─ Equivalent circuit model, 
frequency selective surfaces, periodic gratings. 

I. INTRODUCTION 
The fact that non-continuous surfaces can

diffract electromagnetic waves, was proved for the 
first time by the American physicist David 
Rittenhouse in 1786 [1]. He found explanation to 
the curious phenomenon observed by Mr. 

Hopkinson, that is, the presence of multiple 
images when he tried to observe a distant street 
lamp through a silk handkerchief. Rittenhouse 
reproduced a grating by using 50 hairs between 
two finely threaded screws. In 1821, Fraunhofer 
built a similar diffraction grating which used to 
measure wavelength of specific colors and dark 
lines in the solar spectrum [2]. In 1902 and 1904, 
Wood [3] and Rayleigh [4] debated on the popular 
Wood’s anomalies of periodic gratings. Rayleigh 
formulated a theory that was able to predict 
diffraction angles of the grating [5], but a 
comprehensive understanding of resonance effects 
observed by Wood was achieved with the papers 
of Fano in 1941 [5], and Hessel and Oliner in 1965 
[7]. Probably, the first microwave application of 
gratings at microwaves by Marconi and Franklin 
who designed in 1919 a parabolic reflector built of 
wire sections instead of a continuous surface [8].
Although, the concept of frequency selective 
surface is known at microwaves since the 
beginning of 20th century, the filtering capability 
of these periodic surfaces were scarcely exploited. 
Some applicative works have been done in the 
fifties: in 1956, Trentini proposed the use of 
gratings for enhancing the gain of antennas [9]. In 
the same period, Marcuvitz, Oliner and other 
scientists studied the properties of waveguides 
loaded with periodic structures [10]-[12] and 
proposed waveguide antennas based on leaky-
waves [13]-[16]. Besides the aforementioned 
seminal research findings, early practical 
applications of selective surfaces were mainly 
focused in Cassegainian subreflectors in parabolic 
dish antennas. The satellite Voyager 77 exploited a 
frequency selective surface for implementing a 
double-frequency reflector [17]. The principle was 
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extended to four frequency bands in the satellite 
Cassini in 1996 [18]. Nowadays, FSSs [19], [20]
are employed at microwave frequencies for 
designing frequency selective radomes [21], leaky 
wave/Fabry-Perot, low-profile and low-RCS 
antennas [22]-[24], reflectarays, trasmittarrays and 
lenses [25], [26], polarization converting surfaces 
[27], waveguide filters [28], electromagnetic 
shielding [29], radar absorbing materials [30], and 
more in general, to synthesize the bidimensional 
version of metamaterials, that is, metasurfaces 
[31]. In the THz domain, Frequency Selective 
Surfaces are frequently addressed as metasurfaces 
and are massively employed for designing sensors, 
spatial filters, absorbers, THz modulators and 
imaging devices [32]-[34]. In optical domain, 
FSSs have been recently proposed to improve the 
efficiency of photovoltaic cells [35], [36], but 
more frequently they are employed to achieve 
light diffraction (diffraction gratings). In the latter 
case, the lattice period is several wavelengths for 
achieving light diffraction towards different 
directions. Diffraction gratings are used in several 
optical commercial devices such as 
monochromators, spectrometers, lasers, 
wavelength division multiplexing devices, optical 
pulse compressing devices, optical microscopes 
and many others [2]. 

Classical numerical methods for the analysis 
of frequency selective surfaces are based on the 
Finite Difference Time Domain (FDTD) or Finite 
Element Method (FEM) techniques. These 
methodologies can be applied to arbitrary FSS
configurations (single-layer, multi-layer, finite, 
and curved frequency-selective surfaces), but they 
are computationally onerous. Conversely, other 
dedicated highly efficient methods have been 
proposed since the seventies. The most famous is 
the Integral Equation Method (IEM), used in 
conjunction with the Method of Moments (MoM) 
[37]-[40]. 

A helpful way to understand the FSS behavior 
is to establish an analogy between lumped filters 
and the periodic surfaces. A circuital analysis, 
unlike full-wave simulations, provides immediate 
results and a good physical insight into the design 
properties of the structure. 

This paper is organized as follows. In the next 
section a comprehensive review of the literature is 
presented. The third section is dedicated to the 
description of three efficient methods to represent 

the FSS response in different operating regimes. In 
the fourth section it describes a simple procedure 
for calculating the transmission and reflection 
coefficient of the FSS within a multi-layer. Lastly, 
the fifth section describes the results obtained with 
the equivalent circuit models on various 
meaningful examples of FSS elements. 

II. LITERATURE REVIEW OF FSS 
MODELLING 

In the beginning of 20th century, MacFarlane 
[41], Wessel [42], and Hornejäger [43] showed
that the scattering problem of a parallel wire grid 
can be solved using a transmission line model, 
where the wire grid is modeled as a shunt 
impedance and the homogeneous surrounding 
medium is modeled as infinite transmission lines. 
Initially, only simple elements comprising wire 
grids or patches were considered. Later, Trentini 
[44] included the periodical loading of the wire 
grid with lumped circuit elements, and Wait 
developed the MacFarlane model to analyze the 
reflection properties in the vicinity of a dielectric 
interface [45], [46]. In the sixties, Ulrich [47]
improved the equivalent circuits for inductive and 
capacitive grids with an additional capacitor or
inductor, respectively, to take into account 
resonant effects of these structures as the 
periodicity of the mesh becomes approximately 
equal to λ. The value of these extra circuit 

elements was evaluated from the measurements by 
matching the resonance at in the circuit model 
with measurements. Lee and Zarrillo [48]
compared the accuracy of different models for 
inductive or capacitive grids. 

An alternative way to derive the impedance of 
the metallic grids was proposed by Kontorovich 
and Astrakhan in [49], [50] by averaging the 
currents flowing on the periodic structure. The 
expression of the surface impedance for array of 
patches can be obtained by using the Babinet 
principle [51]. The averaged model works 
properly in the quasi-static regime where grids or 
patches have respectively a pure inductive and 
capacitive behavior. When the frequency increases 
up to the first resonance, this model clearly fails 
because it does not take into account any 
resonance phenomenon. The accuracy of the 
averaged capacitances/inductances can be 
improved further by taking into account terms of 
higher orders [52]. The main limitations of these 

961 ACES JOURNAL, Vol. 29, No. 12, DECEMBER 2014



models are: 
� only simple FSS configurations are 

considered; 
� the effect of a thin nearby material interface is 

not adequately modeled. 
Attempts to derive formulas for more complex 
FSS shapes (e.g., loops, crosses, Jerusalem 
crosses) have been made in the eighties [53]-[57], 
but the derived formulas often contain empirical 
derived correction factors turning out to lose the 
intuitive understanding on which a model is based. 

The effect of substrates is generally taken into 
account by multiplying the FSS capacitance 
through the averaged permittivity of the dielectrics 
enclosing the FSS [51]. This approximation is 
acceptable only for thick dielectric substrates 
(thicker than an half of the cell periodicity) or 
when the FSS periodicity is much lower than the 
operating wavelength [58], [59]. In practical cases, 
the supporting dielectrics are usually much thinner 
than the wavelength, and the dielectric thickness 
also has to be taken into account in computing the 
averaged permittivity. In order to achieve more 
accurate results, valid also for thin substrates, a 
corrected single mode circuit [58] or a multi-mode 
formulation may be adopted [60]-[62].

III. FSS MODELING
An important parameter in the FSS analysis is 

the wavelength at which the grating lobes or 
trapped modes onset [1], [63]. For freestanding 
FSS, the wavelength of the first high order Floquet 
harmonic reads: 

# $# $sinr
g rD�% � &� � , (1) 

where D represents the inter-element spacing, c is 
the speed of light and θ is the incident angle, and 
εr is the dielectric permittivity of the media where 
the FSS is embedded. For wavelengths longer that 
λg (or frequencies smaller that c/λg) the only 
propagating Floquet harmonic is the fundamental 
one. Higher modes are evanescent and decay 
exponentially away from the mesh. At normal 
incidence, the grating lobes wavelength is equal to 
the FSS periodicity. However, it has to be pointed 
out that when the FSS is embedded with dielectric 
media, the first high-order phenomenon is 
represented by the onset of trapped dielectric 
modes [19] (or trapped surface waves) that occurs 
well below the propagation of the first grating 
lobe. 

In the analysis of periodic structures, three 
different fundamental regions can be individuated 
[63]. At long wavelengths, when the FSS 
periodicity D is much larger than the operating 
wavelength λ, quasi-static regime, the periodic 
surface can be efficiently analyzed by using 
homogenized theory. The intermediate frequency 
range, where the FSS periodicity is smaller but 
comparable with the operating wavelength, the 
periodic surface element can be resonant. In this 
region the FSS can still be modeled by using the 
circuit theory, but the values of the lumped 
parameters need to be retrieved by using full-wave 
simulations followed by an inversion procedure. 
The last region, where the operating wavelength 
becomes shorter than guided wavelength λg, is 

highly non-linear because more than one Floquet 
harmonic is in propagation and FSS elements (also 
single resonant ones) need to be represented by 
using a multi-mode network. The three regions are 
summarized in Fig. 1. In the following paragraphs 
we briefly summarize three efficient approaches 
for analyzing FSSs in the three described 
frequency regions. 

Fig. 1. Three characteristic regions of periodic 
structures. 

A. Averaged approach
For simple non-resonant elements as wire 

grids or patch arrays, the impedance is mainly 
inductive or capacitive, respectively [65] (Fig. 2).
The calculation of the inductance or the 
capacitance value can be accomplished by 
averaging the currents flowing on the periodic 
structure. The derived FSS impedance is of the 
second order since it is angle dependent and it has 
a different expression for the TE and the TM 
polarization. In the case of a patch array, the 
impedance # $/ 1TE TM

patch patchZ j C�� , is just a 
capacitor [51]: 
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while for grids, the impedance /TE TM
grid gridZ j L�� , is 

an inductor: 
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where D represents the periodicity of the FSS, w is 
the gap between the squares patches and 0k  is the 
wave number in free space, 

# $0 1 2 2eff r rk k � �� �  is the wave number of 
the incident wave vector in the effective host 
medium, θ is the incident angle. �r1 and �r2 are the 
relative dielectric permittivity of the dielectric 
slabs surrounding the periodic surface (typically 
the upper dielectric is air). 

Fig. 2. Bi-dimensional sketch of non-resonant 
capacitive and inductive FSS filters with their 
lumped model. 

The agreement between the approximated and 
full-wave results are good if the FSS periodicity is 
smaller than an half-wavelength. In [66], [67] the 
formulas for an array of Jerusalem crosses are also 
proposed, but they are sufficiently accurate only 
up to the first resonance of the Jcross. 

B. First order retrieving method
The simple circuit model presented in the 

previous section can be improved by adding 
additional lumped components which allow to 
follow the FSS response even in the second zone; 
i.e., the resonant one. A simple LC circuit can fit 
the frequency response of a capacitive frequency 
selective surface, whereas, a shunt LC connection 
replaces the LC series for an inductive FSS. In 
absence of losses, the FSS impedance is purely 
imaginary and it is represented by two lumped 
parameters. Losses can be introduced by adding a
series resistance in the equivalent circuit [68]-[70]. 

In order to compute FSS reactance, the 
knowledge of the current density on the FSS 
element is necessary even for the zero order 
approximation. Alternatively, a retrieving 
approach which starts from on the determination 
of the complex reflection coefficient through a
preliminary full-wave simulation can be employed 
[58], [71]-[73]. Then, according to classical 
transmission line theory, it is possible to obtain the 
impedance of the freestanding FSS as follows: 

# $2
0

0

1
2

in
FSS

in

Z
Z

Z
�'

� �
'

, (4) 

where Γin is the reflection coefficient of the 
periodic structure calculated at the FSS position 
and Z0 is the free space impedance. Once 
computed the FSS impedance at two frequency 
points, it is possible to calculate the values of the 
capacitance and the inductance approximating the 
actual impedance by solving a two equations 
system [58]. Even if the inversion procedure is 
quick, it is unstable with respect to the chosen 
inversion frequency points ω1 and ω2, leading to
some inaccuracies in the calculation of L and C
values. A more reliable procedure starts from the 
calculation of the null of the FSS impedance and 
then computes the inductance by an iterative 
procedure which minimizes the Euclidean distance 
between the MoM and the LC series impedance,
while imposing 21 zeroC L�� . If the frequency 
selective surface is embedded within dielectric 
layers, additional transmission lines representing 
the dielectric layers need to be considered in 
retrieving L and C parameters. Figure 3 reports, 
for instance, the model of an FSS embedded 
within two dielectric layers. The reflection 
coefficient in'  used in (4) is determined from the 
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reflection coefficient d'  obtained with a full-
wave simulation. The additional quantities are 
defined in Fig. 1. After the calculation of the load 
impedance ZL by using classical transmission line 
formulas, it is sufficient to solve a simple parallel 
circuit to extract the FSS impedance as shown 
above. 

Fig. 3. Transmission line model for the analysis of 
an embedded FSS. 

The equivalent circuit parameters are obtained 
for a particular FSS configuration but several 
degrees of freedom; e.g., repetition period of the 
unit cell, the angle of incidence of the incoming 
wave, influence the values of the equivalent 
inductance and capacitance. If these corrections 
are understood and modeled, the capacitances and 
inductances, preemptively obtained at normal 
incidence and stored in a database of shapes, can 
be used for computing the response of generic FSS 
configurations with no additional computation 
effort. Let us now briefly analyze separately the 
effect of these degree of freedom. 

Cell periodicity 
If all FSS element geometrical dimensions are 

simply rescaled with a certain scaling factor, a 
shift of the resonance frequencies is obtained. 
Starting from a given periodicity (e.g.: 10 mm), 
the frequency behavior of the scaled FSS can be 
obtained by rescaling all the inductance and 
capacitance values. Clearly, this stretch of the unit 
cell leads to the modification of the elements 

lengths as well. For this reason it is more 
convenient to think FSS element dimensions not 
as an absolute value but referred to the element 
periodicity. 

Dielectric effects 
The resonant frequency of an FSS in presence 

of a thick dielectric substrates on both sides is 
reduced by a factor equal to r� , and by a factor 

# $1 2r� �  when the dielectric is present only on 
one side of the FSS [51]. However, fixing the 
relative permittivity of the substrate, the decrease 
of its thickness leads to a gradual shift of the FSS 
resonance towards higher frequencies. 

The presence of thin dielectric substrates 
involves a relevant number of Floquet modes [62], 
and given the complexity of the problem, a closed 
formula which relates the capacitance to the 
dielectric thickness and permittivity is hard to find.
A good solution can be the derivation of a simple 
interpolating formula which exactly matches the 
variation of the effective permittivity as a function 
of the dielectric thickness. To this aim, the 
variation of capacitance as a function of thickness 
and dielectric constant of the substrate is analyzed 
for a patch array embedded within two dielectric 
substrates. The optimal capacitance values 
obtained with the retrieving procedure are 
normalized to the freestanding values to obtain a 
thickness dependent effective permittivity. An 
expression that fits very well, the effective 
permittivity reads [58]: 

# $ # $
11

exp
av av

eff r r N x
� � �

( )�
� � � * +

, -
, (5) 

where x=10*d/D, # $ # $1 1 2 2 1 2
av
r r rd d d d� � �� � �

and N is an exponential factor that takes into 
account the slope of the curve. This parameter can 
vary for different cell shapes depending on the unit 
cell filling factor [58]. The effective permittivity 
as a function of the dielectric thickness obtained 
by using MoM simulations and the interpolating 
relation is shown in Fig. 4. 
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Fig. 4. Effective permittivity as a function of 
substrate thickness computed by iterative MoM 
simulations. Parameters are: D=10 mm, w=2.5 
mm. The fitting of numerical values has been
obtained by means of the formula (5). 

Incidence angle 
When an oblique electromagnetic wave strikes 

the FSS, the impedance of the periodic structure 
should be expressed in a matrix form. The mutual 
terms due to the coupling between the modes and 
the dependence on azimuthal angle ., can be 
considered negligible for symmetric unit cells. In 
this case, the expression of the FSS impedance for 
oblique incidence becomes a two terms matrix 
valid for TE and TM polarizations. In order to get 
some insight in the angular variation of the FSS 
impedance, the expressions derived for patch 
arrays by using the averaged approach [62] can 
help. These expressions include the first order 
tangential derivative, and therefore are valid for 
normal and oblique incidence when the grid is 
reasonably homogeneous (D<%/2). According to 
this formulation, the patch array capacitance for 
TE polarization is angle dependent [51]. The same 
expression can be used as an interpolating function 
for all elements by just replacing the number 2
with a parameter α, which in our case, would 
depend from the chosen element: 

# $22
0 0

2

sin
1TE TE

eff

kC C
k

& &
�

� �
� �� �� �

� �
, (6) 

where 0
TEC is the capacitance computed at normal 

incidence, and the other quantities have been 
already defined. 

The dependence of the FSS capacitance on the 
incident angle is analyzed by the MoM iterative 

procedure for different elements (Fig. 5). The 
variations of patch and ring capacitance are in 
agreement with the relation (6) when the 
parameter α is suitably chosen. The angular 

dependence of the TE capacitance is weak in the 
case of a cross element. The angular dependence 
of the TM capacitance can be neglected for 
capacitive elements. 

Fig. 5. Dependence of lumped capacitance on the 
incidence angle for different shapes. 

C. Multi-mode approach
The generalized analysis presented in Section 

III is valid in the resonance region of the FSS, 
since frequency response of FSSs above the 
visible range involve non-linear behaviors due to 
the onset of higher order Floquet modes. In this 
region, the energy is not reflected or transmitted 
only in the direction stated by the Snell law, but 
also in other directions according to Rayleigh 
theory [5]. 

In order to describe the behavior of frequency 
selective surfaces in the frequency region between 
resonant zone and the grating lobe propagation 
zone as well as after the propagation of the grating 
lobes, a number of additional elements are 
necessary in the circuit model. To this purpose, 
two additional impedances can be connected in 
series with the lumped circuit comprising 
inductances and capacitances to take into account 
resonant phenomena due to the lattice [63]. The 
improved circuit model is reported in Fig. 6. The 
two impedances, which take into account the TE 
and TM high-order Floquet modes, read [63]: 

# $ # $,
1

,
TEN

TE in
L h TE h

h
Z A Z� �

�

�/  (7) 
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# $ # $,
1

,
TMN

TM in
C g TM g

g
Z A Z� �

�

� /  (8) 

where Ah and Ag account the degree of excitation 
of the harmonics, the indices h and g are referred 
to a particular couple of (m,n) pair. The excitation 
factors, in general, depend on the frequency, but if 
the current on the FSS element does not 
significantly vary, they can be reasonably 
hypothesized frequency independent [63]. This 
hypothesis is verified when the element does not 
resonate in the second FSS region of Fig. 1, that is, 
the size of the element is much smaller than FSS 
periodicity. in

TEZ  and in
TMZ  represent the shunt 

connection between the impedances seen from the 
left and from the right of the FSS [74]: 

# $,
, , , ,

1 1in
TE h left right

v TE h v TE h

Z
Z Z

�
� �

� �� �� �
� �

, (9) 

# $,
, , , ,

1 1in
TM g left right

v TM g v TM g

Z
Z Z

�
� �

� �� �� �
� �

. (10) 

Left and right impedances are derived, for any 
considered mode (m,n), by using the conventional 
transmission line relation recursively for every 
substrate: 

# $
# $

, ,
, 1 ,/ , / , / ,

, , ,
, 1 ,
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TE TM TE TM
v c c z c cTE TM right left h g TE TM

v c c TE TM TE TM
c v c z c c

Z Z k d
Z Z

Z Z k d
�

�

( )�, -�
( )�, -
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In (11) c stands for the cth dielectric layer. 
,TE TM

cZ represents the modal characteristic 
impedance of every dielectric slab and is 
calculated as follows: 

# $ 0
,

,

TE
c mn

z mn

Z
k
��� � , (12) 

# $ ,
,
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z mnTM
c mn

r

k
Z �

�� �
� , (13) 

where 2 2 2
, 0z mn r x yk k k k�� � �  is the normal 

component of the wavenumber. The transverse 
wavenumbers are: 
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� � �

� � � (14) 
The values of the excitation coefficients and the L
and C parameters can be calculated after a run of a 

full-wave simulation in a sufficient number of 
frequency points. In [63], it is suggested to choose 
a couple of frequency points in the low frequency 
range and one frequency point just before the 
onset of every considered high-order mode, but 
when the number of harmonic increases the 
procedure is not always stable. The introduction of 
many high-order modes allows to describe a
highly non-linear frequency response of FSSs 
within the grating lobe zone provided that the 
element does not resonate. As the element 
becomes resonant within the zero-order harmonic 
frequency range, the current distribution cannot be 
anymore assumed as frequency independent. As a 
consequence, the harmonic excitation coefficients 
A in (7) and (8), may become frequency dependent 
leading to a reduction of accuracy of the method 
within the grating lobe zone. As remarked in [63], 
the multi-mode approach is a matching procedure 
mainly aimed to understand the physical 
mechanisms which lead to nonlinearities in the 
frequency response of FSSs. 

It has been finally pointed out, that the 
described multi-mode approach is also helpful to 
improve the accuracy of the first order retrieving 
method between the resonant zone up to the 
propagation of the first grating lobe. To this aim, it 
is sufficient to include the first high order mode 
(TE-1,0 for TE excitation, and TM0,-1 for TM 
excitation) by computing its excitation coefficient. 

Fig. 6. Equivalent circuit of a single resonant FSS 
with high-order impedances. 

IV. CALCULATION OF THE 
FREQUENCY RESPONSE OF A 

GENERIC FSS SYSTEM 
Once derived the equivalent circuit 

parameters, the approximate reflection and 
transmission coefficients ( 11 21,  s s ) of the FSS are 
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computed by using conventional transmission line 
theory [76]: 
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where A, B, C, D represents the terms of the 
ABCD matrix of the system comprising the FSS 
and a generic number N of dielectrics: 

0 1 0 1 0 1 0 1 0 11 1

  
... ... .

 n FSS n N

A B
M M M M M

C D �

( )
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, -
 (17) 

In equation (17), the subscript n stands for the nth

dielectric substrate and M represents the scattering 
matrix of every layer: 
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where ZFSS is the approximate FSS impedance 
computed with the retrieved LC parameters, 

# $0
TE
n r znZ k�� ��  and # $0

TM
n zn rZ k �� ��  are the 

characteristic impedances of the slab for TE and 
TM polarization, 2 2

0zn r tk k k�� �  is the normal 
component of the wavenumber, # $0 sintk k &�  is 
the transverse component of the wavenumber with 
&  representing the incidence angle of the 
incoming wave with respect to the normal and k0

the free space propagation constant. The quantities 
0 0,  ,  ,  r r� � � �  represent the free space and the 

relative dielectric permittivity and magnetic 
permeability. Since the FSS is a passive reciprocal 
system, the transmission coefficient of the 
structure is identical independently of the 
incidence side. If the analyzed configuration is 
symmetrical (same dielectrics on both side of the 
FSS) also, the reflection coefficients computed on
the two sides of the FSS coincide (symmetric 
scattering matrix). 

V. FSS ELEMENTS AND RESULTS 
The choice of the suitable element is of 

outmost importance in the design of a frequency 
selective surface. An almost infinite set of 

geometries can be adopted as unit cell of a 
periodic screen. Some of these geometries are 
more popular than others and are also simple to 
control. We propose in Table 1 a classification of 
the most popular geometries on the basis of 
resonant properties and equivalent circuits. The 
number of lumped elements is directly 
proportional to the number of resonances. It can be 
demonstrated that the expression of the FSS 
reactance satisfies the Foster theorem [75], that is, 
it possesses the same pole-zero analytical 
properties as a passive LC network. 

Table 1: Classification of FSS elements on the 
basis of resonant properties (symbol // means 
shunt connection and multiplication means series 
connection) 
Element Type Element Shape Equivalent 

Circuit
Non-resonant 
elements

Strip, patch, wire 
grid C

Single-
resonant

Loop, dipole, 
cross, tripole, 
dogbone

(LC)

Double-
resonant

Double cross,
double loop, 
Jerusalem cross, 
etc.

(LC)//(LC) 
or 
(LC)(L//C)

Multi-resonant
(geometrical)

Concentric loops, 
fractal elements

(LC)//(LC)// 
(LC)….

Multi-resonant
(current 
distribution)

Quadrifilar spiral, 
meandered dipole
or loop, 
genetically 
optimized

Not physical

In the following paragraphs some numerical 
results about some popular FSS elements are 
shown with the aim to demonstrate the validity 
regions of the presented equivalent circuits. 

Non-resonant elements-patch arrays 
The first analyzed configuration is a simple 

patch array. For this element, it is possible to 
compare the first-order retrieving model with the 
analytical averaged model. Even if a purely 
analytical approach should not be compared with a 
semi-analytical one, this comparison serves to 
show that the inclusion of the inductance in the 
equivalent circuit allows going beyond the limits 
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of effective grid parameters. The patch is 
characterized by a periodicity of 10 mm, which 
leads to the onset of grating lobes for normal 
incidence at 30  GHz. Figure 7 reports the 
reflection coefficients obtained by employing 
approximate impedances for two different values 
of the patch gap. For large gaps, the retrieving 
method agrees very well with the MoM code up to 
the propagation of the grating lobes, while the 
averaged model loses its validity when the cell 
repetition period exceeds an half wavelength. For 
small gaps, the averaged model is instead 
applicable closer to the frequency where grating 
lobes emerge. The capacitances obtained by using 
averaged relations and by using the retrieving 
approach are summarized in Table 2. The values 
computed by the retrieving approach are 
systematically lower than those computed by using 
averaged relations, since the employed circuit 
model considers also the inductive component of 
the impedance. 

Fig. 7. Reflection coefficients obtained with 
different models. Parameters: D=10 mm and 
different w.

Table 2: Capacitance and inductance values 
computed by using averaged relations and by 
using the retrieving method (patch array with 
periodicity, D=10 mm) 

C0

Averaged 
[fF]

C0

Retrieved 
[fF]

L0

Retrieved 
[nH]

w=12/16*D 54.12 43.76 0.729
w=14/16*D 90.28 81.04 0.352
w=15/16*D 130.9 117.35 0.24

Single-resonant elements 
A couple of popular resonant FSS elements 

are the loop and the cross type. The resonance of 
the loop occurs when the length approaches to one 
wavelength while the cross element resonates 
when its length equals half wavelength. Figures 8 
and 9 report the impedance and the reflection 
coefficient for a cross shaped FSS. The 
approximated responses are computed both by 
using the retrieving method and the multimode 
approach. The multimode approach includes just 
the first high-order mode in order to limit the 
complexity of the equivalent circuit. 

It is evident that the resonant behavior of the 
element is caught by the LC circuit while the 
effects due to the lattice (Wood’s anomaly) are 

well approximated only by including at least one 
high order mode. The geometrical parameters of 
the simulated cross are reported in Table 3 
together to the values of the lumped elements 
employed in the transmission line model to 
retrieve the FSS response. In Fig. 10, the reflection 
coefficient for a loop shaped FSS is also reported. 
Also in this case, the introduction of the first HO 
harmonic allows to correctly match the reflection 
behavior up to the onset of the grating lobes. Table 
4 reports the geometrical parameter of the 
simulated loop element together to the values of 
the lumped elements employed in the circuit 
model to retrieve the FSS response. 

Fig. 8. Impedance of a freestanding cross FSS 
obtained through MoM approach, the retrieving 
method and the multi-mode approach with one 
high-order mode (TE01). Geometrical parameters: 
D=10 mm, w=2/16*D, g=2/16*D. 

COSTA, MONORCHIO, MANARA: AN OVERVIEW OF EQUIVALENT CIRCUIT MODELING TECHNIQUES 968



Fig. 9. Reflection coefficient of a freestanding 
cross FSS obtained by using MoM code, the 
retrieving method and the multi-mode approach 
including only 1 high-order mode (TE01). 
Geometrical parameters: D=10 mm, w=2/16*D, 
g=2/16*D. 

Table 3: Geometrical parameters and values of the 
electrical parameters in the lumped circuits of the 
simulated cross element 
Physical 
Parameters

Retrieving 
Method

Multi-mode Circuit 
(1 HO mode)

D 10 mm Cs 20.00 fF Cs 19.91 fF
G 2/16*D Ls 4.37 nH Ls 1.29 nH
W 2/16*D A1TE 2.49

Fig. 10. Reflection coefficient of a freestanding 
loop shaped FSS obtained by using MoM code, 
the retrieving method and the multi-mode 
approach including only 1 high-order mode. 
Geometrical parameters: D=10 mm, w=2/16*D, 
g=1/16*D. 

Table 4: Geometrical parameters and values of the 
electrical parameters in the lumped circuits of the 
simulated loop element 
Physical 
Parameters

Retrieving 
Method

Multi-mode Circuit 
(1 HO mode)

D 10 mm Cs 72.34 fF Cs 72.39 fF
g 1/16*D Ls 3.45 nH Ls 0.61 nH
w 2/16*D A1TE 2.67

Multi-resonant elements 
There is often the necessity of employing 

more complex FSS elements in the design of 
narrow band, multi-band filters or even in multi-
resonant High-Impedance Surfaces (HIS) [77],
[78]. Some FSS elements can generate a double 
resonant, or more in general, a multi-resonant 
behavior in the zero-order Floquet propagating 
zone. These structures can be analyzed by 
introducing additional lumped elements in the 
resonant circuit. A common FSS shape is the so 
called Jerusalem Cross. This element is basically a 
cross with loading ends which enhance the 
capacitance value. An additional series LC circuit
in parallel with the original one in the equivalent 
circuit is needed, since the electric field couples 
also with the two end-loading dipoles. A layout of 
the geometry of the double resonant unit cell and 
its corresponding equivalent circuit is shown in 
Fig. 11. 

(a) (b) 

Fig. 11. Jerusalem cross element: (a) with its 
equivalent circuit and cross-frame element and (b) 
with its equivalent circuit. 

The impedance of the circuit reads: 
# $# $

# $
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The values of the unknown capacitance and 
inductances can be computed by solving by 
running an iterative matching procedure. The 
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procedure starts from the computation of the three 
resonance frequencies ωz1, ωz2 and ωp2, by 
detecting the nulls of the derivative function of the 
actual FSS impedance. The following relations 
between the lumped components of the LC//LC 
circuit hold: 

# $ # $
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1 1
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2 2
2 2
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The value of the inductance Ls1 is obtained by an 
iterative procedure that minimizes the Euclidean 
distance between the impedance computed by the 
MoM approach and the one obtained by the 
equivalent circuit model. The first pole ωp1 falls at 
ω=0 since the FSS is capacitive. Figure 12 shows 
the comparison between the reflection coefficients 
obtained by a MoM analysis and by the circuital 
approach for the two analyzed FSS configuration. 
The lumped components are summarized in Table 
5, where the values of the geometrical parameters 
are also specified. The value of the capacitance Cs1

is higher than that of the simple cross, since the 
end loading improves the capacitive coupling 
between the neighboring crosses. The additional 
capacitor, due to the capacitive effect introduced 
by the two end loading strips aligned with the 
electric field is lower than the main effect, due to 
the central cross as expected. 

Fig. 12. Reflection coefficient of a freestanding 
Jerusalem cross array obtained by a periodic MoM 
approach and by the retrieving method. 

Table 5: Lumped parameters of the simulated 
Jcross (the geometrical parameters are: D=10 mm, 
w=D/8, g=D/16, p=3/8D) 

Jerusalem Cross Array
Cs1 37.93 fF Cs2 10.70 fF
Ls1 5.15 nH Ls2 2.71 nH

The surface current on the Jerusalem cross and 
the electric field distribution on the same plane are 
reported at the two resonances with unitary 
reflection (i.e.: 11 GHz and 29 GHz) in Fig. 13. As 
it is evident from the color plot, the central cross is 
mostly excited in correspondence of the former 
resonance, while the end loading dipole 
represented by the second LC series circuit 
determines the position of the latter resonance (its 
length is equal to an half wavelength in 
correspondence of the second unitary reflection 
resonance). FSS elements characterized by a 
higher number of resonances within the 
fundamental Floquet harmonic zone can still be 
modeled by extending the aforementioned 
equivalent circuits to nth order resonant circuits 
[78]. 

Fig. 13. Surface current and electric field 
distribution on the plane of the Jerusalem cross 
array at the two reflection resonances. 

A multi-resonant element useful for 
understanding the limitations of the equivalent 
circuit approach is the spiral cross array. The 
matching of the reflection coefficient of the 
investigated spiral structure can be obtained by 
using the same equivalent circuit of Jcross as
reported in Fig. 14. However, in this case the 
equivalent circuit does not catch the physical 
behavior of the structure. Indeed, differently from 
the previous multi-resonant element, where the 
resonances were due to the element geometry, this 
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element resonates because of the high-order modes 
of the current distribution. As it is evident from 
Fig. 15, the fundamental resonance occurs when 
the length of the spiral approaches at half 
wavelength, while the second resonance occurs 
when the length of the arms is equal to 3/2λ. Other 

more complex and more compact element 
configurations are also possible [79], [80] and 
their behavior can still be matched by using a 
pole-zero matching procedure [75]. 

Fig. 14. Reflection coefficient of a freestanding 
spiral cross array obtained by MoM approach and 
by the retrieving method. The geometrical 
parameters are: D=10 mm, w=3/16D, g=D/16. 

Fig. 15. Surface current on the plane of the spiral 
cross array at the two reflection resonances. 

VI. DISCUSSION ON LUMPED 
ELEMENTS VALUES 

Simple electrostatic relationships can be 
exploited to qualitatively understand the reason 
why certain shapes determine specific values of 
capacitance and inductance. As it is well known, 
the static capacitance of an ideal parallel plate 
capacitor is directly proportional to the plate area 

A and inversely proportional to the plate 
separation d ( 0 rC A d� �� ). The capacitance value 
of the cross element is the lowest one, since the 
parallel plate capacitor formed by the two adjacent 
crosses has a small area. For the same reason, the 
patch capacitance is comparable than the loop one. 

In Fig. 16, the capacitance values for different 
unit cell elements are reported as a function of the 
element over periodicity. It is clear the capacitive 
coupling increases exponentially by reducing the 
gap between adjacent elements. The inductance 
values can be explained by resorting to the 
expression of the inductance of two parallel wires 
with length l, radius a and distance d
( # $lnL l d a	� ). As the distance between the 
parallel wires decreases, the inductance decreases
as well. In the case of the patch element, we can 
infer that the inductance value is very low because 
the plate is very large and in the previous formula 
corresponds, unwrapping the wire, to enhance the 
value of the wire radius. Cross and loop elements 
are characterized by higher inductances because of 
the narrow strips composing the single element. 
By observing the calculated optimal values of the 
inductances in Tables 3 and 4, it is evident the 
inductance values drop as the first TE high order 
mode is included in the multi-mode model. This is 
due to the fact that the impedance of the first TE 
harmonic is inductive. As a consequence, the 
inductive component of the element is now shared 
between the inductor and the first TE harmonic. 

Fig. 16. Capacitance values of 4 different elements 
as a function of the element size with respect to 
the lattice periodicity. The element width (g) is 
fixed to D/16. 
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VII. CONCLUSION 
A comprehensive overview of FSS circuit 

modeling has been presented. Different models 
based on fully analytical or semi-analytical 
formulations are described with the aim to clarify 
their range of validity and their accuracy. Fully 
analytical models based on averaged expressions 
are accurate for dense periodic arrays (quasi-static 
region), while a simple semi-analytical approach 
can be employed also in the resonant region of 
FSSs. The latter approach can be applied to 
generic FSS elements and it can be generalized 
with simple relations. Finally, an efficient multi-
mode approach which allows to match the 
complex response of the FSS screens within non-
linear grating lobes region has also been discussed. 
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Abstract ─ Metamaterials are typically engineered 
by arranging a set of unit cells in a regular array 
throughout a region of space, thus, obtaining some 
desirable macroscopic electromagnetic behavior. 
The desired property is often one that is not 
normally found naturally (negative refractive 
index, near-zero index, etc.). Over the past few 
years, the flexibilities of the metamaterials in 
choosing the numerical value of the effective 
permittivity or permeability have led to kinds of 
novel theoretical and practical possibilities for 
different applications, ranging from microwave to 
optical regime. In this paper, the theoretical 
mechanism for constructing metamaterials is 
described, and the unique feature of 
electromagnetic waves can be manipulated is 
verified by their applicability to construct various 
devices or components Some typical application is 
given, including: (1) novel RF devices realized by 
optical transformation principle, such as energy 
concentrators and universal waveguide connectors; 
(2) metamaterial-based wave absorbers; (3) gain 
enhancement approach of aperture antennas by 
planar metamaterial lenses loaded; (4) ultra-thin 
lenses with dual-polarization filtering features; and 
(5) beam tunable antennas by metamaterial device. 
Undoubtely, the reported results suggest promising 
applications in the next-generation communication 
system. 

Index Terms ─ Absorbers, antennas, lenses,
metamaterials. 

I. INTRODUCTION 
Recently, metamaterials have been attracting 

growing attentions. Responding to the incident 
electric and/or magnetic fields, metamaterials 

could exhibit specific effective permittivity ε 

and/or permeability μ, including the Double 

Negative (DNG for short, the real part of both ε 

and μ is negative, which was first proposed by 

Veselago theoretically in 1968 [1]), Single 
Negative (ENG [2] or MNG [3] for short, the real 
part of ε or μ is negative), and the Zero-Index 
Metamaterials [4] (ZIM, the real part of ε and/or μ 

is near zero). Due to the exotic electromagnetic 
characteristics, metamaterials have shown great 
potentials in kinds of applications, such as 
invisibility cloak [5], perfect lens [6], and many 
other kinds of novel applications in microwave [7-
9], terahertz [10] and optical regime [11], etc. 

Manipulation of electromagnetic waves as 
desired has been a hot topic in the field of 
electromagnetism for a long time. The emerge of 
metamaterials provides great opportunity for the 
control of the transmissions and distributions of 
electromagnetic waves and energy. In this paper, 
the applications of metamaterials in the 
manipulation of electromagnetic waves are 
discussed. In Section II, the theory of transform 
optics is introduced. Then based on the form 
invariance’s properties, electromagnetic energy 
concentrator and waveguide connector are 
proposed and simulated. After simplification 
processing of constitution parameters, the proof-
of-principle experiment is completed to verify the 
theoretical work. In Section III, metamaterials are 
applied to build a novel broadband absorber. In 
Section IV, zero index metamaterials with 
matched impedance are constructed and applied to 
enhance the gain of horn antenna. Measurements 
of gain and far-field pattern verify the theoretical 
design. In Section V, ultra-thin lens is proposed 
based on the phase discontinuities. Due to the 
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different response to the helicity of the incidence, 
dual-polarization ultra-thin lens is proposed and 
simulated. Simulations show good agreement with 
theoretical results. In Section VI, a novel method 
of building electronically beam steerable antenna 
system using Active Frequency Selective Surfaces 
(AFSS) is proposed. The design methods and 
special principals of the active frequency selective 
surfaces built for flexible antenna beam scanning 
are studied. The antenna system is fabricated and 
experimentally investigated. The front-to-back 
ratio is more than 30 dB with the null point of -59 
dB. The gain can be promoted to be 7.0 dBi. 
Furthermore, multi-beam functionality is achieved 
and the amplitudes of the beams can be controlled. 
It is believed, that all these studies suggest 
potential applications in the communication 
system or subsystems. 

II. THEORY OF TRANSFORM OPTICS 
AND APPLICATIONS 

The transform optics was first proposed based 
on the remarkable fact that Maxwell’s equations 
are form-invariant under any coordinate 
transformation. Maxwell’s equations still preserve 
their form inside the transformed space, but the 
material transforms into an anisotropic material to 
convey the effect of the coordinate transformation 
to the electromagnetic fields. This feature provides 
an intuitive way of designing material tuning the 
electromagnetic fields in a desired manner, which 
has led to numerous useful and beautiful 
applications. The transform optics has also started 
a new era for design and application of 
metamaterials in the manipulation of 
electromagnetic waves.

A. Transform optics description 
Suppose a general transformation f transform 

the original space α to the transformed space α', 

which also map each point P in the original space 
into P' in the transformed space. In order to 
preserve the form invariance of Maxwell’s 

equations, the general transformation yields an 
inhomogeneous and anisotropic material. The 
constitutive parameters can be then derived as: 

'
det( )

TJJ
J

� �� , (1a) 

'
det( )

TJJ
J

� �� , (1b) 

where J is the jacobian transform matrix defined 
as:

' ' '

' ' '

' ' '

x x x
x y z
y y yJ
x y z
z z z
x y z

( )� � �
* +� � �* +
* +� � �

� * +� � �* +
* +� � �
* +� � �, -

, (2)

in the Cartesian coordinates. Then according to 
equation (1)-(2), the constitutive parameters of the 
transformed material can be calculated according 
to certain function of transformation. Here, below 
we will use the transform optics to achieve the 
polygonal cloak, electromagnetic energy 
concentrator and the waveguide connector. 

B. Realization of the transform optics 
First, the cylindrical EM concentrator is taken 

into consideration. The optical transformation for 
the concentrator can be expressed that the region 
r'∈[0, R2] is compressed into the region r∈[0, R1], 
and the region r'∈[R2, R3] is stressed into the 
region r∈[R1, R3], as shown in Fig. 1. Here, r and 
r' represents the radius of the physical space and 
the virtual space, respectively. For the 
transformation between r'∈[0, R2] and r∈[0, R1], 
namely the core region, the transformation 
function can be easily expressed as the linear 
function. For the circular region, the numerical 
value of εr and εθ is reciprocal, if one of them is set 
as a constant, the other can be also fixed as 
constant. Based on this relationship we can 
establish the ordinary differential equation, and the 
solution is the constitutive tensor for the circular 
region, which can be expressed as: 

0
1

r

m2� �
� � , (3a)

02( 1)

0
3

m

z
rm
R

�
�

� �
� � �

� �
, (3b)

where 
3

1

3
0

2

log R
R

Rm
R

� . Hence, we have obtained 

all the constitutive parameters of the cylindrical 
EM concentrator. It could be seen that the relative 
permittivity εr and εθ are obtained as constants, and 
only εz is the function of radius, which could also 
be homogenized through layered structure. 
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Furthermore, it can be observed in equation (3)
that the constitutive tensor is nonsingular and 
positive, which improves the flexibilities for 2D 
EM concentrator design. Moreover, the impedance 
of the concentrator at the outer boundary can be 
expressed as 

3
/ 1.r R zZ 2� �� � �  The EM 

concentrator is always impedance matched with 
the free space, which indicates minimized 
scattering fields of the concentrator. 

R1

R2

R3

Fig. 1 Sketch of the cylindrical EM concentrator. 

Then lossless cases are studied based on the 
simulation results of the commercial software 
based on Finite-Element Method (FEM). Here, the 
geometry parameters are selected that 
R3=2R2=4R1=0.4 m, and the frequency is selected 
at 2 GHz. Based on all the geometry parameters, 
the constitutive parameters of the circular region 
can be calculated through equation (3). Figure 2
(a) shows the electric fields distributions of the 
concentrator. It can be seen that the electric fields 
are concentrated into the inner core region 
smoothly, and the fields outside are rarely 
disturbed. Furthermore, the power flow of the EM 
fields are also calculated and shown in Fig. 2 (b).
It can be seen that power flow is enhanced 
obviously in the inner core region. Through the 
transformation function of equation, it can be 
observed that the enhancing ratio can be expressed 
as the ratio of R2 and R1, and enhancement
theoretically diverges to infinity as R1 goes to zero
[11]. It should be noted that in our design, all 
components but one in the constitutive tensor are 
constants. Compared with the former results [5], 
our design provides greatly facility for the 
practical constructions.

E fields, z component [V/m] Normalized Power Flow [W/m2]

-0.4 -0.2 0 0.2 0.4 -0.4 -0.2 0 0.2 0.4

1

0

-1

1

0.5

0.2

Fig. 2. (a) Electric field distributions of the 
cylindrical EM concentrator, and (b) normalized 
power flow distribution of the concentrator.

Second, we focus our concentration on the 
waveguide connector shown in Fig. 3 (a). Here,
finite embedded optical transformation is applied 
to the design of waveguide connector. Considering 
a Two-Dimensional (2D) structure in the Cartesian 
coordinate system, the optical transformation that 
transfers the original space ABCD into the 
transformed space ABC'D', can be simply defined 
as the linear function. Then, the constitutive 
parameters can be derived according to equation 
(1) and (2). For the facility of the construction of 
the connector, here, we just consider the 
Transverse Magnetic (TM) polarization, for which 
only εxx, εxy(εyx), εyy and μzz components of the 
constitutive tensor are relevant. Furthermore, the 
nonmagnetic material parameters can be 
transformed into the diagonal matrix through 
rotating its optical axis by a certain angle with the 
z-axis, as shown in Fig. 3 (b). Moreover, the 
anisotropic metamaterial with diagonal 
constitutive tensor can be expressed by the two 
alternating mediums based on the effective 
medium theory.

Fig. 3. (a) Sketch of the waveguide connector, and 
(b) sketch of the rotated coordinate. 
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In order to support the theoretical results, a 
proof-of-concept experiment is conducted in the 
microwave frequency. The system above is 
designed and fabricated, including the following 
parts: two square waveguides 
(40mm*40mm*100mm, as shown in Fig. 4 (a)), 
two coaxial-to-waveguide adapters (inner radius of 
the cylindrical cavity is 3.25 mm and 17 mm
respectively, and the length of each cavity is 12.5
mm, as shown in Fig. 4 (b)) and the connector 
(40mm*40mm*50mm, as shown in Fig. 4 (c))
with the slope of 16.7°. For the alternating 
dielectric materials filled in the connector, the 
microwave composite-dielectric substrate and air 
are selected, whose relative permittivity is 5.5 and 
1, respectively. To satisfy the effective medium 
theory, the thickness of the microwave composite 
substrate and the air spacing is set as 1.5 mm and 3
mm (about 0.03λ and 0.06λ with respect to the 

central working frequency, as shown in Fig. 4 (d),
respectively.

Fig. 4. The photos of the fabricated proof-of-
concept experimental system, including: (a) the 
square waveguides, (b) the coaxial-to-waveguide 
adapters, (c) the connector, and (d) the dielectric 
slabs. 

Then, the transmission parameters (S21) of 
three cases are tested around 6 GHz through the 
vector network analyzer (Agilent E8363B): (I) the 
single square waveguide; (II) the connector filled 
with only air; and (III) the connector filled with 
alternating dielectric slabs. Here, all the other 

experimental data are normalized by the 
experimental result of the S21 of the single square 
waveguide (case (I)), and the experimental results 
are shown in Fig. 5. It could be seen that when 
filled with the material with designed constitutive 
parameters and geometrical parameters, the 
connector can achieve the relative high 
transmission parameters around the central 
working frequency, compared to the connector 
filled just with air. So the design principles and the 
constitutive parameters proposed are verified [7]. 

5.90 5.95 6.00 6.05 6.10
Frequency (GHz)

0

-3

-6

-9

-12

-15

S 2
1

(d
B)

Single waveguide (case I)
Connector filled with air (case II)
Connector filled with dielectric slabs (case III)

Fig. 5. The experimental results of the 
transmission parameters (S21). 

III. BROADBAND POLARIZATION-
INSENSITIVE ABSORBER BASED ON 

METAMATERIALS 
A. Gradient structure absorber 

A gradient structure absorber is presented in 
this section. The unit cell geometry of the 
proposed Metamaterial Absorber (MA) is 
illustrated in Fig. 6. The top layer consists of 
gradient Split Resonant Rings (SRRs), Square 
Metallic Patches (SMPs) and resistors mounted 
crosswire. The lossy dielectric board and the 
bottom layer is same as the single SRR absorber. 
Side length of dielectric substrate unit cell is 
A=29.6 mm, while thickness is D=1.6 mm. Length 
of crosswire is c=7 mm. The split width of SRRs 
and separation distance between adjacent 
crosswire is g=0.4 mm. Width of all copper wire is 
w=0.6 mm. Resistance value is R=50 Ω. The side 
length of gradient SRRs and SMPs are aij and bij 
respectively, which is given in Table 1. 
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(a) The plan view (b) The stereogram 

Fig. 6. The structure of the unit cell of the 
proposed MA. 

Table 1: The sizes of gradient of SRRs and SMPs 
aij,

bij/mm j=1 j=2 j=3 j=4

i=1 3.8, 2.2 4.2, 2.6 4.6, 3.0 4.2, 2.6
i=2 4.0, 2.4 4.4, 2.8 4.8, 3.2 4.4, 2.8
i=3 3.8, 2.2 4.2, 2.6 4.6, 3.0 4.2, 2.6

3.6, 2.0 4.0, 2.4� 4.4, 2.83 4.0, 2.4

Every four SRRs and SMPs are put obliquely 
around the central crosswire. There are 16 pairs of 
SRRs and SMPs in each unit cell, which are 
designed with gradient length parameters to make 
the 16 pairs resonator resonant at adjacent 
frequencies to increase the operating frequency 
band. In addition, the resistors mounted crosswire 
is leaded in this structure which is able to draw 
into a new resonant frequency to further increase 
the bandwidth. Moreover, resistors could transfer 
EM energy to heat and fulfill resistive loss through 
which the quality factor of the MA is decreased 
and the bandwidth is increased. Through 
simulation and optimization, resistance R=50 Ω is 

selected. It is worth mentioning that the structures 
of the unit cell are all almost symmetry so that the 
MA will have similar absorption effect on both TE 
and TM wave; namely, the MA should be 
polarization-insensitive. 

The unit cell is simulated in CST MWS 2012 
with PBC. In order to illustrate the absorbing 
mechanism of the proposed MA, two cases at 
16.48 GHz and 24.64 GHz are selected as 
examples. The magnetic field distribution and 

surface currents at the two frequencies for TE 
wave are illustrated in Fig. 7. It can be 
summarized from Fig. 7, that the strong absorption 
of broadband EM wave is based on the two 
following points: firstly, it can be observed that a 
strong magnetic field is generated around the SRR 
and SMP which form the “magnetic loop trap”

structure. The EM energy is stored around this 
structure, which effectively blocks the EM wave to 
spread outwards. Thus, current is excited on the 
top of the unit cell. In this way, EM wave could be 
consumed in the FR-4 dielectric substrates and the 
chip resistors. Secondly, comparing with the 
surface current distribution at two different 
frequencies, it can be seen clearly that different 
SRRs of the unit cell resonate at corresponding 
frequencies. Since the presence of the gradient 
structure, the unit cell contains resonators at 
adjacent frequencies which make the absorber 
function in a broadband frequency. 

 (a) 16.48 GHz (b) 24.64 GHz 

Fig. 7. The simulated surface current and magnetic 
field distribution. 

It can be observed from Fig. 8, that S11 is quite 
small in a wide band and S21=0 as expect. From 
Fig. 9, it can be obtained that for both TE and TM 
waves, the absorption rate of the absorber are both 
larger than 60% from 12.38 GHz to 22.28 GHz,
whose relative bandwidth is 57.13%. The 
maximum absorption rate of the MA is 98.37% in 
this frequency band. In addition, it is worth noting 
that the substrate used in this paper is ordinary FR-
4 with a loss tangent of only 0.025. MA in use of 
higher-loss-tangent materials is expected to obtain 
a better absorption property. 
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Fig. 8. The simulated S-parameters for TE wave 
and TM wave. 

Fig. 9. The calculated absorption rate for both TE 
and TM wave. 

IV. METAMATERIAL LENS-ELECTRIC 
AND MAGNETIC RESONANCE 

STRUCTURE 
Zero Index Metamaterial (ZIM) has been 

investigated comprehensively for directive 
emission since 2002 [4]. Varieties of designs of 
ZIM have been presented to enhance antenna 
directivity and gain. However, the impedance 
match between ZIM and free space is always hard 
to achieve. The antenna and ZIM should be 
designed together and ZIM is not universal for 
different kinds of antennas. In this section, a 
Metamaterial Lens (ML) is presented for antenna 
directivity and gain enhancement. 

A. The construction of the ZIM unit cell 
The structure and the corresponding 

parameters are illustrated in Fig. 10. The magnetic 

resonant structure is Modified Split Ring 
Resonator (MSRR), which is composed of two 
square rings with two slot at the opposite sides. 
MSRR is introduced for its larger bandwidth. The 
metal patch in Fig. 10 is the electric resonant 
structure of the ZIM unit cell. The unit cell is 
simulated in CST MWS. Its S-parameters are 
depicted in Fig. 11 and a large passband centered 
at 9.9 GHz with high S21 is observed. 

The constitutive parameter extracted from the 
S-parameters are calculated and depicted in Fig. 
12, which is based on the algorithm of [12]. It can 
be seen that μeff and εeff in turn approach zero at 9.4 
GHz and 9.7 GHz, respectively, which will make 
the corresponding effective refractive index n to 
be near zero in a band as broad as possible [13].
Particularly, at 9.0 GH and 9.9 GHz, one finds that 
the effective permittivity and permeability has the 
same value of 0.8 and 0.3, respectively, which 
leads the ZIM to have both near-zero refractive 
index for directive emission and perfectly wave 
impedance matching with free space. 

Fig. 10. The structure and parameters of the unit 
cell, in which l1=8 mm, l2=5.4 mm, l3=h=6.6 mm, 
t=8.2 mm, t1=2.9 mm, t2=0.8 mm, w=0.8 mm and 
s=0.4 mm. 

Fig. 11. The S-Parameters of the unit cell. 
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Fig. 12. The effective constitutive parameters of 
the unit cell. 

B. Fabricated and tested planar metamaterial 
lens 

The Metamaterial Lens (ML) is formed by 
arranging the unit cell in one plane. It is fabricated 
and measured with an H-plane horn antenna with 
center frequency of 9.9 GHz, as shown in Fig. 13. 

Fig. 13. The phototype of ML and the H-plane 
horn antenna. 

For the H-plane horn antenna, the size of the 
ML is 19×13 unit cells. The measured return loss 
of the horn antenna is depicted in Fig. 14. The 
return loss of the H-plane horn antenna is also 
slightly affected by the ML. The measured E-plane 
radiation patterns of the H-plane horn antenna 
with and without ML are illustrated and contrasted 
in Fig. 15. The main lobe of the E-plane radiation 
pattern of the antenna at 9.9 GHz is obviously 
sharpened. The main lobe width is reduced from 
91.4° to 14.8°. The directivity of the H-plane horn 
antenna is greatly enhanced. The antenna gain of 
the H-plane horn antenna is also enhanced by 4.43 
dB, which is a significant improvement. The gain 
enhancement of the ML with different distance 
between the lens and antenna is also depicted in 
Fig. 16. The ML proposed in this section is 
capable of enhancing antenna gain in a wideband
from 9.5 GHz to 10.6 GHz. Additionally, the gain 

enhancement barely varies with the distance 
thanks to good impedance match between lens and 
free space, which is an advantage over lens based 
on Fabry-Perot resonance [14]. 

Fig. 14. The measured return loss of the H-plane 
horn antenna with and without the ML, here ZIL 
in the legend is short for zero-index lens. 

Fig. 15. The E-plane radiation pattern of the H-
plane horn antenna with and without the ML. 

Fig. 16. The gain enhancement of the H-plane 
horn antenna loading ML with different distance. 
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V. ULTRA-THIN PLANAR METALENS 
WITH PHASE DISCONTINUITY 

The metalens with phase discontinuity 
provides the abrupt phase change at the interface. 
By introducing abrupt phase changes with sub-
wavelength unit cells, phase accumulation in the 
traditional lens can be substituted by the phase 
discontinuities on the interface, which provides 
possibilities of constructing the ultra-thin 
metalens. However, the conversion efficiency, 
defined as the ratio of the energy of transmitted 
cross-polarized wave to that of the total incident 
wave, is relatively low for the published designs 
operating under cross-polarized fields [15,16], and 
the maximum efficiency achieved was only a few 
percent. It was predicted theoretically, that the 
maximum attainable cross-coupling is 25%, based 
on the S-parameters of the four ports network [17]. 

A. Unit cell structure
The proposed metalens and the unit cell are 

schematically shown in Fig. 17 (a) and (b), 
respectively. The unit cell has a miniaturized 
structure, which is beneficial for more compact 
design. For the normal incident plane wave 
linearly polarized along x- or y-axis, the 
transmission coefficients are shown in Fig. 17 (c), 
while Fig. 17 (d) illustrates the transmission 
coefficients for the transmitted Left-Circularly 
Polarized (LCP) and Right-Circularly Polarized 
(RCP) components under LCP incident wave. 
Simulation results also show that the transmission 
coefficients are independent of θ, which depicts 

the orientation angle of the optical axes of the 
individual unit cell in clockwise direction with 
respect to y-axis, as shown in Fig. 17 (b). 

To achieve the desired phase changes in 
microwave band, the P-B phase is adopted here. A 
Phase Factor (PF) is achieved when the 
polarization changes from the initial state to the 
final state. The two poles on the Poincaré sphere 
indicate the RCP and LCP states. The PF is equal 
to half of the area, which is encompassed by the 
loop on the sphere, and the absolute value can be 
calculated as 2|θ1-θ0|. Using Jones calculus, the 
transmitted field of the P-B elements can be given 
by Eq. (4) as: 

# $2 2i i
out E in R LE E e R e L2 24 4 4�� � � L# $2i2E E e# i22 e�EE # i2e RE # i2 R L222i , (4) 
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| R|  and ηE, ηR, ηL are the 

polarization order coupling efficiencies, <|> 
denotes inner product, RR  ( LL ) represents the 
RCP (LCP) component, tx and ty are the 
amplitudes of the transmission coefficients for two 
linear polarizations which are perpendicular and 
parallel to the optical axes, and φ is the phase 
difference between the transmission coefficients. 

When RCP (or LCP) is the incident wave, ηR

(or ηL) equals to zero, and Eq. (4) illustrates that 
the transmitted field from a P-B element 
comprises two polarization orders. One maintains 
the phase and original polarization state of the 
incident wave, while the other one exhibits 
opposite helicity and a phase modification of ±2θ, 

where ±1 corresponds to both the rotating 
direction of the unit cells and the helicity of the 
incidence. Therefore, by arranging the unit cell 
with different orientations an ultra-thin metalens
with the phase discontinuity can be achieved, and 
EM waves can be manipulated with great latitude 
subsequently. 

Fig. 17. Illustration of the transmission of EM 
waves through the unit cell: (a) sketch of the 
metalens, (b) geometric parameters of the unit cell, 
(c) transmission coefficients under linear-polarized 
incident wave when θ=0, and (d) transmission 
coefficients under LCP incident wave when θ=0.
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In this research, we find that at the first 
resonant frequency of 9.8 GHz, the incident wave 
with linear polarization along x-axis can pass 
through the lens completely, while transmission is 
suppressed for y-polarized incidence, as shown in 
Fig. 17 (c). As a result, when the incident wave is 
circularly polarized, half of the incident energy 
can transmit. Figure 17 (d) shows that the cross-
polarized and co-polarized fields both exist in the 
transmitted field under LCP incident wave. The 
transmission coefficients for the transmitted LCP 
and RCP components are the same with value 0.5 
at the first resonance, which means that our design 
has reached the theoretical limit on the maximum 
coupling efficiency of 25% for cross-polarized 
component. 

B. Bi-functional ultra-thin metalens design 
As demonstrated above, the unit cell of 

metalens responds differently to the LCP and RCP 
incident wave. Thus, we can utilize this 
phenomenon to construct bi-functional metalens. 
For a given focal length f, Eq. (5) gives the 
relationship between the rotation angle θ and the 

position of the unit cells: 
2 20.5 )2 ( | | ,f x f	

%
2 � � � �  (5) 

where x=na (n=0, ±1, ±52, …), and ±1 represents 

the clockwise or anti-clockwise rotation 
respectively. In this letter, a metalens with focal 
length f of 300 mm is proposed. The working 
frequency is around 10 GHz, thus, it can be 
considered to be operating in the far-field region (f 

10λ). Figures 18 and 19 show the results of the 
electric field distribution. It can be seen that for 
the normal RCP incident wave, the design operates 
as an ultra-thin converging lens (Fig. 18 (a)). 
When the polarization of the incident plane wave 
changes into LCP, the metalens exhibits a 
diverging effect (Fig. 19 (a)). According to Eq. 
(4), the transmitted cross-polarized component is 
affected by the lens, and the transmitted co-
polarized component keeps original state. 
Although, not as perfect as the pure cross-
polarized transmission, the total fields still 
perform the same converging or diverging effects 
after superimposed with the transmitting co-
polarized wave. This makes our metalenses 
competitive for practical applications. In general, 
our design can be tailored to be working as 

converging or diverging lens only depending on 
the helicity of the incident plane wave. 

Fig. 18. (a) Simulation result of the distribution of 
the transmitted electric fields amplitude of pure 
cross-pol component for the converging lens, and 
(b) simulation result of the distribution of the 
transmitted Ey component. 

Fig. 19. (a) Simulation result of the distribution of 
the transmitted electric fields amplitude of pure 
cross-pol component for the diverging lens, and 
(b) simulation result of the distribution of the 
transmitted Ey component. 

VI. ELECTRONICALLY RADIATION 
PATTERN STEERABLE ANTENNAS 

USING ACTIVE FREQUENCEY 
SELECTIVE SURFACES 

With the expansion of wireless 
communication industry, the demand for 
electronically steerable antenna solutions is 
increasing such as point-to-multi-point links for 
base stations. 

In this work, a new method to build 360° 
steerable antenna is proposed. The control 
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methods and design requirements for both single- 
and multi-beam modes are presented and 
discussed. The working mechanism is to modify 
the path of EM wave emitted from the inner 
antenna using AFSS mounted with varactor 
diodes. Another advantage of using varactor 
diodes is the low power consumption. Unlike the 
PIN diodes, when varactor diodes are reversely 
biased, the leakage current is low. In this work, the 
total power consumption is less than 1.02 mW. 

A. Configuration and beam scanning 
As shown in Fig. 20, ten columns of AFSS 

unit cells are employed to construct a cylinder 
array with a radius of 50 mm. Figure 21 shows 
three methods to configure the antenna in each 
sector for single-beam mode. Multi-beam ability is 
also studied in this work. With the help of 
continuously tuning capability, the amplitudes of 
the beams can be also controlled. Figure 22 
illustrates two cases for introduction, there are 
many other combinations. 

Fig. 20. Antenna structure and installation. 

Fig. 21. Single-beam control methods. 

Fig. 22. Multi-beam control methods. 

B. AFSS array 
The structure of AFSS unit is shown in Fig. 

23. The top side of the unit cell consists of a pair 
of vertical-symmetric anchor-shaped metal strips 
and a varactor mounted in the middle. The bottom 
side includes the DC biasing network, as shown in 
the bottom view in Fig. 23. 

Fig. 23. Layout of the unit cell. 

C. Fabrication and measurement 
To validate the proposed theory, an antenna 

prototype was fabricated and assembled. A multi-
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channel programmable 0-30 V voltage controller 
based on Atmega128 processor and high voltage 
DACs is also designed and fabricated. 

The radiation patterns for both vertically and 
horizontally polarization are measured and shown 
in Fig. 24. For 5-5 mode, the main lobe direction 
is 178°, 3 dB width is 77°. The gain of the COCO 
antenna is 3.6 dBi. The designed AFSS antenna is 
7.0 dBi for 5-5 mode, 6.9 dBi for 4-6 mode and 
6.6 dBi for 4-5-1 mode. 

The configuration is shown in Fig. 25, and the 
measured results are shown in Fig. 26. The gains 
are directly shown in the figure for the reader to 
evaluate the energy distribution. Obviously, if 
there are more columns of the AFSS, it should be 
more flexible to control radiation, as well as with 
higher resolution. 

Fig. 24. Radiation patterns of single-beam modes 
and COCO antenna in H-plane. 

Fig. 25. Configuration methods of dual-beam 
modes. 

Fig. 26. Tested radiation patterns of the dual-beam 
modes in H-plane. 

VII. CONCLUSION 
The theory, design, simulation, measurement 

and application of metamaterials in the 
manipulations of electromagnetic waves have been 
discussed. First, the theory of transform optics is 
introduced briefly. Then electromagnetic 
concentrator and waveguide connector are 
proposed based on the transform optics. Both 
simulation and measurements results verify the 
theoretical results. Second, broadband 
polarization-insensitive absorber based on gradient 
structure metamaterial is designed and simulated. 
The metamaterial absorber has an excellent 
broadband property for its gradient structure. 
Simulation results verify that the designed sample 
has a good absorption effect on both TE wave and 
TM wave in a wide band. Third, a zero-index 
metamaterial is proposed for antenna gain 
enhancement. Both simulated and measured 
results show that the proposed metamaterial is able 
to achieve antenna gain enhancement in a broad 
frequency range from 8.9 GHz to 10.8 GHz and 
the greatest gain enhancement reaches up to 4.02 
dB. Fourth, dual-polarity ultra-thin lens are 
proposed. The efficiency of cross-pol conversion 
approaches to the theoretical limit. The property of 
converging and diverging EM wave only depends 
on the helicity of the incident wave. Finally, a new 
AFSS structure mounted with varactor diodes has 
been proposed and designed. Then a radiation-
pattern steerable antenna has been fabricated and 
tested based on the AFSS. By controlling the bias 
voltage, the radiation pattern sweeps in the whole 
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azimuth plane for both the single-beam modes and 
the dual-beam modes. In addition, the amplitudes 
of the two beams for dual-beam modes are also 
controllable. With sub-wavelength control of 
phase and amplitude of electromagnetic waves, we 
believe metamaterials will be a promising 
technology for the communication system of the 
next generation. 
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Abstract ─ This paper presents an overview of our 
recent development of domain decomposition 
methods for finite element analysis of large-scale 
electromagnetic problems. More specifically, it 
presents several domain decomposition algorithms 
based on the Dual-Primal Finite Element Tearing 
Interconnecting (FETI-DP) method for solving 
vector wave equations. These algorithms expand 
the capability and improve the performance of the 
FETI-DP method by: (1) lifting the requirement of 
conformal meshes on subdomain interfaces, (2) 
speeding up the convergence of the iterative 
solution of the global interface problem, and (3) 
incorporating appropriate truncation boundaries 
for more accurate simulation. Numerical results 
are presented to demonstrate the application, 
accuracy, efficiency, and capability of these 
algorithms. 

Index Terms ─ Domain Decomposition Method 
(DDM), Dual-Primal Finite Element Tearing and 
Interconnecting (FETI-DP), Finite Element 
Method (FEM), higher-order transmission 
condition. 

I. INTRODUCTION 
Full-wave electromagnetic simulation has 

been widely used for analysis, design, and 
optimization in modern electrical and electronic 
engineering. Several Computational 
Electromagnetics (CEM) techniques, such as the 
Finite Element Method (FEM), the Method of 
Moments (MoM), and the Finite-Difference Time-
Domain (FDTD) method, have made great 
progress during the past few decades [1].
Nevertheless, the scope and application of these 
rigorous numerical tools are still limited by the 

problem size and complexity, for which 
computation time and computer memory 
requirements become excessive. A popular 
solution is to develop a Domain Decomposition 
Method (DDM), which is a numerical approach 
that decomposes a large-scale simulation problem 
into many small subdomain problems that can be 
computed simultaneously with parallel processors 
[2-4]. The combination of the DDM and the FEM 
is much more efficient than that of the DDM and 
the MoM because the FEM involves only local 
interaction. With the use of unstructured meshes 
and curvilinear elements, the FEM is much better 
at modeling curved surfaces, fine structures, and 
composite materials than does the FDTD. As a 
result, the FEM-based DDMs have attracted the 
most attention among all the DDMs. 

The FEM-based DDMs can be categorized 
into two groups: one based on the Schwarz method 
and the other based on the Schur complement 
method. Among a variety of Schur complement 
DDMs [2], the Dual-Primal Finite Element 
Tearing and Interconnecting (FETI-DP) method, 
developed by Farhat, et al. [5-9], shows excellent 
numerical scalability and parallel efficiency. When 
first introduced to CEM, the FETI-DP method 
assumed an unknown Neumann boundary 
condition on a subdomain interface with the aid of 
one Lagrange multiplier [10]. It was a typical 
nonoverlapping iterative substructuring DDM.
Later, an unknown Robin boundary condition was 
introduced on the subdomain interface with the aid 
of two Lagrange multipliers to improve the 
convergence of the global interface iterative 
solution for high-frequency applications [11,12].
Both FETI-DP versions construct a global corner 
system that relates the fields at the crosspoints 
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between the subdomains through a Dirichlet 
continuity condition. This corner system provides 
a coarse grid correction to speed up the 
convergence of the global interface iterative 
solution by propagating residual errors over the 
entire computational domain in each iteration. 

The FETI-DP algorithms developed in [10,11]
require a conformal interface mesh, which means 
that two neighboring subdomains must have the 
same surface mesh at their interface. Although this 
requirement is naturally satisfied in applications 
where a global mesh is generated first for the 
entire domain and then decomposed into many 
subdomain meshes, it is hard to achieve when the 
entire domain is very large so that one has to first 
break it into small subdomains and then mesh each 
subdomain individually. In such a case, two 
neighboring subdomains usually have different 
surface meshes at their interface. To handle such 
nonconformal interface meshes, one has to 
introduce two sets of unknown variables and 
develop special DDMs to couple the solution in 
the adjacent subdomains [13-18]. 

As another important DDM, the Optimized 
Schwarz Method (OSM) optimizes transmission 
conditions on subdomain interfaces to speed up 
the iterative convergence for solving the global 
interface problem [19-21]. To derive optimized 
higher-order transmission conditions for vector 
electromagnetic fields, one surface curl-curl term 
related to the interface electric field and another 
gradient that corresponds to the interface surface 
charge density were proposed to ensure the 
convergence of both Transverse-Electric (TE) and 
Transverse-Magnetic (TM) evanescent modes,
respectively [22-28]. Similar ideas can be found in 
the development of higher-order Absorbing 
Boundary Conditions (ABCs) in early publications 
[29-31]. As can be expected, this idea of using a 
higher-order transmission condition can also 
benefit the FETI-DP method formulated with two 
Lagrange multipliers. 

For some real-life engineering problems, it is 
neither necessary nor desirable to mesh a
computational domain together. For example, in 
the Computer Aided Design (CAD) of electronic 
devices, it is often the case that only a portion of 
the entire device has to be redesigned repeatedly to 
achieve an optimal performance [32]. Therefore, 
this portion has to be re-meshed multiple times, 
whereas the mesh for the remaining portion can be 

kept the same. Therefore, there is an engineering 
need for a DDM that can allow the user to 
generate meshes for different regions separately 
based on geometrical features and then decompose 
each mesh independently using an automatic mesh 
decomposer. With such a process, the entire 
computational domain may contain conformal 
interfaces (generated by a mesh decomposer) and 
nonconformal interfaces between different regions 
partitioned before mesh generation. For such an 
application, it is necessary to develop an effective 
DDM to deal with mixed conformal/nonconformal 
multi-region meshes [33,34]. 

This paper presents a brief overview of our 
recent development of FETI-DP methods for FEM 
analysis of large-scale electromagnetic problems. 
The rest of this paper is organized as follows. In 
Sections II.A and II.B, we first extend the 
conformal Lagrange Multiplier (LM)-based FETI-
DP method to the case with nonconformal 
interface and corner meshes. Then, we consider
the TE Second-Order Transmission Condition 
(SOTC-TE) to significantly improve the iterative 
convergence of the interface solution in Section 
II.C. Afterwards, we discuss a hybrid method and 
a general crosspoint correction technique in 
Section II.D for an efficient modeling of multi-
region problems. Finally, we present several 
antenna radiation and wave propagation examples
to demonstrate the accuracy and efficiency of the 
proposed solvers in Section III.

II. FORMULATION 
In this section, we first review the formulation 

of the nonconformal LM-based FETI-DP method, 
then incorporate the SOTC-TE into the dual-
primal framework, and finally discuss the hybrid 
FETI/FETI-DP scheme. 

A. FETI-DP for nonconformal interface and 
conformal corner meshes 

Assume that the entire computational domain V
is first divided into Ns nonoverlapping subdomains. 
The problem for the sth subdomain is defined by 
the second-order curl-curl equation:

1 2
0 0 0 imp( )s s s

r rk jk Z� ��56 56 � � �E E J  in ,sV  (1) 
and the Robin boundary condition: 

1ˆ ˆ ˆ( ) ( )s s s s s s s
rn n n� ��6 56 � 6 6 �E E Λ  on ,sS  (2) 

where 0k  and 0Z  are the free-space wavenumber 
and intrinsic impedance, respectively, imp

sJ  is an 
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impressed current, ˆ sn  is the outward normal unit 
vector of the sth subdomain, s�  is a complex 
parameter chosen to make the subdomain problem 
well posed, and sΛ  is an unknown variable 
defined on the subdomain interface. For the 
portion of the subdomain boundary sS  coinciding 
with the exterior surface of the computational 
domain 0 ,S  we can either apply an ABC, a
Perfectly Matched Layer (PML), or a Boundary 
Integral (BI) equation to the field. 

To formulate the boundary-value problem 
defined in (1) and (2) using the FEM, the 
subdomain is discretized into finite elements such 
as tetrahedra. The vector electric field within each 
subdomain can then be expanded with hierarchical 
vector basis functions such that T{ } { }s s sE�E N
[35]. By applying Galerkin’s method, the FEM 

equation for the sth subdomain can be derived as: 
0

,
s s s s s
ii ib ic i i
s s s s s s s ss s
bi bb bb bc bb b bc cb bs s s ss s
ci cb cc cc c

K K K E f
K K M K B L EE f
K K K E f

%
%

( ) � 7 � 7 � 78 8 8 8 8 8* +� � � �� 9 � 9 � 9* + 8 8 8 8 8 8� :� : � :, -

(3) 

where 
1[ ] [ ( )( )

s

s s s
uv r u vV

K ��� 56 56��� N N
2
0 ]s s

r u vk dV�� N N ( , , , ),u v i b c�

0 0 imp{ }
s

s s s
u uV

f jk Z dV� � ��� N J ( , , ),u i b c�

ˆ ˆ[ ] ( )( ) ,
s

s s s s s s
bb b bS

M n n dS�� 6 6�� N N

[ ] ,
s

s s s
bb b bS

B dS� �� N N

ˆ ˆ[ ] ( )( ) ,
s

s s s s s s
bc b cS

L n n dS�� 6 6�� N N

0 0 ˆ{ } ( )
s

s s s
c cS

jk Z n dS% � � 6�� N H .

Different from the conformal FETI-DP method 
[10,11], the dual unknown sΛ  here is explicitly 
expanded in terms of a set of curl-conforming 
vector basis functions defined on sS such that 

T{ } { }s s s
b %�Λ N . Therefore, [ ]s

bbB  is no longer a 
Boolean matrix. By using the subscripts i, b, and c, 
each vector is partitioned into three parts, which 
are associated with the interior, interface, and 
corners of the subdomain, respectively. The 
separation of the corner unknowns is one of the 
most important features of the dual-primal idea. 
Equation (3) can be written in a compact form as: 

; <T[ ] ( )
0

s s s s s s s s s
rr rc r r br bb b bc cs ss s

c ccr cc

K K E f R B L E
E fK K

%( ) � 7 � 7 �� �� 9 � 9* + � : � :, -
, (4) 

where 

[ ]
s s

s ii ib
s s srr
bi bb bb

K KK K K M
( )� * +�, -

, [ ] ,
s

s ic
src
bc

KK K
( )� * +, -

T[ ] [ ] [ ] ,s s s s
cr ci cb rcK K K K� �

{ }
s

s i
sr
b

EE E
� 7� � 9
� :

, and { } .
s

s i
sr

b

ff f
� 7� � 9
� :

With the aid of a Boolean matrix [ ]s
brR , which 

extracts the interface electric field { }s
bE  out of 

{ }s
rE , we obtain the system equation for the dual 

unknowns from the first equation of (4) as: 

#1{ } [ ]{ } [ ][ ] { }s s s s s s
b br r br rr rE R E R K f�� �

$T T[ ] [ ]{ } ([ ] [ ] [ ]){ }s s s s s s s
br bb b rc br bc cR B K R L E%� � � . (5) 

From the second equation of (4), another system 
equation can be derived for the primal unknowns, 
which is: 
# $1 T[ ] [ ][ ] ([ ] [ ] [ ]) [ ]{ }s s s s s s s

cc cr rr rc br bc c cK K K K R L B E�� �
1{ } { } [ ][ ] { }s s s s s

c c cr rr rf K K f% �� � �
1 T[ ][ ] [ ] [ ]{ },s s s s s

cr rr br bb bK K R B %��  (6) 
where the Boolean matrix [ ]s

cB  is introduced to 
extract the local corner unknowns from the global 
corner unknowns, which can be expressed 
mathematically as [ ]{ } { }s s

c c cB E E� . Assembling 
(6) through all subdomains yields a global corner-
related finite element system, which will be 
discussed later. It is important to note that { }s

c%  of 
all subdomains are cancelled out after the global 
assembly due to the Neumann continuity condition. 

Next, we introduce the global boundary 
unknown vector { }b%  and the Boolean projection 
matrix [ ]sQ to extract { }s

b%  from { }b%  such that 
{ } [ ]{ }s s

b bQ% %� , as defined in [11]. In order to 
obtain the global interface equation, we make use 
of the First-Order Transmission Condition (FOTC) 
on the subdomain interfaces: 

ˆ ˆ( ) ( )
ˆ ˆ( ) ( )

s q s q q q q
b b b
q s s q s s s
b b b

n n
n n

� �
� �

� � � � 6 6
� � � � 6 6�

Λ Λ E
Λ Λ E  on .sq'  (7) 

The choice of �  has to satisfy the condition that 
0s q� �� = . Note, that by enforcing (7), the 

tangential electric and magnetic fields are 
guaranteed to be continuous across the interface 

sq' . Taking the sth subdomain as reference, we 
can discretize the first equation of (7) to obtain: 
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[ ] { } [ ] { } [ ]{ }s s s s sq q
bb q b q bc q c q bb b sN L E N% %� � �

[ ]{ } [ ]{ }sq q sq q
bc c s bb b sL E M E� � , (8) 

where 
[ ] ,

sq

s s s
bb q b bN dS

'
� �� N N

ˆ ˆ[ ] ( )( ) ,
sq

s s s s s s
bc q b cL n n dS�

'
� 6 6�� N N

[ ] ,
sq

sq s q
bb b bN dS

'
� �� N N

ˆ ˆ[ ] ( )( ) ,
sq

sq q q s q q
bc b cL n n dS�

'
� 6 6�� N N

ˆ ˆ[ ] ( )( )( ) .
sq

sq s q q s q q
bb b bM n n dS� �

'
� � 6 6�� N N

Note, that [ ]s
bb qN  is always diagonally dominant as 

long as the same set of basis function is used to 
expand the auxiliary variable Λ  defined on both
sides of the shared interface. Therefore, we can 
take the inversion of [ ]s

bb qN  to write the 
transmission condition (8) as: 

1{ } [ ] [ ] [ ]{ }s s s s s
b q bb q bc q q cN L S E% ��

1 1[ ] [ ][ ]{ } [ ] [ ][ ]{ }s sq q q s sq q q
bb q bb s b bb q bc s cN N T N L S E%� �� � �

1[ ] [ ][ ]{ }s sq q q
bb q bb s bN M T E�� , (9) 

where we introduced another two Boolean 
matrices [ ]s

qT  and [ ]s
qS  to extract the unknowns

associated with interface sq'  from those on sS ,

such that { } [ ]{ }s s s
b q q bE T E� , { } [ ]{ }s s s

b q q bT% %� , and 

{ } [ ]{ }s s s
c q q cE S E� . Equation (9) can further be 

simplified by eliminating { }q
bE  and the result is: 

1{ } [ ] ([ ][ ] [ ][ ][ ]){ }s s sq q sq q q q
b q bb q bb s bb s bb bN N T M T F% %�� �

1[ ] [ ] [ ][ ]{ }s s s s
bb q bc q q c cN L S B E��

1[ ] ([ ][ ][ ] [ ][ ][ ]){ }s sq q q sq q q
bb q bc s c bb s bc cN L S B M T F E�� �

1[ ] [ ][ ]{ }s sq q q
bb q bb s rN M T d�� � , (10) 

where 
1 T[ ] [ ][ ] [ ] [ ],q q q q q

bb br rr br bbF R K R B��
1 T[ ] [ ][ ] ([ ] [ ] [ ])[ ],q q q q q q q

bc br rr rc br bc cF R K K R L B�� �
1{ } [ ][ ] { }.q q q q

r br rr rd R K f��
On one hand, we can assemble (10) over all s

and q to obtain an interface system for all 
subdomains as: 

({ },{ },{ }) 0c bF E f% � . (11) 
On the other hand, we can assemble the 
contribution from the primal unknowns (defined 

on corners) in (6) as: 
{ } ({ },{ })c bE G f%� . (12) 

By combining (11) and (12) and eliminating { }cE ,
we obtain the nonconformal FETI-DP interface 
equation for the dual unknowns { }b% , which can 
be solved using a Krylov subspace method. After 
{ }b%  is solved, { }cE  can be obtained from (12)
and the electric field inside each subdomain can be 
obtained by solving (5). 

B. Extension to nonconfomal interface and 
corner meshes 

To further enhance the capability of the LM-
based FETI-DP scheme to deal with arbitrary 
meshes, we now focus on the extension to 
nonconformal corner cases in this section. Assume 
that four subdomains share one global corner edge.
We denote the number of unknowns defined on 
each local corner edge as cN , then call the corner 
with most unknowns as “master” corner and the 
others as “slave” corners so that slave master

c cN N .
Note, that subdomains with more than one 
crosspoint could contain both master and slave 
corners. We impose the Dirichlet continuity 
condition at the corner as: 

master slave ,t tE = E (13) 
in a weak sense, where the subscript t specifies the 
tangential electric field along the corner edge. 

The tangential electric field for the master and 
slave subdomains (taking one slave subdomain for 
example) can be expanded by two independent 
sets of basis functions master{ }cN  and slave{ }cN as: 

slave

master

slave slave slave
, ,1

master master master
, ,1

.
c

c

N
t c n c nn

N
t c n c nn

E
E

�

�

� �8
�

�8�

/
/

E N
E N

 (14) 

By substituting (14) into (13) and testing both 
sides using slave{ }cN , we obtain: 

slv-slv slave slv-mst master[ ]{ } [ ]{ },cc c cc cG E H E�  (15) 
where 

slv-slv slave slave
, , , ,

c
cc mn c m c nG dl

'
� �� N N

slv-mst slave master
, , , .

c
cc mn c m c nH dl

'
� �� N N

Because slv-slv[ ]ccG  is always diagonal, we have: 
slave slv-slv 1 slv-mst master{ } [ ] [ ]{ },c cc cc cE G H E��  (16) 

which means that the corner unknowns defined on 
the slave corners can be represented by those on the 
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master corners. Therefore, one can construct a
global coarse problem by using only the corner 
unknowns on all the master corners.

C. Second-order transmission condition 
The FOTC employed in Section II.A can be 

replaced by a higher-order transmission condition 
to speed up the convergence of the iterative 
solution of the global interface problem [25-27]. 
Among them, the SOTC-TE is of particular 
interest because it can be implemented without 
introducing any extra auxiliary variables on 
subdomain interfaces. When incorporated into the 
dual-primal framework, it does not change the 
sparsity pattern of the subdomain matrices 
compared to that in the FOTC case. The 
subdomain matrix symmetry is also preserved, 
which is highly desirable for the storage and 
factorization by a direct sparse solver [34]. 

For the sth subdomain, the SOTC-TE can be 
written as: 

1ˆ ˆ ˆ( ) ( )s s s s s s
rn n n� ��6 56 � 6 6E E

ˆ[ ( ) ]s s s s
nn�� 56 56 �E Λ  on ,sS (17) 

where ˆ( ) ( )s s s
n n56 � 56E E and s� can be 

determined based on the smallest mesh size and the 
order of basis functions on the subdomain interface 
to account for all the evanescent modes supported 
by the interface mesh [25,26]. More specifically, 

0/ ( ),s j k k� � � � ), with 2 2 1/2
max 0( ) ,k j k k� � �max
2k j kmax( 2
maxj( and 

max min/ ,k h	� where minh denotes the smallest 
mesh size on the subdomain interface.

Adding the transmission conditions from two 
neighboring subdomains and eliminating the 
tangential magnetic field, we have: 

ˆ ˆ( ) ( )
ˆ         ( ) [ ( ) ],

ˆ ˆ( ) ( )
ˆ        ( ) [ ( ) ]

s q s q q q q
b b b

s q q q
b n

q s s q s s s
b b b

s q s s
b n

n n
n

n n
n

� �
� �

� �
� �

� � � � 6 6
8 � � 56 56
� � � � 6 68

� � 56 56�

Λ Λ E
E

Λ Λ E
E

 (18) 

on sq' . It can be seen that in addition to the 
Dirichlet and Neumann continuity conditions, the 
SOTC-TE also enforces the continuity of 

ˆ[ ( ) ]nn56 56E , which is related to the tangential 
variation of the normal magnetic flux density. Due 
to the use of the SOTC-TE, the computation of 
some matrices in Section II.A has to be modified as
follows:

ˆ ˆ[ ] [ ( )( )
s

s s s s s s
bb b bS

M n n�� 6 6�� N N

( ) ( ) ] ,s s s
b n b n dS�� 56 56N N

ˆ ˆ[ ] [ ( )( )
s

s s s s s s
bc b cS

L n n�� 6 6�� N N

( ) ( ) ] ,s s s
b n c n dS�� 56 56N N

ˆ ˆ[ ] [ ( )( )
sq

s s s s s s
bc q b cL n n�

'
� 6 6�� N N

( ) ( ) ] ,s s s
b n c n dS�� 56 56N N

ˆ ˆ[ ] [ ( )( )
sq

sq q q s q q
bc b cL n n�

'
� 6 6�� N N

( ) ( ) ] ,q s q
b n c n dS�� 56 56N N

ˆ ˆ[ ] ( )( )( )
sq

sq s q q s q q
bb b bM n n� �

'
� � 6 6�� N N

( )( ) ( ) ] .s q s q
b n b n dS� �� � 56 56N N

D. Hybrid nonconformal FETI/conformal 
FETI-DP

For the multi-region domain decomposition, 
when a subdomain interface resides within one 
region, it must be mesh-conformal and geometry-
conformal. In this case, [ ]s

bbB in Section II.A is 
reduced to a projection Boolean matrix, [ ]s

bb qN and 

[ ]sq
bbN become identity matrices, and one does not 

have to deal with projections on the geometrical 
crosspoints as described in Section II.B. Thus, it is 
necessary to design an efficient hybrid algorithm to 
take advantage of the partially conformal meshes.

For this, we propose a general crosspoint 
correction technique to ensure good accuracy, fast 
convergence, and a nonsingular global interface 
matrix [33,34]. The basic idea includes the 
following guidelines: (1) the Lagrange multipliers 
need to be split into two when they are defined on 
the edges connecting an inter-region interface and 
an interior interface within one region. (2) By
automatic domain decomposition, it is possible to 
have geometry crosspoints sitting on an inter-region 
interface. If this is the case, convert the original 
corner unknowns into non-corner interface
unknowns, define Lagrange multipliers on these 
crosspoints and split each Lagrange multiplier into 
two. (3) In geometry-nonconformal cases, one 
Lagrange multiplier may be shared by more than 
two neighboring subdomains. In this case, split such 
a Lagrange multiplier according to the number of 
overlapped neighboring subdomains and let each 
Lagrange multiplier after splitting take care of the 
communication from the reference subdomain to 
each neighboring subdomain.
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Actually, Guidelines 1 and 2 are two special 
cases described by Guideline 3. It should be noted 
that splitting Lagrange multiplier introduces extra 
boundary unknowns into the original global 
interface problem, which may lead to a singular 
global interface matrix equation. For this, a corner 
penalty term technique is employed to remove the 
singularity or near singularity due to the 
redundancy [27].

III. NUMERICAL EXAMPLES 
The algorithms described in Section II have

been implemented on different serial and parallel 
computing platforms. In this section, we present 
several numerical examples to demonstrate their
accuracy and convergence performance. For 
antenna array simulations, the repetition of the 
array structure is fully exploited in order to save 
time for generating the mesh and factorizing 
repeated subdomain matrices. 

A. Vivaldi antenna array 
The first example is designed to explore the 

capability of the LM-based FETI-DP method to
analyze large-scale antenna arrays, and compare 
its performance to that of the FETI-DPEM2 [11]
and the Cement-Element (CE)-based FETI-DP 
method [18]. The size of the simulated Vivaldi 
antenna array increases from 36 3 to 1006 100. To 
truncate the computational domain, the first-order 
ABC is placed at one extra unit cell surrounding 
the array in the xy-plane. The distance between 
two adjacent elements in both the x- and y-
directions is set to be 36 mm. Figure 1 (a) shows 
the Vivaldi antenna element, where the height, 
width, and thickness of the substrate are d=33.3
mm, w=34.0 mm, and h=1.27 mm, respectively. 
The lossless substrate has a relative permittivity of 
6.0. The radius of the hollow circle is chosen to be 
R=2.5 mm. The half-width of the slot line varies 
with z according to an exponential function given 
by w(z)=0.25exp(0.123z) mm. This function gives 
a half-width of 15 mm at the open mouth. The 
antenna is fed by a coaxial line with an inner 
radius rin=0.375 mm and an outer radius rout=0.875 
mm from under the ground. A 5-mm coaxial line 
is modeled and then terminated with a waveguide 
port boundary condition with only the TEM mode 
assumed at the end of the coax. 

The convergence history of the iterative 
solution of the global interface problem for the 

1006 100 array simulated by the conformal, LM-
based, and CE-based FETI-DP methods is plotted 
in Fig. 1 (a), and the computed radiation patterns 
are compared in Figs. 1 (b) and 1 (c). The 
BiCGStab iterative solver is employed with a 
stopping criterion of 310� . For this array, the LM- 
and CE-based FETI-DP methods have a similar 
convergence behavior and yield nearly identical 
results to that of the conformal FETI-DP method. 
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FETI-DPEM2 (w/ conformal mesh)

LM FETI-DP (w/ nonconformal mesh)

CE FETI-DP (w/ nonconformal mesh)
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Fig. 1. Simulation of the 100 6 100 Vivaldi 
antenna array at 3 GHz. (a) Convergence history, 
(b) broadside scan E-plane relative pattern, and (c) 
broadside scan H-plane relative pattern. 
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In Table 1, we list the computation resources 
used to simulate Vivaldi antenna arrays of 
different sizes by the LM-based FETI-DP method. 
All examples are run on an HP workstation, 
equipped with a 2.66-GHz Intel Xeon processor 
and 12 GB memory. To plot the scalability curve 
as shown in Fig. 2, we record the computation 
time for solving the global interface dual 
unknowns as well as the total computation time. It 
is observed that the computation time increases 
linearly with the total number of unknowns in this 
case.

Table 1: Computational information of the 
nonconformal FETI-DP method for simulating 
various Vivaldi antenna arrays. The computation 
time is in the hour:minute:second format 

Array
Size

# of 
Unknowns

Interface 
Time (# of 
Iterations)

Total 
Time

3 36 3 209,7923 00:00:21 (28) 00:02:20
10 106 3 1,908,5523 00:04:54 (44) 00:13:43
31 316 3 17,410,0803 00:49:27 (51) 02:01:21
100 1006 3 178,235,8323 07:19:58 (40) 19:32:20
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Fig. 2. Computation time as a function of the total 
number of unknowns for various Vivaldi antenna 
arrays. 

Antenna array is a typical case where the 
outgoing wave may propagate towards the 
truncation boundary at an oblique direction. If this 
is the case, no matter how far away the ABC is 
placed, its absorption is limited and the artificial 
reflection may not be reduced to a desired level. 
To effectively reduce the artificial reflection, we 
can employ an oblique ABC as [36]: 

0ˆ ˆ ˆ( ) cos ( )sn jk n n26 56 � � 6 6E E

0
ˆ ˆ( / cos ) ( )sjk t t2� E , (19) 

where ˆ ˆˆ ˆ( )sin cos sin sins s s s s st n. 2 . . 2 .� 6 �  and 
n̂  denotes the outward unit normal vector of the 
planar truncation surface. The angle for perfect 
absorption of this ABC can be tuned by 
parameters s2  and s. . Obviously, (19) is reduced 
to the conventional ABC if o0s2 � . Therefore, we 
can always tune this ABC to minimize the 
reflection error for the analysis of large finite 
phased arrays as long as the direction of the main 
beam of the radiated wave is specified. 

To investigate the performance of the oblique 
ABC, a 20 206  Vivaldi antenna array is 
considered. For the mesh truncation of the upper 
half space, we have two setups. One is a 
hemispherical surface with a base radius of 7% ,
whereas the other is a rectangular surface placed 
1%  away from both the top and the side of the 
antenna array. The size of the rectangular box is 
8.8 9.2 1.33% % %6 6 . Apparently, the second setup 
is computationally more efficient than the first one 
because its computational domain is much smaller. 
However, in the second setup, the radiated field 
will be incident on the top truncation surface at a
much larger angle than in the first one if the 
antenna array is set to radiate away from 
broadside. In this case, the oblique ABC can
provide a good absorption performance while 
minimizing the size of the computational domain. 
The 20 206  Vivaldi antenna array is simulated at 
3.0 GHz using: (1) the conventional ABC with the 
hemispherical truncation surface, (2) the 
conventional ABC with the rectangular truncation 
surface, and (3) the oblique ABC with the 
rectangular truncation surface for the main beam 
( , )s s2 .  steered to o o(60 ,0 ) . The near-zone field 
distributions in the yz-plane are plotted in Fig. 3.
We take the result of Case 1 shown in Fig. 3 (a) as 
the reference solution and enlarge the portion 
close to the antenna array in Fig. 3 (b) for a better 
comparison between the results of Cases 2 and 3,
which are shown in Figs. 3 (c) and 3 (d). For the 
case of o o( , ) (60 ,0 )s s2 . � , Case 3 yields a visually 
much better result than does Case 2, as shown in 
Figs. 3 (c) and 3 (d). The far-field radiation 
patterns calculated in the three cases above are 
compared in Fig. 4, which shows that the result of 
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Case 2 deviates from the reference solution by 3 
dB, whereas the result of Case 3 has a much 
smaller derivation. For Cases 2 and 3, it takes 9.2 
minutes to finish the simulation of one frequency 
point on one computational node which contains 
16 Intel Xeon 2.70-GHz processors. The result of 
the reference case (Case 1) is obtained using the 
hybrid conformal/nonconformal domain 
decomposition solver described in Section II.D 
with 43.5 minutes for one frequency on the same 
node. 

(a)

(b)

(c)

(d)

Fig. 3. Re( )E  for the 20 206  Vivaldi antenna 
array in the xz-plane at 3.0 GHz with steering 
angle set at o o( , ) (60 ,0 ).s s2 . �  (a) Computed using 
the conventional ABC with a hemispherical 
truncation surface, (b) same as (a) but plotted in a 
limited region for the purpose of comparison, (c) 
computed using the conventional ABC with a 
rectangular truncation surface, and (d) computed 
using the oblique ABC with a rectangular 
truncation surface. 
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Fig. 4. Co-polarized radiation patterns for the 
20 206  Vivaldi antenna array in the xz-plane at 3.0 
GHz when the main beam is steered to 

o o( , ) (60 ,0 ).s s2 . �

B. NRL Vivaldi antenna array with a radome 
In this example, we consider the near-field 

interaction between a phased-array antenna and its 
surrounding environment. The antenna array 
adopted was designed by the Naval Research Lab 
(NRL) [37]. A radome is placed on the top of the 
array for mechanical protection. The hybrid 
nonconformal FETI/conformal FETI-DP method 
is employed to solve this multi-region problem. 

In the 11 6 11 dual-polarized array, each 
Vivaldi antenna element consists of three layers of 
metal printed on a dielectric substrate with a 
height of 246.253 mm, a width of 35.56 mm, and a 
thickness of 3.3274 mm. The relative permittivity 
of the dielectric slab is 2.2 0.0009r j� � � . The 
metallic layers are equally spaced and are 
connected by vias with a radius of 0.79 mm. All
antenna elements are connected to each other by 
solid metal posts and mounted vertically on a 
finite ground whose size is 528 mm 6  528 mm. 
For more geometrical details, the reader is referred 
to [37].

At 3.02 GHz, the hemispherical radome has a 
base radius of 5.5% . The thickness and the relative 
permittivity of the radome are 0.1%  and 

2.0 1.0,r j� � �  respectively. The conventional 
first-order ABC is used on a hemispherical surface 
placed 1%  away from the exterior boundary of the 
hemispherical radome. In this case, the first-order 
ABC is a better choice because the truncation 
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surface can be made conformal to the radome to 
reduce the size of the computational domain. In 
addition, it provides good absorption for waves 
radiating along any direction. Figure 5 shows the 
radiation patterns of the array with and without the 
radome. All radiation patterns are normalized by 
the value in the maximum radiation direction of 
the array without the radome. It can be seen that 
due to the loss of the radome, the emitted power in 
the main beam direction is reduced by around 3 
dB. The result using conformal meshes on the 
inter-region interfaces is also plotted for 
comparison. Apparently, using nonconformal 
inter-region interface meshes does not sacrifice the 
accuracy of the solution since two sets of data are 
on the top of each other. The field distribution is 
also plotted in Fig. 6 for the cases with and 
without the radome. Finally, the convergence 
history the iterative solution of the global interface 
problem for the array with the radome is given in 
Fig. 7. It should be noted that for large-scale 
problems, the nonconformal meshes on the 
interfaces between different regions may introduce 
some numerical resonance and yield slower 
convergence than a conformal mesh does. 
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Fig. 5. Comparison between the radiation patterns 
for the array with and without the radome at 3.02 
GHz and steering angle o60s2 � �  and o0 .s. �

(a) 

(b) 

Fig. 6. | |E in the o0. �  plane for H-pol excitation 
at 3.02 GHz and steering angle o60s2 �  and 

o0s. � . (a) The NRL array itself, and (b) the NRL 
array with a radome. 
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Fig. 7. Convergence history of the iterative 
solution of the global interface problem for the 
NRL array with the radome. 

C. Subwavlength wave guiding and focusing 
As the last example, we simulate a taper 

transition device which can guide waves from a 
wavelength-scale transmission line to a 
subwavelength-scale one. The basic structure is a 
periodic arrangement of metallic bricks standing 
on a metallic surface, as shown in Fig. 8 (a). The 
period of each brick-groove pair is 

/ 8 0.2 mm,d %� �  the length and height of each 
metallic brick are 0.5l d�  and 1.5 ,h d�  and the 
width shrinks from in 16w d�  to out 0.5w d�
linearly through an 18-period transition. The input 
and output ports of the entire device are connected 
to the taper structure by 12- and 18-period uniform 
waveguides, respectively. The entire structure is 
made of aluminum, which has 

4 63.39 10 3.5 10r j� � � 6 � 6  at 1.6 mm% � . At 
this frequency, the aluminum can also be modeled 
as a Perfect Electric Conductor (PEC), because the 
modal effective index as a function of w for a PEC 
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is almost the same as that for the aluminum [38]. 
In the simulation, the grating lies on an infinitely 
large ground plane, which is also modeled as a 
PEC. To excite the fundamental TM-like mode 
whose magnetic field is parallel to the groove 
orientation, a current sheet is placed 
perpendicularly to the wave propagation direction 
at the input port. The ABC or PML truncation is 
placed one wavelength away from the top and four 
sides of the device. In this paper, we implement 
the PML as a diagonally anisotropic artificial 
medium, with [ ]r r D� �� [ ]� �  and [ ]r r D� �� [ ]� � , where: 

0 0
[ ] 0 0

0 0

a
D b

c

( )
* +� * +
* +, -

. (20) 

The diagonal entries of [ ]D  can be further written 
as / ,y z xa s s s� / ,z x yb s s s� and / ,x y zc s s s� where 

,xs ,ys  and zs  are functions of spatial variables x,
y, and z, respectively. In the PML region, ,xs ,ys

and zs  can be expressed as ,as s js
 

� �  where a
could be x, y, or z, and s
  and s

  are real numbers 
with 1s
 �  and 0,s

 �  which are used to control 
the attenuation of the evanescent and propagating 
waves in the PML [1]. 

To compare the convergence performance of 
the FETI-DP method with the SOTC-TE when the 
computational domain is truncated using either the 
ABC or the PEC-back PML, we discretize the 
entire computational domain with the same mesh, 
reset the material properties of the tetrahedral 
elements in the PML region, and change the 
boundary condition at the exterior boundary. With 
this, the number of unknowns using two different 
truncations remains roughly the same. When the 
entire computational domain is divided into 512 
subdomains, there are 3,342,990 primal 
unknowns, 724,544 dual unknowns, and 22,933 
corner unknowns for the ABC truncation, whereas 
those for the PML truncation are 3,302,780,
719,112, and 22,932, respectively. Figure 8 (b) 
shows the simulated electric field intensity 
distribution in the plane 30 μm  above the 
waveguide. As can be seen, when propagating in 
the taper, the mode size becomes smaller and 
smaller with a gradually increased intensity, which 
demonstrates the wave squeezing and focusing 
phenomenon observed in the experiment [38]. The 
convergence history of the iterative solution of the 

global interface problem using the FETI-DP 
method with the SOTC-TE and the cement 
element method with the SOTC-FULL [26] is 
given in Fig. 9 for both the ABC and PML 
truncations. In both cases, the FETI-DP method 
outperforms the cement element method in terms 
of iteration steps. Also, the convergence does not 
slow down too much when the ABC is replaced 
with the PML. 

(a) 

(b) 

Fig. 8. Subwavelength waveguiding and focusing 
device. (a) Geometry; the waveguide width 
transits from in 16L d�  to out 0.5L d�  after 18 
periods, and (b) electric field in the plane 30 μm
above the waveguide. 

Fig. 9. Convergence history of the iterative 
solution of the global interface problem when the 
computational domain is truncated by ABC and 
PEC-backed PML. 

999 ACES JOURNAL, Vol. 29, No. 12, DECEMBER 2014



IV. CONCLUSION 
In this paper, we presented an overview of our 

recent effort on the domain decomposition finite 
element analysis of large-scale electromagnetic 
problems. First, we described the formulation of 
the LM-based FETI-DP method to deal with 
nonconformal interface and corner meshes. Then 
we discussed an approach to employ a higher-
order transmission condition to improve the 
convergence performance of the interface iterative 
solution. Afterwards, we introduced a hybrid 
nonconformal FETI/conformal FETI-DP scheme 
to model multi-region electromagnetic problems, 
which relies on a general corner correction 
technique to handle mesh-nonconformal and 
geometry-nonconformal meshes on the inter-
region interface. Finally, we gave a few numerical 
examples to demonstrate the finite element 
analysis of various antenna arrays, where we 
employed an oblique ABC designed for absorbing 
waves radiating from an array. In addition, we 
validated the PML mesh truncation through the 
simulation of a wave-guiding and focusing device.
The application examples demonstrated that the 
finite element-based DDM is a powerful numerical 
simulation technique for the analysis of large-scale 
electromagnetic problems. 
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Abstract ─ Finite-Difference Time-Domain 
(FDTD) modeling of electromagnetic wave 
propagation in the Earth-ionosphere waveguide has 
gained significant interest over the past two 
decades. Initially, FDTD modeling capabilities 
were largely limited to two-dimensional models 
assuming a plasma ionosphere (but incapable of 
accounting for Faraday rotation), or to three-
dimensional global models assuming a simple, 
isotropic conductivity profile ionosphere. Two 
algorithm developments have recently advanced 
the state-of-the-art in electromagnetic wave 
calculation capabilities in the ionosphere: 
(1) A new, three-dimensional efficient FDTD 

magnetized plasma model. 
(2) A Stochastic FDTD (S-FDTD) model of 

magnetized ionospheric plasma. 
The first capability permits longer-distance, higher 
frequency and higher altitude propagation studies 
by greatly reducing the memory requirements and 
simulation time relative to previous plasma models. 
The second capability introduces for the first time a 
way of solving for not only mean electromagnetic 
field values, but also their variance. This paper 
provides an overview of these two recent advances. 

Index Terms ─ Earth, electromagnetic wave 
propagation, Finite-Difference Time-Domain 
(FDTD), global propagation, ionosphere, 
magnetized plasma, plasma, stochastic processes. 

I. INTRODUCTION 
Many communications, radar, and geophysical 

studies and applications rely on accurate knowledge 
of both the state of the ionosphere and the 
characteristics of Electromagnetic (EM) signal 
propagation through or reflected by the ionosphere. 

Satellite communications, the Global Positioning 
System (GPS), over-the-horizon radar, target 
direction finding, and ionospheric remote sensing 
are some example applications. The success of 
these applications would be greatly improved with 
the availability of accurate modeling capabilities. 
Three major challenges, however, must be 
overcome in order to perform realistic calculations 
of EM propagation through the ionosphere: 
(1) For most applications, the EM wave frequency 

is high enough such that complex magnetized 
plasma physics must be accommodated. 

(2) The ionosphere exhibits high variability and 
uncertainty in both time and space. 

(3) The ionosphere is comprised of both large and 
small-scale structures that often need to be 
accommodated. 
Several approximate methods involving ray 

tracing have been proposed to calculate trans-
ionospheric EM wave propagation (e.g., [1-4]); 
however, these methods are incapable of taking into 
account the full ionospheric variability and/or 
terrain between the transmitters and receivers. 
Further, as the frequency of the EM wave is 
reduced, their calculated results diverge from the 
true solution as the physical reality departs from the 
short-wavelength asymptotic assumptions 
underlying geometrical optics and ray tracing. 
Finally, for techniques such as phase screen or 
Rytov approximations, the calculated results are 
only valid for weak fluctuations of the ionosphere. 

The Finite-Difference Time-Domain (FDTD) 
method [5,6] is a robust computational EM 
technique that has been applied to problems across 
the EM spectrum, from low-frequency geophysical 
problems below 1 Hz and up into the optical 
frequency range [6]. The advantages of FDTD for 
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Earth-ionosphere wave propagation problems 
include [7,8]: 
> As a grid-based method, the 3-D spatial 

material variations of the ionosphere 
composition, topography/bathymetry, 
lithosphere composition, geomagnetic field, 
targets, and antennas, etc., may be 
accommodated. Figure 1 for example, shows 
FDTD-calculated global EM propagation in the 
Earth-ionosphere waveguide below 1 kHz that 
includes details of the Earth’s topography, 

bathymetry, oceans, and an (isotropic) 
conductivity layering in the ionosphere, which 
is sufficient for propagation below 1 kHz. 

> The complex shielding, scattering and 
diffraction of EM wave may be calculated in a 
straightforward manner. 

> Any number of simultaneous sources may be 
accommodated (antennas, plane waves, 
lightning, ionospheric currents, etc.). 

> Any number of observation points may be 
accommodated, and movies may be created of 
the time-marching propagating waves. 

> As a time-domain method, FDTD can model 
arbitrary time-varying source waveforms, 
movement of objects, and time variations in the 
ionosphere. 

> Results may be obtained over a large spectral 
bandwidth via a discrete Fourier transform. 

> A fully 3-D magnetized ionospheric plasma 
FDTD algorithm may be used to calculate all 
important ionospheric effects on signals, 
including absorption, refraction, phase and 
group delay, frequency shift, polarization, and 
Faraday rotation. 
The downside of being able to accommodate all 

of the above details and physics, is that the FDTD 
model may quickly become very memory- and 
time-intensive, and thus, require significant 
supercomputing resources. This makes real-time 
calculations difficult or sometimes even impossible 
to obtain. Further, if the EM frequency is high 
enough (and the required grid resolution low 
enough), the required grid size may become 
computational infeasible, especially for long 
propagation paths. 

Fig. 1. Snapshot visualizations of round-the-world 
EM propagation below 1 kHz as calculated by a 3-
D FDTD model, including details of the Earth’s 

topography, oceans, and isotropic ionosphere 
(figure courtesy of [7]). 

Although supercomputing capabilities continue 
to improve, efficient FDTD algorithms are needed 
to make EM wave propagation modeling in the 
ionosphere feasible and manageable. Section II 
provides an overview of the current state of the art 
for trans-ionospheric EM wave propagation. 
Section III then describes a new, efficient, 3-D
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FDTD magnetized ionospheric plasma model [9] 
that may be used to greatly advance the current state 
of the art. Next, Section IV describes a new 
capability: Stochastic FDTD (S-FDTD) [10,11] 
magnetized ionospheric plasma modeling [12],
which can yield both average as well as variance 
electric and magnetic fields due to variances and 
uncertainties in the ionosphere composition. 
Section V gives an overview of the input 
parameters that may be used to populate the Earth-
ionosphere models. The paper then concludes with 
a discussion of application possibilities of these 
models. 

II. CURRENT STATE OF THE ART 
In 1837, W. R. Hamilton introduced a system 

of differential equations describing ray paths 
through general anisotropic media [13]. In 1954, J. 
Haselgrove proposed that Hamilton’s equations 

were suitable for numerical integration on 
electronic computers and could provide a means of 
calculating ray paths in the ionosphere [14]. In 
1960, Haselgrove and Haselgrove implemented 
such a ray-tracing program to calculate “twisted ray 

paths” through a model ionosphere using Cartesian 

coordinates [15,1].
In 1975, M. Jones and J. J. Stephenson 

generated “an accurate, versatile FORTRAN 

computer program for tracing rays through an 
anisotropic medium whose index of refraction 
varies continuously in three dimensions” [16]. This 
model and variations of it are still in use today, and 
have been applied to such applications as over-the-
horizon radar [1]. Additionally, many other related 
techniques have now been generated especially for 
higher frequency scintillation studies, including the 
phase screen [3] or Rytov approximation, parabolic 
equation method [2], and even hybrid methods, 
such as combining the complex phase method and 
the technique of a random screen [4].

These techniques, however, are only valid 
under certain conditions. The complex phase 
method, for example, is only valid for EM wave 
propagation above 1 GHz. The phase screen or 
Rytov approximation is only valid for weak 
fluctuations of the ionosphere. And for all of these 
methods involving ray tracing, as the frequency of 
the EM wave is reduced and its wavelength 
increases, the calculated results diverge from the 

true solution as the physical reality departs from the 
short-wavelength asymptotic assumptions 
underlying geometrical optics and ray tracing [17]. 

Ray tracing has been traditionally employed for 
ionospheric propagation because it is 
computationally inexpensive; however, it is: 
> Incapable of taking into account the variable 

terrain and structural material properties of and 
between the transmitters and receivers. 

> Restrictive, in that particular methodologies of 
implementing the ray tracing are limited to 
certain frequency ranges, and its accuracy 
depends on the plasma properties. 

> It provides solutions at only individual 
frequencies (steady-state solutions may be 
obtained; pulses cannot be studied). 

An alternative to ray tracing is full-vector 
Maxwell’s equations FDTD modeling, which is not 

limited by the above issues. 
FDTD plasma models have been developed by 

a number of groups [e.g., 18-20]. However, all of 
these models require large amounts of computer 
memory, require very small time steps linked to the 
plasma parameters rather than the Courant limit, or 
produce nonphysically spurious electrostatic waves 
(of numerical origin) due to the spatially non-
collocated status of electric fields and current 
densities, resulting in late-time instabilities [17]. 
Section III describes an FDTD plasma method [12] 
that does not suffer from these drawbacks. 

To study the performance capability of an 
example FDTD plasma algorithm, FDTD plasma 
model results have previously been compared to 
ray-tracing results for the application of reducing 
the radar cross-section of targets [21]. Although 
Chaudhury and Chaturvedi limited their study to 
unmagnetized, collisional cold plasmas, they 
conclude that FDTD is more accurate and less 
restrictive than ray tracing, at the cost of being more 
computationally demanding. For example, they 
determine that ray tracing only yields accurate 
results in their study when both the density scale 
length is long compared to the free-space 
wavelength of the incident wave, and when the 
conduction current is small as compared to the 
displacement current in the medium. Additionally, 
ray tracing provides solutions at only individual 
frequencies (i.e., for sinusoidal steady-state signals, 
not for pulses). 
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III. MAGNETIZED IONOSPHERIC 
PLASMA ALGORITHM 

The new FDTD plasma modeling methodology 
is analogous for each of the electrons, positive ions, 
and negative ions, so due to space constraints, only 
electrons will be considered here. In the new 
formulation [12], the coupled Maxwell’s equations-
Lorentz equation of motion plasma model may be 
solved using an algorithm originally used by Borris 
[22] to calculate the velocity of particles in Particle-
In-Cell (PIC) plasma models [23]. PIC codes track 
trajectories of particles or groups of particles 
(“super-particles”) and solve for electrodynamic 

fields. By using the Borris approach, the resulting 
FDTD plasma model is stable while also reducing 
the memory requirements and the execution time 
compared to all previous FDTD plasma 
formulations [12,17].

A. Collisional plasma algorithm 
The plasma may be considered collisionless or 

collisional. This section will consider the more 
general collisional cases. Under the cold plasma 
condition and by assuming a known electron 
density, the momentum equation can be simplified 
as follows [18]: 

, (1) 

where  is electric current due to electrons,  is the 
collision frequency,  is the electric permittivity, 

 is the electron plasma frequency, and  is the 
electron gyro-frequency. 

The difficulty in solving equation (1) in the 
collisional regime is that the current density vector 
is needed at time step , which is not yet 
known. In order to solve this issue, a two-step 
method known as the predictor-corrector method is 
employed. In the first (predictor) step, the current 
vector at  is used to predict the current density 

at . In the second (corrector) step, the 
predicted current density vector from the first step 
is used and all the equations are solved again. A 
second, new current density vector is found at 
, that is known as the corrector current density 

vector. The average of the predicted current density 
vector and the corrector current density vector at 

is used for current density vector at .
The predictor-corrector method is second order 

accurate [24,25]. 
Equation (1) in discrete form in the predictor 

step [12,22] is as follows: 

. (2) 

In equation (2), it appears that the current 
density components should be collocated with the 
electric field component. However, in the time 
domain, the current densities are solved out of sync 
with the electric fields, which are solved at each 
integer time step; i.e., (n). Instead, the current 
densities are solved at the same time step as the H-
fields (or at each half time step); i.e., ( ). In 
order to simplify equation (2), the E-field should be 
incorporated into the current vector term. We define 
two auxiliary current density components [12,22] 
as follows: 

, (3)

. (4) 
The cross product does not change the energy; 

therefore, . However, the direction of 
the vector is changed. Figure 2 demonstrates the 
rotation of the current density vector around 
that is for simplicity (only for the figure) assumed 
to be perpendicular to the current density 
components. The direction of the  and the B-
field is out of the paper. 

Fig. 2. Rotation of the current vector around .
Figure adapted from [23].
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From Fig. 2, the angle of rotation is: 

. (5)
The sampling frequency should be twice the 

electron gyro-frequency to accurately model it. 
Therefore, , which means . For

smaller angles the results are more precise. The 
can be found in four steps as follows [12,22,23]:

, (6.1) 
, (6.2) 

, (6.3) 
, (6.4) 

where , and .

As part of the predictor-corrector method, 
equation (1) is discretized in the corrector step as
follows [12,22]: 

. (7) 

The auxiliary current density vectors are then 
defined as [12,22]: 

, (8) 

. (9) 
The final current vector is [12,22]: 

. (10) 
The maximum allowed time step that may be 

used depends on the electron gyro frequency; i.e., 
.

Several validation tests are performed in 
[Samimi and Simpson, submitted] to demonstrate 
the accuracy and capability of the newly developed 
FDTD plasma model. Section III (B) below 
provides an example validation, and Section III (C) 
summarizes the performance of this new model. 

B. Example validation 
As an example validation, the propagation of an 

electromagnetic wave inside a small plasma 
spherical waveguide is investigated. This 
simulation case is chosen so that propagation over 
a short distance may be modeled and compared to 
theory. It serves as a high-resolution validation of 
the global FDTD plasma model of [26,12]. 
Additional validation cases are provided in [12]. 

The spherical waveguide has an internal radius 
2.673 m and external radius 3.6978 m. A magnetic 
field is considered in the south-north direction and 
its strength is . The electron density is 

. The source of the 
electromagnetic wave is located at  and 
propagation toward the equator is examined. The 
source creates a linearly polarized electromagnetic 
plane wave polarized in the radial ( )-direction and 
having a Gaussian time-waveform according to: 

. (11) 
This pulse is expected to excite the R-wave and L-
wave as well as low frequency whistler mode. The 
whistler mode is part of the R-wave dispersion 
relation that can propagate at frequencies less than 
the electron gyro-frequency. 

Figure 3 shows the time domain electric field in 
the -direction; i.e., , 40 cells (approximately 
40 mm) from the source. The low frequency 
whistler mode arrives at the observation point at 
around . Figure 4 shows the power spectrum 
of the electric field corresponding to the time-
waveform of Fig. 3. The L-wave cutoff frequency, 

, the R-wave cutoff frequency, , and the 
whistler mode with frequency band less than the 
electron cyclotron frequency ( ) are apparent 
in the figure. These results are also in very good 
agreement with plasma theory and the simulation 
results of the previous anisotropic model [26].

Note, that in this validation test, the time step 
value for solving Maxwell’s equations is chosen 

according to the Courant stability condition and is 
. This time step value corresponds to a 

rotation angle  that yields a numerical 
electron gyro-frequency error of less than .
Therefore, there is no need to use a different time 
step for solving the current equation compared to 
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Maxwell’s equations.

Fig. 3. Time-domain electric-field waveform in the 
r-direction recorded ~40 mm from the source along 
the magnetic field (figure courtesy of [12]). 

Fig. 4. Power spectrum of the electric field in the r-
direction recorded ~40 mm from the source along 
the magnetic field line (figure courtesy of [12]). 

C. Summary of performance 
The advantages of the new FDTD plasma 

model [12] over the previous formulation of [17]
are as follows:  
> It permits the use of two different time steps for 

solving the current equation vs. the Maxwell’s 

equations. The previous anisotropic model did 
include this capability, and so for some cases 
the time-step requirements of the current 
density solutions could drastically slow down 
the solutions to the Maxwell’s equations. As 

such, obtaining solutions for cases involving 
high collision frequencies was nearly 
impossible due to the necessary long 
computational time. 

> It is faster than the previous model. Depending 
upon the size of the time step needed to solve 
the current equation, the new algorithm is more 
than 50 percent faster than the previous version. 

> Implementation of the algorithm is much 
simpler and no matrix equation must be solved. 

> The memory requirements are drastically less 
than for the previous formulation (3 additional 
real numbers are stored per cell relative to 
traditional FDTD compared to 9 additional real 
numbers stored per cell as for the previous 
plasma formulation; also, it does not require 
storage or re-calculation of a coefficient 
matrices of size at least 6x6 at every grid cell).

The only disadvantage of the new algorithm is that 
for simulating wave propagation in dense plasma, 
the stability condition can be smaller than Courant 
limit. The plasma frequency puts an additional 
restriction on the maximum allowable time step 
value. Therefore, either the Courant condition or a 

, whichever is smaller, should be chosen 

for the time step for Maxwell’s equations.

IV. STOCHASTIC FDTD 
A second recent development that has 

advanced time-domain modeling of ionospheric 
propagation is a new stochastic FDTD plasma 
model that solves for mean as well as variance 
electromagnetic fields due to uncertainties or 
variances in the ionosphere composition. The 
variability of the ionosphere renders many 
propagation problems too complex to be solved 
using a deterministic formulation. The structure of 
the ionosphere can depend not only on the altitude, 
time of day, and season, but also on the latitude, 
longitude, sun spot cycle, and occurrence of space 
weather events. A useful approach to such a highly 
complex problem is to consider it as a random 
medium problem. 

Numerical EM techniques, however, typically 
use only average (mean) values of the constitutive 
parameters of the materials and then solve for 
expected (mean) electric and magnetic fields. The 
Monte Carlo method is a well-established and 
widely-used brute force technique for evaluating 
random medium problems via multiple realizations 
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[10]. Depending on the nature of the statistical 
correlation, a random medium problem may require 
tens or hundreds of thousands of realizations. This 
yields an extremely inefficient brute force 
approach, particularly for 2-D and 3-D problems, 
and therefore is rarely used in EM modeling. 

Stochastic FDTD (S-FDTD) is an efficient 
formulation that runs the ensemble averages in a 
single realization scheme [10,11]. S-FDTD was 
recently extended to EM wave propagation in the 
ionosphere by extending the stochastic variables to 
both Maxwell’s equations and the Lorentz equation 

of motion [9]. The electric fields, magnetic fields, 
current densities, electron/ion densities and 
collision frequencies all are treated as random 
variables with their own statistical variation. The 
resulting mean and variance calculations of the EM 
fields and current densities provides new 
capabilities; for example, the ability to determine 
the confidence level that a communications/remote 
sensing/radar system will operate as expected under 
abnormal ionospheric conditions. It may also be 
useful in a wide variety of geophysical studies. 

The advantage of S-FDTD is that it requires 
only about twice as much computer simulation time 
and memory as a traditional FDTD simulation 
regardless of the number of random variables. On 
the other hand, its limitation is that it can only 
bound the field variances according to a best 
estimate approximation for the cross correlation 
coefficients. 

In [9], an S-FDTD method is developed for the 
previous (less efficient) magnetized plasma 
algorithm of [17]. Recently, a more efficient 
magnetized plasma model was developed [12] as 
presented in Section III of this paper. In the 
remainder of this section, general guidelines are 
provided for extending the S-FDTD approach to the 
more efficient magnetized plasma model of Section 
III and [12]. The general approach is analogous to 
that of [9].

A. Mean field equations 
Using the Delta method [27], the average (or 

expected) EM fields and current density values may 
be found by solving Maxwell’s equations and the 

current equation while using mean (average) values 
of the variables [10]. For the S-FDTD magnetized 

cold plasma model, the equations for the mean 
values of the EM fields and current densities are of 
the same form as for those of the regular 3-D FDTD 
magnetized cold plasma model. Thus, the mean EM 
field and current density values are found by using 
the mean plasma frequency of ωPe, or equivalently, 
the mean of electron density ne.

B. Variance field equations 
The variance fields may also be derived by 

using the delta method and the statistical values.
When solving only Maxwell’s equations, the 

variance field equations may be solved separately 
from the mean field equations no matter the 
dimensionality of the problem [10]. However, in 
the 3-D magnetized cold plasma model, the 
momentum equation (1) is coupled to Maxwell 
equations, which leads to a complicated but linear 
system. As a result, the electric field and current 
density variances must be computed 
simultaneously. When variance equations are 
derived, covariances are needed for the E, H fields 
and current density Je in both time and space. 
Equation (1) also relates the current density to the 
collision frequency and the electric field to the 
plasma frequency of the ionosphere, resulting in 
additional covariance terms of between the current
density and collision frequency, and the electric 
field and plasma frequency. For S-FDTD method, a 
critical step is to approximate these correlation 
coefficients, which controls the accuracy of the 
algorithm.  

Figure 5 shows a diagram of the iteration 
process for each time step of the S-FDTD method. 
What is changed from regular FDTD updating is the 
addition of the calculation of the variances after the 
mean values are obtained. Therefore, the running 
time as well as the memory required for S-FDTD is 
roughly double that needed for traditional FDTD 
(and double that for the regular FDTD plasma 
model). Also, since both the mean fields and their 
variances behave like waves, both require boundary 
conditions. Thus, an absorbing boundary condition 
is needed for the E, H, and Je mean values as well 
as for their variances. In [9], Mur’s boundary 

conditions are used because that boundary 
condition was found to provide good absorption 
regardless of the magnetic field direction [28].
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Fig. 5. S-FDTD flow chart (figure adapted from 
[10]). 

V. INPUT TO THE FDTD MODELS 
Since the FDTD model may account for highly 

detailed structures and materials, it is useful to 
populate the FDTD grid with realistic data. The 
Earth’s topography and bathymetry data may be 
obtained; for example, from the National Oceanic 
and Atmospheric Administration (NOAA) National 
Geophysical Data Center (NGDC). The Earth’s 

magnetic field data and its direction and amplitude 
variation with position may be obtained from the 
International Geomagnetic Reference Field 
(IGRF). 

For an isotropic conductivity profile 
ionosphere to be used in lower frequency EM 
propagation models, relatively simple profiles 
based on measurements and analytical calculations 
may be used, such as an exponential conductivity 
profile [29] or a knee profile [30]. To model an 
anisotropic magnetized plasma ionosphere to be 
used in higher frequency EM propagation models,
electron and ion densities and collision frequencies 
and their variation with time and position may be 
obtained from the International Reference 
Ionosphere (IRI) and other sources. IRI has recently 
been expanded to include stochastic information 
about the ionosphere composition (e.g., [31]). 

VI. CONCLUSION 
This paper provided an overview of two recent 

advances in FDTD EM wave propagation modeling 
in the ionosphere: 
(1) A new, efficient 3-D magnetized ionospheric 

plasma model. 

(2) A stochastic FDTD model of ionospheric 
plasma. 

The combination of these models provides the 
capability to model high frequency EM wave 
propagation over longer distances than previously 
possible, while also solving for not only mean but 
also variance electric and magnetic fields due to 
uncertainties or variances in the ionosphere. 
Applications of these models range from remote 
sensing to communications and space weather. 
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Abstract ─ In this paper, we introduce the 
architecture of Intel Xeon Phi coprocessor, 
programming and acceleration techniques in the 
computational electromagnetic methods. This 
paper describes how to develop the acceleration 
codes based on the Intel Xeon® Phi coprocessors 
in the parallel format for general computational 
electromagnetics methods. We also present 
management of the cores and threads in the Intel 
Xeon Phi coprocessors to accelerate 
computational electromagnetics simulations. The 
Intel Phi coprocessor can be used as a regular 
CPU and shares the same source codes for Intel 
Xeon E3 and E5 CPUs with a different 
compilation option. The examples shown here are 
for acceleration of the parallel FDTD methods. 
The Intel Xeon Phi coprocessor is not a GPU and 
is a general hardware acceleration simulation 
platform. 

I. INTRODUCTION 
Intel Xeon Phi coprocessor is a general 

numerical acceleration platform, which can be 
used to accelerate the computational 
electromagnetics methods such as FDTD [1-4], 
FEM [5], MoM [6], and so on. The Intel Xeon Phi 
coprocessor (price from $1,600 to $4,500) 
includes 60 compute cores, four hardware threads 
per core, two pipelines, 512-bit SIMD 
instructions, 32 512-bit wide vector registers 
which hold 16 singles or 8 doubles, up to 16 GB 
16-channel GDDR5 RAM, and 320 GB/s 
memory bandwidth. One motherboard can hold 
maximum four Intel Xeon Phi coprocessors, as 
shown in Fig. 1. 

A Phi coprocessor card can be handled as a 

Linux node, and each one has an on-board flash 
device that loads the coprocessor OS (Operating 
System) on boot and can be monitored by an 
optional cluster monitoring software Ganglia 
(http://ganglia.info/) [7,8], as shown in Fig. 2. 
The Phi coprocessor programming uses the Intel 
MIC (Many Integrated Core) instructions. One 
code can be executed on the host CPU, on both 
the host CPU and Phi coprocessor at the same 
time, or on the Phi coprocessor only that is totally 
different from GPU, as shown in Fig. 3. 

Fig. 1. Intel Xeon Phi coprocessor and cluster 
artwork (www.intel.com) Copyright©Intel. 
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Fig. 2. Intel Xeon Phi coprocessor architecture 
(www.intel.com) Copyright©Intel. 

Fig. 3. Code processing with the host CPU and 
Phi coprocessor (www.intel.com) Copyright©Intel. 

II. CODE DEVELOPMENT 
TECHNIQUES 

The code processing on the Phi coprocessor 
has four levels; namely, card level, core level, 
thread level and vector unit level. The code 
excitation can be assigned to different cards, 
cores, threads and vector units, as shown in Fig. 
4. We use the parallel FDTD method to 
demonstrate how to develop the parallel code on 
the Phi coprocessor. If the storage of a 3-D array 
in the memory is continuous along the z-direction, 
we divide the data into 60 blocks in the x-y plane, 
which is equal to the number of cores in the Phi 
coprocessor. Select one column in an individual 
block and assign it to two threads, all cores will 
be coalesced and each thread will work on one-
half column of the selected data. The vector unit 
will work on 16 adjacent data at the same time 

and generate 16 results in each cycle. The job 
assignment procedure is shown in Fig. 5. 

Fig. 4. A sample core processing on the Intel 
Xeon Phi coprocessor. 

(a) Job assignment for threads on Phi coprocessor 

(b) Job assignment strategy on Phi coprocessor 

Fig. 5. Job assignment method for the parallel 
FDTD method. 

#pragma omp target device(0)

#pragma omp teams num_teams (60) num_threads (4)

{

# pragma omp distribute 

for (int i = 0; i < 2048; i++) 

{

#pragma omp parallel for  

for (int j = 0; j < 512; j++) 

{

# pragma omp simd

for (int k=0; k<32; k++) 

{

foo(i,j,k);

}

}

}

}
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In both the Finite Element Method (FEM) 
and the Method of Moments (MoM), solving 
matrix equations is most time consuming. Now, 
we investigate how to use the Phi coprocessor to 
calculate the multiplication of two matrixes. We 
begin with the following equation: 

mlnmnl BAC � , (1) 
where Cnl, Anm and Bml are matrixes and the 
subscripts indicate the number of rows and 
columns of the corresponding matrixes. If we 
define a 1-D array and map the 1-D array to a 2-
D array that is used to allocate memory for the 
matrixes in (1), one matrix with 5×3 elements can 
be mapped from a 1-D array with 15 elements, as 
shown in Fig. 6. It is obvious from Fig. 6, that the 
data of the matrix C is continuous along its row 
index m. 

If we follow the idea described above to 
allocate the matrixes A and B, the column of 
matrix B will not be continuous, in turn, the 
multiplication operation of the matrixes A and B
is very low efficient. It is a well-known fact that 
we need to make a transpose of B to speed up the 
matrix multiplication. If we calculate the matrix 
multiplication on the Phi coprocessor, it is 
observed that the calculation for the smaller A and 
B is much faster than the larger A and B. This 
happens because the elements of smaller A and B
can be held in the cache to increase the cache hit 
rate. The cache hit rate becomes lower when the 
matrixes A and B become larger. 

Fig. 6. Mapping relationship from a 1-D array to 
a 2-D array. 

Now we use the following pseudo-code to 
explain the programming techniques on the Phi 
coprocessor. A 5110P Phi coprocessor includes 
60 cores and 240 hardware threads. We need to 

use OpenMp to split the task to smaller pieces 
based on the number of threads (nThreads=240 
for 5110P Phi model). We split the matrix A to be 
the nn×mm blocks and the matrix B to be the 
mm×ll blocks so that the matrix C to be the nn×ll
blocks. The block size of the matrix C is 16×16; 
the block size of the matrix A is 16×64 and the 
block size of the matrix B is 64×16. It ensures that 
the data is continuous in memory. The index k
(the column of matrix A and row of matrix B) is 
normalized by 16 based on the 512-bit SIMD 
instruction and the constant nBlockSizeBySIMD 
is 4 in this case for the better code performance. 

Code segment; use the standalone format and run 
the code on Phi: 
#pragma omp parallel for 
//Use OpenMP on Phi coprocessor 
for (iThread=0; iThread<nThreads; 
iThread ++) { 
//240 hardware threads 
for (t=iThread; t<nn * ll; t+=nThreads) 
{ 
//t is block index 
for (k=0; k<mm * nBlockSizeBySIMD; 
k+=nBlockSizeBySIMD) { 
//k is the column index of matrix A and the row index of 
//matrix B counted by SIMD width 
for (i=i0; i<i1; i ++) { 
//i0(t) and i1(t) are index in matrix for the tth block 
for (j=j0; j<j1; j ++) { 
//j0(t) and j1(t) are index in matrix for the tth block 
v=_mm512_set1_ps(0.0); 
//initialize the variable v 
v=_mm512_fmadd_ps(vA[i][k],vB[j][k],v); 
//calculate A(i,k)*B(j,k) + v 
v=_mm512_fmadd_ps(vA[i][k+1], 
vB[j][k+1], v); 
//calculate A(i,k+1)*B(j,k+1) + v 
v=_mm512_fmadd_ps(vA[i][k+2], 
vB[j][k+2], v); 
//calculate A(i,k+2)*B(j,k+2) + v 
v=_mm512_fmadd_ps(vA[i][k+3], 
vB[j][k+3], v); 
//calculate A(i,k+3)*B(j,k+3) + v 
C[i][j] +=_mm512_reduce_add_ps(v); 
// Summate elements of the vector v and add to C[i][j] 
    } 
   } 
  } 
 } 
} 

For two matrixes A and B with 2048×2048 
elements, the perfromance of the solving matrix 
without the domain decomposition technique on 
an Intel Xeon E5 2640 v2 Ivy-Bridge CPU is 0.63 
seconds, but the perfromance with the domain 
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decomposition technique on the same CPU is 0.4 
seconds. The perfromance of the solving matrix 
with the domain decomposition technique on the 
Intel Xeon Phi Coprocessor 5100P is 0.15 
seconds. 

III. NUMERICAL RESULTS 
In this section, we use the parallel FDTD 

code based on the Phi coprocessor to demonstrate 
the performance of the Phi coprocessor. The host 
computer incudes two Intel Xeon E5-2640 v2 
CPUs with 32 GB DDR3 RAM and one 5110P 
Phi coprocessor is mounted on the host through a
PCI-16 slot. The Phi coprocessor is installed with 
8 GB GDDR5 RAM. We use a typical example,
an empty box truncated by the PEC boundary, to 
demonstrate the performance of the Phi 
coprocessor. The problem size we first test is 1.29 
GB and the performance is 1,200 million cells per 
second. The performance on a single Phi card can 
be easily achieved to 1,200 million cells per 
second and the performance increases to 1,350 
million cells per second when the problem size 
increases to 7.2 GB, as shown in Fig. 7. 

Fig. 7. Performance of the 5110P Phi coprocessor 
for the parallel FDTD code with the regular size 
of problems. 

In the MIC instruction set, a single 
instruction allows us to perform a multiplication 
and one addition; for example, we have three 
variables A, B and C, the result of multiplication 
A and B and then addition with C can be reached 
by on operation in the MIC instruction: 

(2) 
The feature in (2) is called FMA (Fused 

Multiply-Add) in the MIC instruction. We

demonstrate the performance of Phi coprocessor 
for the small problems such as 0.2 million cells 
and check the performance of the FMA feature on 
the FDTD code. The result is plotted in Fig. 8, 
and we cannot observe the performance down 
significantly for the small problems and the 
performance improvement from the FMA feature 
neither from Fig. 8. 

Fig. 8. Performance of the 5110P Phi coprocessor 
for the parallel FDTD code with the small size of 
problems. 

IV. CONCLUSIONS 
Intel Xeon Phi coprocessor is used to 

accelerate the electromagnetic simulations using 
its many core architecture and 512-bit vector 
units. Unlike the GPU acceleration, the Intel 
Xeon Phi coprocessor acceleration is more 
general and supports OpenMp. If a source code is 
compiled on an Intel Xeon E3 or E5 CPU, it can 
be run directly on a Phi coprocessor with a 
compilation option “-mmic”.
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Abstract ─ Constant horizontal wavenumber 
approach is a simple method to model Periodic 
Boundary Conditions (PBC) in the Finite-
Difference Time-Domain (FDTD) method 
proposed for efficient analysis of periodic 
structures; however, it requires execution of the 
FDTD simulations many times, each time for a 
different value of horizontal wavenumber to 
achieve useful results. Therefore, although each 
simulation may take a short time to complete, a 
sweep of simulations still takes a long time and 
there is a need to employ methods to speed-up the 
simulations. In this contribution we present an 
implementation of the FDTD/PBC algorithm using 
the Compute Unified Device Architecture 
(CUDA) to run the simulations on Graphics 
Processor Unit (GPU) devices to speed-up the the 
FDTD/PBC simulations. We also present a 
method in which a problem space is extended by 
one padded cell on each of the four periodic sides.
As a consequence, programming is simplified, 
especially for the GPU code for the field update 
process at the boundaries, the problem space and 
efficiency of calculations as well is improved.

Index Terms ─ Finite-Difference Time-Domain 
(FDTD) method, Graphics Processor Unit (GPU),
Periodic Boundary Conditions (PBC).

I. INTRODUCTION 
Many electromagnetic applications require the

use of periodic structures such as Frequency 
Selective Surfaces (FSS), Electromagnetic Band 
Gap (EBG) structures, corrugated surfaces, phased 
antenna arrays, periodic absorbers or negative 
index materials. These structures extend to several 
wavelengths in size; therefore, their analyses are 

time-consuming and memory-extensive using the 
conventional Finite-Difference Time-Domain 
(FDTD) [1]-[2] method. To overcome the 
limitation of the conventional FDTD method, a
class of techniques, referred to as Periodic 
Boundary Conditions (PBC), have been 
developed. These techniques consider a periodic 
structure as infinitely periodic and then utilizes the 
infinite periodicity to analyze only one unit cell of 
the periodicity instead of the entire structure and 
obtains the results for the entire infinite size 
structure. 

The PBC algorithms are generally divided into 
two main categories: field transformation methods 
and direct field methods [3]. The field 
transformation methods introduce auxiliary fields 
to eliminate the need for time-advanced data. The 
transformed field equations are then discretized 
and solved using FDTD techniques. The split-field 
method [4] and multi-spatial grid method [5] are 
two approaches in this category. The direct field 
category methods work directly with Maxwell’s 

equations, and hence, there is no need for any field 
transformation. The sine-cosine method [6] is an 
example of this category. It should be noted that 
this method is a single frequency method and does 
not maintain the wide-band capability of FDTD. 

A direct field method, referred to as constant 
horizontal wavenumber approach, is introduced in 
[7]-[10]. In this approach, the FDTD simulation is 
performed by setting a Constant Horizontal 
Wavenumber (CHW) instead of a specific angle of 
incidence. With this approach, one can achieve 
wideband results; however, the results will be 
valid for a different angle for each frequency. 
Therefore, the results from a single simulation 
usually are not meaningful. In order to obtain 
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useful results, one can sweep the horizontal 
wavenumber; i.e., run the simulation for a number 
of different horizontal wavenumbers, and 
construct a two-dimensional image of reflection or 
transmission coefficient distribution on the 
horizontal wavenumber-frequency plane.
Although, running the simulation in a single unit 
cell makes the problem space much smaller than 
what it would be, a sweep of simulations takes a
long time to achieve useful results. Therefore, still 
there is a need to employ methods to speed up the 
simulations. In this context, we consider to speed 
up the simulations using Graphic Processor Units 
(GPUs). 

In this contribution, we present a GPU 
implementation of the CHW approach using 
Compute Unified Device Architecture (CUDA) to 
improve the computation speed. We also present a 
method in which a problem space is extended by 
one padded cell on each of the four periodic sides.
Though this treatment increases the size of a 
problem space, it allows a simpler field update 
process at the boundaries. As a consequence,
programming is simplified, especially for the GPU 
code, and efficiency of calculations as well is 
improved.

We present a summary of the CHW algorithm 
in Section II, and then we discuss the GPU 
implementation of the algorithm using CUDA in 
Section III. In Section IV, we illustrate speed up 
factors achieved using the presented 
implementation. 

II. HORIZONTAL WAVENUMBER 
METHOD 

Consider an infinitely periodic structure with 
periodicity in the xy plane. The periodic structure 
is illuminated by an obliquely incident plane wave.
Figure 1 shows the computational domain of a unit 
cell of a periodic structure. The unit cell is 
terminated by PBC boundaries on four sides and 
Convolutional Perfectly Matched Layer (CPML) 
[11] absorbing boundaries on top and bottom 
sides. The incident plane wave is injected into this 
domain on a source plane.

Figure 2 shows the field components on the xy
plane-cut of the grid of a unit cell problem space. 
The size of the problem space is x xP N x� ! in the 
x direction and y yP N y� ! in the y direction, where 

xN  and yN  are number of cells, and x! and y!

are the cell sizes in respective directions. At steady 
state, a field component on the right boundary of 
the grid is a time delayed equivalent of a field on 
the left boundary. For instance, one can write: 

( , , , ) ( 0, , , sin ),x
y x y inc

P
E x P y z t E x y z t

c
2� � � � (1)

where c  is the speed of the wave propagating in 
free space and inc2  is the incident angle. Similarly, 
a field component on the back boundary of the 
grid is a time delayed equivalent of a field on the 
front boundary. When transformed from time-
domain to frequency-domain, (1) can be written 
as:

( , , ) ( 0, , ) ,x xjk P
y x yE x P y z E x y z e�� � � (2)

which implies that the field component on the 
right boundary of the grid is a phase delayed 
equivalent of a field on the left boundary. Here, kx

is x component of the wavenumber. 
The phase relation between the fields that have 

a periodic distance of xP  or yP  is utilized to 
develop an FDTD algorithm that simulates the 
infinite periodic structure. For instance, in order to 
calculate an electric field component on the front 
boundary in Fig. 2, that is indexed as # $1 ,1,n

xE i k� ,
one needs the value of the magnetic field 
component below it that could be indexed as

# $0.5 ,0,n
zH i k� . While # $0.5 ,0,n

zH i k� is not in the 
computational space of the unit cell in 
consideration, thus, its value is not known; a phase 
shifted equivalent of it, # $0.5 , ,n

z yH i N k� , can be 
used instead following the Floquet theory as 

# $ # $0.5 0.5,0, , , y yjk Pn n
z z yH i k H i N k e� �� . Then, the 

electric field updating equation can be written for 
# $1 ,1,n

xE i k� as: 
1( ,1, ) ( ,1, ) ( ,1, )n n

x exe xE i k C i k E i k� � 6
0.5 0.5( ,1, ) [ ( ,1, ) ( , , ) ]y yjk Pn n

exhz z z yC i k H i k H i N k e� �� 6 �
0.5 0.5( ,1, ) [ ( ,1, ) ( ,1, 1)],n n

exhy y yC i k H i k H i k� �� 6 � �  (3) 

where exeC , exhzC , and exhyC  are the updating 
coefficients. All other fields on the four side 
boundaries are treated in the same manner and 
their updates are completed using the phase shifted 
equivalents of their periodic components.
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Fig. 1. Problem space of a unit cell of a periodic 
structure.

Fig. 2. Field components on the xy plane-cut of a 
unit cell in a three-dimensional domain. 

III. IMPLEMENTATION OF PBC 
A. General considerations 

An existing FDTD code can be modified to 
accommodate PBC calculations as well. Some 
PBC specific considerations are discussed in this 
section. 

One main consideration in PBC programming 
is that, as equation (3) includes the complex 
exponential phase term, the fields are evaluated in 
complex time domain rather than real time 
domain. Therefore, it should be noted that the time 
domain simulation results are not meaningful, 
while the frequency domain results such as 

reflection and transmission coefficients are still 
valid. Since all fields are complex valued, their 
respective three dimensional arrays need to be 
defined as complex data types instead of real data 
types in the code. To minimize the modification to 
an existing code, additional three dimensional 
field arrays with real data type can be used to store 
the imaginary parts of the complex field values 
instead of changing the data types of existing 
arrays. Then field updates can be performed first 
for the real parts and then for the imaginary parts 
of the fields in separate subroutines since the 
updating coefficients are the same as the regular 
FDTD coefficients. 

Other additional steps to the time-marching 
loop of an existing FDTD program are calculation 
and addition of incident fields to the fields on the 
source plane, and capturing the averaged fields 
after phase corrections. 

B. Programming for GPU using CUDA
Recent developments in the design of graphics 

processing units, introduced a new generation of 
graphical computation cards which can be 
programmed to run scientific codes orders of 
magnitudes faster than Central Processor Units 
(CPUs). Especially, the introduction of the 
Compute Unified Device Architecture (CUDA) 
development environment from NVIDIA made 
GPU computing much easier and widespread.
CUDA has been reported as the programming 
environment for implementation of FDTD in 
several articles, which include [12]-[13] as some 
of the earlier implementations. We also have 
presented an implementation of an FDTD code in 
[14]. In this contribution, we discuss the 
implementation of PBC as an extension to that of 
[14], therefore we refer the reader to [14] for 
further details. 

As discussed in the previous subsection, one 
needs to use additional three dimensional arrays 
for the imaginary part of field values to have the 
existing code accommodate the PBC calculations. 
Hence, three dimensional arrays for the imaginary 
parts of the fields are defined. For a minimum 
modification to the existing code, the field update 
functions are executed for a second time, after 
they are executed to update the real parts of the 
fields to update the imaginary parts of the fields. 
For instance, the code section in Listing 3 of [14]
is called a second time as shown in Listing 1 
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below. 

update_magnetic_fields_on_kernel 
<<<grid, threads, shared_memory_size>>> 
(nxx, nyy, nx, ny, nz, 
Ex_im, Ey_im, Ez_im, Hx_im, Hy_im, Hz_im, 
Chxh,Chyh,Chzh,Chxey, 
Chxez,Chyez,Chyex,Chzex,Chzey); 

Listing 1. CUDA code to call kernel function for 
imaginary part of magnetic field updates.

In the CHW method, calculation of incident 
field on the source plane requires multiplication of 
each field at each field point with a phase shift 
term. Since the phase shift term is a constant value 
for each point on the source plane, a two 
dimensional array that carries the phase shift value 
for each respective field point is constructed 
before the time-marching loop starts. Then, these 
arrays are used to adjust the phases of the incident 
field components during each time step and these 
incident field components are added to the 
respective field components on the source plane to 
excite the problem space. Similar phase shift terms 
are needed while capturing the fields on reflection 
and transmission planes. These phase shift terms 
as well are stored in two dimensional arrays and 
they are used during the time marching loop to 
adjust the phases of the fields on the reflection and 
transmission planes before they are averaged to 
obtain a single value for reflection and 
transmission at each time step.  

PBC formulation requires the special update 
of electric field components on the side 
boundaries, such as shown in (3). For instance, as 
presented in [10], first, all electric fields in the 
problem space except for the ones on the side 
boundaries are updated following the usual 
updating equations. Then, the electric fields on the 
left, right, top, and bottom boundaries, except for 
the corner components, are updated using the 
phase shifted periodic magnetic field components. 
Then, as the last step, each of the four corner field 
components are updated, however, this time using 
two of the phase shifted periodic magnetic field 
components for each corner. The steps of this 
procedure are illustrated in Fig. 3. One can notice 
that there are many steps as well as exceptions in 
this flow chart. This kind of granular treatment of 
fields makes it difficult to write the code for both 
the CPU and GPU. It may also detriment the 

efficiency on a GPU since efficiency of 
computations on GPU mainly relies on the data 
parallelism of the algorithm. 

Fig. 3. Conventional field update process for 
treatment of periodic boundary conditions. 

We employed a different approach to avoid 
the granular treatment of electric field components 
on the boundaries; we extended the problem space 
by one padded cell on each of the four sides as 
illustrated in Fig. 4. Here, the shaded region is the 
original problem space which is the same as the 
one in Fig. 2. The extended problem space is 
terminated by PEC boundaries on four sides; thus, 
it does not require any special boundary treatment. 
In each time step, all of the magnetic field 
components in the extended problem space are 
updated as usual. Then, the magnetic field 
components in row 1 are multiplied by the phase 
shift term y yjk Pe� and copied to row 1yN � . The 
magnetic field components in row yN  are 

multiplied by the phase shift term y yjk Pe and copied 
to row 0. Similarly, the magnetic field components 
in column 1 are multiplied by the phase shift term 

x xjk Pe� and copied to column 1xN � . The magnetic 
field components in column xN  are multiplied by 
the phase shift term x xjk Pe and copied to column 0. 
This operation is a simple product and copy and it 
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is more efficient to perform on GPU compared 
with the procedure described in [10]. Then, there 
is no need for treatment of electric field 
components on the boundary; all electric field 
components are updated in the entire problem 
space using the usual updating equations, where 
the particular field components on the periodic 
boundary will find the required phase shifted 
magnetic fields available in the extended cells. 
The steps of this procedure are illustrated in Fig. 5. 
Comparing the flow charts in Figs. 3 and 5, 
reveals the simplicity of the presented approach. 

Fig. 4. Field components on the xy plane-cut of an
extended unit cell. 

Fig. 5. Proposed field update process for treatment 
of periodic boundary conditions. 

IV. RESULTS 
The periodic structure in Fig. 1 is used as a 

test case to demonstrate the speed up obtained by 

the GPU implementation. This structure is referred 
to as a dipole Frequency Selective Surface (FSS) 
[15]. The metal patch of rectangular shape is 
placed on a dielectric substrate. The PEC patch 
has a length of 12 mm and a width of 3 mm. The 
substrate has a thickness of 6 mm and relative 
permittivity of 2.2. The periodicity is 15 mm in 
both x and y directions. The reflection plane is 
placed 16 mm above the substrate, while the 
transmission plane is at 3 mm below the substrate. 
The source plane is 18 mm above the substrate. 
The simulations are performed using cubic Yee 
cells of 0.5 mm on a side. The problem space is 
composed of 32 32 82 83,9686 6 � cells. The
structure is illuminated by incident plane wave of 
TE mode. Simulations are repeated for a sweep of 
horizontal wavenumber xk  by varying it from 21 
to 100 for 80 distinct values. In all these 
simulations the horizontal wavenumber yk is kept 
as a constant value of 7.8. 

The code that runs on CPU is developed using 
FORTRAN, while the code for GPU is developed 
using CUDA for C. Simulations are performed on 
a computer with a CPU of Intel® Core™2 Quad 

Processor Q9550 at 2.83 GHz, and an NVIDIA 
GTX480 graphics card. Results are obtained for 
reflection and transmission coefficients to 
construct distribution of these coefficients on the 
horizontal wavenumber-frequency plane. Figure 6
shows the result for magnitude of reflection 
coefficient; whereas, Fig. 7 shows the result for 
magnitude of transmission coefficient for a 
frequency range between 3 GHz to 13 GHz. It 
should be noted that the results are the same for 
both the GPU and CPU computations. Simulations 
are repeated 80 times, each time for a different xk
value. Each simulation is run for 10,000 time 
steps. Total simulation time is recorded as 59 
minutes using the CPU, while it is recorded as 7.8 
minutes using the GPU. The GPU/CPU speed-up 
factor is obtained as 7.5. It should be noted that 
problem size is rather small in terms of number of 
cells in this example. As discussed in [16], it is 
more efficient to solve larger FDTD domains than 
smaller domains on GPU. In order to demonstrate 
the performance improvement for a larger 
problem, the dipole FSS simulations are repeated 
using cubic Yee cell of 0.25 mm on a side. The 
problem space is composed of
62 62 144 553,5366 6 � cells. Total simulation 
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time is recorded as 490 minutes using the CPU, 
while it is recorded as 18 minutes using the GPU. 
The GPU/CPU speed-up factor is obtained as 27. 
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Fig. 6. Magnitude of reflection coefficient in the 
horizontal wavenumber-frequency plane.
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Fig. 7. Magnitude of transmission coefficient in 
the horizontal wavenumber-frequency plane.

V. CONCLUSION 
In this contribution we presented 

implementation of constant horizontal 
wavenumber periodic boundary condition as an 
extension to an existing FDTD implementation 
using CUDA to speed up the periodic boundary 
analyses utilizing the computational power of 
GPU devices. Presented implementation is 
programmed with the goal of minimum 
modification to the existing code. It has been 
shown that results can be achieved in a much 
shorter time using a GPU card for computations. It 

should be noted that efficiency can be further 
improved by an implementation which uses three 
dimensional arrays of complex data type to store 
the fields and optimize the kernel functions that 
run in GPU for these arrays. Moreover, as the 
simulations run more efficiently on GPU devices
when the problem spaces are larger, as illustrated 
in [16], an algorithm can be developed to stack 
multiple PBC problem spaces and run them in a 
single simulation to further speed up the PBC 
analyses. 

REFERENCES 
[1] A. Taflove and S. C. Hagness, “Computational 

electrodynamics: the finite-difference time-domain 
method,” 3rd edition, Norwood, MA: Artech House,
2005.

[2] A. Elsherbeni and V. Demir, “The finite difference 
time domain method for electromagnetics: with 
MATLAB simulations,” SciTech Publishing, 2009.

[3] J. Maloney and M. P. Kesler, “Analysis of periodic 
structures, computational electrodynamics: the 
finite-difference time-domain method,” 3rd ed., 
Norwood, MA: Artech House, 2005.

[4] J. A. Roden, S. D. Gedney, P. Kesler, J. G. 
Maloney, and P. H. Harms, “Time-domain analysis 
of periodic structures at oblique incidence: 
orthogonal and non-orthogonal FDTD 
implementations,” IEEE Transaction on Antennas 
and Propagation, vol. 46, no. 4, pp. 420-427, 1998. 

[5] Y. C. A. Kao and R. G. Atkins, “A finite-difference 
time-domain approach for frequency selective 
surfaces at oblique incidence,” IEEE Antennas and 
Propagation Society International Symposium, vol. 
2, pp. 21-26, 1996. 

[6] P. Harms, R. Mittra, and W. Ko, “Implementation 

of the periodic boundary condition in the finite-
difference time-domain algorithm for FSS 
structures,” IEEE Transaction on Antennas and 
Propagation, vol. 42, no. 9, pp. 1317-1324, 1994. 

[7] F. Yang, J. Chen, R. Qiang, and A. Z. Elsherbeni, 
“A simple and efficient FDTD/PBC algorithm for 
scattering analysis of periodic structures,” Radio 
Science, vol. 42, RS4004, 2007. 

[8] F. Yang, J. Chen, R. Qiang, and A. Z. Elsherbeni, 
“FDTD analysis of periodic structures at arbitrary 
incidence angles: a simple and efficient 
implementation of the periodic boundary 
conditions,” IEEE Antennas and Propagation 
Society International Symposium, pp. 2715-2718, 
2006.

[9] F. Yang, A. Z. Elsherbeni, and J. Chen, “A hybrid 
spectral-FDTD/ARMA method for periodic 
structure analysis,” IEEE Antennas and 

1023 ACES JOURNAL, Vol. 29, No. 12, DECEMBER 2014



Propagation Society International Symposium, pp. 
3720-3723, 2007. 

[10] K. ElMahgoub, F. Yang, and A. Z. Elsherbeni, 
“Scattering analysis of periodic structures using 
finite-difference time-domain method,” Morgan 
and Claypool, 2012. 

[11] Roden and S. Gedney, “Convolution PML 

(CPML): an efficient FDTD implementation of the 
CFS-PML for arbitrary media,” Microwave and 
Optical Technology Letters, vol. 27, no. 5, pp. 334-
339, 2000. 

[12] P. Sypek, A. Dziekonski, and M. Mrozowski, 
“How to render FDTD computations more 
effective using a graphics accelerator,” IEEE 
Transactions on Magnetics, vol. 45, no. 3, pp. 
1324-1327, 2009. 

[13] N. Takada, T. Shimobaba, N. Masuda, and T. Ito, 
“High-speed FDTD simulation algorithm for GPU 
with compute unified device architecture,” IEEE
International Symposium on Antennas & 
Propagation & USNC/URSI National Radio 
Science Meeting, 2009, North Charleston, SC, 
United States, p. 4, 2009. 

[14] V. Demir and A. Z. Elsherbeni, “Compute unified 
device architecture (CUDA) based finite-difference 
time-domain (FDTD) implementation,” Journal of 

the Applied Computational Electromagnetics 
Society (ACES), vol. 25, no. 4, pp. 303-314, April 
2010.

[15] B. A. Munk, “Frequency selective surface,” New 
York: Wiley, 2000. 

[16] V. Demir, “A stacking scheme to improve the 
efficiency of finite-difference time-domain 
solutions on graphics processing units,” Journal of 
the Applied Computational Electromagnetics 
Society (ACES), vol. 25, no. 4, pp. 323-330, April 
2010.

Veysel Demir is an Assistant 
Professor with the Department of 
Electrical Engineering at Northern 
Illinois University. His research 
interests include numerical analysis 
techniques as well as microwave 
and Radio Frequency (RF) circuit 
analysis and design. He is a 

member of IEEE, Sigma Xi, and Applied 
Computational Electromagnetics Society (ACES). 

DEMIR: A SIMPLE GPU IMPLEMENTATION OF FDTD/PBC ALGORITHM 1024



Modeling Resonant Frequency of Rectangular Microstrip Antenna 
Using CUDA-Based Artificial Neural Network Trained by Particle 

Swarm Optimization Algorithm 

Feng Chen and Yu-bo Tian 

School of Electronics and Information 
Jiangsu University of Science and Technology, Zhenjiang 212003, Jiangsu, P. R. China 

cfcfchenfeng@163.com, tianyubo@just.edu.cn 

Abstract ─ Resonant frequency is a vital 
parameter in designing Microstrip Antenna 
(MSA). Artificial Neural Network (ANN) based 
on Particle Swarm Optimization (PSO) algorithm 
(PSO-ANN) has been used to model the resonant 
frequency of rectangular MSA. To deal with the 
problem of the long execution time when training 
PSO-ANN, its parallel implementation in the 
Graphic Processing Unit (GPU) environment is 
proposed in this paper. The presented approach 
uses the particle behavior parallelization of PSO to 
accelerate ANN training, and is applied to 
modeling the resonant frequency of rectangular 
MSA under Compute Unified Device Architecture 
(CUDA). Experimental results indicate that 
compared with CPU-based sequential PSO-ANN, 
more than 300 times of speedup ratio has achieved
in GPU-based parallel PSO-ANN with the same 
optimization stability. Furthermore, the network 
error can be significantly reduced with the very 
limited runtime increment when substantially 
enlarging the number of particles on GPU side. 

Index Terms ─ Artificial Neural Network (ANN), 
Compute Unified Device Architecture (CUDA),
Microstrip Antenna (MSA), Particle Swarm 
Optimization (PSO), resonant frequency. 

I. INTRODUCTION 
Microstrip Antenna (MSA) is used in a broad 

range of applications in communication systems, 
and this is primarily due to its thin profile, small 
size, light weight, and low manufacturing cost 
[1,2]. As is known to all, MSA has narrow 
frequency band and works effectively only in the 

vicinity of its corresponding resonant frequency, 
which is a vital parameter in designing MSA. So a 
model to determine the resonant frequency is 
helpful in antenna design. Many scholars have 
proposed some traditional methods with different 
accuracy and computing power to calculate the 
resonant frequency of the most commonly used 
rectangular MSA [3-13]. 

In the past several years, Artificial Neural 
Network (ANN) model has been used in antenna 
design, including modeling the resonant frequency 
of rectangular MSA [14,15] due to its excellent 
abilities of learning and generalization, little 
memory requirement and fast real-time operation. 
The related data of the antenna can be got by 
measurement or simulation. After training these 
data, the ANN related to the antenna design 
problem can be achieved, and this quickly 
provides solutions to the problem. Particle Swarm 
Optimization (PSO) algorithm [16,17] has been 
gradually applied to ANN training (PSO-ANN)
due to its simple concept, easy implementation, 
and strong abilities of convergence and global 
search. PSO-ANN has been used to model the 
resonant frequency of rectangular MSA and 
proved with better convergence precision and 
stronger predictive ability than common BP-based 
ANN (BP-ANN) [18-20]. However, PSO-ANN 
needs long computing time, especially for large 
scale problems, such as the problem of modeling 
the resonant frequency of rectangular MSA. 
Parallel optimization is an effective way to solve 
this problem. 

Besides ANN’s data parallelization and node 
parallelization [21], PSO’s natural particle 
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behavior parallelization is in PSO-ANN. There are 
many parallel ways to accelerate PSO algorithm. 
Compared with computer cluster [22,23], multi-
core CPU [24] or other professional parallel 
devices like FPGA [25,26], graphic processing 
unit (GPU) [27,28] has the most significant 
advantages in hardware cost. Since the NVIDIA
company introduced the Compute Unified Device 
Architecture (CUDA) in 2007, CUDA has become 
the most popular GPU programming architecture 
due to its excellent programmability. 

Ground on the existing research of GPU-based 
PSO algorithm, we design the CUDA-based 
parallel PSO-ANN scheme to fast model the 
resonant frequency of rectangular MSA in this 
paper. Experimental results show that when using 
the same number of particles on GPU side, the 
modeling runtime can be greatly reduced and more 
than 300 times of speedup ratio has obtained, 
while the modeling error is similar or same to the 
CPU-based program. When using substantially 
more number of particles on GPU side, the 
modeling error can be significantly reduced and 
better than the corresponding results in literatures. 

The rest of this paper is organized as follows.
Section II briefly discusses the calculation formula 
of the resonant frequency of rectangular MSA. 
Section III slightly introduces the implementation 
of PSO-ANN algorithm on CPU side. The CUDA-
based parallel implementation of PSO-ANN is
presented in Section IV. We use the GPU-based 
parallel PSO-ANN to rapidly model the resonant 
frequency of rectangular MSA, give the 
performance results, and provide some 
employment suggestions in Section V. Some 
concluding remarks of this work are finally 
reported in Section VI. 

II. RESONANT FREQUENCY OF 
RECTANGULAR MSA 

The model of rectangular MSA is shown in 
Fig. 1. Its length, width, dielectric substrate’s
thickness, and relative dielectric constant are W, L,
h and r� , respectively. The resonant frequency of 
rectangular MSA can be calculated as formulas
(1)~(3) [1,2]: 

1/22 2

2mn
e ee

c m nf
L W�

( )� � � �
* +� �� � � �
* +� � � �, -

, (1)

where e�  is the effective relative permittivity. c is 
electromagnetic wave propagation velocity in 
vacuum. m and n are integers. Le and We are 
effective length and width. When calculating the 
resonant frequency of rectangular MSA in main 
mode TM10, formula (1) can be written as: 

10 2 e e

cf
L �

� . (2) 

The effective length can be defined as follows: 
2eL L L� � ! , (3)

where L!  is the boundary extension length, which 
is connected with dielectric substrate’s thickness 
h.

Obviously, the resonant frequency of 
rectangular MSA depends on h, r� , m, n, W and L.

Fig. 1. Model of rectangular MSA. 

III. PSO-BASED ANN 
A. Standard PSO algorithm

There have been many versions of PSO 
algorithm. The version introducing inertia weight 
[16] is used and called “Standard PSO” in this 
paper. The optimization problem dimension is D
and the number of particles is N. The positions of 
each particle represent a potential solution to the 
problem in the D-dimensional search space, and 
the velocities of each particle represent its 
movement. All particles have fitness values that 
are evaluated by the fitness function to be 
optimized. During each of the iteration, the 
positions and velocities of every particle are 
updated according to its Personal best positions 
(Pbest) and the Global best positions (Gbest). The 
velocities and positions updating in PSO can be 
formulated as follows: 
 Vid(t+1)=wVid(t)+c1r1(Pbestid(t)-Xid(t))

+c2r2(Gbestd(t)–Xid(t)), (4) 
 Xid(t+1)=Xid(t)+Vid(t+1). (5) 

L

W

Patch

Ground plane

Dielectric substrate h

Coaxial 
feed

Feed 
point
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In equation (4) and equation (5), i=1,2,...,N and 
d=1,2,...,D. The learning factors c1 and c2 are 
nonnegative constants. r1 and r2 are random 
numbers uniformly distributed in [0,1]. Vid(t) [-
Vmax,Vmax], where Vmax limits the maximum 
velocity of each dimension of the particle.
Xid(t) [-Xmax,Xmax], where Xmax limits the 
maximum position of each dimension of the 
particle. Usually Vmax=kXmax, where 0 k 1. The 
inertia weight w is used to balance the ability 
between global exploration and local exploitation, 
and can be either a constant or a variable in [0,1]. 

B. ANN trained by PSO algorithm
PSO algorithm can be used to train ANN. 

ANN training includes optimization of ANN’s
structure and optimization of ANN’s weights and 
thresholds (hereinafter referred to as weights). 
This article only concerns the optimization of 
ANN’s weights under the condition of the given 
ANN’s structure. ANN’s weights must be encoded 
before training. There are two encoding strategies,
namely vector encoding and matrix encoding.
Vector encoding is chosen in this paper. For 
convenience, a feedforward ANN with 2 nodes in 
the input layer, 3 nodes in the hidden layer, and 1 
nodes in the output layer (13-dimensional), is 
shown in Fig. 2. 

Xi1

Xi2

Xi3

Xi4

Xi5
Xi6

Xi7 Xi8

Xi9

Xi10

Xi11

Xi12

Xi13-1

-1

Fig. 2. Feedforward ANN model with 2-3-1
structure. 

In PSO-ANN, each particle is encoded to a 
vector, representing a solution of ANN’s weights 
[18]:

Pi =[Xi1 Xi2 Xi3 Xi11 Xi12 Xi13]. (6)

Each particle’s fitness value is set as its 
corresponding Mean Squared Error (MSE) of 
ANN’s output of training samples. All the 
particles revise their values by PSO algorithm. The 
final best solution Gbest is namely the well-trained 
ANN’s weights. It is easy to see that PSO-ANN is 
essentially the special PSO algorithm whose 
fitness value is ANN’s output error.

The steps of PSO-ANN algorithm used in this 
paper are as follows: 
(a) Load training samples and testing samples. 

Data preprocesses. Set the maximum iteration 
number Tmax. 

(b) Initialize all particles’ positions Xid(t) and 
velocities Vid(t) at random. 

(c) Initialize all personal best positions Pbestid(t)
and the global best positions Gbestd(t).

(d) Update all particles’ velocities Vid(t) and 
positions Xid(t) according to equation (4) and 
equation (5). 

(e) Evaluate all particles’ fitness values F(Xi).
(f) Update all personal best positions Pbestid(t)

and their corresponding fitness values 
F(Pbesti). Update the global best positions 
Gbestd(t) and their corresponding fitness value 
F(Gbest).

(g) If the iteration number reaches Tmax, go to step 
(h), else go to step (d). 

(h) Evaluate total output error of training samples 
and testing samples. 

IV. CUDA IMPLEMENTATION OF 
PARALLEL PSO-ANN

A. CUDA programming model
CUDA adopts the CPU+GPU heterogeneous 

cooperative computing platform. As the host, CPU 
takes responsibility for logic processing and serial 
computing. As the device or coprocessor, GPU 
takes responsibility for compute-intensive, highly 
parallel computing. CUDA uses similar C
language as its basic programming language to 
achieve good programmability and portability. A 
CUDA kernel is a parallel function, which follows 
the SIMT (Single Instruction, Multiple Threads) 
execution model on GPU. CUDA program process 
typically includes the following 6 steps: 
(1) Allocate and initialize CPU memory. 
(2) Allocate GPU memory. 
(3) Transfer data from CPU side to GPU side. 
(4) Perform parallel computing on GPU side. 
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(5) Transfer results from GPU side back to CPU 
side. 

(6) Process data obtained in step (5) on CPU side. 

B. Design scheme and specific realization
Currently, the parallel implementation of 

ANN training mainly uses two parallelization 
strategies, namely data parallelization and node 
parallelization. However, for a common ANN, the 
number of neuron nodes or training samples is 
often only from ten to several ten. Therefore, these 
two strategies are suitable for parallel ways like 
computer cluster [21,29], but somewhat unsuitable 
for GPU because they have not enough parallel 
degree. Besides ANN’s data parallelization and 
node parallelization, PSO’s natural particle 
behavior parallelization is in PSO-ANN. For some 
complex problems, the number of particles can be 
from hundred to several hundred or more. 
Therefore, particle behavior parallelization is quite 
suitable for GPU architecture, which needs as 
many threads as possible to make full use of its 
powerful parallel computing ability. 

In 2009, Veronese and Krohling firstly used 
CUDA to accelerate the PSO algorithm [27],

which raised the research upsurge in GPU-based 
parallel PSO algorithm [28]. Particle behavior 
parallelization in PSO-ANN can be reflected in 
three aspects: (a), (b), and (c), as follows. In 
addition, CUDA-based PSO-ANN can use 
CUDA’s unique parallelism, which can be 

reflected in aspect (d). 
(a) The process of updating particles’ velocities 

and positions is parallel. 
(b) The process of evaluating particles’ fitness 

values is parallel. 
(c) The process of updating personal best 

positions and their corresponding fitness 
values is parallel. 

(d) CUDA’s parallel reduction algorithm can 
accelerate the process of finding the minimum 
fitness value when updating the global best 
positions. 
According to the analyses above, the approach 

of GPU-based parallel PSO-ANN algorithm is 
designed in Fig. 3. The proposed approach 
corresponds one particle to one thread, and deals 
with a large number of GPU threads in parallel.
This greatly saves the computing time and 
improves the computing accuracy. 

Begin

Initialize all particles’ positions Xi and velocities Vi

Evaluate all personal best positions Pbesti and the global best positions Gbest

Update X1 and V1

Evaluate F(X1)

Update Pbest1

Update XN and VN

Evaluate F(XN)

Update PbestN

The best of all Pbest

Reach Tmax ?

(GPU thread-level parallelism)

Y

N

Update Gbest

Parallel reduction

Load training samples and testing samples. Set Tmax

Update ANN’s weights

Evaluate ANN’s output error

Put training samples and testing samples into the well-trained ANN

Output results

End

Fig. 3. CUDA-based parallel PSO-ANN algorithm flowchart. 
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The steps of GPU-based parallel PSO-ANN 
algorithm are as follows: 
(1) Load the training samples and testing samples 

on CPU side. Data preprocesses. 
(2) Call the malloc() function and cudaMalloc() 

function on CPU side. Allocate variable space 
on CPU side and GPU side. 

(3) Initialize particles’ positions and velocities on 
CPU side. 

(4) Call the cudaMemcpy() function on CPU side,
and transfer the data of particles from CPU 
side to GPU global memory. Call the 
cudaMemcpyToSymbol() function on CPU 
side, and transfer training samples from CPU 
side to GPU constant memory. 

(5) Call the kernel() function on CPU side.
Perform parallel computing tasks (ANN 
training) on GPU side. 

(6) Call the cudaMemcpy() function on CPU side,
and transfer the useful data (well-trained 
ANN) from GPU side back to CPU side. 

(7) Evaluate the output results on CPU side by 
training samples, testing samples and well-
trained ANN. 

(8) Call the free() function and cudaFree() 
function on CPU side. Release variable space 
on CPU side and GPU side. 
The step (5) is used to accelerate ANN 

training, and it is the core step of the whole 
algorithm. The pseudo-code of step (5) is as 
follows: 
for (i=0; i<generationsNumber; i++) 
{ 
<Update velocities and positions of each particle>   
     // kernel 1 
<Compute fitness of each particle>          // kernel 2 
<Update Pbest of each particle>            // kernel 3 
<Update Gbest of all particles>              // kernel 4 
} 

V. MODELING RESONANT 
FREQUENCY OF RECTANGULAR MSA 

USING CUDA-BASED PARALLEL 
ANN-PSO 

In this section, we use CPU-based sequential 
PSO-ANN and the designed GPU-based parallel 
PSO-ANN, respectively, to model the resonant 
frequency of rectangular MSA and test their
acceleration performance. The computing platform 

used in our experiments is shown in Table 1. The 
input sets of samples # $, , , rW L h �  are the related 
parameters of rectangular MSA. The output set of 
samples (fME) is the corresponding measured 
resonant frequency. The well-trained ANN can 
establish the mapping between the related 
parameters of the rectangular MSA and its 
corresponding measured resonant frequency. The 
training samples and testing samples used in this 
paper are from previous works [12,30]. Column 1-
6 of Table 2 gives the total 33 sets of data, in 
which 26 sets of data are used for ANN training 
and the remaining 7 sets of data marked with 
asterisks are used for ANN testing. Column 2-5 of 
Table 2 shows the related parameters of 
rectangular MSA. Column 6 (“Theoretical fME”) of 

Table 2 shows the actual measured resonant 
frequency of rectangular MSA in mode TM10 
(“theoretical values”). Tables 3 and 4 give the sum 
of the absolute error between experimental and 
theoretical values of the resonant frequency from 
traditional methods and CPU-based ANN models 
in different literatures. The fEDBD, fDBD, fPTS, fPSO-BP

and fBiPSO in Table 4 represent, respectively, the 
experimental resonant frequency calculated by 
using the ANN model trained by EDBD (Extended 
Delta-Bar-Delta), DBD (Delta-Bar-Delta), PTS 
(Parallel Tabu Search), PSO-BP (PSO and BP 
together), and BiPSO (Binary PSO). It’s worth 
noting that the “theoretical values” mean the 
actual measured resonant frequency (Column 6 of 
Table 2), while the “experimental values” mean 
the experimental resonant frequency from 
traditional methods [3-13], CPU-based ANN 
models [14-15,18-20], or our GPU-based parallel 
PSO-ANN model. 

Table 1: Computing platform 
Name Type
CPU Intel Core i3-2100, 3.1 GHz

GPU
NVIDIA Tesla K20c, 706 MHz, 
2496 CUDA Cores, Compute 
Capability 3.5

Operating 
System

Windows 7 SP1 32 bit 
Professional

Programming 
Environment

Microsoft Visual C++ 2010, 
CUDA 5.0
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Table 2: Experimental values of the resonant frequency of rectangular MSA in mode TM10 from the 
GPU-based PSO-ANN model 

 
 
Data with * are the sets of testing samples. The unit of frequency in this table is MHz. 



Table 3: Sum of the absolute error between 
experimental and theoretical values of the resonant 
frequency of rectangular MSA in mode TM10 
from traditional methods 
Traditional 
Method

Sum of the Absolute Error/MHz

[3] 13136
[4] 24097
[5] 11539
[6] 12322
[7] 30996
[8] 8468
[9] 22572
[10] 18148
[11] 30504
[12] 56698
[13] 1393

Table 4: Sum of the absolute error between 
experimental and theoretical values of the resonant 
frequency of rectangular MSA in mode TM10 
from CPU-based ANN models 
ANN Model Sum of the Absolute Error/MHz
fEDBD [14] 2392
fDBD [14] 2427
fBP [14] 2372
fPTS [15] 2239
fPSO [18] 1049
fPSO-BP [19] 1777
fBiPSO [20] 863

In our experiment, the structure of ANN is 
designed as 4-10-1 and its corresponding particle 
dimension is 61. The number of particles is equal 
to the number of threads and is generally more 
than particle dimension (61 in our experiment). A 
warp is a group of 32 neighboring threads 
executed physically in parallel on a Stream 
Multiprocessor (SM) in CUDA. Therefore, the 
number of particles is designed to the multiples of 
32. The activation function in the hidden layer is 
chosen as Bi-polar sigmoid function (formula (7)). 
The activation function in the output layer is 
chosen as Uni-polar sigmoid function (formula 
(8)). The inertia weight w decreases linearly from 
0.9 to 0.4 during the whole process. The learning 
factors c1 and c2 are set to 2.8 and 1.3 respectively. 
The maximum iteration number Tmax is set to 1000. 

# $ # $
2 1, ,

1 exp 2
f u u

u
� � �� 
 
 ��

� � 6
 (7) 

# $ # $
1 , .

1 exp
f u u

u
� �� 
 
 ��

� �
 (8) 

Speedup ratio S is the most commonly-used 
index to measure the acceleration performance. S
is defined as the ratio of TCPU (the running time of 
the CPU-based program) and TGPU (the running 
time of the GPU-based program) under the 
condition of the same number of particles and the 
same number of iterations in the PSO-ANN 
algorithm: 

CPU

GPU

= TS
T

. (9) 

To get the running time, clock() function is 
used on CPU side and cudaEventElapsedTime() 
function based on “Events” is used on GPU side. 

Considering the influence caused by randomness, 
the program is run 20 times repeatedly under the 
circumstance of the same number of particles 
whenever on CPU or GPU side, and the result is 
their average value. To ensure the computing 
precision, all decimals use double precision on 
both CPU side and GPU side. 

The experimental results are shown in Table 5
and Column 7-17 of Table 2. It’s worth noting that 
the meanings of the “sum of the absolute error” (in 
Table 3 and Table 4) and the “average sum of the 
absolute error” (in Table 5) are different. The 
“sum of the absolute error” means the sum of the 
absolute error of the average of the experimental 
values and the theoretical values. The “average 
sum of the absolute error” means the average of 
the sum of the absolute error of the experimental 
values and the theoretical values. We believe that 
compared to the “sum of the absolute error”, the 

“average sum of the absolute error” can be easily 
got by calculation, objectively reflects the results 
in each experiment, and is greater than the “sum of 

the absolute error” under the same conditions. In 
other words, if the “average sum of the absolute 
error” in Table 5 is superior to the “sum of the 

absolute error” in Table 4, the “average sum of the 
absolute error” in Table 5 is certainly superior to 
the “average sum of the absolute error”

corresponding in Table 4. In Column 7-17 of 
Table 2, each column gives particular 
experimental values from GPU-based algorithm, 
the “sum of the absolute error” of which is closest 

to the “average sum of the absolute error” in Table 
5.
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Table 5: Speedup ratio achieved by parallel PSO-ANN when modeling the resonant frequency of 
rectangular MSA 

Number of Particles Running Time/s Average Sum of the Absolute Error/MHz Speedup RatioCPU GPU CPU GPU
32 1.309 1.680 3171.6 3259.4 0.8
64 2.495 1.672 2559.1 2534.0 1.5
128 4.839 1.672 2189.3 2200.4 2.9
256 9.659 1.680 1694.5 1697.4 5.7
512 19.141 1.686 1331.9 1352.5 11.4
1024 38.267 1.717 1215.0 1267.6 22.3
2048 77.445 1.920 1098.7 1103.3 40.3
4096 155.406 2.186 974.2 997.5 71.1
8192 309.941 2.636 863.9 895.2 117.6
16384 620.352 2.824 795.1 885.7 219.7
32768 1241.120 5.647 722.8 840.1 219.8
65536 2481.003 8.768 689.4 792.9 283.0
131072 4958.867 15.160 674.7 765.0 327.1

We make some analysis on Table 3, Table 4
and Table 5:
(a) Generally, ANN models have obvious 

advantages over traditional methods in 
calculation precision. GPU-based parallel 
PSO-ANN has obvious advantages over CPU-
based sequential PSO-ANN in running speed. 

(b) The more number of particles, the higher 
speedup ratio. Compared with CPU-based 
sequential PSO-ANN, 327 times of maximum 
speedup ratio has achieved in GPU-based 
parallel PSO-ANN. When the number of 
particles doubles, the speedup ratio roughly 
doubles if the number of particles is less than 
16384 (The maximum number of resident 
threads on this GPU is 26624.), and increases 
at a relatively slow rate if the number of 
particles is more than 32768. 

(c) Compared with CPU-based sequential PSO-
ANN, GPU-based parallel PSO-ANN has the 
same optimization stability. When the number 
of particles increases, the error of CPU-based 
program and the error of GPU-based program 
both decreases. The error of CPU-based 
program and the error of GPU-based program 
are similar or same under the condition of the 
same number of particles. 

(d) Substantially increasing the number of 
particles on GPU side is a special method, 
which adapts to the CUDA programming 
model. The runtime increases very limitedly 
when substantially increasing the number of 

particles on GPU side. The error of GPU-side 
parallel PSO-ANN is superior to the results of 
[14,15] when the number of particles is greater 
than or equal to 128, superior to the results of 
[19] when the number of particles is greater 
than or equal to 256, superior to the results of 
all the traditional methods including [13] 
when the number of particles is greater than or 
equal to 512, superior to the results of [18] 
when the number of particles is greater than or 
equal to 4096, and superior to the results of all 
the literatures including [20] when the number 
of particles is greater than or equal to 32768. 
We provide the following suggestions as 

reference for GPU-based parallel PSO-ANN 
algorithm: 
(1) For the standard PSO-ANN algorithm in this 

study, the network error can be significantly 
reduced with the very limited runtime 
increment when substantially increasing the 
number of particles on GPU side. 

(2) Other types of improved PSO-ANN algorithm 
do not always adapt to the GPU parallel 
architecture. The algorithm performance can 
be further improved if the improved PSO-
ANN algorithm is suitable to parallelize on 
GPU side. 

VI. CONCLUSION 
The CUDA-based parallel PSO-ANN scheme 

is designed to rapidly model the resonant 
frequency of rectangular MSA. The proposed 
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approach corresponds one particle to one thread, 
and deals with a large number of GPU threads in 
parallel to greatly save computing time and 
improve computing accuracy. The experiments 
show that the modeling runtime can be greatly 
reduced when parallelizing the PSO-ANN
algorithm on GPU side. Furthermore, the network 
error can be significantly reduced with the very 
limited runtime increment when substantially 
enlarging the number of particles on GPU side. 
The proposed GPU-based parallel PSO-ANN in 
this paper can be extended to other similar 
microwave engineering designs easily. 
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Abstract — An Absorbing Boundary Condition

(ABC) for FDTD simulations based on the concept

of surface impedance boundary, which is referred

to as Surface Impedance Absorbing Boundary

Condition (SIABC), is proposed in this paper. It

is extremely easy to implement relative to other

absorbing boundaries and is found to be sufficient

for many practical applications. The formulation

of the SIABC is developed and implemented. The

performance of SIABC is comparable with that of

10-layers CPML.

Inedx Terms — ABC, CPML, FDTD, SIABC.

I. INTRODUCTION

Since the moment it was introduced, absorbing

boundary condition is widely used in the simulation

of electromagnetic problems. Many absorbing

boundaries are developed in the past years, like

Engquist-Majda’ ABC [1], Mur’s ABC [2], PML

[3], and CPML [4]. Engquist-Majda’s ABC, along

with Mur’s ABC, are developed from wave

equations. These ABCs are acceptable in 1D and

2D problems, but not usually very effective in

3D problems. Besides, a sufficiently far distance

between the boundaries and the objects inside the

computational domain is needed. Both PML and

CPML, which are the most widely used nowadays,

are developed by setting the impedance of ABCs’

layers the same as that of free space. Thus,

there won’t be significant reflections back into the

problem space, while a small distance between the

objects and the boundaries is used. However, even

though PML and CPML have great performance in

1D, 2D, and 3D problems, these two ABCs are not

easy to implement and extra storage requirements

are needed.

In 1997, Senior et al [5] presented the

connection between Rytov’s surface impedance

boundary conditions [6] and Engquist-Majda’s

absorbing boundary conditions in partial differential

equations (PDE) form. However, since the method

is developed from the very old ABC which is no

longer used in most cases, the performance of this

method is not so good especially in 3D problems,

compared to PML or CPML. Besides, it can only

be applied to curvilinear/double-curved surfaces. In

spite of these disadvantages, this is the first time to

the best of our knowledge that surface impedance

boundary conditions are tried as ABC for FDTD

simulations.

In most FDTD simulations, the outer

absorbing boundary conditions are planar surfaces,

where Leontovich’s surface impedance boundary

condition [7] is suitable. In 1992, Maloney

[8] and John Beggs [9] both successfully

implemented Leontovich’s surface impedance

boundary condition with FDTD method, but not

as an absorbing boundary. Thus, it is possible to

construct a new absorbing boundary condition

by setting the surface impedance of Leontovich’s

surface to that of free space in order to terminate
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the outer boundary of the FDTD computational

domain.

In this paper, this new absorbing boundary

condition, which is referred to as Surface

Impedance Absorbing Boundary Condition

(SIABC), is introduced. Formulas for SIABC in

1D, 2D and 3D are derived and implemented with

FDTD method. To verify the accuracy of this

SIABC, a few examples are given, and the results

are compared to those based on CPML in 3D, and

PML in 1D configurations.

II. FORMULATION

Leontovich’s surface impedance boundary

conditions can be represented as:

�E = Zs(ω)
[
�n× �H

]
, (1)

where �E is the electric field, and �H is the

magnetic field parameter. Zs(ω) refers to the

surface impedance of the interface, while �n is the

normal vector.

Equation (1) describes the relationship of

electric field and magnetic field on the interface of

two regions. If the wave propagate from free space

into another free space, then the impedance of the

interface should be:

Zs(ω) = Z0 =

√
μ0

ε0
, (2)

where μ0 and ε0 are the free space permeability and

permittivity, respectively.

A. 3D SIABC formulation

The setup of SIABC for a 3D problem space

is illustrated in Fig. 1, where SIABC is applied to

all 6 boundaries.

In a 3D problem, the inward normal vector �n
can be rewritten as:

�n = cx �ex + cy �ey + cz �ez, (3)

where �ex, �ey, �ez are unit vectors of different

directions, and cx, cy, cz are the coefficients.

Substituting equation (3) into equation (1), and

replacing �E and �H with:{
�E = Ex �ex + Ey �ey + Ez �ez,
�H = Hx �ex +Hy �ey +Hz �ez,

one can obtain that:⎧⎪⎨
⎪⎩

Ex = Z0 [cyHz − czHy] ,
Ey = Z0 [czHx − cxHz] ,
Ez = Z0 [cxHy − cyHx] .

(4)

The value of �n is decided by the value of the

coefficients cx, cy, cz . When �n is normal to any of

the boundaries identified in Fig. 1, one of cx, cy, cz
should be ’1’ or ’-1’ meanwhile the other 2 are both

’0’. Table 1 lists the values of cx, cy, cz for different

boundaries.
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Fig. 1. Geometry of a 3D problem space with

SIABC boundaries.

Table 1: Values of cx, cy, cz for different boundaries

SIABC cx cy cz
Xnegative 1 0 0

Xpositive -1 0 0

Ynegative 0 1 0

Ypositive 0 -1 0

Znegative 0 0 1

Zpositive 0 0 -1

According to Maxwell’s equations, in a

source-free region,⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

∂Hx

∂t
=

1

μx

(
∂Ey

∂z
−

∂Ez

∂y

)
,

∂Hy

∂t
=

1

μy

(
∂Ez

∂x
−

∂Ex

∂z

)
,

∂Hz

∂t
=

1

μz

(
∂Ex

∂y
−

∂Ey

∂z

)
.

(5)

For the SIABC on the X negative boundary,

according to Table 1, and as shown in Fig. 2,

equation (4) becomes:{
Ey(1, j, k) = Z0 [−Hz(1, j, k)] ,
Ez(1, j, k) = Z0 [Hy(1, j, k)] .

(6)

On this boundary, Ex is not needed as it is not

tangential to the boundary. Then, we can substitute
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equations (6) into equation (5), which yields:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂Hx

∂t
=

Ey(1, j, k + 1)− Ey(1, j, k)

μx�z

−
Ez(1, j + 1, k) − Ey(1, j, k)

μx�y
,

∂Hy

∂t
=

Ez(2, j, k) − Z0Hy(1, j, k)

μy�x/2

−
Ex(1, j, k + 1)− Ex(1, j, k)

μy�z
,

∂Hz

∂t
=

Ex(1, j + 1, k) − Ex(i, j, k)

μz�y

−
Ey(2, j, k) + Z0Hz(1, j, k)

μz�x/2
.

(7a)

(7b)

(7c)

Unlike the normal FDTD method, the electric

fields, Ey and Ez in the equations are half a cell

away from the x = 1 plane, as shown in Fig. 2.
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Fig. 2. SIABC for the X negative boundary.

One should notice that the indices, i, j, k are

not exactly the same in the figures and formulas.

Table 2 lists the relationship between these indices.

Table 2: Correspondences of indices in figures and

updating equations

Fomulations Figures

Ex(i, j, k) Ex(i+ 1/2, j, k)

Ey(i, j, k) Ey(i, j + 1/2, k)

Ez(i, j, k) Ez(i, j, k + 1/2)

Hx(i, j, k) Hx(i, j+1/2, k+1/2)

Hy(i, j, k) Hy(i+1/2, j, k+1/2)

Hz(i, j, k) Hz(i+1/2, j+1/2, k)

Since both Hn
y and Hn

z can be approximated

using time difference with:⎧⎪⎪⎨
⎪⎪⎩
Hn

y =
1

2
[Hn+1/2

y +Hn−1/2
y ],

Hn
z =

1

2
[Hn+1/2

z +Hn−1/2
z ].

Then equations (7b) and (7c) of this X negative

plane become:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

H
n+ 1

2

y (1, j, k) =
1− dtZ0

μy�x

1 + dtZ0

μy�x

H
n− 1

2

y (1, j, k)

+

2dt
μy�x

1 + dtZ0

μy�x

En
z (2, j, k) −

dt
μy�z

1 + dtZ0

μy�x

[En
x (1, j, k + 1)− En

x (1, j, k)],

H
n+ 1

2

z (1, j, k) =
1− dtZ0

μz�x

1 + dtZ0

μz�x

H
n− 1

2

z (1, j, k)

−

2dt
μy�x

1 + dtZ0

μz�x

En
y (2, j, k) +

dt
μz�y

1 + dtZ0

μz�x

[En
x (1, j + 1, k) −En

x (1, j, k)].

(8)

The above equations for calculating H
n+ 1

2

y and

H
n+ 1

2

z are in the same form as those used in the

normal source-free FDTD method as listed in [10],

which are:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

H
n+ 1

2

y (i, j, k) = ChyhH
n− 1

2

y (i, j, k)

+ Chyez(E
n
z (i+ 1, j, k) −En

z (i, j, k))

− Chyex(E
n
x (i, j, k + 1)− En

x (i, j, k)),

H
n+ 1

2

z (i, j, k) = ChzhH
n− 1

2

y (i, j, k)

+ Chzex(E
n
x (i, j + 1, k) − En

x (i, j, k))

− Chzey(E
n
y (i+ 1, j, k) −En

y (i, j, k)).

(9)

One should point out that for i = 1, the

Ez(1, j, k) and Ey(1, j, k) remains 0 during the

entire updating process. Thus, it is obvious that

the only difference between SIABC and normal

FDTD updating equations is the expression of the

C coefficients for the tangential magnetic field

components on the boundary.

The formulas of SIABC for the other

five boundaries can be derived using the same

procedure.

For the SIABC on the X positive boundary,

the geometry of this case is shown in Fig. 3, and

the corresponding updating equations for this case

are given as:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

H
n+ 1

2

y (nx, j, k) =
1− dtZ0

μy�x

1 + dtZ0

μy�x

H
n− 1

2

y (nx, j, k)

−

2dt
μy�x

1 + dtZ0

μy�x

En
z (nx, j, k) −

dt
μy�z

1 + dtZ0

μy�x

[En
x (nx, j, k + 1)− En

x (nx, j, k)],

H
n+ 1

2

z (nx, j, k) =
1− dtZ0

μz�x

1 + dtZ0

μz�x

H
n− 1

2

z (nx, j, k)

+

2dt
μy�x

1 + dtZ0

μz�x

En
y (nx, j, k) +

dt
μz�y

1 + dtZ0

μz�x

[En
x (nx, j + 1, k) − En

x (nx, j, k)].

(10)
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Fig. 3. SIABC for the X positive boundary.

For the SIABC on the Y negative boundary,

the geometry of this case is shown in Fig. 4, and

the updating equations for this case are given as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

H
n+ 1

2

x (i, 1, k) =
1− dtZ0

μx�y

1 + dtZ0

μx�y

H
n− 1

2

x (i, 1, k)

−

2dt
μx�y

1 + dtZ0

μy�y

En
z (i, 2, k) +

dt
μx�z

1 + dtZ0

μx�y

[En
y (i, 1, k + 1)− En

y (i, 1, k)],

H
n+ 1

2

z (i, 1, k) =
1− dtZ0

μz�y

1 + dtZ0

μz�y

H
n− 1

2

z (i, 1, k)

+

2dt
μz�y

1 + dtZ0

μz�y

En
x (i, 2, k) +

dt
μz�x

1 + dtZ0

μz�y

[En
y (i+ 1, 1, k) − En

y (i, 1, k)].

(11)
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Fig. 4. SIABC for the Y negative boundary.

For the SIABC on the Y positive boundary,

the geometry of this case is shown in Fig. 5, and

the updating equations for this case are given as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

H
n+ 1

2

x (i, ny, k) =
1− dtZ0

μx�y

1 + dtZ0

μx�y

H
n− 1

2

x (i, ny, k)

+

2dt
μx�y

1 + dtZ0

μy�y

En
z (i, ny, k) +

dt
μx�z

1 + dtZ0

μx�y

[En
y (i, ny, k + 1)− En

y (i, ny, k)],

H
n+ 1

2

z (i, ny, k) =
1− dtZ0

μz�y

1 + dtZ0

μz�y

H
n− 1

2

z (i, ny, k)

−

2dt
μz�y

1 + dtZ0

μz�y

En
x (i, ny, k) +

dt
μz�x

1 + dtZ0

μz�y

[En
y (i+ 1, ny, k) − En

y (i, ny, k)].

(12)
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Fig. 5. SIABC for the Y positive boundary.
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For the SIABC on the Z negative boundary,

the geometry of this case is shown in Fig. 6, and

the updating equations for this case are given as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

H
n+ 1

2

x (i, j, 1) =
1− dtZ0

μx�z

1 + dtZ0

μx�z

H
n− 1

2

x (i, j, 1)

+

2dt
μx�z

1 + dtZ0

μy�z

En
y (i, j, 2) +

dt
μx�y

1 + dtZ0

μx�z

[En
z (i, j + 1, 1) − En

z (i, j, 1)],

H
n+ 1

2

y (i, j, 1) =
1− dtZ0

μy�z

1 + dtZ0

μy�z

H
n− 1

2

y (i, j, 1)

−

2dt
μy�z

1 + dtZ0

μy�z

En
x (i, j, 2) +

dt
μy�x

1 + dtZ0

μy�z

[En
z (i+ 1, j, 1) − En

z (i, j, 1)].

(13)
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Fig. 6. SIABC for the Z negative boundary.

For the SIABC on the Z positive boundary, the

geometry of this case is shown in Fig. 7, and the

updating equations for this case are given as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

H
n+ 1

2

x (i, j, nz) =
1− dtZ0

μx�z

1 + dtZ0

μx�z

H
n− 1

2

x (i, j, nz)

−

2dt
μx�z

1 + dtZ0

μy�z

En
y (i, j, nz) +

dt
μx�y

1 + dtZ0

μx�z

[En
z (i, j + 1, nz) − En

z (i, j, nz)],

H
n+ 1

2

y (i, j, nz) =
1− dtZ0

μy�z

1 + dtZ0

μy�z

H
n− 1

2

y (i, j, nz)

+

2dt
μy�z

1 + dtZ0

μy�z

En
x (i, j, nz) +

dt
μy�x

1 + dtZ0

μy�z

[En
z (i+ 1, j, nz) − En

z (i, j, nz)].

(14)
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Fig. 7. SIABC for the Z positive boundary.

With these equations, one can now implement

this SIABC in FDTD codes. It is also obvious from

these equations that, compared to PML or CPML,

the only thing needed to be done is to initialize the

update coefficients for the tangential magnetic field

components at the boundaries, no other changes

are required in the FDTD codes when SIABC is

used. That is really a great benefit specially for

implementation on parallel or GPU hardware in

order to accelerate the computations.

B. 2D SIABC formulation

The 2D problem is a simplification of the 3D

problem. In a 2D problem, for example, a TMz

case, which is composed of Ez,Hx,Hy only, the

formulas can be extracted from the 3D formulas

easily. The geometry of a 2D problem is shown in

Fig. 8 with designated SIABC boundaries.
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Fig. 8. Geometry of a 2D problem with SIABC

boundaries.

For the SIABC on the X negative boundary,
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the geometry of this case is illustrated in Fig. 9,

and the updating equation is given as:

Hn+1/2
y (1, j) =

μydx− Z0dt

μydx+ Z0dt
Hn−1/2

y (1, j)

+
2dtEn

z (2, j)

μydx+ Z0dt
. (15)
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Fig. 9. SIABC for the X negative boundary.

For the SIABC on the X positive boundary,

the geometry of this case is illustrated in Fig. 10,

and the updating equation is given as:

Hn+1/2
y (nx, j) =

μydx− Z0dt

μydx+ Z0dt
Hn−1/2

y (nx, j)

−
2dtEn

z (nx, j)

μydx+ Z0dt
. (16)
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Fig. 10. SIABC for the X positive boundary.

For the SIABC on the Y negative boundary,

the geometry of this case is illustrated in Fig. 11,

and the updating equation is given as:

Hn+1/2
x (i, 1) =

μxdy − Z0dt

μxdy + Z0dt
Hn−1/2

x (i, 1)

−
2dtEn

z (i, 2)

μxdy + Z0dt
. (17)
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Fig. 11. SIABC for the Y negative boundary.

For the SIABC on the Y positive boundary,

the geometry of this case is illustrated in Fig. 12,

and the updating equation is given as:

Hn+1/2
x (i, ny) =

μxdy − Z0dt

μxdy + Z0dt
Hn−1/2

x (i, ny)

+
2dtEn

z (i, ny)

μxdy + Z0dt
. (18)
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�

Fig. 12. SIABC for the Y positive boundary.

C. 1D SIABC formulation

The 1D problem is also a simplification of

the 2D problem. In a one dimensional case there

is no variation in the problem geometry and field
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distributions in 2 of the coordinate dimensions. For

instance, if there are only Ez and Hy, as shown in

Fig. 13, and the wave propagates in the X direction,

the corresponding FDTD updating equations can be

derived as below:

For the SIABC on the X negative boundary,

Hn+1/2
y (1) =

μ0dx− Z0dt

μ0dx+ Z0dt
Hn−1/2

y (1)

+
2dt

μ0dx+ Z0dt
En

z (2). (19)

For the SIABC on the X positive boundary,

Hn+1/2
y (nx) =

μ0dx− Z0dt

μ0dx+ Z0dt
Hn−1/2

y (nx)

−
2dt

μ0dx+ Z0dt
En

z (nx). (20)

������	�
�
�
���

����������
	
��


�����
��������

�����
��������

Fig. 13. Geometry of a 1D problem with SIABC

boundaries.

III. VERIFICATION EXAMPLES AND

RESULTS

In this section, a few examples are discussed.

All examples except the first and the last are similar

to those in [10] where the CPML parameters were

selected for optimum CPML performance.

A. Dipole radiation near a sphere

In a 3D problem, a dipole antenna is located

20 cells away from a dielectric sphere of radius =
10mm, whose parameters are ε = 3, μ = 1, σ = 0.

The cell size of this problem is �x = �y = �z =
1mm. Components of the electric field are sampled

20 cells away from the sphere center, at 11 different

points, designated P1 to P11, as shown in Fig. 14.

The dipole antenna is activated with a Gaussian

pulse. For the absorbing boundary condition with

10-layers of CPML, the air buffer between the

objects (in this case, the dielectric sphere) inside

the problem space and the outer boundaries is 15

cells. For the SIABC absorbing boundary condition,

the air buffer is varying from 30 cells to 50 cells,

since the distance between the scattering objects

and SIABC can affect the performance of SIABC

greatly.
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Fig. 14. Geometry of the 3D problem.

Table 3 lists the time needed for the

simulations when applying SIABC and 10-layers

CPML.

Table 3: Time needed for the simulations using

Matlab with 1000 time steps

ABCs Number of Air Buffer Time (m)

CPML(10) 15 2.2737

SIABC 25 1.8138

SIABC 30 2.5159

SIABC 50 7.9297

Table 4 lists the maximum percentage

difference of field values from SIABC compared

to those from 10-layers CPML in time domain and

frequency domain separately, with the number of air

buffer between the scattering objects and SIABC

changing. The percentage difference is calculated

according to:

Differ =
|ESIABC − ECPML|

max(|ECPML|)
× 100%, (21)

where ESIABC refers to the magnitude of sampled

electric field when the ABC is SIABC, ECPML

refers to the magnitude of sampled electric field

when the ABC is 10-layers CPML.

As listed in Table 4, point P4 has the largest

maximum difference among all sample points.

Figure 15 shows the sampled electric field at point

P4 in time and frequency domains.
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Table 4: Maximum percentage difference between

SIABC and 10-layers CPML

Point
25 Cells 30 Cells 50 Cells

Time Freq Time Freq Time Freq

P1 1.51 2.222 1.03 1.34 0.33 0.46

P2 1.80 2.74 1.07 1.58 0.45 0.57

P3 5.79 7.38 3.83 3.40 1.39 2.65

P4 19.05 11.78 13.15 6.94 4.28 2.96

P5 17.00 11.40 11.44 9.69 3.63 2.22

P6 6.08 6.24 3.70 5.00 2.11 3.08

P7 3.14 4.35 2.11 2.07 0.60 0.70

P8 6.98 6.25 4.60 3.30 1.04 1.25

P9 13.35 11.47 9.38 5.87 2.43 2.80

P10 3.79 5.51 2.98 2.83 1.41 1.47

P11 7.48 6.11 6.51 4.26 2.88 3.46

0 0.5 1 1.5 2
-4

-3

-2

-1

0

1

2

3

4

time (ns)

M
ag

ni
tu

de
(V

/m
)

CPML(10)-15
SIABC-30
SIABC-50

(a)

0 5 10 15 20
0

2

4

6 x 10-10

Frequency (GHz)

M
ag

ni
tu

de
 (V

/m
)

CPML(10)-15
SIABC-30
SIABC-50

0 5 10 15 20
-200

0

200

Frequency (GHz)

Ph
as

e 
(d

eg
re

e)

(b)

Fig. 15. Sampled Ex at P4 in (a) time domain; (b)

frequency domain.

B. Microstrip low-pass filter

For this problem, the space is composed of

cells with �x = 0.4064mm, �y = 0.4233mm,

�z = 0.265mm. An air gap of 5 cells is left

between the filter and the outer boundary in the

xn, xp, yn, yp, zn and zp direction. The substrate is

3×�z thick and has a relative dielectric constant of

2.2. The microstrip filter is terminated by a voltage

source with 50Ω internal resistance on one end and

by a 50Ω on the other end. The voltage is excited

by a Gaussian waveform. The FDTD problem space

is illustrated in Fig. 16.

�� ��

�����
�	

���
�

Fig. 16. A microstrip low pass filter geometry.

In the CPML case, the boundaries are

terminated by 10 cells of CPML, and the number

of cells between the CPML and the filter is 5. In

the SIABC case, the air gap surrounding the filter

is changing from 10 to 80.

Table 5 lists the maximum percentage

difference based on the SIABC relative to those of

the CPML values. It is obvious that the performance

of SIABC with 30 cells air buffer is already quite

acceptable compared to the performance of the

CPML.

Table 5: Maximum percentage difference of

S-parameters based on SIABC relative to those

based on 10-layers CPML

Air
S11 Difference S21 Difference

Gap

20 7.4654 (5.02 GHz) 13.361 (8.38 GHz)

30 2.1921 (5.02 GHz) 2.2190 (8.30 GHz)

40 1.2828 (11.06 GHz) 1.1573 (8.32 GHz)

50 1.7183 (11.10 GHz) 0.5650 (8.32 GHz)

60 1.2654 (11.06 GHz) 0.7433 (8.32 GHz)

70 0.9164 (11.10 GHz) 0.7001 (8.32 GHz)

80 0.6800 (11.08 GHz) 0.8002 (8.32 GHz)

Figures 17 and 18 show the calculated S11

and S21 of the low pass filter when the absorbing

boundary condition is set as CPML and SIABC.
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Fig. 17. Percentage difference of S11.
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Fig. 18. Percentage difference of S21.

C. Scattering from a dielectric sphere

Figure 19 shows an FDTD problem space

including a dielectric sphere illuminated by an x

polarized plane wave travelling in the positive z

direction. The problem space is divided into cells

with size �x = 0.75cm,�y = 0.75cm, and

�z = 0.75cm. The dielectric sphere has a radius

of 10 cm, relative permittivity of 3, and relative

permeability of 2. The waveform of the plane wave

is Gaussian. The RCS is calculated from the FDTD

simulations at 1 GHz.

Figures 20 and 21 display the normalized RCS

when the absorbing boundary condition is 10-layers

CPML and SIABC, respectively. The exact RCS of

this dielectric sphere is also calculated as presented

in [11] and is shown in the figure.

Here, the number of cells of air buffer is 10

for the CPML case, and for the SIABC case, it is

ranging from 20 to 40. The maximum percentage

error of RCS based on 10-layers CPML and SIABC

relative to analytic solution is listed in Table 6.

Fig. 19. A FDTD problem space including a

dielectric sphere.
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Fig. 20. RCSθ at 1 GHz in the xz plane compared

with the analytical solution.
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Fig. 21. RCSφ at 1 GHz in the yz plane compared

with the analytical solution.

One can draw from the figures and the table

that when the air buffer between SIABC and

the dielectric sphere is larger than 30 cells, the
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performance of SIABC is in the same order as that

of 10-layers CPML.

Table 6: Maximum percentage error of RCS based

on 10-layers CPML and SIABC relative to analytic

solution

ABCs Air Buffer RCSθ RCSφ

CPML(10) 10 4.1483 2.5428

SIABC 20 5.5099 5.2008

SIABC 30 3.6534 2.1599

SIABC 40 3.5760 3.6353

D. Radiation from a patch antenna

In this example, a patch antenna is used to

examine the performance of SIABC. A microstrip

rectangular square patch antenna is constructed, as

shown in Fig. 22. The problem space identified

with grid size �x = 2mm,�y = 2mm,�z =
0.95mm. A rectangular brick in the problem space

representing the substrate of the antenna with

dimensions of 60mm × 40mm × 1.9mm and

dielectric constant of 2.2. A PEC plate as the

ground of the antenna is placed right under the

bottom side of the substrate covering its entire

surface area. A PEC patch sits on the top surface of

the substrate with 56mm width and 20mm length

in the x and y directions, respectively. The patch

is centred on the top surface of the substrate. The

feeding point to the patch is in the middle point of

the long edge of the patch. A voltage source with

50Ω internal resistance between the ground plane

and the feeding point is used. This patch antenna

operates at 3.45 GHz.

���������	
���

Fig. 22. A microstrip patch antenna geometry.

Table 7 lists the maximum percentage

difference of SIABC results relative to those of

the 10-layers CPML. The number of cells of the

air buffer for the CPML case is 10, while for the

SIABC case, it is ranging from 20 to 50.

Figures 23 and 24 compare the performance

when using 10-layers CPML and SIABC.

Table 7: Maximum difference of directivity based

on SIABC relative to those based on 10-layers

CPML

Air Buffer Directivity Difference

20 2.5859

30 1.8525

40 1.7813

50 0.4508
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Fig. 23. Relative difference of S11.
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Fig. 24. Relative difference of directivity in xz
plane.

E. Absorbing performance in a 1D problem

For a one dimensional problem, a Gaussian

pulse is generated in the middle of a problem space

of 1m length. Here, the cell size is �x = 1mm.

One side of the problem space is terminated by

PML, and the other side by SIABC. Thus, the

performance of PML and SIABC can be easily

compared in time domain right after the first

reflection from both sides. The geometry of this

problem is shown in Fig. 25.
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Fig. 25. Geometry of a 1D problem with PML (left)

and SIABC (right) boundaries.

The result shown in Fig. 26 indicates that

the reflected wave when using SIABC is 4 times

smaller than that when using 10 layers of PML.
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Fig. 26. Comparison of reflection from PML (left)

and SIABC (right) boundaries.

IV. MEMORY USAGE

In this section, the memory usage of 10-layers

CPML and SIABC is compared for a 3D

computational domain. In order to simplify the

analysis, the number of cells of the domain in x,

y, and z directions are all the same. The relative

memory increase due to the required air buffer cells

when using SIABC relative to 10-layers CPML is

computed as follows:

Mincrease =
MSIABC −MCPML

MCPML
× 100%. (22)

Figure 27 illustrates the comparison of

memory usage for domain sizes reaching one

billion cells.

For practical size problems it is clear that

the extra memory required is not prohibitive.

Furthermore, it should be pointed out that the use

of the non-uniform discretization for the free space

between the objects and the outer boundary will

drastically reduce the usage of this extra memory.

Results based on this approach will be reported

soon.
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Fig. 27. Memory usage of SIABC relative to

10-layers CPML.

V. CONCLUSION

In this paper, a novel absorbing boundary

condition, SIABC is introduced. Formulas of

SIABC in 3D, 2D, and 1D are derived and

implemented for FDTD method. From the

formulations one can find out that this ABC is

extremely easy to implement. The performance of

SIABC is compared to that of 10-layers PML in

1D and 10-layers CPML in 3D. All the results

show that when the distance between the objects

inside the computational and the SIABC is in the

order of 50 cells, SIABC can achieve a comparable

or better results than those based on CPML results.
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Abstract ─ Modeling biological evolution on a 
computer began in the 1960s with evolution 
strategies in Europe and genetic algorithms in the 
United States. Genetic algorithms were introduced 
to the antenna community in the early 1990s. 
Since that time, they have become ubiquitous in 
computational electromagnetics and standard 
options on commercial software packages. Other 
biological design methods based upon biological 
processes in nature have also been introduced.
This article provides an introduction to genetic 
algorithms, particle swarm optimization, and ant 
colony optimization. Several examples of antenna 
array optimization are presented to illustrate the 
power of these algorithms. 

Index Terms ─ Ant colony optimization, antenna 
arrays, genetic algorithms, numerical optimization, 
particle swarm optimization, phased arrays. 

I. INTRODUCTION 
Modeling biological evolution on a computer 

started in the 1960s when Rechenberg [1]
introduced evolution strategies while Holland [2]
introduced genetic algorithms. Evolutionary 
algorithms with real-valued solutions had a parent 
and a mutated version of a parent. Genetic 
algorithms with binary encoded solutions used 
populations of variables and crossover between 
variables to add variety. Goldberg [3] launched 
global optimization into the mainstream through 
applications of genetic algorithms to practical 
problems. 

Antenna applications of genetic algorithms 

began in the early 1990s [4]. Since that time, 
thousands of papers and some books have been 
written about antenna optimization using a genetic 
algorithm [5], [6]. Later in the 1990s, other 
biologically inspired approaches to random 
optimization appeared. The antenna community 
quickly picked up on these algorithms and tackled 
optimization with a new flare. All of these 
algorithms are random searches with the ability of 
jumping out of local minima in an effort to find 
the global minimum. In spite of the claims that one 
random search algorithm is better than another, the 
No Free Lunch (NFL) theorem says that the 
computational cost of finding a solution for a class 
of mathematical problems is the same for any 
random search algorithm when averaged over all 
problems in the class. Thus, tweaking the 
parameters of one algorithm can cause it to 
outperform another algorithm for a handful of 
problems but not for all problems. 

This paper presents three antenna array 
optimization applications that are solved using 
three different global search algorithms. We do not 
advocate one algorithm over the other because of 
the NFL theorem. These algorithms do not 
guarantee the “best” solution, but they usually find 

very good solutions that meet specifications. 

II. GENETIC ALGORITM 
The inspiration for the Genetic Algorithm or 

“GA” came from genetics and natural selection 
[7]. The GA starts with a list of randomly 
generated solutions. The list is called the 
population and each solution is an individual or 
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chromosome. The original GAs, had the solutions 
encoded into binary, but today both binary and 
continuous GAs are used [8]. Each solution is 
evaluated by the objective function output.
Maximization problems have a fitness while 
minimization problems have a cost. Those 
chromosomes with a low fitness are discarded, 
while those with a high fitness are retained in the 
population (natural selection). The most fit 
chromosomes have the highest probability of 
mating or combining chromosomes in such a way 
as to create new chromosomes or offspring that 
replace the chromosomes discarded in natural 
selection. Finally, chromosomes in the new 
population are mutated (randomly changes made 
to the chromosome). The fitness of this generation 
is evaluated, then a new generation begins with 
natural selection. This process continues until a 
suitable solution is found. 

In our first example of using biologically 
inspired algorithms to optimize antenna arrays, we 
use the binary GA to design a dynamically thinned 
array that suppresses sidelobe interference [9].
Each element can be either connected to (i.e., 
element is on) or disconnected from (i.e., element 
is off) the beam forming network by means of a 
switch (Fig. 1). The GA maximizes a quantity that 
is proportional to the Signal-to-Noise plus 
Interference Ratio (SINR) by determining the best 
configuration for the switches.

Consider a uniform array of 64 half-
wavelength spaced elements. The interference 

configuration is supposed static with two 
interfering signals impinging on the antenna from 

�421 �� and �1132 �� , while the desired signal 
arrives from broadside ( �90�� ). The power of 
each interfering signal is 30 dB above that of the 
desired signal, while the background noise
contribution is negligible. The values of the fitness 
function, defined according to [10], and of the 
SINR are shown in Fig. 2 (a) for the best 
individual (i.e., solution) of the GA population for 
each generation throughout the optimization 
process. It is worth noting how the SINR increases 
generation after generation starting from very low 
values close to -5 dB up to almost 25 dB. This is 
achieved through the generation of deeper and 
deeper sidelobe nulls in the interference directions.
In particular, Fig. 2 (b) shows the depth of the 
nulls in the directions of the two interferences for 
each generation. Although the fitness always stays 
the same or goes up, the null depths can go up, 
stay the same, or go down with each generation.
One null may go down a lot while another null 
may go up, but on the average, the SINR goes up.

The array factor and the corresponding on-off 
configuration of the switches obtained by the best 
solution of the GA optimization at the end of the 
optimization are shown in Figs. 3 (a) and 3 (b), 
respectively. It is evident in Fig. 3 (a) that the GA 
is effective in suppressing the interferences by 
placing deep nulls in the sidelobe region in their 
directions of arrival. 

Fig. 1. Sketch of a dynamic thinned array. 
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(a) 

(b) 

Fig. 2. Behavior: (a) of the fitness function and of the SINR for the best solution defined by means of the 
GA, and (b) of the null depths in the directions of the interferences versus the iteration index. 
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(a) 

(b) 

Fig. 3. Plot: (a) of the power pattern with arrows along the interference directions, and (b) of the on-off 
configuration of the switches for the best solution of the GA optimization at the final generation. 

III. PARTICLE SWARM 
OPTIMIZATION 

Particle Swarm Optimization (PSO) models 
the swarming or flocking animals and their motion 
[11][12]. PSO has a random population matrix like 
the GA, but the rows in the matrix are called 
particles instead of chromosomes. Particles are 
potential solutions that move in a particular 
direction on the cost surface with a certain 
velocity. Particles update their positions and 
velocities using formulas based on the knowledge 
about the best solution achieved by each particle in 
its movements (i.e., personal best) and by the 
complete swarm of particles (i.e., global best). 

Our second example applies PSO to optimize 
the design of a Time-Modulated Linear Array 
(TMLA) [13], allowing the generation of multiple 
beam patterns on receive. As for the antenna 
architecture of a TMLA, it is very similar to that 
of the thinned array shown in Fig. 1. Unlike 
thinned arrays, in TMLAs the switches are 
periodically turned on and off by means of proper 
time switching sequences such that the average 

harmonic patterns generated within the modulation 
period are characterized by user-defined properties 
[13]. 

The example TMLA has 16 elements with 
half-wavelength spacing. The goal is to 
simultaneously generate sum and difference 
patterns using the first (h=1) and central (h=0) 
harmonic radiation patterns. The two beam 
patterns must have the minimum Sidelobe Level 
(SLL) of the secondary lobes. Furthermore, the 
level of the higher harmonic terms (h>1), the so-
called Sideband Level (SBL), generated by the 
periodic time-modulation of the switches should 
be as low as possible. Towards this aim, the cost 
function is defined according to the guidelines of 
[13]. 

The array patterns of the best solution are 
shown in Fig. 4. Figure 4 (a) shows the difference 
and sum patterns generated by means of the 
TMLAs at the central (h=0) and first (h=1) 
harmonic radiation when controlling the switches 
according to the on-off configuration of Fig. 4 (b). 
In Fig. 4 (b), the bars represent the instants when 
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the elements are on while the elements are 
disconnected from the feeding network in the 
remaining part of the modulation period. 

Figure 5 (a) is a graph of the different 
components of the cost function, related to the 
SLL at both h=0 and h=1, and of the SBL, as well 
as the cumulative cost function values for the best 
solution of the PSO at each iteration. SLLs of -17 
dB are achieved for both power patterns [Fig. 4 

(a)] and the SBL of the higher harmonics is 
effectively suppressed for h>1 [Fig. 5 (b)]. The 
percentage of power, with respect to the total, 
associated to the pattern at the central and first 
nine harmonics is shown in Fig. 6. It is possible to 
observe that the largest amount of power is used 
for the sum and difference patterns at h=0 and 
h=1, while the power gets quickly to zero for 
higher harmonic modes. 

(a) 

(b) 

Fig. 4. Plot: (a) of the power patterns generated by the TMLA for h=0 and |h|=1, and (b) of on-off time-
modulation sequence for the best solution of the PSO optimization at convergence. 
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(a) 

(b) 

Fig. 5. Behavior: (a) of the cost function terms and of their sum for the best solution defined by means of 
the PSO versus the iteration index, and (b) of the SBL as a function of the harmonic index. 
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Fig. 6. Percentage of individual power associated to the harmonic radiations. 

IV. ANT COLONY OPTIMIZATION 
Ant Colony Optimization (ACO) is based on 

the behavior of ant colonies in obtaining food and 
carrying it back to the nest [14]. When ants search 
for food, they emit a pheromone (chemical) along 
their trail. Other ants follow the pheromone path to 
the food while laying down more pheromone.
Shorter paths to the food result in stronger trails of 
pheromone, because the pheromone evaporates 
with time. Stronger pheromone paths are also the 
shortest paths, so they attract more ants an 
eventually, the shorter path dominates. When the 
food source is gone, the pheromones gradually 
evaporate, and ants no longer follow that path. 

A traveling salesperson problem is perfect for 
ACO, because this problem closely resembles 
finding the shortest path to a food source. ACO 
results in premature convergence to a local 
optimal solution unless pheromone evaporation is 
implemented; a solution disappears after a period 
of time. As a result, the pheromone along the best 
path found so far by the algorithm is given some 
weight in calculating the new pheromone levels. 

The design of a sub-arrayed antenna array 
generating an optimal sum pattern through a set of 
independent and optimal weighting coefficients 
and a compromise/sub-optimal difference pattern 
by aggregating the array elements into sub-arrays 
and defining suitable sub-array weights is 
addressed by means of the ACO. A sketch of the 
antenna configuration appears in Fig. 7, where 
only half array is shown due to symmetry. 

Exploiting the theoretical guidelines of [15], it 
has been shown that the problem can be defined as 
an excitation matching problem, where the 
excitations of the compromise difference pattern 
can be obtained by approximating the values of a 
set of excitations generating an optimal difference 
power pattern. Moreover, the solution space can 
be represented in this case by means of a binary 
tree [Fig. 8 (a)], where each path identifies a 
possible sub-array configuration and the 
corresponding set of sub-array weights. 
Accordingly, the goal is to find the sub-optimal 
difference pattern closest to the optimal one. 
Besides the ad-hoc local optimization technique 
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originally proposed in [15], called Border Element 
Method (BEM), the ACO has been adopted [16]
and has showed superior performance thanks to 
the fact that it can avoid local minima. In this case, 
the ants leave pheromone on the edges of the 
binary tree proportionally to the suitability of the 
solutions obtained at the previous iteration. As a 
representative example, Fig. 8 (b) shows the 
pheromone level, higher where the lines are ticker, 
left by the ants of the colony on the edges of the 
binary tree. At the next generations, the ants will 
choose with higher probability paths/solutions 
with more pheromone. 

Our final example is a 40 element array with 4 
sub-arrays in each half of the array. The 

reference/optimal excitations are chosen to 
generate a Zolotarev difference pattern with 
SLL=-30 dB. The best solutions obtained by 
means of the ACO is shown in Fig. 9, together 
with the one achieved through the BEM. As a first 
observation, it is possible to note that the 
compromise pattern synthesized with the ACO is 
closer to the reference one than the BEM pattern. 
This fact is confirmed by the values of the cost 
function of Fig. 10. The fitness of the BEM 
oscillates as it converges. After 100 iterations, the 
BEM seems to be stuck in a local minimum, while 
the average ACO run has found a much lower 
minimum. 

Fig. 7. Sketch of a compromise sub-arrayed array. 
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(a) 

(b) 

Fig. 8. Sketch: (a) of the solution tree where each ant defines a trial sub-array configuration whose sub-
array weights are computed as in [15], and (b) of the solution tree with updated levels of pheromone left 
on the edges from the ants. 
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Fig. 9. Plot of the reference power pattern (Zolotarev) and of the compromise power patterns synthesized 
with the ACO and the BEM. 

Fig. 10. Behavior of the cost function versus the iteration index for the best solution of the ACO and the 
average of the ACO colony and for the BEM.

VI. CONCLUSIONS 
This paper presented three different 

biologically based numerical optimization 
strategies and applied each approach to an antenna 

array design problem. GA, PSO, and ACO are all 
random search algorithms that are guided by 
biological principles. Table 1 lists the major terms 
associated with each of these algorithms. They all 
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maintain a collection of possible solutions and use 
biologically based rules to search the objective 
function space for the best solution. The 
flowcharts for these algorithms are very similar as 
shown in Fig. 11. They are all very parallel in 
nature in that many individual evaluations can be 
done simultaneously. This parallelism was not a
strong point of some other well-known global 
optimizations approaches, such as simulated 
annealing and evolutionary strategies. 

Which algorithm should you use? The ACO is 
primarily designed for traveling salesman type 

problems (i.e., optimization problems where the 
solution space can be represented through a 
graph), so it is not as universally applicable to 
antenna design. Both GA and PSO have yielded 
excellent results in computational 
electromagnetics, although the PSO have been 
mainly used for the optimization of real-valued 
parameters over continuous spaces while the GA 
has binary, integer, and continuous versions [17].
We do not advocate one over the other, and the 
NFL theorem backs our decision. 

Table 1: Terms for GA, PSO, and ACO 
GA PSO ACO

Solution matrix Population Swarm Colony
Individual solution (Phenotype Space) 1 Individual Particle Ant
Individual solution (Genotype Space) Chromosome Position Path
Best solutions Parent Current position Current path
New solution Offspring Next position Next path
Iteration Generation Generation Generation
Objective function evaluation Fitness/cost Fitness/cost Desirability/cost

Fig. 11. Flowchart for biological optimization algorithms. 

                                                
1 The phenotype space is the space of the input parameter as they appear in the “real world,” while the genotype 

space is the work space of the coded parameters. 
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Abstract ─ In order to further improve the 
performance of the Norm Constrained Capon 
Beamforming (NCCB) algorithm, a Modified 
Norm Constraint Capon algorithm (MNCCB) is 
proposed and investigated in detail. The proposed 
MNCCB algorithm is realized by exerting an 
orthogonal projection on the array weight vector 
and restricting the norm constraint to enhance the 
array weight vector constraint when Array 
Steering Vector (ASV) mismatch is large. The 
simulation results show that the proposed MNCCB 
can provide stronger robustness against ASV 
mismatches and can achieve higher output Signal 
to Interference plus Noise Ratio (SINR), compared 
with existing adaptive beamforming algorithms. 

Index Terms ─ Norm constraint, orthogonal 
projection, robust adaptive beamforming. 

I. INTRODUCTION 
Array signal processing has been widely used 

in radar, mobile communications, sonar and 
microphone array speech processing. Adaptive 
beamforming is one of the hottest topics in array 
signal processing. As for adaptive beamformer, it 
can adaptively adjust weight vector to achieve 
maximum gain at the direction of desired signal 
and suppress interferences by forming nulls at the 
directions of interferences [1-3]. To meet these 
applications, many beamformers have been 
proposed, such as Standard Capon Beamformer 
(SCB), Diagonal Loading SCB (DL-SCB) and 
NCCB [4-14]. However, the SCB is very sensitive 
to the ASV mismatch and may suppress the signal 
of interest, which might reduce the array output 

SINR [4-6]. As for the DL-SCB algorithm, 
although it can improve the robustness of the SCB, 
it is difficult to choose the optimal diagonal 
loading factor and it may increase the power noise 
[7]. Another effective beamformer is the Robust
Capon Beamforming algorithm (RCB) [9], which 
can enhance the robustness of the DL-SCB. It is 
proved that RCB is equivalent and belongs to the 
class of diagonal loading. The RCB may lose its 
interference suppression capability when the 
mismatch is large. Recently, a popular 
beamformer named as NCCB is studied to achieve 
higher performance compared with the basic SCB 
algorithm for small ASV mismatch [11,13], while
its performance is not good for large ASV 
mismatch. 

In this paper, an MNCCB is proposed to 
further improve the performance of NCCB for 
large ASV mismatch by using the orthogonal 
projection and norm constraint techniques. The 
proposed MNCCB algorithm can ensure 
approximate orthogonality between the weight 
vector and noise subspace, which significantly
improves the robustness performance with respect 
to ASV mismatch. The detailed theoretical 
analysis and analytical expression of the proposed 
MNCCB algorithm is provided in detail. The 
simulation results demonstrate that the proposed 
MNCCB algorithm has excellent performance 
against the ASV mismatches.

II. SIGNAL MODEL 
We consider an N  elements omnidirectional 

array, spaced with element distance of d, and 
M far field narrow band signals are incident on 
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this antenna array. A signal ( )ks t is incident from 
angle k� , and the received data X can be expressed 
as follows: 

( ) ( ) ( )t t t� �X AS N , (1) 
where � �1 2( ) ( ), ( ), , ( )

T

Nt x t x t x t�X �, ( )N, ( is 1N�  snap data 

vector. � �0 1 1( ) ( ), ( ), , ( ) T

Mt s t s t s t	�S 1, ( )1, ((1 is a vector, which 
contains the complex signal envelops from 
M narrow-band signal sources. 

� �1 2( ) ( ), ( ), , ( ) T
Nt n t n t n t�N �, ( ) T
N, (( is a vector of zero-

mean white Gaussian noise with variance of 2
n


and A is an array manifold matrix that can be 
written as � �0 1 1( ), ( ), , ( ) .M� � � 	�A a a a 1, ( 1, (,  Here, 

( -1)
1( )=[1, , , ] ,k kj j N Te e� ��a ,, �( 1)-1)-1)j ((( 1,2, , ,k M� , ,, represents 

an ASV in the direction of k� , and k�  is the phase 
difference that can be expressed as:

2 sin( )k kd�� �



� . (2) 

Assume that the signal and noise are 
statistically independent, and the covariance of the 
received data can be written as: 

� � 2( ) ( )H H
s nE t t 
� � �R X X AR A I , (3) 

where0 � �E is an expectation operator; 

� �( ) ( )H
s E t t�R S S represents the autocorrelation 

matrix of the complex signal envelops. I is the 
unit matrix and H� denotes the Hermitian 
transpose. 

On the basis of the previous researches on the 
SCB, we assume that the ASV of the desired 
signal 0( )�a  is known precisely. Then, the Capon 
beamformer can be expressed as: 

0

ˆmin
,

s ( ) 1

H
i n

Ht �

�
��
�

���

w
w R w

w a
(4) 

where w is the beamformer weight vector. ˆ
i n�R  is 

the inference-plus-noise covariance matrix, which 
is commonly replaced by the sampled covariance 
matrix in the practical applications and it can be 
written as: 

1

1ˆ ( ) ( )
K

H

i
i i

K �

� �R X X , (5) 

where K  is the number of snapshots collected by 
the beamformer. The optimal solution of (4) is 
given by: 

1
0

1
0 0

( )
( ) ( )

i n
opt H

i n

�
� �

	
�

	
�

�
R aW

a R a
. (6) 

The array output power is: 
1

1
0 0

1
( ) ( )

H
out i n H

i n

P
� �

	
� 	

�

� �W R W
a R a

. (7) 

The array output SINR is expressed as: 
22

0

22 1
0 0

1 1
0 0

2 1
0 0

( )

( ) ( )
( ) ( )

ˆ( ) ( )

H
s opt

opt H
opt i n opt

H
s i n

H
i n i n i n

H
s i n

SINR

 �


 � �

� �


 � �

�

	
�

	 	
� � �

	
�

�

�

�

W a
W R W

a R a
a R R R a

a R a

, (8) 

where 22
0 ( )s E s t
 � �� � � is the desired signal power. 

The SCB algorithm can obtain high output SINR 
when the ASV of the desired signal is known 
accurately. However, in practical applications, 
there often exist differences between the assumed 
signal arrival angle and true arrival angle.
Therefore, the ASV may be imprecise, resulting in 
steering vector mismatches [12]. It is found that 
the SCB cannot provide good robustness against 
ASV errors between the presumed and actual 
ASVs. We assume that a  denotes the actual ASV 
of the desired signal. We can get: 

� ��a a , (9) 
where �  is an unknown complex vector which 
describes the effect of steering vector distortion. In 
this case, the mismatch of the ASV may result in 
desired signal suppression and get poor output 
SINR. Thus, robust adaptive beamforming is 
necessary in practical applications. 

In order to improve the robustness of the SCB,
an effective NCCB algorithm is widely 
investigated, which is realized by using a norm 
constraint on the weight vector. Thus, the NCCB
is formulated as follows: 

0
2

ˆmin
,s ( ) 1

|| ||

H

Ht �
�

�
��
� �
�

���

w
w Rw

w a
w

 (10) 

where 0( )�a is the presumed signal steering 
vector, �  denotes the 2l  norm and �  is the norm 
constraint parameter. From the analysis of [13], 
we can see that the NCCB can enhance the 
robustness of the SCB. However, the analysis and 
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simulation results show that its efficiency is not 
good enough when the ASV mismatch is large.
Although, the performance of the NCCB can be 
controlled by ,�  the optimal method for obtaining 
�  is difficult. 

III. MODIFIED NORM CONSTRAINT 
ROBUST BEAMFORMING 

In this section, we develop an MNCCB to 
improve the robustness performance, which is 
realized by adding an orthomodular constraint on 
the NCCB. Here, we first discuss the formulation 
of the MNCCB and then give the detailed 
theoretical analysis. 

Define the projection matrix as ˆ ,m	R  where 
m is positive integer. By projecting the matrix 
ˆ m	R  to the weight vector, we can get ˆˆ = m	w R w .

Thus, the MNCCB algorithm can be described as: 

0

2

ˆmin

 ,s ( ) 1
ˆ|| ||

H

H

m

t �

�	

�
��
� �
�

���

w
w Rw

w a

R w

(11) 

where � is a constraint parameter with a small 
value. It found that the optimization of (11) is a 
convex problem, which can be solved by using 
inter-point method [15]. In this paper, Lagrange 
multiplier method is employed to find the solution 
of (11).

Firstly, let S  be the set that is defined by the 
constraints in (11): 

2
0

ˆS={ | ( ) 1,|| || }H m� �	� �w w a R w . (12) 
Define: 

2
1

ˆ ˆ( , , ) (|| || )

( 2),

H m

H

f 
 � 
 �

�

	� � 	

� 	 	 �

w w Rw R w
w a aw

(13) 

where 
  is the real-valued Lagrange multiplier 
and 0
 �  satisfying ˆ + >0.
R I  By minimizing 

1( , , )f 
 �w  with respect to ,w  we have: 

1
ˆ( , , ) Hf 
 � �w w Rw .S !w (14) 

From the discussion of the SCB algorithm shown 
in (6), a is replaced by a . Then, we get: 

1

1 1

ˆ
ˆ =

ˆ

	

	 	

R aw
a R a

. (15) 

Consider the condition: 
2

1 2

ˆ

ˆ[ ]

H

H
�

	

	
"

a R a
a R a

. (16) 

We can rewrite 1(w, , )f 
 �  as follows: 
1

1

1

2 1

ˆ ˆ ˆ( , , ) [ ( ( ) ) ]
ˆ ˆ ˆ( ( ) )

ˆ ˆ ˆ[ ( ( ) ) ]
ˆ ˆ ˆ( ( ) )

2 .

m H m H

m H m

m H m

H m H m

f 
 � � 





� 


� 


� �

	 	 	

	 	

	 	 	

	 	 	

� 	 �

�

	 �

	 �
	 �

w w R R R a

R R R
w R R R a

a R R R a

(17) 

Therefore, for the fixed parameters 
  and � , the 
unconstrained minimizer of 1( , , )f 
 �w  is given 
by: 

1
,

ˆ ˆ ˆˆ ( ( ) )m H m

 � � 
 	 	 	� �w R R R a . (18) 

Substituting (18) to (17), we can rewrite (17)
as: 

2 1
2

ˆ ˆ ˆ( , ) ( ( ) )
ˆ2 .

H m H m

H

f 
 � � 



� �

	 	 	� 	 �

	 � �

a R R R a

w Rw
 (19) 

By considering the maximization of 2 ( , )f 
 �
with respect to � , we have: 

1

1
ˆ

ˆ ˆ ˆ( ( ) )H m H m
�


 	 	 	
�

�a R R R a
. (20) 

and we can get: 

1

3 2

1 .
ˆ ˆ ˆ( ( ) )

ˆ( ) ( , )

H m H m

f f





 
 � 
�

	 	 	
�

�

� � 	

a R R R a
(21) 

Thus, the maximization of 3 ( )f 
  with respect 
to 
  can be expressed as: 

2

1 2

ˆ ˆ ˆ( ( ) )
ˆ ˆ ˆ[ ( ( ) ) ]

H m H m

H m H m


 �



	 	 	

	 	 	

� �
�

a R R R a
a R R R a

. (22) 

Hence, the optimal Lagrange multiplier 
̂  can 
be efficiently obtained by using a Newton’s 

method. 
By introducing �̂ into ,ˆ 
 �w , we get: 

1

1

ˆ ˆ ˆ( ( ) )
ˆ

ˆ ˆ ˆ( ( ) )

m H m

H m H m






	 	 	

	 	 	

��
�

R R R aw
a R R R a

, (23) 

which satisfies:
ˆ 1H �w a , (24) 

and 
2ˆ ˆ|| ||m �	 �R w . (25) 

In addition, it is observed that the proposed 
MNCCB is also an improved DL-SCB algorithm 
and the 
  is the diagonal loading factor. The 
optimal diagonal loading can be precisely 
calculated by solving the constrained quadratic 
optimization problem. 
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Let us pay attention to the constraint 
2ˆ ˆ| || .m �	 �R w  According to Schmidt’s orthogonal 

subspace theory, R̂  can be decomposed as [16]: 

� � 2

2

ˆ

,

H
s

s n H
n n

H H
s s s n n n







� �� �
# $# $

� � � �

sΛ 0 U
R= U U

0 I U

=U Λ U + U U
 (26) 

where sU  represents the desired signal-plus-
interference subspace, which is formed by P
interferences and one desired signal. nU is the 
noise subspace. � �1, 2,s ,Λ Mdiag 
 
 
� �, M
, MM  is the big 
eigenvalues corresponding to signal and 
interferences. On the basis of the above 
discussion, we have: 

2

2

1ˆ ( )m m H Hn
s s n nm

n i

diag 


 


	 � %� %� �� �� � & &
� �� '� '

R U U U U . (27) 

We can clearly see that 
2

1n

i






" . Thereby, 

2

( )mn

i






 converges to zero when m  is large. Taking 

above discussions into consideration, we can get 
2

lim ( ) 0mn

m
i

diag 


()

� %
�� &

� '
, which means: 

2 ˆlim m m H
n n nm

 	

()
�R U U . (28) 

In practical applications, m is usually a fixed 
and finite integer, and hence the equation (28) can 
be satisfied, which means that the noise subspace 

H
n nU U  can be obtained without decomposition of 

the covariance matrix R̂ . Furthermore, it is 
indicted that the number of incident signals is not 
necessary for the estimation. 

From equations (26) and (28), we can see that 
ˆ m	R is an orthogonal projection matrix. The 

constraint 2ˆ ˆ| ||m �	 �R w  not only imposes norm 
constraint on the weight vector, but also ensures 
approximate orthogonality between the weight 
vector and noise subspace. Thus, the MNCCB 
algorithm can effectively improve the robustness 
of the SCB against large ASV mismatch. 

The proposed MNCCB algorithm can be 
summarized as follows: 

The MNCCB algorithm 
Step 1) Compute the covariance matrix R̂ ; 
Step 2) Compute the power of covariance matrix 
ˆ m	R ; 

Step 3) Project ˆ m	R  to the weight vector; 
Step 4) Solve (22) to obtain 
̂ ; 
Step 5) Substitute 
̂  to (23) to get ŵ .

IV. NUMERICAL EXAMPLES 
In this section, we will discuss the 

performance of the proposed MNCCB algorithm. 
A Uniform Line Array (ULA) with 10 
omnidirectional antennas spaced half a wave 
length uniformly. The Direction-of-Arrival (DOA) 
of the desired signal is 0°. The DOAs of the two 
independent interferences are 30° and 50°, 
respectively, while the Interference to Noise Ratio 
(INR) is INR= 30 dB. The number of snapshots is 
K � 100. The other key parameters for the 
proposed MNCCB algorithm are m � 2 and 
� � 0.03. The simulation results of the proposed 
MNCCB are obtained in comparison with SCB, 
RCB [9], ESB [8], NCCB [11], DL-SCB [7] and 
SQP [10]. 0.3N* �  is used for the RCB, and the 
diagonal loading factor in [7] is twice as great as 
the noise power, and � � 0.11 is used for NCCB. 
In all experiments, 100 Monte Carlo runs are used 
to obtain each simulation point. 

Example 1: Exactly known signal steering vector
In this example, we assume the presumed 

DOA of desired signal is also set as 0°. The 
normalized beampattern plots of the mentioned 
beamformers with the SNR= 0 dB are shown in 
Fig. 1 and the output SINR of these beamformers 
are shown in Fig. 2. It can be seen from the Fig. 1, 
that the SCB, NCCB and MNCCB perform well 
with the exactly known ASV. The peak response 
of these algorithms are well agreed with the actual 
direction of desired signal, while the nulls are 
located at the directions of interferences, which 
can help to suppress unwanted interferences. In 
addition, it is observed that the MNCCB algorithm 
has the lowest sidelobe level. From Fig. 2, we can 
see that the MNCCB algorithm has the highest 
output SINR because it exhibits deeper null than 
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other methods. Thus, we can conclude that our 
proposed MNCCB algorithm outperforms 
previously reported algorithms. 
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Fig. 1. Normalized beampatterns at zero pointing 
error. 
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Fig. 2. Output SINR versus SNR at zero pointing 
error. 

Example 2: Signal look direction with 5° mismatch
In the second experiment, the presumed DOA

is 5° of the desired signal. The normalized 
beampattern plot of the proposed MNCCB 
beamformer with the input SNR=0 dB is shown 
in Fig. 3 in comparison with SCB and NCCB 
algorithms. It can be seen from Fig. 3, that the 
SCB with 5° ASV mismatch completely fails and 
its main lobe departs from the actual signal 
direction, which means that it cannot distinguish 
the desired signal and interferences, and hence will 
suppress the desired signal. Additionally, although 
the performance of the NCCB is better than SCB, 
its main lobe also departs from the actual signal 
direction. However, our proposed MNCCB 

algorithm shows excellent performance in 
interference suppression, which gives deep nulls at 
the directions of inferences. Thus, the response 
peaks for the MNCCB estimation algorithm is 
located at the actual direction of desired signal 
without target signal cancellation. 
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Fig. 3. Normalized beampatterns at 5° pointing 
error. 

Figure 4 demonstrates the output SINR 
performance of the above mentioned beamformers 
versus the input SNR. We can see that the 
proposed MNCCB algorithm has better 
performance compared to other beamformers 
when the ASV mismatch is 5°. The SCB and DL-
SCB algorithms suffer from severe degradation 
when SNR increases from 0 dB to 30 dB, while 
the performance of the NCCB significantly 
degraded at low SNR. In other words, the 
proposed MNCCB algorithm is superior to other 
beamformers. 
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Fig. 4. Output SINR versus SNR at 5° pointing 
error. 
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Figure 5 exhibits the output SINR 
performance with respect to the number of training 
snapshots K  at SNR=10 dB. It can be seen that 
the proposed MNCCB algorithm still has highest 
robustness against the ASV mismatch and better 
performance than other methods. 
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Fig. 5. Output SINR versus K at 5° pointing error. 

Example 3: Effect of the signal direction mismatch
In this experiment, the steering direction error 

is preselected as [-8°-8°]. The performance of 
output SINR versus signal direction mismatch is 
given in Fig. 6. We can clearly see that the 
performance of the SCB, DL-SCB and RCB are 
severely deteriorated with an increase of the signal 
direction mismatch, while the output SINR of
MNCCB is stable. It is worth noting that when the 
angle error is 8°, the output SINR of the NCCB 
and SQP are -7.5 dB and 2.2 dB, respectively, 
while the output SINR of the MNCCB is 7.9 dB, 
which exceeds the NCCB 15.4 dB. 
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Fig. 6. Output SINR against pointing error. 

Example 4: Effects of the parameters m and �
In this example, we will discuss the effects of 

the parameters m  and � on the performance of
the MNCCB algorithm with the presumed DOA is 
5°. The output SINRs with different m  and �  are 
shown in Fig. 7. It can be seen that the MNCCB is 
not insensitive to parameter m and � . The output 
SINR curves are almost the same for different m
and � .The proposed MNCCB beamformer can 
provide a good performance over a wide range of 
�  making the proposed MNCCB operable and 
practical compared with previously proposed 
methods. 
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Fig. 7. Output SINR versus SNR. 

V. CONCLUSION 
In order to improve the degradation of 

adaptive beamformer with large ASV mismatch, a 
robust adaptive beamformer denoted as MNCCB 
was proposed and its performance was verified in 
detail. The proposed MNCCB was realized via the 
modification of the norm constraint, which was to 
add an orthogonal projection in the early reported 
NCCB to improve its robustness. As a result, the 
proposed MNCCB could give better performance 
than the NCCB and the diagonal loading 
algorithms. Theoretical analysis and numerical 
examples were presented to improve the 
performance of previous beamformers. Simulation 
results demonstrated that the proposed MNCCB 
can not only provide better interference 
suppression, but also achieve higher output SINR 
with steering vector mismatch in comparison with 
existing popular robust beamforming algorithms. 
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Abstract ─ Because the structure of transmitting 
antenna significantly affects the performance of 
source stirred reverberation chamber, a source 
stirring reverberation chamber excited by antenna 
array with a novel configuration is proposed and 
investigated in this paper. In contrast to traditional 
source stirring techniques, fewer array elements in 
reasonable arrangement are employed to use the 
test space efficiently and ensure the desired field 
characteristics, such as uniform statistics, isotropic 
and random polarization. Numerical experiments 
demonstrate that the statistical distribution of 
electrical field meets Standard IEC 61000-4-21 and 
has advantage over the traditional stirring systems. 

Index Terms ─ Array antenna, Chi-square test, 
reverberation chamber, source stirring technique.

I. INTRODUCTION 
Compared with traditional EMC test facilities, 

the Reverberation Chamber (RC) is a new kind of 
EMC test facility with advantages in construction 
cost and dynamic range. Better electric field 
intensity using the same input power and accurate 
results can be obtained in RC. More attentions have 
been attracted to RCs and the related research has 
become one of the hottest research topics today [1-
4]. A RC usually consists of a shielding cavity, 
transmitting antenna, receiving antenna, field probe 
and stirring device(s), which has characteristics of 
statistical homogeneity, isotropy and random 
polarization [5]. Both radiation sensitivity and 
shielding performance tests can be conducted in the 
chamber. 

The mechanical stirred RC is first reported [6] 
and widely used in both industrial and academic 
research. The stirring relies on rotation of metal 
plates in irregular shapes, which make the operation 

and installation complicated and available space 
relatively small for EUT (equipment under test) 
[7,8]. In order to tackle this problem, the existing 
source-stirred RC [8] requires a mobile transmitting 
antenna on the ground. It does simplify the structure 
of reverberation chamber, but it is difficult or 
impossible to obtain the random changes of antenna 
positions and ensure the independence between 
different states of stirring. Meanwhile, the manual 
processing on the antenna may decrease accuracy 
and efficiency. To overcome this shortage, a 
source-stirred method is proposed by exciting 
multiple antennas at different times [9], which 
needs to employ several independent transmitting 
antennas. The electric field distribution will be 
changed when different antennas are excited. 
However, these independent transmitting antennas 
occupy a large cavity space and increase the 
construction cost. 

To resolve this contradiction, a source stirring 
method via an array antenna is proposed [10]. Four 
array elements are mounted on each surface of a 
hexahedral structure and this structure is located on 
the ground. Different elements of array are 
motivated separately to stir the chamber. The 
source stirring method via an antenna array can 
obtain larger EUT space and guarantees 
independence of electric field distributions on 
different stirring steps. But this antenna array in a 
hexahedral pattern still occupies a large space in the 
chamber and reduces the area available for EUT. 

Aiming at the issues above, a reverberation 
chamber stirred by a novel antenna array is 
developed in this paper, and the planar array is 
distributed near the chamber wall. This antenna 
array includes twelve array elements, three of 
which are excited simultaneously on each stirring 
step. This design reduces the volume occupied by 
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transmitting antenna array and has a simple 
structure with small quantity of array elements. In 
addition, this design is also satisfied with the 
requirements of the number of stirring steps and 
independence in different stirring states. 

II. SOURCE-STIRRED TECHNIQUE 
ANALYSIS 

The electric field density inside a source-stirred 
chamber is associated with both position and 
orientation of transmitting antenna. The 
inhomogeneous wave in a chamber satisfies the 
following equation:

2
0 0 0j+ � * +�, � �E E J . (1) 

The eigen solution of (1) is expressed as:

cos sin sin
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where L, W and H represent the length, width and 
height of chamber, respectively; and m, n and p are 
mode numbers,
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The resonant frequency of source-stirred 
chamber can be expressed as:
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If m npA 3 , mn pA 3 and mnpA 3 are mode values, the 
electrical field components xE , yE and zE
inside the chamber can be expressed as:
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where xmnpc , ymnpc and zmnpc can be obtained by [11]:
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where xJ , yJ and zJ are components of the 
current density vector. From (5) and (6), both 
position and orientation of transmitting antenna 
will influence the field in the cavity. For an antenna 
array in the chamber, both position and orientation 
of array elements are different from each other. 
Motivating different elements at different times can 
change the field distributions in the chamber. When 
an antenna array has sufficient emission states, a 
field distribution of statistical uniformity can be 
formed during a stirring period.

III. ARRAY ANTENNA DESIGN 
A. The lowest usable frequency 

The Lowest Usable Frequency (LUF) of 
reverberation chamber refers to the lowest available 
frequency of EMC test in the chamber, which is an 
important indicator of RC. The dimensions of the 
chamber in this paper are selected to be L=4,000
mm, W=2,480 mm and H=3,000 m, which 
determine 0 62.5f � MHz (the lowest resonant 
frequency) and LUF 03f f� . The variation of mode 
number and density with frequency can be 
expressed as [11]:
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The chamber will have a good performance at 
the mode quantity of 100 or mode density of 1.5 
Mode/MHz. It is observed from Fig. 1 that the 
quantity of mode increases linearly with frequency. 
The number of mode in the chamber reaches 100 at 
the frequency of 230 MHz, and the mode density 
qualifies the requirement of 1.5 modes/MHz at the 
frequency of 235 MHz. The reverberation chamber 
can perform well at the frequency of 235 MHz and 
above. It is indicated from Fig. 2 that with 
increasing of frequency, the gap between two 
modes is getting smaller, which means the field 
uniformity is getting better as the frequency 
increases. The change of modal gap between two 
adjacent modes is shown in Fig. 2.

Fig. 1. Variation of mode number and mode density 
with frequency. 

Fig. 2. Modal gap in the source-stirred chamber. 

B. The design of array antenna 
In order to get an insight into the coupling 

mechanism between antenna array and the chamber,
and to reduce the impact caused by the structure of 
antenna on the field distribution, a half-wave dipole 
is chosen to be an array element in this paper. The 
maximum likelihood estimation method and the 
given confidence level are considered to decide the 
number of stirring steps, which is the same as the 
sampling size of electric field when the array 
antenna is designed. Electrical field in cavity obeys 
Rayleigh distribution, whose PDF can be deduced 
as:

2

22
2( ) ,

iE
i

i
E

f E e 





	
� (9) 

where i represents x, y or z. Using the maximum 
likelihood estimation can get the estimator as:
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If the sampling number n is sufficiently large, 
the estimator 2
̂ will be the normal distribution, 
and the variance is:
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where E is an expected value and f is the function 
in (9). After normalizing 2
̂ , the normalized 
confidence interval is expressed as:
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and the sample size can be derived as:
2/10

2
/10

10 1 .
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dn k
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� / 0	1 2
 (13) 

We choose d, ideal confidence level, k and 
number of samples to be 1 dB, 90%, 1.65 and 207, 
respectively [12].

Based on the discussions above, 207 stirring 
steps can reach the ideal confidence level. Enough 
stirring steps can be obtained by exciting different 
combination of elements of the array at each time.
66, 220 or 495 stirring steps can be achieved when 
2, 3 or 4 array elements are excited at each time.
Obviously, 3 elements and 220 stirring steps is 
enough for sample size, which is calculated in (13).
Therefore, as different elements are excited, 220
emission statuses are achieved by exciting different 
combinations. It is indicated in Fig. 3 how the 
elements are motivated in the array, where white 
and black points represent active elements and non-
active elements, respectively.

  

(a) (b)

  

(c) (d)

Fig. 3. Excitation configuration of array antennas. 

The spacing between adjacent elements also 
has significant influence on the field distribution in 
the cavity. For the sake of good statistical 
distribution of electric field samples, the field 
independence of different stirring steps is an 
important factor to determine the configuration of 
array elements. According to the plane wave 
spectrum [13], the correlation function of field 

intensity in a reverberation chamber is:

4 5
4 5 4 5

4 5 4 5
1 2

1 2 2 2
1 2

, ,9
:

�
E r E r

r r
E r E r

 (14) 

where 1r and 2r are two position vectors, and a 
simplified formulation is given as:

4 5 4 51 2
1 2

1 2
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r r
r r

r r
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We can see from (15) that the minimization 
distance of adjacent elements for the relevant 
function 09 � is / 2
 , which ensures the 
independence of different field samples. The 
orientation of elements is random but should be 
neither parallel to each other nor parallel to the 
chamber wall, which ensures wave to radiate and 
reflect in different paths to avoid strong mutual 
coupling. The schematic diagram of arrangement of 
elements is shown in Fig. 4, where the distance 
between adjacent elements is / 2
 and the 
orientation of elements is different from each other. 

λ/2λ/2

 

Fig. 4. Schematic diagram of array antenna. 

In conclusion, the maximum wavelength is 
1.58m
 � in frequency band over 190 MHz to 250 

MHz. The distance between the antenna array and 
the chamber wall is 0.4m
 7 , and twelve elements 
of different orientations are distributed in a plane 
with distance of / 2
  from each other. The 
simulation model of this source-stirred 
reverberation chamber is shown in Fig. 5. 

Fig. 5. Simulation model of source-stirred chamber. 
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C. The utilization of EUT area 
The planar array antenna in this paper takes 

little space of cavity so that most of the space can 
be used to conduct EMC test, which effectively 
improves the space utilization of the cavity. It is 
shown in Table 1 the comparison of utilization ratio 
of cavity space between different reverberation 
chambers. 

Table 1: The comparison of utilization ratio of 
cavity 
Type of 
Chamber

Volume 
of 
Cavity 
(m3)

Spatial
Volume 
for EUT 
(m3)

Utilization 
Ratio of 
Cavity

Mechanical
stirred RC
[14]

22.475 9.61 42.76%

Source-
stirred RC
[15]

130.416 30.525 23.41%

Source-
stirred RC
[16]

60 26.25 43.75%

Source-
stirred RC
in this paper

29.76 14.92 50.14%

The volume of the cavity refers to the inner 
spatial volume in the reverberation chamber, and 
the volume of space for EUT is calculated 
according to IEC61000-4-21. The ratio of spatial 
volume for EUT to the volume of the cavity is 
utilization ratio of cavity. It is indicated that the 
utilization ratio of cavity of chamber designed in 
this paper is bigger than that in mechanical stirred 
chamber and other source-stirred chambers, which 
means that the chamber designed in this paper can 
be used for bigger EUT test if the volume of all the 
chambers are the same. 

IV. SIMULATION TESTS AND 
RESULTS 

A. Establishment and controlling of simulation 
model 

The simulation of source-stirred reverberation 
chamber has the following characteristics: 
(1) The inner volume of cavity is large and mesh 
generation requires a large amount of computing 

resources. 
(2) The position and orientation of transmitting 
antennas are continuously changing. 
(3) The conductivity of cavity wall cannot be 
infinitely large. 
(4) The cavity is totally enclosed with multiple 
resonance points and no electromagnetic energy 
radiates outside. 

According to these characteristics, MoM based 
FEKO software is chosen as a kennel in this paper. 
MoM only needs to mesh the cavity wall, which can 
reduce the burden on computing resources and 
artificial errors caused by continuous model 
changing. In addition, this method can deal with 
good conductor and resonant cavity such as 
convergence and numerical dispersion, better than 
other numerical methods. 

Then the array antenna is arranged in one side 
of the cavity and the other side is reserved for the 
EUT. Two observation points are chosen in the 
EUT area and electrical field data on these points 
are used to analyze the field distribution inside the 
cavity. The coordinates of eight vertices (A~D, 
A ~D3 3 ) of working volume and two observation 
points (P, Q) are shown in Table 2. 

Table 2: Coordinates of vertices and observation 
points 
Point X y Z
A 0.8 0.4 0.4
B 0.8 2 0.4
C 3.6 0.4 0.4
D 3.6 2 0.4
A3 0.8 0.4 2.6
B3 0.8 2 2.6
C3 3.6 0.4 2.6
D3 3.6 2 2.6
P 2 1.2 1.4
Q 1.4 1.6 2

Matlab program is used to control the excitation 
of array antenna as well as save and process 
sampling data of electric field during the whole 
stirring procedure in this paper. Different field 
distributions are formed in the working volume for 
each excitation, as shown in Fig. 6. Three electric 
field components at eight vertices of working 
volume and observation point P and Q are recorded 
respectively at different stirring status. After a 
complete stirring period, the recorded data of 

1071 ACES JOURNAL, Vol. 29, No. 12, DECEMBER 2014



electric field is processed to obtain the statistical 
characteristic of field component samples to 
compare with theoretical results. The controlling of 

the excitation storage of data, both data process and 
analysis are realized through Matlab, and the flow 
chart of simulation procedure is shown in Fig. 7. 

 

 

Fig. 6. Variation of electric field of different stirring steps. 

Start

Create simulation model of reverberation chamber

Set antenna parameters

Is the
frequency in the simulation

frequency band ?

No

Finish

Change stir status

Create meshes

Perform numerical calculation

Output simulation results in a .txt file

Is this the last stir step?

Read results from .txt files
of all stir steps

Calculate uniformity and creat
CDF plot from E-field samples

Validate the simulation results

Yes

Yes
No

 

Fig. 7. Flow chart of one complete stirring procedure. 
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B. CPU runtime and memory requirements 
The computational requirements needed for the 

simulation of source-stirred reverberation chamber
increase as frequency rises, in terms of both the 
memory needed and the solution time. Therefore, it 
is useful to estimate the memory and CPU time to 
complete one simulation run. The memory M
needed for storage of the matrix Z in MoM method 
can be calculated as:

2 2
T36 16   Byte,SM N N7 �  (16) 

where TN and SN represent the number of triangles 
and segments respectively. The CUP time for one 
stirring step can be also estimated as:

4 5 4 54 6 4
t s ,t O f O f	 �4t 44 4 6O f4 4 6
t 4  (17) 

which means the time needed for triangles and 
segments is on the order of 4 6f 6 and 4f [11],
respectively.

Memory requirements and CPU runtime for 
one stirring step obtained in source-stirred 
reverberation chamber simulations with FEKO are 
listed in Table 3. 

Table 3: CUP runtime and memory requirements 
for one frequency and one stirring step 
Frequency
MHz

NT

 

Memory
MByte

CPU Runtime
mm:ss

190 6833 806 08:27
202 7600 996 10:51
217 8633 1266 15:39
229 9563 1547 19:51
238 10633 1873 25:37
247 12030 2322 37:02

C. Simulation results 
After one stirring cycle, the statistical 

distribution of field samples at the observation 
point P can be obtained. The comparison between 
the field component samples and theoretical results 
is shown in Fig. 8, and the simulation is carried out 
at 190 MHz with 220 stirring steps in one stirring 
cycle. It can be seen from Fig. 8 that the simulated
and theoretical results are in a good agreement,
implying that the field distribution of the stirring 
period in this source-stirred reverberation chamber 
obeys Rayleigh distribution [11]. The simulation 
result of x-component is closer to theoretical one, 
because the dimension of x-direction in the 
chamber is larger and the electric field distribution 
is close to uniform. 

(a)

 

(b)

(c)

Fig. 8. Simulation and theoretical CDF curves of 
three electric field components. 

In order to verify the fitting degree of 
theoretical and simulated CDF curves, the Chi-
square goodness-of-fit is adopted. The difference 
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between the observed samples and expected 
distribution can be defined as:

4 522

1
,

n
i i

i i

o e
e

;
�

	
� � (18) 

where io  is sampling quantity of the ith interval, 
and ie  is the expected quantity of samples in the 
ith interval if the hypothesized distribution is 
correct. When the sample size turns out to be 
infinite, the statistic 

2;  would obey n-p-3 Chi-
square distribution of n-p-3 degrees of freedom, in 
which p is a parameter in the hypothesized 
distribution. The 2; can be calculated using (18). 

If 4 5
2 2

3 1n p <; ; 	 	 	" , the hypothesized distribution is 
acceptable.

If the recorded field samples are divided into 10 
intervals, the parameter will be 1 and the 
confidence level will be 0.5. The statistics 2

xE; , 2
yE;  

and 

2
zE;  are 9.941, 11.015 and 10.983, 

respectively, which are smaller than the threshold 
value and demonstrates the samples of field 
component to be Raleigh distribution and the 
statistically uniform electric field environment in 
this chamber. 

Field uniformity is also an important factor [1,
3] when evaluating the performance of 
reverberation chamber, and it can be achieved by 
collecting all the maximum electric field samples at 
vertices of cubic working volume. The ranges in 
three directions are x=0.8~3.6 m, y=0.4~2 m and 
z=0.4~2.6 m. The uniformity of three electric field 
components and total electric field is shown in Figs. 
9 (a)-(d). The blue polyline represents the field 
uniformity of chamber stirred by a mobile dipole, 
and the red line represents uniformity of chamber 
stirred by array antenna. The model of single dipole 
source-stirring is established to compare the stirring 
effect between the traditional method and proposed 
one in this paper, and the dimensions, material of 
chamber, and the simulation frequency of these two 
models are the same. The only difference is that the 
single dipole is moving randomly on the surface. 

(a)

 

(b)

 

(c)
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(d)

Fig. 9. Uniformity of electric field. 

From Figs. 9 (a)-(c), uniformities of three field 
components are less than 2 dB, and the difference 
between two curves are not significant. But from 
Fig. 9 (d), the total field uniformity of array antenna 
stirring is not only better than that of single mobile 
dipole stirring, but also closer to the limits on field 
uniformity in the IEC Standard. Compared with the 
traditional way of single mobile antenna stirring, 
the source-stirred technique by array antenna can 
reduce the standard deviation of field uniformity, 
namely, a better electromagnetic environment of 
EMC test can be obtained. 

V. CONCLUSION 
A novel type of source-stirred chamber via a 

planar antenna array is designed in this paper. The 
composition of the array is uncomplicated and 
space efficient, which effectively increases the 
available space for EUT. Matlab is used to control 
the electromagnetic computational software to 
realize the stirring automation. The simulation 
results demonstrate that the simulation CDF 
distributions of the electric field in the working 
volume of the chamber is in a good agreement with 
the theoretical value, and is also validated by Chi-
square good-of-fitness test. The electric field 
uniformity of this antenna array not only meets the 
IEC61000-4-21 Standard, but also proves that this 
new source stirring technique is better than 
traditional ones.
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Abstract ─ This paper reviews the physics based 
modeling based on the electromagnetic stray fields 
and interference in the electric power network. 
The low frequency as well as high frequency 
equivalent source modeling of the power 
components for the study of radiated and 
conducted electromagnetic compatibility were 
implemented. The 3-D finite element analysis with 
some modification were applied in the solution 
method, as well as meshing strategies for the 
simulation of large scale components. Moreover, 
the stray field of the components was utilized for 
improving the control of the machine-drive system 
using hardware in loop method. The optimization 
in the design of the components such as the power 
converter based on the EMC compliance was also 
applied. This was achieved by coupling MATLAB 
with 3-D finite element technique for applying the 
numerical optimization techniques. The results 
were verified experimentally. 

Index Terms ─ EMC compliance, equivalent 
source modeling, large scale computational 
problems, low frequency and high frequency 
modeling. 

I. INTRODUCTION 
The compliance with Electromagnetic 

Compatibility (EMC) standards is an increasingly 
important aspect in the design of practical 
engineering systems. Consideration of EMC issues 
at the design stage is necessary to ensure the 
functional safety and reliability of complex 
modern products, which are increasingly reliant on 
electronic sub-systems to provide power, 
communications, control and monitoring functions 
that are needed to provide enhanced levels of 

functionality of systems. Typical examples include 
transportation vehicles (road, rail, sea and air), 
manufacturing plants, power generation and 
distribution, and communications. The 
opportunities for using numerical simulation 
techniques to predict and analyze the system EMC 
and related issues (e.g., human field exposure and 
installed antenna performance) are therefore of 
considerable interest in many industries. 

A basic performance of modern electrical 
power systems is significantly related to the area 
of low frequency disturbances. Based on the above 
background, the importance of low frequency 
EMC study is considerably increasing. On the 
other hand, power electronic technologies are also 
used in evolving machine-drive equipment such as 
vessels and aircrafts. The magnetic signature is 
observable in the low frequency local magnetic 
field, but then several threats are present in 
military applications: detection and classification 
by and subsequent detonation of sea mines, 
detection and localization of submarines out of the 
air. Due to the improvement of the sensitivity of 
electromagnetic field sensors and smart signal 
processing techniques, signature reduction is vital. 
Thus, the first goal is to decrease the detection 
range by complying with the strict signature 
requirements. 

The other signature study aspect of the 
radiated fields in low frequency is condition 
monitoring of the components. The faults in the 
winding of the machines as well as switch failures 
and many other problems can be detected without 
the need to dismantle the system. This is critically 
beneficial for the sensitive applications in which it 
may not be easily possible to get near to the 
components for online testing, and on the other 
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hand offline testing of the component is costly. 
The previous works in the study of the 

radiated fields in power system can be categorized 
into EMC studies in power systems, 
electromagnetic computational modeling studies, 
electromagnetic signature studies, system 
monitoring studies and fault and failure diagnosis. 
The electromagnetic computational modeling is 
the concern of this paper. 

The modeling process in the field of 
electromagnetic compatibility means the 
establishment of a connection between the source 
of interference or any other cause and its effect, 
which can be the response of the component as the 
part of the system. This relationship can be 
established in several ways depending on the type 
of problem, its complexity, and the degree of 
approximations with respect to an exact 
formulation. The possible methods involve: 
= Using circuit theory for describing the 

conducted disturbance, such as voltage dips, 
over-voltages, voltage stoppages, harmonics, 
and common ground coupling [1], [2].

= Using an equivalent model (usually circuit) 
with either distributed or lumped parameters, 
such as in low-frequency electromagnetic field 
coupling expressed in terms of mutual 
inductances and stray capacitances, field-to-
line coupling using the transmission line 
approximation, and cable crosstalk [3], [4].

= Formulating the problem in terms of formal 
solutions to Maxwell’s equation and making 

analytical models based on that [5].
= Physics based modeling using numerical 

methods such as finite element method, finite 
differential method, method of moments and 
so forth [6]-[8].
Generally, the methods used in EMC 

modeling are not only to visualize electromagnetic 
phenomena, but also to predict and suppress the 
interferences. 

In this paper, first the procedure of physics 
based modeling for EMC study is explained. Then, 
the equivalent source modeling versus 3-D full 
finite element modeling is discussed. Afterward, 
the EMC modeling of the power converter with 
the purpose of the optimization of power 
electronic components’ performance is described. 

Through these studies, the techniques for the 
physics based modeling for special purpose are 
discussed. 

II. PHYSICS BASED MODELING FOR 
THE ANALYSIS OF MACHINE DRIVE 

A. Multi-scale problems 
In applications such as radiated emissions or 

immunity of a system, cables and any ground loop 
current and on-board antennas can be considered 
as a complex multi-port antenna that can be 
characterized using electromagnetic modeling 
techniques. For building an EMC model, however, 
it is necessary to consider a range of modeling 
techniques, as outlined in Table 1, operating at a 
number of different levels. The clearest need for 
combining models of different types is the 
integration of circuit behavior (“type A3” models) 
with the electromagnetic performance of the 
installation (a “type A1” model). However, 
difficulties in prediction of EMI still exist. As the 
number of components within a device increase, 
the complexity in modeling all the parasitic, 
especially the mutual coupling ones, would 
increase exponentially, resulting in a task that is 
unpractical even with today’s most powerful 
computers. Therefore, in some cases a
combination of the models type A2 and A3 may 
be useful for computationally expensive 
calculation. Moreover, the complexity of 
parameter extraction can be reduced by only 
modeling of the major EMI related components 
and circuits. Ideally, such a simplification would 
need some specialist knowledge of the device 
electrical behavior and basic EMI characteristics. 
For example, a distinction between the power 
handling and logic circuits in a motor drive will 
justify the concentration on salient EMI related 
circuitry and components, thus, leading to 
considerably reduced efforts in parameter 
extraction. 

Due to the nature of the multi-scale problem, 
which is the multi-level numerical modeling, as 
well as the requirement of the numerical test 
environment which needs to be simple and quickly 
recreated, the separate modeling of each of the 
components and sub-components is needed. 
Therefore, it is beneficial to divide the problem 
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into three levels, as shown in Fig. 1. 
The device level consists of each of the 

physical model of all components calculated from 
a 2D or 3D quasi-static electromagnetic finite 
element analysis. In the device level, the 
component models can be divided into several 
subsystems, based upon their power range, their 
location inside the components, their degree of 
importance from EMC and EMI issues, force 
outage rate, and the related fault diagnosis issues. 
The interface level consists of any resistive, 
capacitive, or inductive paths between enclosures 
of the components and the additional decoupling 
capacitor which are used to reduce the area of 
ground current loop and also to cut the current 
path and prevent it to enter the control units. The 
environmental level consists of the physical model 
of chamber filled with air and the enclosure model 
of each of the components placed in it. 

Table 1: Classification of the numerical level 
necessary to predict the different performance 
measures in the virtual test environment 

Model 
Dimension

Model Character Objectives

A1
3D in time 
or Frequency 
Domain

Electromagnetic 
(surface or 
volumes meshing)

3D 
electromagnetic 
field distribution 
and related 
parameters

A2

2D or 3D 
quasi-static 
analysis in 
time 
harmonic 
domain

Quasistatic, 
electromagnetic
(surface, volumes, 
or peripheral
meshing)

Calculation of 
low to high 
frequency RLC 
elements of each 
of the 
components, 
frames, and 
frame to outer 
chamber

A4
0D in time 
or frequency 
domain

Lumped element 
circuit (discrete 
mathematical
models)

Physics-based 
circuit model 
(circuit 
simulation 
environment)

Device Level

Electric Machines

Speed controllers
IGBT Modules

Inverter and 
Converter

Integrated circuits

Internal cables
Enclusures
Power Bus

AC and DC choke

EMI Filters

Interface Level

Cable harness 
between 

components

Capacitive current 
paths between 
enclosures and 
between each 

enclosure to the 
floating point

Decoupling 
Capacitors

Enclosure Level

Outer enclose 
with air and 
each of the 
enclosures 

inside

Fig. 1. Decomposition of modeling problem for 
creation of numerical test environment. 

B. Numerical virtual prototyping 
As previously explained, the modeling 

problem can be decomposed into three different 
levels; i.e., device level, interface level, and the 
environmental level. In each level, the sets of 
numerical analyses are required to enable the 
designer to predict the performance measure of the 
device under developed, either under fault or no-
fault situations. Figure 2 illustrates the modeling 
procedure required at each level to provide the 
designer with a performance measure. 

A schematic view of a complete motor drive 
system [8,9] is shown in Fig. 3. In this system, the 
motor component, the Insulated-Gate Bipolar 
Transistor (IGBT) switch module component, DC 
bus component, cable component, and the logic 
components establish the main parts of this 
system. Each of the components is enclosed in an 
enclosure, and all of the enclosures are placed 
inside a chamber that is electromagnetically 
isolated from outer environment. 
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Low frequency physics-based modeling 
of each component including power 
bus, machines, switches, DC chokes, 

EMI filters, and etc. including enclosure 
using a quasi-static FE solution

Creating of high freq. equivalent circuit 
of each elements of components

Connection of the elements and creation 
of each active or passive components 

separately

Connection of all of the components 
and creation of model 1

Simulation of the equivalent circuit of 
each part in simulink

Fault Diagnosis and Pragnosis Studies

Enviroment Level

Low frequency physics-based modeling 
of the enclosures while they are placed 
in the chamber using a quasi static FE 

solution

Creation of the equivalent circuit of 
enclosures including self and mutual 
inductances between enclosures and 

mutual capacitance and floating ground 
capacitance (model 2)

Combination of model 1 and 2

Simulation of the global equivalent 
circuit in simulink and extraction 

current to ground

Creation of each part in a FE-based 
software for simulation of 

electromagnetic propagation

In
te

rf
ac

e 
L

ev
el

Creation of the 
chamber with 

black box model 
of enclosures in 

FE-based 
software for 

simulation for 
simulation of 

electromagnetic 
field 

propagation

Excitation of the 
blackbox model 
with simulated 
ground currents 
from simulink

Signature study

Excitation of the 
FE model with 

extracted current 
from Simulink

D
ev

ic
e 

Le
ve

l

Fig. 2. Functional model of the numerical test 
environment. 

Fig. 3. A view of the numerical test environment 
for machine-drive design. Cs: stray capacitance, 
ICHF: high frequency circulating current, ICLFHF:
low and high frequency circulating current. 

For preparation of the numerical test 
environment for a motor-drive schema, the 
following procedure is implemented to evaluate 
the EMC and EMI in the environment that the 
motor-drive is located inside. In brief, the step by 
step implementation of the modeling procedure is 
summarized as: 
1- A coupled field-circuit 3D finite element 

electromagnetic and electrostatic analysis is 
done to calculate low to high frequency model 
of each of the components. For the motor, this 
task is done both for differential mode and for 
common mode. This stage is done by using 3D 
finite element analysis for a given full and 
equivalent configuration including layout and 
ground schemes. At this stage, the estimation 
of the low to high frequency current paths 
inside the structure of each of the components 
is also done. 

2- Estimation of the current multi-paths between 
the enclosures, and between each of 
enclosures to the outer chamber including 
physically grounded paths and high frequency 
capacitive paths. Here, the proximity effects, 
and skin effects are ignored and the static 
capacitances are calculated; however, the 
geometry and material effects are taken into 
account. In the cable component, the enclosure 
is assumed as the shield of the cable which is 
grounded. 

3- Simulation of the whole motor-drive circuit 
including all the high-frequency parasitic 
parameters and extraction of the ground 
current to the floating ground point from all of 
the high frequency ground paths and the 
physically grounded paths in hybrid finite 
element/circuit modeling. 

4- Implementation of the estimated current 
distributions path inside each of the 
components via line wires in a 3D finite 
element software and evaluation of radiated 
field to the surrounding environment while the 
simulated line and line to ground current form 
circuit is modeled as a current source to inject 
the current to the corresponding line wires that 
represent the current paths model. At this 
stage, the FE analysis is limited to the 
component and its enclosure. 

5- Implementation of the estimated current 
distribution paths via line wires inside the 
outer chamber along with the enclosures 
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model, in a 3D finite element software, and 
evaluation of radiated field to the surrounding 
environment while the simulated ground 
currents form circuit model are assumed as 
current sources that inject the proper current to 
the their corresponding line wires that 
represent the current path models. 

6- The uncertain and stochastic impact of noise 
currents propagated by fields can be analyzed 
through placing a current source noise inside 
the model. 
Through this type of modeling, the complexity 

of the physics based modeling is split into three 
shown major sub-problems. 

III. EQUIVALENT SOURCE MODELING 
In this section, the electromagnetic signature 

study of electrical components is estimated by 
evaluating the fields at a distance from their 
sources. A numerical three-dimensional model is
developed and utilized for this purpose. The 
estimation of these radiated fields from electrical 
components requires significant computational 
time, especially for cases involving multiple 
components such as generators, motors, power 
converters and cable-run (see Fig. 4). 

POWER COVERTERS
And DRIVES

Electric
al 

Motor

Electric
al 

Generator
Power Cables

Fig. 4. Prototype of a multi-component system. 

A. Electrical machines 
It’s proposed to develop equivalent source 

models using edge modeling technique in finite 
element analysis to overcome this limitation while 
maintaining accuracy. The proposed model 
consists of loops with various branch currents and 
node voltages as shown in Fig. 5 [8-10].

(a) (b) 

Fig. 5. Schematics of the power setup: (a) full FE 
model, and (b) equivalent model. 

In order to model a multi component system in 
a large study environment, each of the components 
need to be modeled individually (see Fig. 5). The 
wire model of the system is designed and created 
based on the current directions. The path of the 
winding arrangement for the machine and the 
other components, including the position of the 
voltage terminals, should be identified. The 
models are shown in Figs. 5 (a) and (b). As shown 
in this figure, the wire model consists of numerous 
lines with specific currents flowing and voltages 
established at the nodes of these wires. The 
currents of the wire model are calculated based on 
equalizing the magnetic field densities. Using the 
Biot-Savart law, the radiated magnetic field 
density of a line at an R distance away from the 
line is as follows: 

0
2

ˆ

4
l R

l
I dl aB

R
�
�

�
� 6 , (1) 

where the l is the length of the line and Il is the 
carrying current of the line and ˆRa is the unit 
distance vector between dl and the observation 
point. Similarly, for a volume current, the radiated 
magnetic field density at a distance R is as 
follows: 

0
2

ˆ

4
R

v
Jdv aB

R
�
�

�
� 6 . (2) 

The idea of this model is to have the same 
field, while the model is a line and doesn’t have 

cross-section. Hence, by equalizing the two above 
equations and considering J, R, ds and dl as the 
known parameters, then the Il, the current 
amplitude of the line, can be calculated. The 
voltages of nodes are similarly calculated by 
equalizing the electric field due to the charge 
distribution of the line and the volume. More 
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details about the basics of the model are 
mentioned in [10].

The magnetic fluxes radiated from the actual 
and the wire models are derived from the 
simulation at 7 m away from the arrangement and 
shown in Figs. 6 (a) and (b), respectively. As can 
be seen, the magnitude of the radiated magnetic 
field of the optimized wire model is almost the 
same as the full 3D model. The proposed wire 
model performed the analysis accurately while the 
analysis time was significantly shorter in 
comparison with the full 3DFE model (about 50 
times lower), while the full model had 8 million 
degrees of freedom versus one million degrees of 
freedom of the equivalent model. 

 
(a) (b) 

Fig. 6. Radiated magnetic flux density of: (a) 3D 
full model, and (b) wire model in Tesla (T). 

The simulated model is verified 
experimentally based on the setup shown in Fig. 7.
The setup consists of a synchronous generator: 
13.8 kW, 3 phase, 230 V; induction motor: 3 
phase, 5.5 kW, 230 V; 3 kW AC load, XLPE cable 
with armored PVC sheathed. The coil antenna and 
the real-time spectrum analyzer which is used in 
the measurement are specifically for low 
frequency analysis with high precision. The 
frequency range is between 20 Hz-500 kHz. The 
winding of the antenna is 36 turns of 7-41 litz wire 
shielded with 10-Ohms resistance and 340 μH 
inductance. The antenna and the setup are located 
based on the standards (MIL-461-STD). The 
spectrum analyzer, also covers 1 Hz - 3 GHz with 
±0.5 dB absolute amplitude accuracy to 3 GHz. 
Note that there is a controller connected to the 
drive shown in Fig. 7 which is out of the system 
and the system is turned on manually. 

Fig. 7. The studied setup including machines, 
measurement equipment and control drive (for 
switching). 

As the case study, all components including 
the synchronous generator, the induction motor 
and the electric load are turned on. The cables are 
passing currents; therefore, they also can be 
considered ON. All switches are turned on and the 
H-field is measured experimentally and also 
obtained from the simulation models. The 
machines are tested at their nominal voltages. The 
magnetic field intensity (H-field) of the 
measurement and simulation models is shown in 
Fig. 8. As shown in this figure, the full finite 
element model and the wire model have similar 
radiated H-field compared to the measurement. 
The small differences of the amplitudes are 
because of the effects of the bodies of the other 
components around the system. 
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Fig. 8. The measured magnetic field intensity at 55 
cm far from the setup on Y axis while all 
components were turned on at 60 Hz (dBμA/m). 

The informative part of the figure for the 
monitoring purpose is the peak point at the critical 
frequencies, such as the power frequency and the 
consequent harmonics. Since the machines are 
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designed to be symmetric, the peak of the radiated 
H-field would be placed on a perpendicular line in 
the lateral side of the motor’s casing at equal 

distance from the two sides of the shaft (see the 
dashed line in Fig. 9). This can be inferred by 
comparing Fig. 8 and Fig. 10. Hence, if the peak 
point of the Fig. 8, which is located at the junction 
of the dashed line and the solid line, moves back 
or forward along the solid line in Fig. 9, then this 
shift may be considered as a symptom of the 
asymmetry or unbalanced condition of the motor. 

Fig. 9. The assumed line perpendicular to the 
lateral side of the motor. The maximum field is 
radiated at this point. 

The frequency response of the experimental 
setup is also shown in Fig. 10 for both switch 
cases. Comparing Fig. 10 (b) with Fig. 10 (a), 
since there are two 4pole machines running in this 
case, the peak at the mechanical frequency which 
is 30 Hz, has higher amplitude at 55 cm away 
from the setup. For recognition of the operating 
machines, this can be considered as a helpful 
symptom. Note that, the peak of the H-field at 60 
Hz in Fig. 10 (a) is the effect of the other 
components in the vicinity of the setup 
arrangement [11]. 

Fig. 10. The measured magnetic field intensity at 
distance away from the setup in lateral side of the 
motor while all components except IM were 
turned off (dBμA/m). The bandwidth of frequency 
is 120 Hz and the center frequency is 60 Hz. 

B. Power converters 
The same procedure of modeling is applied for 

the power converter with the exception that the 
power electronics converter has switches and the 
switching activities should be considered. The 
prototype of the inverter’s FE model is shown in 

Fig. 11. 

Fig. 11. The prototype of the inverter, induction 
motor and the connection cable. 

To model the IGBT switches of the inverter 
for signature studies, the switches must be 
considered OFF for a moment of time and then it 
must be considered ON for the next time instant. 
This shift occurs based on the switching frequency 
of the converter. In order to do this in FE 
simulation, the plate between the load and the 
positive bus, shown in Fig. 12, is considered a 
conductive plate for the switch-ON case. 
Subsequently, this plate is considered a non-
conductive plate for the switch-OFF case. This 
alteration of the conductivity of the plate occurs 
5000 times in a second due to the switching 
frequency (5 kHz). 

Fig. 12. Physical model of the inverter switches. 

The simulation was computed in six hours 
with about one million elements including face, 
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line and node meshes in the model with six million 
degrees of freedom. The large number of elements 
is necessary because of the very small surfaces, 
edges and lines of the critical part of inverter and 
cable, as shown in Fig. 13. The details of FE 
modeling is reflected in [12]-[14]. The simulation 
was performed in a fast computer with 192 GB 
RAM and 16 core Intel Xeon 3.47 GHz CPU. 

Fig. 13. Mesh pattern of the modeled inverter. 

As the case study, the inverter is connected to 
an induction motor. The induction motor is the 
same as the previous test. The inverter is 5.5 kW, 
320 V, 3 phase with space vector modulation as 
the switching algorithm. The simulation was 
computed in six hours with 950,000 elements and 
5.7 million degrees of freedom (one million mesh 
elements). Since the case includes very small 
elements and also nonlinear materials, e.g., the 
core of the machine, the simulation of the inverter 
connected to the load or motor may take 8 hours or 
more for only one time instant. The experimental 
setup is shown in Fig. 14. 

Fig. 14. The scheme of the measurement setup 
shown in Fig. 11. 

Generally, linear or non-linear solvers are 
being used in the FE simulations. In this case, 
since there are several materials with nonlinear 
characteristics, the linear solver cannot be used. 
On the other hand, using nonlinear material rises 
the simulation time dramatically. Hence, a 
modified solver and an associated iterative 
technique was employed. Instead of having linear 
or curved commutation curve, the ramp of the 
curve in several zones was calculated (μr1, μr2 …) 

and used instead of the commutation curve in this 
part as shown in Fig. 15. The benefit of this 
modification is that the magnetic flux density of a 
component changes in a very small period due to 
the steady state condition of the system. For 
example, the magnetic flux density of the stator 
core of the induction motor is about 1.5-2 T in 
power frequency analysis, 50-60 Hz. For higher 
frequencies, it goes down to under 1 T. Therefore 
in this case, a specific zone of the permeability can 
be chosen for this component. Similarly, the 
permeability of the other components of the 
system can be chosen based on the working 
frequency. Therefore, having the idle parts of the 
commutation curves of the elements would be 
avoided and the simulation time decreases. This 
algorithm can be applied in the material defining 
part of the FE simulation. 

In addition to the modification in defining the 
material properties, some modification needs to be 
performed for the solver to have a flexible 
solution. Hence, as the iterative solver, the fast 
Generalized Minimal Residual Technique 
(GMRES), with the Krylov as the pre-conditioner 
was used. The fast GMRES is a variant of the 
GMRES method with flexible preconditioning that 
enables the use of a different pre-conditioner at 
each step of the Arnoldi process. The Krylov 
subspace is a linear subspace which enables multi-
preconditioning [15]. In particular, a few steps of 
GMRES can be used as a pre-conditioner for fast 
GMRES. The flexibility of this solution method is 
beneficial for the problem with nonlinear material 
characteristics such as the motor’s core. Therefore, 

the simulation time decreases from about 8-9 
hours to about 20 minutes. More explanation is 
given in [16].
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Fig. 15. Magnetization curves of some material 
used in the simulation. 

In addition to the simulation, the experimental 
setup was implemented in a chamber which 
isolates the setup from the outside environment, 
shown in Fig. 14. The coil antenna was located at 
10 cm away from the inverter to obtain the stray 
magnetic field. The fields were transferred to an
EMI receiver, real-time spectrum analyzer, with a 
cable of 50-Ω impedance.

The magnetic field intensity (H-field) 
generated from the setup in simulation is shown in 
Fig. 16. The H-field at 5-kHz frequency is shown 
on a slice at 10 cm away from the setup, the same 
as experimental setup. As illustrated in this figure, 
the amplitude of the stray field around the inverter 
box is higher than other places. The reason is that 
the switching frequency of the inverter is 5 kHz, 
the same as the frequency depicted from the 
simulation figure. The simulation was performed 
at several other frequencies. Only the switching 
frequency of the inverter which is 5-kHz, is shown 
here. The setup was also implemented 
experimentally. The frequency response from DC 
to 20-kHz was obtained and shown in Fig. 17. 

The unit of the simulation result is μA/m, 
while the unit of the experimental results is 
dBμA/m. The μA/m can be converted to dBμA/m 
by using Eq. (3). Using this equation, the peak of 
the stray magnetic field at 5-kHz at the given 
distance is -4.37 dBμA/m would be 0.61 μA/m 
experimentally, which is very close to the value in 
simulation, see Fig. 16; 

2010 .
dB A

m
A

m

�

� � (3) 

Fig. 16. Stray magnetic field intensity of the setup 
case 2 at 5 kHz simulated in FE (μA/m). 

Fig. 17. Measured frequency response of the stray 
magnetic field intensity of the setup from DC to 
20 kHz (dBμA/m). 

C. Power cables 
The actual physical modeling of cables for 

signature studies requires all the details to be 
considered even in a large region. The XPLE 
cables similar to all electromagnetic sources 
propagate dipoles at a far distance. However, 
interacting several components such as electrical 
machines, power converters modify the shape and 
the amplitude of dipoles. Therefore, each model 
should be modeled and studied independently. 
However, there is a problem with the modeling of 
the relatively small layers of a multi-core XLPE 
cables. The study region could be about 20,000 
times bigger. This causes deformation of the 
cable’s model during meshing in numerical 
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modeling method. The present study is performed 
on the XLPE insulated and armored PVC sheathed 
cable (0.6/1 kV). 

Figure 18 shows the typical model, as well as 
original and the deformed models of the studied 
cable in finite element analysis environment. In 
order to solve this issue, a specific modeling 
including multi dipoles with several line currents 
and node voltages are designed similar to the 
procedure explained in III.A. As shown in Fig. 19,
the model is replaced by a collection of lines 
located in the position of the windings in actual 
machine. More details are mentioned in [17].

   
(a) (b) (c) 

Fig. 18. Models of the proposed cable in finite 
element design: (a) typical model, (b) orignial FE 
model, and (c) deformed FE model. 

Current
line

Voltage point

Fig. 19. Prototype of the multi-dipole models of 
the studied cable. 

Many case studies are implemented related to 
cables, but for brevity only one of them is 
explained in the following. 

The proposed model is analyzed in connection 
with a power component. A synchronous 
generator is coupled with a multi-core XLPE 
cable. In order to model the synchronous 
generator, the wire modeling is used which is 
basically similar to the proposed modeling of the 
cable, further details are explained in [18]. The 
actual and equivalent models of the cable 
connected to the machine are shown in Fig. 20. 

(a) (b) 

Fig. 20. Schematic of the synchronous machine 
connected to the cable: (a) the detailed model, and 
(b) the equivalent model. 

The rated voltage is applied to the cable which 
is connected to the machine and the radiated field 
is measured at a far distance from the sources. 
Also, the current and voltage values of the 
equivalent model are calculated based on the 
individual actual models of the machine and cable. 
Figure 21 shows the propagated fields of both 
models along X axis in XY plane. The proposed 
line is also shown in the figure. The difference of 
amplitude between these two models is because of 
superposition of materials. Since the cables and 
machine are so close together, therefore, there is a 
superposition effect in magnetic field. The 
radiated magnetic field from cable is induced into 
the machine and creates an induced current which 
radiates an additional field from the machine. 
These phenomena cannot be simulated perfectly in 
the proposed multi-dipole modeling so there is a 
difference in the curves. More studies are in [17].
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Fig. 21. Radiated magnetic field density along X 
axis in XY plane. 
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IV. HIGH-FREQUENCY EQUAIVALENT 
SOURCE MODELING 

For EMC modeling the power components, 
especially power electronic components such as 
drives and converters, the high frequency 
modeling of them is needed which is implemented 
based on Fig. 22. The detail models of the power 
converters are reflected in [19].

Fig. 22. Inverter circuit of AC motor drive, used in 
simulation with inclusion of parasitic components. 

Figure 23 demonstrates the connection of a 
three-phase 42-V inverter, armored power cable 
and three-phase PMSM. The inverter adopts 
power IGBT as the switching device. In the 
inverter model, all the semiconductor devices are 
substituted with their corresponding physics-based 
models. To simulate such an inverter drive, the 
time-domain simulation approach is used. To 
construct the simulation model for motor-drive 
system, the three major components of the system 
(i.e., inverter, cable and PMSM) are replaced with 
their corresponding physics-based models. 

The test setup used to measure the frequency 
spectrum in different point in the drive system is 
shown in Fig. 23 (b). The illustrated test setup 
consists of a DC power supply, LISN, inverter 
circuit, 2 m long armored power cable and a 250 
Watt PMSM. To measure the common mode 
current, all these components are assembled on a 
metallic plate. Subsequently, the conducted 
current can be measured between these plates. In 
order to avoid time-consuming computing process 
and better evaluation, the frequency domain 
simulation approach is used. 

(a) 

(b) 

Fig. 23. Schematic view of a motor-drive system: 
(a) schematic of motor-drive system used for CM 
measurement, and (b) experimental setup. 

Figure 24 shows the system structure in the FE 
model. This model was solved to estimate the 
values of the parasitic elements in the circuit 
model. Figure 25 shows comparisons of conducted 
EMI common mode between the measurements 
data and two modeling approaches in the 
frequency domain. 

  

Fig. 24. The converter model in finite element and 
its corresponding mesh. 
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Fig. 25. Frequency spectrum of the common mode 
current. 

1087 ACES JOURNAL, Vol. 29, No. 12, DECEMBER 2014



To study the effectiveness of our models, the 
equivalent models for cable and PMSM were 
added to the inverter model and the simulation 
results are compared to the experimental results. 
To verify the accuracy of our numerical results, 
the common mode current of the setup in Fig. 24 
was measured using the current probe with 100 
MHz bandwidth. The current of Fig. 24 is 
measured at the ground port of the input DC 
power supply. 

As an application of this modeling, three 
switching techniques (Hysteresis, Space Vector 
Modulation and Sinusoidal PWM) with a carrier 
frequency of 5 kHz applied to the inverter. A 
three-phase 5 kW RL load was connected to the 
inverter, which makes the inverter operate at 
nominal power. The calculated currents were then 
injected to the terminals in the 3D-FE based 
model. The 3D-FE solution was obtained using 
harmonic propagation analysis. The step time for 
this simulation was 5 μs. To validate the obtained 
numerical results, the experimental setup was 
implemented and the inverter’s phase current
spectrum is measured using a spectrum analyzer 
and a 100 MHz current probe. The measured and 
simulated frequency spectrums of the inverter’s 

phase current for SVM as an example is shown in 
Fig. 26. Subsequently, the magnetic field spectrum 
of the components designed using the physics 
based modeling are shown in Fig. 27. 

10
1

10
2

10
3

10
4

10
5

10
-4

10
-2

10
0

Frequency (Hz)

|Y
(f

)|
(d

B
V

)

 

 

Simulation

Experimental

Fig. 26. Comparison of the frequency spectrum of 
the inverter’s phase current between equivalent 

model and experiments. 

Fig. 27. Magnetic flux density at different 
switching patterns before (left) and during 
switching (right): (a) hysteresis, (b) SVM, and (c) 
SPWM. 

It can be easily inferred from the figure that 
within this model, various parameters can be 
changed and studied in order to identify an EMI 
mitigation strategy during the design stage of these 
systems. In the proposed model, the EMI can be 
analyzed at any point or plane within the 
simulation volume, and can be solved for different 
switching patterns. The time dependence of the 
radiated EMI can also be evaluated using the 
model. We can see how the magnetic flux density 
behaves over time at specific locations and at 
various switching patterns and frequencies. 
Furthermore, the field image can be obtained for 
various scenarios specified by the designer and 
provide them with information that can be 
obtained quickly. This would allow for efficient 
and effective complete design work using 
computational electromagnetics. 
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V. OPTIMIZATION OF POWER 
ELECTRONIC CONVERTERS USING 
PHYSICS-BASED MODELS

In this study, the optimization of a physics-
based representation of a frequency modulated 
switch mode converter is presented. The proposed 
physics based model can be used to evaluate the 
electromagnetic interference in the structure of the 
converter. In this method, the power converter 
magnetic components and their position on the 
circuit board are modeled numerically using Finite 
Element Analysis (FEA). Subsequently, the 
placement of the components and also the 
electrical and operating parameters of the 
converter are optimized in a way to limit the 
propagated electromagnetic field of the 
components. This is an essential fact in design of 
the power converters and the evaluation of their 
EMI interactions for EMC compliance. 

Figure 28 depicts the flowchart of the 
parameter optimizing procedure using GA. 
Parameters for optimization are the converter’s 

operating parameters and placement of the 
magnetic components with respect to each other. 
The genetic algorithm evolves the given 
population of individuals. The object function is 
consisting of the area of the circuit board and 
energy of the output voltage signal. In order to 
change the area which confines the two inductors, 
the filter inductor’s position is considered as a 

reference and the resonant inductor placement is 
changing all around the reference point (filter 
inductor). Figure 29 illustrates the process of 
changing the placement of the two inductors as 
with respect to each other. 

Fig. 28. The optimization process diagram. 

Fig. 29. Iteration accomplished by GA to 
minimize the objective function. 

Table 2 shows the results from the 
optimization process. The magnetic component 
positions of this converter are shown in Fig. 30. It 
is clear that this power converter is showing a poor 
EMI performance at initial design stage (Fig. 29 
(a)). FE analysis is performed observe the near-
field effects for the given layout. Further, we 
performed repeated simulations to determine the 
best EMI performance versus geometry of the 
board and the frequency (Fig. 30 (b)). 

Table 2: Optimization results 
Parameters Lr (μH) f (kHz) Area (mm2)
Initial 
design 120 50 3360

Optimized 
design 45 90 11000

(a) 
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(b) 

Fig. 30. Layout of the system: (a) before 
optimization, and (b) after optimization. 

Figure 31 compares the input current 
spectrum, filter inductor’s current spectrum and 
output voltage spectrum of the converter in the 
ideal case and physics-based mode (non-optimized 
case), respectively. It is noticed that in the 
optimized case, the pick of the frequency spectrum 
has been decreased, as compared to the non-
optimized case. Figure 32 shows the circuit layout 
of the converter in the optimized case. In this case, 
the magnetic components are placed, somehow, 
that the magnetic field generated by each one has 
the less interference with the other. More details 
are reflected in [20]. 
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converter, resonant inductor’s current.

Fig. 32. ZCS quasi-resonant buck converter’s 

circuit in the optimized layout.

VI. CONCLUSION
This paper reviewed the physics based 

modeling analysis for the purpose of EMC 
evaluation in multi components power system. It 
introduced the algorithm of physics based 
modulation for both low and high frequency 
analysis. The equivalent source modeling of the 
powertrain was implemented for EMC studies and 
the results showed that the equivalent model can 
make the same result of the full model with 
significantly less simulation time. The model has 
been used for condition monitoring of the 
components based on the EM signatures. 
Moreover, the optimization of the switching 
algorithm, as well as the proper placement of the 
magnetic components on the PCB was achieved 
all based on the radiated electromagnetic fields. 
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Abstract ─ The implementation of dependent 
sources such as: Current Controlled Current Source 
in full-wave electromagnetic simulation using the 
Finite-Difference Time-Domain method is 
introduced. This simple new approach is verified 
with several numerical examples. In one example, 
the CCCS is used to implement a circuit with 
Bipolar Junction Transistor. Good agreement is 
obtained when the results of the developed FDTD 
code are compared with those based on analytical 
solution. 

Index Terms ─ Bipolar Junction Transistor (BJT), 
Current Controlled Current Source (CCCS), 
Current Controlled Voltage Source (CCVS), 
dependent sources, Finite-Difference Time-
Domain (FDTD), Voltage Controlled Current 
Source (VCCS), Voltage Controlled Voltage 
Source (VCVS). 

I. INTRODUCTION 
The Finite-Difference Time-Domain (FDTD) 

method has gained great popularity as a tool for full 
wave electromagnetic simulations. Although it is 
based on a time-domain solution, it provides a 
wideband frequency-domain response using time to 
frequency transformation. It can easily handle 
composite geometries consisting of different types 
of materials. In addition, it can easily implement 
different algorithms for parallel computations. 
These features of the FDTD have made it one of the 

most attractive techniques in computational 
electromagnetics for many applications [1]-[2]. 
One of the strengths of the FDTD method is 
implementation of lumped linear and nonlinear 
circuit elements such as resistors, inductors, 
capacitors, diodes, transistors, etc. In addition, it 
can implement independent sources such as current 
and voltage sources which makes FDTD method 
widely used in simulating microwave circuits, such 
as amplifiers, active filters, etc. These circuits 
usually consist of nonlinear components as well as 
linear components. Most of the nonlinear elements 
such as transistors are modeled using dependent 
sources. A dependent source is a source that 
generates a voltage or current whose value depends 
on another voltage or current in the same circuit. 
There are in general four different types of 
dependent sources, namely: Voltage Controlled 
Current Source (VCCS), Current Controlled 
Current Source (CCCS), Voltage Controlled 
Voltage Source (VCVS) and Current Controlled 
Voltage Source (CCVS). Dependent sources appear 
in most of the equivalent circuit models for devices 
such as: Bipolar Junction Transistor (BJT) and 
Metal Oxide Field Effect Transistor (MOSFET), 
operational amplifiers, static substrate thermal 
coupling, etc. 

To the best of the authors’ knowledge, the full 

implementation of dependent sources using FDTD 
has not been adequately addressed before, except in 
[3]-[5], which doesn’t cover all four kinds of 
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dependent sources. One should point out, that the 
direct implementation of nonlinear devices such as 
transistors in full wave simulation using FDTD, has 
been previously investigated by many research 
groups [6]-[17]. For example, the work done in [6], 
where Ebers-Moll model was used to implement 
BJT using Newton Raphson method; in [7] and [8], 
the BJT was implemented by applying Taylor 
expansion on the nonlinear transport equations of 
the BJT based on Gummel-Poon model; while in 
[10], FDTD formulation based on two port network 
formulation using its admittance matrix and then 
transformed to Z-domain and then to difference 
equation is used to model such devices. In [11], a 
coupled FDTD-SPICE is used to implement an 
amplifier, [12] describes a voltage-source-based 
formulation for the purpose of modeling microwave 
devices, [13] applies the extended FDTD method to 
implement nonlinear active microwave circuits. In 
[14] and [15], reduced nonlinear lumped network 
FDTD method for the global modeling of RF and 
microwave circuits is presented. While in [17], 2-D
FDTD extended method is used to implement non-
linear elements. 

In this paper, simple implementation of all four 
kinds of dependent sources using FDTD is 
introduced with efficient use of both memory and 
computational time. This new approach can be used 
to analyze circuits containing VCCS, CCCS, 
VCVS and CCVS, or circuits with devices such as 
MOSFETs, BJTs, operational amplifier or any kind 
of devices that can be represented using dependent 
sources in their equivalent circuit model. The 
FDTD updating equations of the different 
dependent sources will be derived and used directly 
to simulate several resistive circuits with different 
dependent sources. In addition, these dependent 
sources will be used to represent non-linear devices 
such as BJT with its equivalent model as an 
application for the dependent sources 
implementation. The paper is organized as follows: 
in Section II, the dependent sources implementation 
approach is described and the FDTD equations are 
derived. In Section III, numerical examples to 
prove the validity of the new approach are 
presented, including a simple resistive circuits with 
different dependent sources, and BJT circuit. In 
Section IV, conclusions are provided. 

II. FDTD IMPLEMENTATION 
In this section, the new approach is described 

and the FDTD updating equations are derived. In 
general, every dependent source is connected 
between two adjacent nodes and its value is 
controlled by the voltage or the current between two 
other nodes that are not necessary adjacent to each 
other. To drive the FDTD updating equations for 
different dependent sources, let’s consider the four 
circuits shown in Figs. 1 (a), (b), (c) and (d). As 
shown in the figure, all nodes can be normally 
updated using lumped elements FDTD 
implementation as in [1], except for the dependent 
source which needs special handling. For all nodes 
containing dependent sources, the current density 
Jiz needs to be represented in terms of the 
controlling parameter voltage (V0) or current (I0) as 
shown in Fig. 1. 
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Fig. 1. Simple resistive circuits with different kinds 
of dependent sources: (a) VCCS, (b) CCCS, (c) 
VCVS, (d) CCVS, and (e) FDTD computational 
domain for circuit (a). 

The controlling voltages and currents can be 
calculated using the same formulas used for the 
sampled current and voltages as presented in [1]. 
For example, for elements oriented along the z-
direction and connected between two nodes with 
the k index ranges from s to e, we get for the 
sampled voltage: 
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writing (1) in discrete form: 
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and for the sampled currents between the same two 
nodes, one has: 
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writing (3) in discrete form: 
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where is, ie, js, je, ks and ke are the minimum and 
maximum cell indices in x, y, and z-direction, 
respectively. In this implementation the sampled 
voltage or current is used directly as the controlling 
value instead of calculating it separately as in [2]. 

A. VCCS updating equation 
To update the electric field at node (i+1, j, k)

shown in Fig. 1 (a), the Jiz should be calculated as 
follows: 
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where n represent the time index, ε is the 
permittivity of the medium, σ is the conductivity, α
is the control factor, and V0 is equal to VZSampled

between the two nodes (i+2, j, k) and (i+2, j, k+1) 
at time index n+½ which can be calculated using 
(2). The updating equation for 1n

zE �  at node (i+1, j,
k) can then be written using the coefficient 
convention presented in [1] as follows: 
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where 
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Using (6), the electric fields at step n+1 appear 
on both sides of the equation due to the use of 
equation (2). Special sequence for the update of 

1n
zE �  is followed to overcome this issue as 

explained in section E below. 

B. CCCS updating equation 
To update the electric field component 1n

zE �  at 
node (i+1, j, k) shown in Fig. 1 (b), the Jiz should be 
calculated as follows: 
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where α is the control factor and I0 is equal to 
IZSampled between the two nodes (i+2, j, k) and (i+2, 
j, k+1) at time index n+½ which can be calculated 
using (4). The updating equation at node (i+1, j, k)
can then be written using the coefficient convention 
presented in [1] as follows: 
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with 
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where A0 and B0 are given by (7). Using (9), the 
updating equation of the electric field associated 
with a CCCS can be easily implemented in a FDTD 
code. 

C. VCVS updating equation 
The voltage source here is considered as a soft 

source (with internal resistance RSD). To update the 
electric field component 1n

zE � at the node (i+1, j, k)
shown in Fig. 1 (c), the Jiz should be calculated as 
follows: 
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where α is the control factor and V0 is equal to 
VZSampled between the two nodes (i+2, j, k) and (i+2, 
j, k+1) at the time index n+½ which can be 
calculated using (2). The updating equation at node 
(i+1, j, k) can then be written using the coefficient 
convention presented in [1] as follows: 
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4 5

4 5

0

0

0

,

,

1, ,

21, ,

SD

SD

SD

SD

eze

ezhy

R x yA t zC i j k
R x yB t z

R y tC i j k
R x yB t z

� � 	� �
� �

� � �� �
� �� �

� � �� �

4 5

4 5

0

0

2
1, ,

2
1, ,

,

,

SD

SD

ezhx

ezvcvs

SDR x t
C i j k

R x yB t z

t
C i j k

R x yB t z
<

	 � �
� �

� � � � �

	 �
� �

� � � � �
where A0 and B0 are given by (7). Using (11), the 
updating equation of the electric field associated 
with a VCVS can be easily implemented in the 
FDTD method. For hard voltage sources one can 
simply set RSD to zero. 

D. CCVS updating equation 
Similar to the VCVS, the electric field 
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component 1n
zE �  at node (i+1, j, k) shown in Fig. 1 

(d), can be updated as follows: 
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where α is the control factor and I0 is equal to 
IZSampled which can be calculated using (4). 
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while A0 and B0 are given by (7). Using (13), the 
updating equation of the electric field associated 
with a CCVS can be easily implemented in the 
FDTD method. For hard voltage sources one can 
simply set RSD to zero. 

E. Updating procedure 
Similarly, the procedures can be used for 

electric field components in x- or y-directions if the 
dependent sources are along the x- or y-directions. 
It is necessary to point out that the current 
implementation allows for easy update for 
dependent source, close examination of equations 
(6) and (11) reveals that there is a future field 
component in the last term of the R.H.S. This term 
is not considered at the same step as the traditional 

FDTD updating sequence. The FDTD approaches 
for these two equations could be summarized as 
follows: 
1. Update all magnetic field components at time 

instant (n+½) Δt using traditional updating 
equations [1].

2. Update all electric field components at time 
instant (n+1) Δt, taking into account the 
independent sources and lumped elements 
using traditional updating equations [1], and 
dependent source using equations (6), (9), (11) 
and (13). However, for equations (6) and (11),
the last term should not be considered at this 
step. 

3. Compute the VZSampled using (2) then complete 
the update of (6) and (11) to include the last 
term in these two equations. 

4. Apply the boundary conditions. 
5. Increment the time step, n to n+1. Repeat steps 

1 to 4. 
Step 2 and 3 in the updating sequence above are 

the key for a successful implementation of this 
simple and direct implementation of dependent 
sources in FDTD. 

III. NUMERICAL RESULTS 
In this section, numerical results generated 

using the new approach are presented. The FDTD 
code was developed in MATLAB [18] and run on a 
computer with an Intel Core i7 CPU Q720, 1.6 GHz 
with 6 GB RAM. These results demonstrate the 
validity of the new approach for analyzing circuits 
with different dependent sources in FDTD. The first 
set of examples is a simple resistive circuit 
containing VCCS, CCCS, VCVS or CCVS. The 
second example is a BJT circuit analyzed using the 
equivalent circuit model of the BJT. The results are 
compared with those obtained from analytical 
solutions. 

A. Test case 1 (simple resistive circuits with 
different dependent sources) 

For the circuits shown in Figs. 1 (a), (b), (c) and 
(d). The FDTD grid cell size is ∆x = ∆y = ∆z = 0.25 
mm, ∆t = 0.43 psec with 3000 time steps, the circuit 
is simulated with 3×1×2 cells in x, y and z-
directions, respectively, as shown in Fig. 1 (e). Only 
8 convolutional perfect matched layers (CPML) are 
used as the absorbing boundary of the 
computational domain as implemented in [1], with 
5 cells air buffer in every direction. The voltage 
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source V(t) is implemented using sinusoidal 
waveform with amplitude of 10 volts and frequency 
of 5 GHz, the α factor is equal to 0.01 for the circuit 
in Fig. 1 (a). As for the circuit shown in Fig. 1 (b),
V(t) is implemented using a unit step function with 
amplitude of 5 volts and α factor of 0.1. For the 
circuit shown in Fig. 1 (c), V(t) is implemented 
using Gaussian pulse with amplitude of 10 volts and 
α factor of 0.2. For the circuit shown in Fig. 1 (d),
V(t) is implemented using a cosine modulate 
Gaussian pulse centered at 16 GHz with bandwidth 
of 8 GHz (in this paper the bandwidth of the 
modulated Gaussian pulse is defined as the 
frequency band where the magnitude in the 
frequency domain reaches 10% of its maximum), 
amplitude of 20 volts and α of 0.3. The main goal is 
to implement the circuits with their VCCS, CCCS, 
VCVS and CCVS using the new approach and 
calculate the value of the output voltage V0(t). The 
results are compared with analytical results in Figs.
2 (a), (b), (c) and (d). The analytical solution is 
based on mesh analysis method and it was found 
that for the values of α factors mentioned above: 
V0(t) for Fig. 1 (a) is equal to V(t)/6, V0(t) for Fig. 1 
(b) it is equal to 0.2083×V(t), V0(t) for Fig. 1 (c) is 
equal to 0.0943×V(t) and V0(t) for Fig. 1 (d) is equal 
to 0.0908×V(t). Figure 2 demonstrates good 
agreement between analytical solutions and the
results based on the new approach. The 
computational time is 0.75 minute and the memory 
usage is 320 KB. 

(a) 

(b) 

(c) 

(d) 

Fig. 2. Time-domain response for test case 1: (a) 
VCCS, (b) CCCS, (c) VCVS, and (d) CCVS. 
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B. Test case 2 (BJT circuit) 
In this example, the BJT circuit shown in Fig. 3 

(a) is analyzed. It consists of a PNP BJT, two 
resistor RC (collector resistor) and RE (emitter 
resistor), two infinite capacitors to separate the 
direct current (DC) biasing from the alternating 
current (AC), and an input AC voltage source vi(t). 
The BJT is implemented in the FDTD using the 
equivalent circuit model shown in Fig. 3 (b). The 
values of the equivalent circuit parameters after DC 
analysis of the circuit according to [19] were found 
to be re = 27 Ω and α = 0.99. The vi(t) is simulated 
by sinusoidal waveform with frequency of 100 
MHz and amplitude of 0.1 V, the FDTD grid cell 
size is ∆x = ∆y = ∆z = 0.25 mm, ∆t = 0.43 psec with 
50,000 time steps, 3×1×3 cells in x, y and z-
directions, respectively, 8 CPML layers are used 
with 5 cells air buffer in every direction. The main 
goal here is to implement the circuit using the 
CCCS model shown in Fig. 3 (b) with the new 
approach and calculate the value of the voltage 
v0(t). The results are compared with results 
generated using analytical solution in Fig. 4 (a). The 
analytical solution is based on mesh analysis 
method and it was found that for the values 
mentioned above, v0(t) is equal to 64.1732×vi(t)
(BJT circuit with a gain of 64.1732). Figure 4 (a) 
demonstrates good agreement between analytical 
solutions and the results of the new approach, 
which proves the validity of the approach. The error 
between FDTD and analytical solution is calculated 

as follows:
4 5

100%
max

FDTD Analytical

Analytical

V V
V
	

�  and plotted in 

Fig. 4 (b) (the max error is ~3.5%). Furthermore, 
the same BJT is used to terminate a strip 
transmission line (TL) as in [15]. Figure 3 (c) shows 
the BJT circuit with the strip transmission line and 
ground plane. In this case, vi(t) is implemented 
using cosine modulate Gaussian pulse centered at 
150 MHz with bandwidth of 250 MHz, and 
amplitude of 1 V and all other FDTD parameters 
are kept the same, the transmission line is 
implemented using 260×1×1 FDTD cells in x, y and 
z-directions, respectively (6.5 cm long). 

From the analytical solution of the BJT circuit, 
it was found that the voltage gain Av is 64.1732 as 
shown above. The time domain results are shown in 
Fig. 4 (c), the results are compared with the no TL 
case to show the time delay introduced by the 
presence of the transmission line. The 

computational time using the proposed algorithm is 
7.9 minutes, while for the algorithm in [6], it is 8.2 
minutes for 50,000 time steps, both were 
implemented with MATLAB and run using the 
same computer. In addition to the lower 
computational time, the proposed algorithm is 
easier to implement and it could be used for any 
type of dependent sources application. 
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Fig. 3. Test case 2: (a) circuit diagram, (b) the AC 
analysis equivalent circuit model for BJT using the 
CCCS T-model with FDTD cell numbers, and (c) 
AC circuit with integrated transmission line. 

(a) 
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(b) 

(c) 

Fig. 4. Time-domain response for test case 2 v0(t):
(a) without TL, (b) shows the relative error for the 
case without TL, and (c) time-domain response 
with TL. 

IV. CONCLUSION 
This paper introduces a new FDTD approach to 

analyze different types of dependent sources. The 
approach is simple to implement and efficient in 
terms of both computational time and memory 
usage. The approach can be used as a tool to analyze 
microwave circuits that include dependent sources. 
In addition, it can be used to implement different 
non-linear devices using their equivalent circuit 
models that contain depended sources. The 
numerical results based on the new approach show 
very good agreement with results from the 
analytical solutions, which proves the validity of 
this approach. 
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Abstract ─ In this paper, the region of interest is a 
cavity between a spherical and electrically 
homogeneous earth and an anisotropic 
homogeneous ionosphere. Both the dipole 
(Vertical Electric Dipole (VED), Vertical 
Magnetic Dipole (VMD), or Horizontal Electric 
Dipole (HED)) and the observation point are 
assumed to be located on or near the spherical 
surface of the earth. The approximate formulas are 
obtained for the electromagnetic field of a vertical 
magnetic dipole and that of a vertical electric 
dipole in the presence of an anisotropic earth-
ionosphere cavity, respectively. Based on the 
results obtained, the approximate formulas are 
derived readily for the electromagnetic field of a 
horizontal electric dipole in the presence of an 
anisotropic earth-ionosphere cavity by using a 
reciprocity theorem. Analysis and computations in 
SLF/ELF ranges are carried out specifically. 

Index Terms ─ Anisotropic earth-ionosphere 
cavity, reciprocity theorem, SLF/ELF 
electromagnetic field. 

I. INTRODUCTION 
The subject on the VLF/ULF/SLF/ELF 

electromagnetic waves (VLF: 3 kHz - 30 kHz; 
ULF: 300 Hz - 3 kHz; SLF: 300 Hz - 30 Hz; ELF: 
30 Hz - 3 Hz) in the earth-ionosphere waveguide 
or cavity were intensively investigated for over 60 
years because of its myriad applications in 
submarine communication and navigation, 
geophysical prospecting and diagnostics, and 
earthquake electromagnetic detection [1-7].

Since the 1950s, driven by the defense 
requirement, the VLF radio wave propagation 
theory was investigated by many researchers, 

especially including several pioneers, such as 
Budden [3], Wait [4,8-10], and Galejs [14-17]. In 
early works by Wait and Galejs, detailed analysis 
was carried out on the VLF radio wave 
propagation in an earth-ionosphere waveguide. 
Naturally, the VLF radio wave propagation theory 
can be extended in the study on SLF/ELF radio 
wave propagation. Since the 1960s, the SLF/ELF 
wave propagation were studied widely [11-26]. In 
particular, it was noted that the outstanding 
contributions on the SLF/ELF wave propagation 
and application were made by Galejs, and the 
detailed findings were well summarized in the 
classic book [5]. With the extension of the 
pioneering works by Budden, Wait, and Galejs, 
some important developments on the SLF/ELF 
wave propagation were accomplished [18-26]. It 
was also pointed that some excellent works on the 
SLF/ELF wave propagation were also carried out 
in China, and those works were summarized in 
recent book [28].

In SLF/ELF ranges, when considering the 
effect by geomagnetic field, it is necessary that the 
ionosphere should be idealized as anisotropic 
plasma. Unfortunately, the complete analytical 
solution on SLF/ELF electromagnetic field of a 
horizontal electric dipole source in the presence of 
an anisotropic earth-ionosphere waveguide or 
cavity are still in dark by now. In what follows, we 
will attempt to outline the complete approximate 
solution for the SLF/ELF electromagnetic field of 
a horizontal electric dipole in the presence of an 
anisotropic earth-ionosphere cavity. The region of 
interest is a cavity between a spherical and 
electrically homogeneous earth and an anisotropic 
homogeneous ionosphere, and both the dipole 
source and the observation point are assumed on 
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or near the earth’s surface. First, the approximate 
formulas are obtained for the electromagnetic field 
of a vertical magnetic dipole in an anisotropic 
earth-ionosphere cavity. Based on the obtained 
results of vertical magnetic dipole and the 
available results of vertical electric dipole, the 
approximate formulas are derived readily for the 
electromagnetic field of a horizontal electric 
dipole in the presence of an anisotropic earth-
ionosphere cavity by using a reciprocity theorem. 
Finally, computations and analysis in SLF/ELF 
ranges are carried out specifically. 

II. EM FIELD IN AN ANISOTROPIC 
EARTH-IONOSPHERE CAVITY

The geometry under consideration is shown in 
Fig. 1. The cavity is occupied by the air 
characterized by the permeability 0� , uniform 
permittivity 0* , and conductivity 00 �
 . The 
spherical earth is characterized by 0� , uniform 
permittivity g* , and conductivity g
 . Assuming 
that the earth’s magnetic field B0, which has the 
angle 0�  with 	z direction, is in the zx	 plane, 
the ionosphere can be characterized by a tensor 

permittivity *  [3]. It is: 

� � � �4 5MI �� 0** , (1) 
where 0*  is the free-space permittivity, � �I  is 3� 3
unit matrix, the susceptibility � �M is expressed in 
the following form: 

� � 2 2 2

2 2 2 2

2

2 2 2 2

( )

,

x

x z x z

z x

x z x z

X
U U l y

U l y il Uy l l y
il Uy U il Uy
l l y il Uy U l y

�	
	

� �	 	
# $� 	# $
# $	 	 	� �

M

 (2) 

where 1 ( )U i > +� �  and >  is the effective 
electron collision frequency of the ionosphere, 

( ) ( )Hy + +� , 2 2
0( ) ( )X + +� , H+  and 0+  are the 

gyrofrequency of the electrons and the angular 
plasma frequency of the ionosphere, respectively; 

0sin��xl and 0cos��zl  are the directional 
cosines of the Earth's magnetic field in the x  and 
z directions, respectively. 

Fig. 1. Geometry of a dipole source in the 
presence of an anisotropic earth-ionosphere cavity. 

In general, a SLF/ELF radiation source is 
usually employed a horizontal linear antenna. So 
that it is necessary to investigate SLF/ELF 
electromagnetic field of a horizontal electric 
dipole in the presence of an anisotropic earth-
ionosphere cavity. In available reference [27], the 
electromagnetic field of a vertical electric dipole 
in the presence of an anisotropic earth-ionosphere 
cavity is addressed specifically. If the 
corresponding electromagnetic field of a vertical 
magnetic dipole, the analytical solution on the 
electromagnetic field of a horizontal electric 
dipole in the presence of an anisotropic earth-
ionosphere cavity can be obtained readily. Next, 
we will attempt to derive the approximated 
formulas for the electromagnetic field of a vertical 
magnetic dipole in the presence of an anisotropic 
earth-ionosphere cavity. 

A. Field of vertical magnetic dipole 
Assume that a vertical magnetic dipole is 

represented by its moment ˆ ( ) ( ) ( )zIda x y z b? ? ? 	 ,
where da  is the area of the loop, szab �� , and 

0@sz  denotes the height of the magnetic dipole 
above the earth’s surface. Considering anisotropic 
properties of the ionosphere, the field components 
radiated by a vertical electric dipole in the 
presence of an anisotropic earth-ionosphere cavity 
can be expressed in the terms of the potential 
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functions U and V , which is addressed in the 
book by Pan [27]. In this paper, we assume that 
the characteristics of SLF/ELF wave propagation 
are determined by the propagation path from the 
dipole source to the field point, namely, the 
propagation characteristics are not affected by 
other propagation paths. Then, we have 0�88 � .
Additionally, the surface impedances of the earth 
and the ionosphere are changed very slowly to the 
propagation distances. For mathematical 
convenience, the surface impedances of the earth 
and the ionosphere are regarded as constants. Thus, 
we write: 

4 5Urk
r

Er 00
2

.
//
1

-
�

8
8

� 2
2

2

, (3a) 

4 5Ur
rr

E
88
8

�
��

21
, (3b) 

4 5Vr
r

iE
�
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� 8

8
	� , (3c) 

4 5Vrk
r

Hr 00
2

.
//
1

-
�

8
8

� 2
2

2

, (3d) 

4 5Vr
rr

H
88
8

�
��

21 , (3e) 

4 5.Ur
r

iH
�

+*
� 8

8
�  (3f) 

It is noted that the potential functions U and V
satisfy the following wave equation: 

4 5 022 �$
�

�
#
�

�
�,

V
U

k . (4) 

With similar procedure for the electromagnetic 
field of a vertical electric dipole as addressed in 
the book by Pan [27], by using the boundary 
conditions at ar �  and har �� , the potential 
functions U andV are expressed in the following 
forms: 

4 54 5 4 54 5�� 	A�� cosv
M

n
n

n PzFUr , (5a) 

4 54 5 4 54 5�� 	A�� cosv
M

n
n

n PzGrV , (5b) 

where V VB� , B is wave impedance in free space, 

nA  is the excitation factor, and 4 54 5�� 	cosvP  is 
the potential function U is used to express the 
electromagnetic field components when the dipole 
source is a vertical electric dipole (TM mode), and 

the potential function V  is used when the dipole 
source is a vertical magnetic dipole (TE mode). 

For the electromagnetic field radiated by a 
vertical magnetic dipole, the “height-gain”

function 4 5 ( )M
nG z  of the potential function V

should be normalized, namely, 4 5 ( 0) 1M
nG z � � .

Then, we have: 
4 5 4 5 2 2 1/2

0

2 2 1/2

0

1 2exp ( )
1

2exp ( ) .

zM
n n n

hn

z

hn n n

zG z ik C S dz
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zR ik C S dz
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6

6  (6) 

The normalized “height-gain” functions 4 54 5zF M
n

of the potential function U is expressed in the 
form of: 

4 5 4 5
1
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In the above two formulas, nC  are the roots of the 
following mode equation: 

4 5 4 5
4 5 4 5

4 54 5
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22
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where 
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and g�  is the normalized surface impedance of 
the earth. At lower frequencies, the normalized 
surface impedance g� at the earth’s surface is 
approximated as: 

2

1 0
0
2

.
/
/
1

-
	��

gg
g k

k
k
k , (13) 
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where g�  is the wave number of the earth. The 
normalized surface impedance matrix of the 
ionosphere � �� is written in the form: 

� � $
�

�
#
�

�
��
��

��
2221

1211 . (14) 

It is noted that the normalized surface impedance 
matrix of ionosphere � ��  can be determined and 
computed by using the proposed method in the 
classic book by Budden [3]. The parameters C
and S  are defined by: 

4 5 222
22 1;1 SCS

ak
	��

�CC . (15) 

And nM  in (7) is the coupling factor to show the 
coupling relationship between TE wave and TM 
wave. It is written in the form: 

2'
12

2 2'
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(1 )
(1 ) (1 )

n
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ikH
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n gn gn

C R e
M

C R e R e
� 	

�
	 � � �
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It is noted that the excitation factor for the 
electromagnetic field of a vertical magnetic dipole 
is different to that for the electromagnetic field of 
vertical electric dipole. It is necessary to examine 
the “orthogonality” between waves of different 
orders. The inner product of the two waves with 
different orders is defined by: 

4 5 4 5 4 5 4 5 4 5 4 5 4 5 4 510
,

h M M M M
mn n m n mA G z G z F z F z dz9� �� �� �6  (17) 

where 12211 ���9 . Since 4 5M
nG , 4 5M

mG , 4 5M
nF  and 

4 5M
mF  satisfy the following differential equation: 
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we get: 
4 5 4 5 4 5 4 54 5

4 5 4 5 4 5 4 5

4 5 4 5 4 5 4 5

4 5 4 5 4 5

2
2 2 2 2

2 2 2

1 1

,

M M M M
n m m n

M M M M
n m m n

M M
n m

M M
m n n m

d F F F F
dz

F F F F

k F F
k r k r

k S S F F

� � C C

3 3	

33 33� 	

� �� �
� 	# $

� �

7 	
 (19) 

where 
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Considering the boundary conditions, we have: 
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Similarly, we write: 
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It is seen that, when 02112 ���� , both TE and 
TM waves are not coupled each other. When 

mnD , we have: 
4 5 4 5 4 5 4 54 5 0

0 1 ��� 6
h M

m
M

n
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m
M

nmn FFGGA 9 . (23) 

Then, the factor nnA  is expressed in the following 
form: 
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With substitutions (6) and (7) into (23), we have: 

4 5

4 5

4 5

22

2 1
2

2 21
2

1
2

1
2

1
2 1

4

exp 2

1 exp 2

2 .

nn
n h

n g h
nn

g h
n

n

nn

g h
n

n nn

A
k S R

Hk C R R
SM

R R ikH
M

C
ikH ik

SM

R R
ikC

S SM

9

9

9

9

�
�

� - . 8� 3	 �� / 0 8� 1 2�
�- .

� �#/ 0
#1 2�

� 3- . 8
	 � 	 $/ 0 8$1 2 �

%8- .8 �3� � &/ 08 8 �1 2'
 (25) 

Then, the field component �E can be expressed in 
the form: 

4 54 5 4 54 5��
�B
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8
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In the next step, the main task is to determine 
the excitation factor nA . It is noted that the 
excitation source (vertical magnetic dipole) can be 
regarded as a small loop antenna which is placed 
at the height of sz . When the observation point is 
infinitely close to the excitation source, the effects 
by the earth and the ionosphere can be neglected. 
Thus, we write: 

4 5 4 5

4 5
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r r
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� +
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Multiplying the function 4 54 5zG M
n  on both 

sides of (27) and integrating from 0 to h  for z ,
with (26), it follows that: 
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Considering, 
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we have: 
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In SLF/ELF ranges, the normalized surface 
impedance g�  is small, so that the excitation 
factor of a vertical magnetic dipole nA  is very 
small. In other words, for the electromagnetic field 
in SLF/ELF ranges radiated by a vertical magnetic 
dipole in the presence of an earth-ionosphere 
cavity, the excitation efficiency is very low. 

From (3a)-(3f), (5a)-(5b), and (30), the six 
field components rE , �E , �E , rH , �H  and �H
of the electromagnetic field radiated by a vertical 
magnetic dipole at 4 50,0,sza �  in the presence of 
an anisotropic earth-ionosphere cavity, are 
expressed in the following forms: 
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where azr �� .

B. Field of vertical electric dipole 
If the excitation source is replaced by a 

vertical electric dipole, which is represented by the 
current density ˆ ( ) ( ) ( )zIdl x y z b? ? ? 	 , the formulas 
for the components rE , �E , �E , rH , �H  and 

�H of the electromagnetic field radiated by a 
vertical electric dipole at (a+z,0,0) in the presence 
of an anisotropic earth-ionosphere cavity, were 
derived specifically in the monograph by Pan [27]. 
We write: 
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It is noted that the “height-gain” function 4 54 5zF E

m

of the potential function U  is normalized as 
4 54 5 10 ��zF E

m . Then, we write: 
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Correspondingly, the normalized “height-gain”

function 4 54 5zG E
m  of the potential function V is

written as follows: 
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C. Field of a horizontal electric dipole 
The electromagnetic field of a horizontal 

electric dipole can be obtained from the 
electromagnetic fields of vertical electric and 
magnetic dipoles by the reciprocity theorem [4-5]. 
Following similar manner addressed in Sec. 4.2.4 
in the monograph by Galejs [5], the vertical field 
components he

rE  and he
rH  at 4 50,0,za � , where 

the subscript he  designates the horizontal electric 
dipole, can be derived readily. We write: 
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 (48) 

From Maxwell’s equations, the other field 
components heE� , heE� , heH�  and heH�  can be 

expressed in the terms of he
rE  and he

rH , we have 

4 5
22

2
02 sin sin ,

he he
he r rE Hk r H i

r r�� +* �
E �

- . 8 88
� � 	 �/ 08 8 8 81 2

 (49) 
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22

2
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r r r�� +� �
E �

- . 8 88
� � 	/ 08 8 8 8 81 2

 (50) 

4 5
22

2
02 sin sin ,

he he
he r rE Hk r H i

r rE� +* �
� E

- . 8 88
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 (51) 

4 5
22

2
02 sin sin .

he he
he r rE Hk r E i

r r�� � +�
� �

- . 8 88
� � �/ 08 8 8 81 2

 (52) 

It is seen that the height functions of all modes 
of the electromagnetic field components in the 
earth-ionosphere cavity should be satisfied to the 
equation (18). 

With substitutions (47) and (48) into (49)-(52), 
and considering the relation 4 5 akr 21 7�CC , the 
analytical formulas of the remaining four 
components are obtained readily. We write: 
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III. FIELD OF A HORIZONTAL 
ELECTRIC DIPOLE 

From above derivations and analysis, it is seen 
that the approximated formulas are derived for the 
electromagnetic field of a horizontal electric 

dipole in the presence of an anisotropic earth-
ionosphere cavity. In VLF ranges, the 
electromagnetic fields of a dipole source (vertical 
electric dipole, vertical magnetic dipole, and 
horizontal electric dipole) can be computed readily 
by using (47), (48), and (53)-(56). Obviously, the 
computations can also be carried out for the 
electromagnetic field in SLF/ELF ranges of a 
dipole source (VED, VMD, or HED) in the 
presence of anisotropic earth-ionosphere cavity. 

In practical applications, the horizontal 
antenna is usually placed on or near the earth’s
surface, and considering the height of the antenna 
is very small comparing to the wavelength of the 
electromagnetic wave in SLF/ELF ranges, the 
horizontal dipole source and the observation point 
can be regarded to be placed on the surface of the 
earth; namely, 0~sz  and 0~z . Then, we have: 
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At large distance between the dipole source 
and the observation point, namely, 1@@9k , and 
the observation is not close to an antipole, the 
Legendre function of the first kind is 
approximated by: 

(cos( ))
sin

2 exp( ).
sin 4n
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Thus, we have: 
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 (59)

When the observation point is close to an 
antipole of the dipole source, the approximate 

formulas of the functions
(cos( ))PC � �

�
8 	

8  and 
2

2

(cos( ))PC � �
�

8 	
8  are written in the following forms: 

LI, GU, LI: SLF/ELF ELECTROMAGNETIC FIELD OF A HORIZONTAL DIPOLE 1108



2 23

2

(cos( )) 1 1 1
2 2 4 16 2

1 7 ,
2 6

PC � � ? ?C C
�

C

� �8 	 - . - .7 � 	 	 �# $/ 0 / 08 1 2 1 2# $� �
� �- .� 	# $/ 0
1 2# $� �

 (60) 

22

2

2 22

(cos( )) 1 1 1
2 2 4

3 1 1 7 ,
16 2 2 6

PC � � C
�

? C C

� �8 	 	 - .7 � 	# $/ 08 1 2# $� �
� �- . - .� � � 	# $/ 0 / 0

1 2 1 2# $� �
 (61) 

where ��? 	� .
At short distance between the dipole source 

and the observation point, namely, 1k9 "" , we 
have: 
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1

(cos( )) 1 1 ,
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By using above approximate formulas, the 
computations can be simplified greatly. In the 
following computations, the electron density of the 
lower ionosphere is described by a two-parameter 
exponential profile [29,30], 

7 0.15 ( 0.15)( ) 3( ) 1.43 10 ,h z h
eN z e e cm�	 	 	 	� � (64) 

where the two parameters h in kilometers and 
in km−1 control the altitude of the profile and the 
sharpness of the ionospheric transition, 
respectively. Then, by using the proposed method 
in the book by Budden [3], the normalized surface 
impedance matrix of the anisotropic ionosphere 
[ ]�  can be computed readily. 

With a=6378 km, / 4� �� , 410g

	� S/M,

h=85 km, and � =0.3 km−1, the magnitudes of E�
and H� at f=100 Hz are computed and shown in 
Figs. 2 and 3, respectively. In above computations, 
numerical results are obtained for both isotropic
and anisotropic case by using the proposed 
method, respectively. Comparing to the available 
results for isotropic case, it is seen that the 
numerical results for isotropic case by using the 
proposed method in this paper are in good 
agreement with the corresponding results by using 
spherical harmonic series solution addressed in 
Chapter 2 in the book [28]. From Figs. 2 and 3, it
is seen that when the propagation distance 9 is 
close to 20000 km, the magnitudes of the field 

components are enlarged. This is caused by the 
multi-path effects. 

Fig. 2. The electric field E� in V/m at f=100 Hz 
with a=6378 km, / 4� �� , 510g


	� S/m, h=85 
km, and � =0.3 km−1. 

Fig. 3. The magnetic field H� in A/m at f=100 
Hz with a=6378 km, / 4� �� , 510g


	� S/m,
h=85 km, and � =0.3 km−1. 

When the observation point is close to the 
antipole of the dipolesource, the multipath effects 
should be considered. The electric field 
components rE , �E , and �E , and the magnetic

field components �H  and �H  versus the distance
9 from the antipole at f=100 Hz are computed and 
shown in Figs. 4 and 5, respectively. The 
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electromagnetic wave, which propagates along the 
large circular path should not be neglected. The 
total field included the electromagnetic wave 
propagating along both the short and large circular 
paths. Obviously, it is seen that when the 
observation point is close to the antipole, the 
interference between the electromagnetic waves 
along different propagation paths occurs. 

Fig. 4. Magnitudes of the components , ,rE E E� �

at f=100 Hz with a=6378 km,
/ 4� �� , 510g


	� S/m, h=85 km, and � =0.3
km−1. 

Fig. 5. Magnitudes of the components H�

and H� at f=100 Hz with a=6378 km,
/ 4� �� , 510g


	� S/m, h=85 km, and � =0.3
km−1. 
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Abstract ─ Fabry-Pérot (F-P) cavity antennas with 
Artificial Magnetic Conductor (AMC) ground 
planes and Frequency Selective Surface (FSS) 
superstrates have been investigated in this paper. 
The method of periodic imaging is used to analyze 
the cavity antennas, and we can calculate the 
working frequency and quality factor. One or two 
dipole antennas are utilized to excite the cavity 
antennas. The results demonstrate that the gain 
will be enhanced with the increase of the cavity 
size, and two exciters in the cavity will improve 
radiation efficiency obviously. 

Index Terms ─ AMC, F-P cavity antennas, FSS 
superstrate.

I. INTRODUCTION 
F-P cavity antennas have attracted a lot of 

interests for requirements of high-directivity, low-
cost and simple-feeding radiation problems [1-4]. 
The antenna usually consists of a partial reflection 
surface that is a superstrate, a ground plane and 
one or several exciters. Therefore, complexity of a
traditional feeding network can be significantly 
reduced. 

In order to get a high directivity, the height of 
a cavity formed by the superstrate and metal 
ground plane is about one-half wavelength. AMC, 
which can generate a reflected wave with a zero 
phase, is utilized to replace the metal ground plane. 
The height of cavity will be reduced by half while 
retaining the peak performance of the antenna [5]. 

Patch FSS superstrate investigated in this 
paper is used as not quite a band-stop filter, which 

is just a partially reflecting surface. Substrates 
with a high electric permittivity are also used for 
superstrate, while high loss and not high enough 
reflection coefficients will reduce the directivity. 

Excitation in a cavity antenna plays an 
important role because it’s a cavity and the 
boundary conditions are changed. It is difficult to 
generate the desired cavity mode with a high 
directivity and low return loss. Dipole, patch or 
slot antennas have been used as the exciters for 
such cavity antennas. 

In the following sections, square patch cells 
are used for AMC ground planes and FSS 
superstrates. A method of periodic imaging is 
utilized to analyze the cavity. One and two dipole 
antennas are used as the exciters for different size 
cavity antennas. 

II. F-P ANTENNA DESIGN 
We begin with the design process by choosing 

the AMC ground plane and superstrate. The 
simulations have been carried out by GEMS [6], 
which is an efficient 3-D parallel electromagnetic 
simulator for modeling complex EM systems. For 
an AMC unit, a square patch is printed on a metal-
backed substrate, whose height and relative 
permittivity are 1.6 mm and 2.55, respectively. 
The dimensions of the element unit are 
2.6�2.6�1.6 mm3, and the patch size is 2.5�2.5 
mm2. The reflection phase of AMC is shown in 
Fig. 1, and the zero reflection phase occurs at 11.4 
GHz. We set the height of cavity to be 7 mm that 
corresponds to about one quarter of wavelength at 
11.4 GHz. 
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Fig. 1. Reflection phase of the patch AMC. 

We use an FSS layer as the superstrate, while 
the dielectric layer is the same as those used in 
AMC. The square patches are printed on one side 
of the dielectric layer. The dimensions of element 
unit and the patch are 7.8�7.8�1.6 mm3 and 7�7
mm2, respectively. The reflection coefficients of 
superstrate are plotted in Fig. 2. The reflection 
magnitude is about 0.9 and the phase is -157 
degrees at 11.4 GHz. 
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Fig. 2. Reflection characteristics of the patch FSS. 

We use the method of periodic imaging to get 
the characteristics of the cavity [2-3]. This method 
is effective to analyze the working frequency and 
get the field distribution inside the cavity. As 
shown in Fig. 3, one unit cell of the cavity consists 
of one FSS unit cell and nine AMC unit cells. The 
unit cell is truncated by using the Periodic 
Boundary Conditions (PBCs); therefore, we only 
need to simulate a single cell to get the solution. 
The metal ground is replaced by an imaging of the 
AMC and superstrate. The plane wave is incident 
along the -z-axis direction, and the reflection and 
transmission coefficients are calculated as shown 
in Fig. 4. The cavity works at around 11.7 GHz, 
and the Quality Factor (Q) of the cavity is 58.5. 
The field distribution in one cutting plane in the 
cavity is presented in Fig. 5. 

Fig. 3. Configuration of periodic imaging. 

Fig. 4. S-parameters of the F-P cavity. 
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Fig. 5. Field distribution of one cutting plane 
inside the cavity. 

The resonant frequency is a little different 
from the AMC design since the reflection phase of 
FSS is not -180 degrees. By increasing the height 
of the cavity, the frequency can be modified as 
well for the AMC case. Therefore, the periodic 
imaging method is very important for the F-P
antennas design, and it can be used to modify the 
parameters of cavities. In this case, we will still 
choose the height of 7 mm. 

Next, two antenna cavities with different sizes 
but same height are constructed, shown in Table 1. 

Table 1: Cavities geometry information 
Cavity AMC Cells FSS Cells Size (mm)
1 14x14 4x4 36.4x36.4
2 39x39 13x13 101.4x101.4

III. RESULTS AND DISCUSSION 
In Fig. 6, a dipole antenna with L=6 mm is 

located at the center of the cavity. For the cavity 
configuration 1, the S11 and gain can be plotted in 
Fig. 7. The maximum gain is 13.3 dB at 12.35 
GHz, and the S11 is -12dB. The working frequency 
shift for the cavity is small, while periodic 
imaging method is just used to simulate an infinite 
case.

(a) 3D view 

(b) Side view 

Fig. 6. Configuration of the F-P antenna. 

Fig. 7. Performance of cavity 1 with one dipole. 

The results for the cavity 2 with one dipole 
excitation at the center of the cavity are shown in 
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Fig. 8. The antenna works at 11.75 GHz, the gain 
is around 19 dB and the S11 is -13 dB. We observe 
from Fig. 8, that the antenna gain will be improved 
with the increase of the cavity size. At the same 
time, the working frequency will approach to the 
resonant frequency in Fig. 4. 

Fig. 8. Performance of cavity 2 with one dipole. 

Next, we consider two dipole antennas in the 
case of the cavity 2 shown in Fig. 9. They are 
arranged symmetrically along the x-axis, and 
centrally along the y- and z-axis inside the cavity. 
The simulation results are presented in Fig. 10.
The antenna works at 11.75 GHz, the antenna gain 
is around 21 dB and the S11 is -15 dB. The 2-D and 
3-D radiation patterns are presented in Fig. 11. 

Fig. 9. Configuration of the F-P antenna with two 
dipoles. 

Fig. 10. Performance of cavity 2 with two dipoles. 

(a) 2D patterns 

(b) 3D patterns 

Fig. 11. Radiation patterns of cavity 2 with two 
dipoles. 
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The theory of effective aperture field for array 
antennas can be used as a reference for the 
performance of the F-P antennas. As shown in Fig. 
7, the cavity 1 with one dipole has good radiation 
efficiency. The effective aperture of the cavity 2 is 
almost eight times larger than the cavity 1. For one 
dipole exciter, the directivity of cavity 2 antenna 
increases about 5.5 dB than the cavity 1. Two 
dipole exciters increase the directivity about 7.5 
dB. Therefore, for large size F-P antennas, more 
exciters, even small arrays are necessary for high 
directivity. 

IV. CONCLUSION 
In this paper, AMC ground planes and an FSS 

superstrate are used to construct the F-P cavities.
The method of periodic imaging is used to analyze 
the working frequency and quality factor of the 
cavity. The dipole antennas are utilized to excite 
the cavity. The simulation results demonstrate that 
the F-P antennas have good radiation efficiency 
with simple excitations. The future work will 
focus on characteristics analysis of larger F-P
antennas, including beam scanning, beam forming,
and array excitation. 
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Abstract ─ In this paper, the exact formulas are 
derived for the time-domain electromagnetic field 
radiated by a horizontal electric dipole with double 
exponential excitation along the boundary between 
two different dielectrics. The transient field 
components consist of two lateral pulses with the 
amplitude attenuation factor 2.9	  In particular, the 
two lateral pulses travel along the boundary in 
Regions 1 and 2 with different velocities. 

Index Terms ─ Double exponential excitation, 
exact formulas, horizontal electric dipole. 

I. INTRODUCTION 
The frequency-domain electromagnetic field 

radiated by horizontal and vertical electric dipoles 
on or near the plane boundary between two 
dielectrics like air and earth or sea water and rock, 
had been investigated widely for its useful 
applications in subsurface and closed-to-the-
surface communication, radar, and geophysical 
prospecting and diagnostics [1-11]. This problem 
is well summarized in the monograph by King, 
Owens, and Wu [11]. In addition, the time-domain 
properties and applications of the transient field 
radiated by a dipole source on the plane boundary 
between two dielectrics have also been treated by 
many investigators [12-22]. In pioneering work by 
Van der Pol [12], the detailed analysis was carried 
out on the transient field of a vertical electric 
dipole with a delta-function excitation on the 

boundary between two half-spaces by invoking the 
Hertz potential. The important work on the exact 
formulas for the transient field components 
generated by a vertical electric dipole with delta-
function excitation on the boundary between two 
dielectrics, was addressed by Wu and King [18]. 
Lately, the exact solution on the lateral 
electromagnetic pulses due to horizontal and 
vertical dipoles with delta-function excitation and 
Gaussian pulse excitation on the boundary 
between two dielectrics, was subsequently 
obtained in [19][20]. In the past decade, with the 
extensions of the work by Wu and King [18], 
some progresses were made on the exact and
approximated solutions for the transient field of a 
dipole source with delta and Gaussian excitations 
on the boundary of two different media [21-24]. 

It is well known that both the lighting 
electromagnetic pulse source and the nuclear 
electromagnetic pulse source are a typical double 
exponential excitation source. It is seen that the 
double exponential excitation source is more 
popular comparing with the source with delta-
function excitation, and that with Gaussian 
excitation. Evidently, it is important to treat the 
exact solution on the transient field of a dipole 
source excited by double exponential currents. In 
what follows, we will attempt to obtain the exact 
formulas for the transient field components 
radiated by a horizontal electric dipole with double 
exponential excitation on the planar boundary 
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between two dielectrics. 

II. EXACT FIELD COMPONENTS OF
HORIZONTAL ELECTRIC DIPOLE 

WITH DOUBLE EXPONENTIAL 
EXCITATION ON THE BOUNDARY 

BETWEEN TWO DELECTRICS

Fig. 1. Geometry of a horizontal electric dipole on 
the boundary between two dielectrics. 

When a horizontal electric dipole is excited by 
double exponential currents, the problem of the 
exact solution on the transient field components 
will be in general more complicated. The relevant 
geometry and Cartesian coordinate system are 
shown in Fig. 1, where a horizontal electric dipole 
in the x̂  direction is located at (0,0, )d	 . The 
lower half-space 0z �  (Region 1) is with the 
earth characterized by the permeability 0�  and 
relative permittivity *  filled by with the air, and 
the upper half-space 0z �  (Region 2) is with the 
air  characterized by the permeability 0�  and 
uniform permittivity 0* . The wave numbers of the 

two regions are ck +*�1 and 2 ,k c+�
respectively. When both the dipole and the 
observation point approach the boundary from 
above )0( �(d  and )0( �(z , with the time 
dependence of tie +	 , the exact transient field of a 
horizontal electric dipole with a delta-function 
excitation on the boundary between two dielectrics 
can be obtained by using Fourier's transform 
technique [24]. From Chapter 8 in the book [24], 
the exact formulas for the transient field 
components with delta-function excitation can be 

written readily in the following forms: 
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In above formulas, the double exponential pulse is 
defined by: 

4 5 4 5 ,t ti t a e e U t< �	 	� 	� �� �  (4) 

where 4 5U t  is unit step function. Thus, the exact 
formulas of the transient field components of a 
horizontal electric dipole excited by double 
exponential currents can be represented as follows: 

4 5 4 5 4 5 4 52 2, ,0;E t E t a e e U d<� ��
9 9 ?
9 9 � � �

) 	 	

	)
� �� 	 � 	� �6 , (5) 

4 5 4 5 4 52 2, , ;
2

E t E t a e e U d<� ��
� �

?

�9 9 � � �
) 	 	

	)

� �- .� 	 � 	/ 0# $1 2� �
6 , (6) 

4 5 4 5 4 52 2, , ;
2z zB t B t a e e U d<� ��

?

�9 9 � � �
) 	 	

	)

� �- .� 	 � 	/ 0# $1 2� �
6 . (7) 

Obviously, the formulas of the transient field 
can be expressed in terms of several integrals, 

,

.

,
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The integrals I1, I2, I3, and I5 can be found in 
Chapter 15 in the book by King, Owens, and Wu 
[11], and Chapter 8 in the book by Li [24]. In this 
paper, we will not rewrite the exact solutions of 
the above four integrals. In the next step, the main 
task is evaluating the integrals I7, I8, and I9. We 
write:
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With 4 5 ' , ',x t dx d� 9 � 9� 	 � 	 and 2 1,a * *� �
the results become:
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The integrals in (14)-(16) can be evaluated 

readily by using numerical method. Then, the 
transient field components with double 
exponential pulse excitation can be derived readily. 
We write: 
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By now, the analytical formulas for the three 

components 4 52 , ,E t9 9 4 52 , ,E t� 9 and 4 52 ,zB t9

have been derived readily.

III. COMPUTATIONS AND 
CONCLUSIONS 

From the above derivations and analysis, it is 

seen that the final exact formulas for the three 
components 4 52 , ,E t9 9 4 52 , ,E t� 9 and 4 52 , ,zB t9

radiated by a horizontal electric dipole with the 
double exponential pulse excitation can be 
expressed in terms of several fundamental 
functions.

After examining the equations (17)-(19), it is 
found that the three time-domain components 

4 52 , ,E t9 9 4 52 , ,E t� 9 and 4 52 ,zB t9 consist of two 
lateral electromagnetic pulses with the amplitude 
factor 2	9 . In particular, the first pulse arrives at 

c9 , which travels along the boundary in Region 
2 (air) with the velocity c ; while the second pulse 
arrives at ,c9 * which travels along the 
boundary in Region 1 (earth) with the velocity 
c * .

In the following computations, the parameters 
of the double exponential pulse are taken as 
a �30 kA, 4 12 10 sec< 	� � , and 5 12 10 sec� 	� � .
Assuming that the relative permittivity of the earth 
is * � 8, both the electric field components 

4 52 ,E t9 9  and 4 52 ,E t� 9  which are generated by a 
horizontal electric dipole with double exponential 
pulse excitation on the plane boundary between 
the air and the earth, are computed and shown in 
Figs. 2 and 3, respectively. 

Fig. 2. Exact electric field 4 52 ,E t9 9  on the 
boundary in air of a horizontal electric with the 
relative permittivity of the earth * �8.
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Fig. 3. Exact electric field 4 52 ,E t� 9  on the 
boundary in air of a horizontal electric dipole with 
the relative permittivity of the earth * �8. 

In these computations, the propagation 
distances are taken as 9 �10 km, 15 km, and 25 
km, respectively. Assuming that the propagation 
distance is 9 � 15 km, both the electric 
components 4 52 ,E t9 9 and 4 52 ,E t� 9 are computed 
and plotted in Figs. 4 and 5, respectively. 

Fig. 4. Exact electric field 4 52 ,E t9 9 on the 
boundary in air of a horizontal electric dipole at 
the propagation distance 9 �15 km. 

Fig. 5. Exact electric field 4 52 ,E t� 9 on the 
boundary in air of a horizontal electric dipole at 
the propagation distance 9 �15 km. 

Actually, the amplitude of the second pulse for 
the component 4 52 ,E t9 9  is smaller than that of 
the first pulse. It is noted that the term including 
the integral I7 in 4 52 ,E t9 9  has a large negative 
value near the first pulse, it is followed that the 
amplitude of the second pulse is larger than that of 
the first one. For the component 4 52 ,E t� 9 , there 
doesn’t exists the term of the integral I7. As a 
result, the amplitude of the first pulse is larger than 
that of the second pulse. 

Similar to the case of the delta-function 
excitation, and that of the Gaussian excitation 
addressed in Chapter 8 in the book [24], the 
remaining three components 4 5,,2 tE z 9 4 5,,2 tB 99 and 

4 52 , ,B tE 9 cannot be expressed in terms of 
elementary functions and finite integrals. 
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Abstract ─ In this paper we propose a novel 
method for solving the nonlinear problem of the 
radar target tracking. The algorithm consists of a 
Particle Filter (PF) which employs the Unscented 
Kalman Filter (UKF) to generate the importance 
proposal distribution, and adopts the Hybrid 
Differential Evolution (HDE) algorithm based on 
Simulated Annealing (SA) algorithm as the 
resampling scheme. Firstly, the Importance 
Distribution (ID) which contains the newest 
measurements is constructed by the UKF. In 
addition, the UKF generates proposal distributions 
that match the true posterior more closely. 
Secondly, to solve the particle degeneracy and 
impoverishment phenomenon, the sampling 
particles are resampled by the HDE algorithm. The 
mutation and crossover steps of the Differential 
Evolution (DE) algorithm are executed to generate 
the trial vectors. Then the selection step is replaced 
by the Metropolis criterion of the SA algorithm. 
The proposed algorithm combines the advantages 
of the SA algorithm with the DE algorithm. It not 
only has superior estimation performance, but also 
the convergence speed is fast. Simulation results 
demonstrate that the proposed algorithm 
outperforms the standard PF, the Auxiliary Particle 
Filter (APF), the Regularized Particle Filter (RPF) 
and the Particle Filter based on Differential 
Evolution (PFDE). 

Index Terms ─ Hybrid differential evolution, 
nonlinear filtering, particle filter, radar tracking, 
simulated annealing algorithm. 

I. INTRODUCTION 
As we know, most of the radar tracking 

filtering algorithms are linear filtering, such as 
Kalman filter. However, these linear filters are 

optimal only under the condition that the system is 
linear or the noise is Gaussian. Actually, the 
system model and the measurement equation of 
the target are nonlinear, and the noise is non-
Gaussian. In that situation, if we still use linear 
filter to track targets, the tracking performance 
will be reduced, or even worse, the targets will be 
lost. Therefore, it is necessary to employ the 
nonlinear filtering to solve the nonlinear problem 
of the radar tracking. 

Nonlinear filtering is a very active topic in
signal processing and control theory. There is a 
vast literature on this subject; see [1-5] for 
excellent references among others. Although the 
equations of the optimal nonlinear filter have been 
developed since the middle of the 1960s, the 
involved integrals are still intractable. Hence, 
many suboptimal nonlinear filters have been 
proposed. 

The simplest way to solve the problem of non-
Gaussian, nonlinear filtering is the Extended 
Kalman Filter (EKF) [6]. It linearizes the state 
transition and the measurement equations through 
Taylor series expansions. However, the series 
approximations in the EKF algorithm could cause 
large errors of the nonlinear functions and 
probability distributions. So, this filter would 
result in divergency. The convergence of the EKF
is studied in [7]. Later on, the UKF is proposed by 
Julier and Uhlmann, which uses several so-called 
sigma points to recursively calculate the mean and 
covariance used in the Kalman Filter [8]. The UKF 
could obtain more accurate results than the EKF, 
but it couldn’t adapt to general non-Gaussian 
distributions. Essentially, the EKF and the UKF 
have the same principle; both of them use the 
Gaussian distribution to approximate the true 
posterior distribution. 
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A different approach to the nonlinear filtering 
problem is the Bayesian approximation, which is 
detailedly described in [9]. This kind of filter is 
based on the principle of constructing the posterior 
probability density of the state by the prior
knowledge and the observation; and, the key point 
is to obtain a good approximation of the posterior 
density. 

Another popular method for nonlinear filtering 
is Monte Carlo methods, also known as Particle 
Filter (PF). Up to now, the PF is the most 
successful nonlinear filter, which goes back to the 
1950s, but it hadn’t been used in practical 
applications until 1993 when Gorden proposed the 
Sequential Importance Resampling (SIR) 
algorithm [10]. The PF utilizes some random 
particles with associated weights to approximate 
the true posterior density function. The PF has 
been used successfully in many domains; however, 
its performance depends heavily on the choice of 
the importance distribution function and the 
resampling algorithms. To improve the 
performance of the PF, choosing a good proposal 
distribution or modifying the resampling scheme 
are often adopted. For example, Pitt and Shephard 
[11] introduced the Auxiliary Particle Filter (APF), 
which uses an auxiliary variable to select the 
particles. In [12], the Regularized Particle Filter 
(RPF) is put forward, which resamples from a 
continuous approximation of the posterior density 
to reduce the particle impoverishment problem. In 
[13], the EKF Gaussian approximation is used as 
the importance distribution for a PF. In [14], the 
EKF proposal is replaced by UKF proposal, and 
the Unscented Particle Filter (UPF) is proposed. 
We will propose a new method in this paper which 
uses the HDE based on SA algorithm as 
resampling schemes for the PF, which regards the 
resampling process as an optimization problem. 
We refer to it as Hybrid Differential Evolution 
Particle Filter (HDEPF). In the HDEPF, the 
importance distribution is generated by the UKF. 

The remainder of this paper is organized as 
follows. At first, the problem statement and the 
principle of the basic PF are introduced in Section 
II. In Section III, we proposed the HDE algorithm 
and HDEPF. Then in Section IV, we discussed 
some experimental results. At last, conclusions 
and pointers for future research are presented in 
Section V. 

II. PROBLEM STATEMENT AND THE 
BASIC PARTICLE FILTER 

Many nonlinear filtering problems can be 
written in the form of the Dynamic State Space 
(DSS) model as follows: 

1 1( , ),k k kx f x u	 	�  (1)
( , ),k k kz h x v� (2)

where kx  and kz  are the state variable and 
observation at time k , respectively. k  is the time 
index. ( )f �  and ( )h �  are some known functions, 
system noise 1ku 	  and observation noise kv  are 
random variables at time of given distributions. 

1ku 	  and kv  are independent of past and current 
states. kv  is independent of system noise 1.ku 	  The 
objective of filtering is to recursively estimate the 
posterior density 1:( | )k kp x z  of the state kx  based 
on all available measurements � �1: 1 2, , .k kz z z z� ���

A recursive update of the posterior density as new 
observations arrive is given by the recursive 
Bayesian filter defined by: 

1: 1 1 1 1: 1( | ) ( | ) ( | ) ,k k k k k kp x z p x x p x z dx	 	 	 	� 6  (3) 

1: 1
1:

1: 1

( | ) ( | )( | ) ,
( | )

k k k k
k k

k k

p z x p x zp x z
p z z

	

	

�  (4) 

where the conditional density 1: 1( | )k kp z z 	  can be 
calculated by: 

1: 1 1: 1( | ) ( | ) ( | ) .k k k k k k kp z z p z x p x z dx	 	� 6  (5) 
It can be seen that the integrals are intractable. 

So, the PF uses Monte Carlo methods to translate 
the integrals problems into the cumulative process 
of limited particles probability transition. The PF 
uses the transition density 1( | )k kp x x 	  as the 
importance distribution function 1( | , )i i

k k kq x x z	  to 
generate particles. Then the posterior density 

1:( | )k kp x z  at time k  can be described as: 

0: 1: 1 0: 1 1: 1( | ) ( | ) ( | ) ( | ).k k k k k k k kp x z p z x p x x p x z	 	 	R (6) 
Accordingly, the weights of the particles are 

called importance weight. We define the 
unnormalized weights as: 

0: 1:

0: 1:

1
1

1

( | )
( | )

( | ) ( | ) .
( | , )

i
i k k
k i

k k
i i i

i k k k k
k i i

k k k

p x zw
q x z

p z x p x xw
q x x z

	
	

	

�

 (7) 
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Then we normalize the weights and begin the
resampling process. The aim of resampling is to 
eliminate samples with low importance weights 
and copy samples with high importance weights. 
After the resampling process, the weights can be 
defined by 1/ .i

kw N�  The popular resampling 
algorithm is the multinomial resampling. 

Last the posterior density 1:( | )k kp x z  can be 
calculated by: 

1: 1
( | ) ( ),N i i

k k k k ki
p x z w x x?

�
7 	�  (8) 

where ( )? �  is the Dirac delta function, i
kx  is the 

i th particle with the normalized weight i
kw . N  is 

the particle number. 

III. HYBRID DIFFERENTIAL 
EVOLUTION PARTICLE FILTER 

A. Hybrid differential evolution algorithm 
DE algorithm, proposed by Price and Storn 

[15], is a population-based stochastic algorithm for 
global optimization, which has earned a reputation 
as a very effective global optimizer. DE algorithm 
has the following advantages over the traditional 
genetic algorithm: more efficient memory 
utilization, lower computational complexity, and it 
is much more easy to use. However, DE algorithm 
has insurmountable shortcomings. It has slower 
convergence rate in latter periods, even failing to 
local extremes [16]. Then Hybrid Differential 
Evolution Algorithm based on SA algorithm is 
proposed by [17]. The new algorithm utilizes the 
search capability of the SA algorithm to enhance 
the convergence capability of the DE in latter 
periods and improve the robustness of the DE 
algorithm. The HDE algorithm uses the 
Metropolis criterion of the SA algorithm to replace 
the section step of the DE algorithm. So it relies 
on the initial population generation, mutation, 
recombination and the new selection to probe 
search space through iterative progress until the 
terminate criteria are met. 

Detailed steps are presented accordingly in the 
subsequent sections. 

Step 1: Creating initial population 
The first step of HDE is to create the initial 

population samples (the number of generations is 
0g � ) in n  dimension space as follows: 

(0) (0,1)( ),L U L
ij ij ij ij ijx x rand x x� � 	  (9) 

where 1,2, ; 1,2, ,i NP j n� �1 2 ,j; 1,2,; 1,2;; NP is the 
population size. U

ijx and L
ijx denote the upper and 

lower limit of the j th variable in the population,
respectively. (0,1)ijrand represents a uniformly 
distributed random value within [0,1] .

Step 2: Mutation operation
The function of mutation in HDE is to 

maintain the diversity of population. A typical 
HDE mutation samples formulation is:

1 2( ) ( ) ( ( ) ( ))ij ij r j r jh g x g F x g x g� � � 	 , (10)
where g represents the g th generation, ( )ijh g are 
the mutated vector samples. 1 2r r iD D , and 1r ,

2r are randomly selected integers within NP ,
� �1, 2 1,2, ,r r NP! �, NP, . F is scaling factor.

Step 3: Crossover operation
The basic crossover process is a discrete 

recombination, which employs a crossover 
constant [0,1]CR! to determine whether the new
generated individual samples need to be 
recombined. The expression of the crossover 
process is given in (11):

( ) (0,1)
( ) ,

( ) (0,1)
ij

ij
ij

h g rand CR
v g

x g rand CR
��

� � @�
 (11)

where ( )ijv g are the trial vector samples.

Step 4: New selection operation
The HDE algorithm adopts the Metropolis 

criterion of the SA algorithm to select the trial 
vector samples.

Step 5: Cool-down operation
In this step, the cool-down operation of the SA 

algorithm is executed. We define ,T T 9� �
(0,1)9! as an annealing parameter.
When the new population is propagated, Step 

2 to Step 5 is repeated until the pre-specified
temperature 0T is reached.

B. Hybrid differential evolution particle filter
In the presented algorithm, the particles from 

using a UKF for importance distribution are 
regarded as the initial population of the HDE 
algorithm, and the corresponding weights are 
treated as the fitness functions of the target vectors, 
respectively. The HDE resampling scheme
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recombines the particles by using an iterative 
process of mutation, crossover and the simulated 
annealing operator. Then a new set of diverse 
particles are propagated.

The new filter proposed in this paper is called 
HDEPF, and the steps follows.

In the first step, we can obtain Gaussian 
importance distribution with the mean i

kx i
kx and the 

variance i
kP i
kPk by using UKF filter for all 

particles ( 1,2, ),i
kx i N� ), where N is the particle 

number. Then the sampling particles can be gained
by sampling the importance distribution, 
ˆ ~ ( , ),i i i

k k kx N x Pk ,i ,, ),i
k and their weights i

kw can be 
calculated and normalized by equation (7).

In the second step, the sampling particles ˆ i
kx

are regarded as the initial population of the HDE 
algorithm, and the corresponding weights i

kw are 
regarded as the fitness functions ( )ijf x . Then a 
mutation step and a crossover step are executed. 
Finally, the trial vector samples ( )ijv g can be 
obtain by equation (12), and the corresponding 
fitness function is calculated as 

1

1

( | ( )) ( ( ) | )
( ( ))

( ( ) | , )

i
k ij ij k

ij i
ij k k

p z v g p v g x
f v g

q v g x z
	

	

� and is 

normalized as ( ( )) ( ( )) / ( ),NP
ij ij iji

f v g f v g v g� �
where NP is population size and NP N� .

In the third step, the new selection operator is 
proceeding. We construct the following parameter
about fitness function values,

( ( )) ( ( )),ij ijf f v g f x g� � 	 then we decide the trial 
vector samples by the Metropolis criterion.

In the fourth step, the cool-down operation of
the HDE algorithm is executed.

In the fifth step, the process is repeated until 
the optimum is found or a pre-specified 
temperature T is reached.

And at last, we obtain the optimal particles 
� �, : 1,2i i

k kx w i N� ,1 2i i
k k,x , : 1,2i
k , �N and estimate the system 

state
1

N i i
k k ki

x x w
�

�� i i
k kx wk kk .

IV. EXPERIMENT RESULTS AND 
DISCUSSIONS

To compare the performance of the proposed 
filters to those of the PF, the RPF, the PFDE and 
the APF, where the PFDE combines particle filter 

with differential evolution [19]. We choose the 
same model as Merwe, et al. used in his 
experiments [14]. This model is very 
representative due to its strong nonlinearity. And it 
has been used before in many publications [18-
21]:

1 11 sin( ) ,k k kx w k x v� �� � � � �  (12) 
2

2

3

30
,

2 30
k k

k
k k

x n k
z

x n k
�
�
� � �

� �
	 � @�

(13)

where kv  is a Gamma(3,2) random variable 
modeling the process noise, 4 2,w e� 	

1 3 0.5,� �� �  and 2 0.2� �  are scalar parameters. 
The observation noise kn  is drawn from a Gaussian 
distribution 4 50,0.00001N . Different filters are used 
to estimate the state sequence kx  for 1,2, ,k T� ,
the total observation time is 50T � . The UKF 
parameters were set to 1,< � 0� �  and 2S �
[14]. In the proposed filters, 0.9F � , 0.6Cr �  and 
the maximum number of generations is 20,G �
the annealing initial temperature 0 100,T �  and the 
annealing parameter 0.99 �  [17,19]. All of the 
particle filters used 10N �  particles and 
systematic resampling. The experiment was 
repeated 200M �  Monte Carlo simulations to 
demonstrate the performance of the proposed 
algorithm. 

To measure the performance of the algorithms, 
we introduce the Root Mean Squared Error 
( RMSE ) and its mean RMSE , RMSE for M
simulations with observation time RMSE3 are 
shown as follows: 

4 52
1

1
ˆ ,

T

k k
k

RMSE x x
T �

� 	�  (14) 

2

1 1

1 1
ˆ( ) ,

M T
m m
k k

m k
RMSE x x

M T� �

� �
� 	# $� �

� � (15) 

2

1

1
ˆ( ) ,

M
m m
k k

m
RMSE x x

M �

3 � 	� (16) 

where m
kx  is the true value of target state and ˆm

kx  is 
defined as the estimation of target state. 

A. Simulation results of the estimation 
Figure 1 compares the estimates of the 

different filters generated from a single run of the 
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state estimates. From Fig. 1, we can see that the 
tracking trajectory of the HDEPF is much closer to 
the true trajectory than other filters. 
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Fig. 1. Plot of estimates generated by the different 
filters for a simulation. 

For clearly, the estimation RMSE with 
observation time and the estimation RMSE with 
simulation number of different filters are shown in 
Figs. 2 and 3, respectively. We can see that both 
two kinds of the RMSE curves of the proposed 
method are lower than other algorithms. Moreover, 
it can be found that the RMSE of HDEPF is higher 
than other methods before 2s or so in Fig. 2. That 
is because the UKF and HDE algorithms both 
need initialized process, but this time is shorter, as 
a whole, the result of the experiment proves that 
the new algorithm has good optimization effect. 
Meanwhile, Fig. 3 also illustrates this point. 
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Fig. 2. RMSE’ of PF, APF, RPF, PFDE and 
HDEPF with observation time for 200 MC 
simulations, where N=10. 

0 50 100 150 200
0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

index of simulation runs

RM
SE

 

 

PF-RMSE
PF+DE-RMSE
RPF
APF
HDEPF

Fig. 3. RMSE of PF, APF, RPF, PFDE and 
HDEPF with simulation number, where N=10,
T=50. 

Table 1 displays and summarizes the 
performance of the five filters, where the means 
and variances of the state estimates are shown. It 
can be clearly seen that the Mean RMSE of the 
HDEPF is lower than others, as well as, the 
Variance RMSE is obviously low. From Figs. 1, 2, 
3 and Table 1, we can realize that the estimation 
accuracy of the proposed algorithm (HDEPF) is 
much higher than other filters. 

Table 1: Mean and variance of RMSE of PF, APF, 
RPF, PFDE and HDEPF for 200 MC simulations 
with N=10 
Algorithm Mean (RMSE) Variance (RMSE)
PF 1.1132 0.0178
PFDE 0.7422 0.0103
APF 1.1049 0.0247
RPF 0.9543 0.0213
HDEPF 0.5574 0.0047

It is shown in Fig. 2 that the proposed 
algorithm has better estimation accuracy when 

30k � . According to equation (13), we can find 
that the observation function is a quadratic 
function in the first 30 seconds, and it becomes a
linear function after 20 seconds. Before 30 
seconds, the nonlinear degree of system is greater 
than later time. From Table 2 we can see that the 
RMSE of the proposed algorithm has decreased by 
around 50% over the PF when 30k � . This shows 
that the proposed algorithm has better performance 
for nonlinear filtering than the PF algorithm. 
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Table 2: RMSE mean of PF and HDEPF for 200 
MC of different observation time periods 
Algorithm 0<k<30 30<k<50
PF 1.1232 0.7131
HDEPF 0.5654 0.3895
The percentage of 
improvements 49.66% 45.38%

B. Analysis of the runtime of the algorithms 
Table 3 compares the run time for a simulation 

of different algorithms, where 10N �  except the 
bracket, there 100.N �  It can be seen that the 
proposed algorithm has much more run time than 
others, except RPF and PFDE; because the 
proposed algorithm not only has the UKF filter but 
also combines the HDE, it wastes much time. The 
HDE uses the search capability of the SA 
algorithm, which improves its convergence speed. 
So the proposed algorithm has less run time than 
the PFDE algorithm. 

Table 3: Comparison of the run time 
Algorithm Run Time
PF 0.031027 (0.137454/N=100)
PFDE 0.339256
APF 0.072424
RPF 0.372693
HDEPF 0.112712

Then we increase the particle number of the 
PF, here 100,N �  and kept the other particle 
numbers. It can be calculated that the RMSE mean 
of the PF with 100N �  is 0.87414. From Table 1, 
we can see that the estimation accuracy of the PF 
with 100N � is also not as good as the proposed 
algorithm. However, Table 3 shows that the run 
time of the PF with 100N �  is as much as the 
proposed algorithm. This represent that the 
estimation performance of the proposed algorithm 
is higher than the PF algorithm with the same run 
time. In addition, the proposed algorithm uses only 
10 particles to reach the precision of the PF with 

100N � , it shows that the proposed algorithm has 
better efficiency. In the future, it will be 
interesting to investigate how to choose the 
parameters of the new algorithm. 

V. CONCLUSION 
In this paper, a new particle filter algorithm 

was developed for nonlinear filtering. Firstly, we 

use the experience of the UPF algorithm for 
reference to generate the importance proposal 
distribution though the UKF. Since the generated 
distribution matches the true posterior more 
closely. Secondly, the Hybrid Differential 
Evolution (HDE) based on SA is employed as the 
resampling scheme and is the major new 
contribution of this paper. The proposed 
resampling algorithm can effectively reduce the 
particle degeneracy and impoverishment problem, 
and improves the state estimation accuracy. In 
addition, the convergence performance of the HDE 
is better than the DE by utilized search capability 
of the SA [17]. Therefore, the proposed algorithm 
yields a better performance than the particle filter 
which based on the DE. Moreover, it has less run 
time. The numerical simulations were conducted 
to attest that the proposed algorithm has better 
estimation performance and higher particle 
utilization than the previous method. Future works
will concentrate on the nonlinear no Gaussian
radar target tracking using the proposed algorithm.
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