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Abstract — Tunnel engineering is electrically large
compared with the GHz electromagnetic pulse
(EMP), it is difficult to simulate the EMP
propagation in large-scale and long-distances
vaulted tunnel by using the conventional finite-
difference time-domain (FDTD) method. In this
work, based on the parallel computing, two kinds
of moving window FDTD (MW-FDTD) methods
are presented to simulate the EMP propagation in
tunnel, the results are validated by comparing with
the results of the conventional parallel FDTD
method. The convolution PML (CPML) is adopted
to truncate the computation domain, which reduces
the reflection error greatly. The accuracy and the
efficiency of the proposed method are proposed by
comparing with the conventional method. Results
show that the relative errors for the Alternate MW-
FDTD (AMW-FDTD) and the Chain MW-FDTD
(CMW-FDTD) are 0.11% and 0.43%, respectively.
The CPU time for the AMW-FDTD method can be
reduced to about 45% of the conventional FDTD
method, while the CMW-FDTD method can be
reduced to about 35%.

Index Terms — EMP, Finite-Difference Time-
Domain (FDTD), moving window, parallel
computing, tunnel.

I. INTRODUCTION
Modeling the radio wave propagating over
long distance in tunnel is significant for the tunnel-
communication  system design and the
electromagnetic  pulse (EMP) interference
protection [1]-[6]. Recently, a new radio wave
propagation model based on the finite difference
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time domain (FDTD) method is prevailing.
However, being subject to the restriction of the
stability condition and Courant criterion, the FDTD
method faces severe difficulties in modeling some
long distance or large-scale propagation problems
for great computing requirements [7]-[8]. However,
as the pulse propagates only over confined domain,
large amount of computational power is wasted to
update the domain that the pulse has propagated
over and the domain that the pulse has not arrived.

It allows us to make the best use of the limited
memory to design the FDTD mesh to move with
the pulse, so as to insure the limited mesh long
enough to overcast the pulse. According to this,
many papers have designed the moving-window
finite-difference time-domain FDTD (MW-FDTD)
or the segmented (SFDTD) method [9]-[19] to
solve the similar problems, but none of them are
applicable for all. Of course we also could take the
advantage of parallel computing using the message
passing interface, but huge numbers of PCs and
long computational time will be required as the
modeling domain increases. Apparently, it is not a
good solution to the problem.

In this paper, based on the parallel computing,
two kinds of moving window FDTD (MW-FDTD)
methods are presented to simulate the EMP
propagation in tunnel, the results are validated by
comparing with the results of the conventional
parallel FDTD method. The convolution PML
(CPML) is adopted to truncate the computation
domain, which reduces the reflection error greatly.
For the tunnel’s vaulting boundary is a piece of
curved dielectric surface which cannot be
simulated with the conventional FDTD algorithm,
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here we take the technique of conformal FDTD
(CFDTD) [20] to deal with it. The accuracy and the
efficiency of the proposed method are proposed by
comparing with the conventional parallel FDTD
method. Results show that the relative errors for the
AMW-FDTD 0.11%and the CMW-FDTD are
e, =0.11% and e, =0.43% , respectively. The

CPU time for the AMW-FDTD method can be
reduced to about 45% of the conventional FDTD
method, while the CMW-FDTD method can be
reduced to about 35%.

II. THEORY

A. The calculation model

The tunnel engineering always has long
distance, its computational model can be seen in
Fig. 1.

Fig. 1. The computational model of the tunnel.

Its section can be seen in Fig. 2 on the left side.
The sizes of the hemline and the height are 4 m.
The vault can be approximately regarded as hemi-
cycle, its semi-diameter is 2 m. The relative
permittivity is & =10.0 . The conductivity is

0 =1.0E — 3. Both ends of the tunnel and the soil
domain around the tunnel are terminated by the
CPML. For the tunnel’s vaulting boundary is a
piece of curved dielectric surface which cannot be
simulated with the conventional FDTD algorithm,
here we take the technique of CFDTD to deal with
it, the results can be seen on the right hand of Fig.
2.
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Fig. 2. The section of the tunnel.
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B. Modeling of the source

In the wave-guide system, we usually use hard
source to introduce the incident wave. Because the
soil around the tunnel is not ideal conductor and the
section is not typical wave-guide section such as
cycle or rectangle, we can’t obtain the field
expression easily. To solve this problem, we can
suppose the section as rectangle approximately,
then use the mode distribution to introduce the
source. Note that the mode of the pulse propagating
in tunnel is not the same as the mode in wave-guide,
we could assume that there are many modes at
beginning, but as the wave propagating only those
standing wave patterns which satisfy the boundary
conditions at certain frequency will exist. Take
typical mode TE10 and TM11 as example, the sizes
of the rectangle are a, b.
(1) TM11 mode:

It has five field components, the field equations
are as follows:

By

E = L zAcos(zx)sin(zy) e e
L a a b
E = —ﬂzAsin(zx) cos(zy) e e
! k? b a b
T T i
E = Asin(=x)sin(=y) e "*
= Asin“x)sin(?y) 0
_jwem . V4 .
H = — Asin(—x)cos(=y) e ™
T b (a ) (by)
_ Jwerw T . T Bz
H =— — Acos(—x)sin(—y) e
) K a (a ) (by)
H. =0
(2) TE10 mode:

It has three field components, the field
equations are as follows:

E = _JeHa sin(z x) e P
T a

H = —ﬂloa Asin(E x) e

R a . ()

T _
H_ = Acos(=x)e "’
a

E,=E =H, =0
Suppose the source is located at z=k Az, the
field distribution functions f(x,y,z) are shown in

(1) and (2), the time function is g(¢), so the source
can be set as:
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E"N G, k) = E" (i, k) + f(x,3,2)g(@). (3)
Usually, the time function g(¢) is set as high

power microwave (HPM) or ultra wide-band
(UWB).

HPM can be expressed as:
E, tisin(27§f0t) 0<r<t,
1
g Q)]
E.(t) = E, sin(2xft) L<t<t+t ,

T4+ 2¢

Dysin@afyn g, +r<1<2t +1

1 1

Ey(

where, 7 is the width of the pulse, # is the
ascending time, f; is the frequency of the carrier

wave.
UWRB can be expressed as:

4r(1—1y)?
- 2

E{)=Ek(t—t)e * 5)
where k = eo.s\/@ /T . Its waveform is shown in
Fig. 3.
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Fig. 3. The waveform for the UWB.

C. Introduction of the parallel implementation

Parallel FDTD is a kind of algorithm that the
computational domain is divided into several sub-
domains and each node only handle for the
corresponding sub-domain calculation. As we can
see from Fig. 1, that the tunnel is elongated in one
direction. For simplicity, the one-dimensional
parallel FDTD division is used in this paper. Along
the z direction, the whole domain can be divided
into several sub-domains, which can be seen in Fig.
4.
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Fig. 4. The parallel model of the tunnel.

The Message Passing Interface (MPI) is a
standard specification of a set of libraries call for
passing messages between computers
interconnected via a data communication network.
According to the domain decomposition, each sub-
domain can be treated as a process, and MPI
connects these processes together.

By using this method, only the first and the last
process need to be disposed specially, because of
the CPML. Other processes can be implemented all
the same. In one iterative only needs to exchange
the magnetic field in the nearby processes. The data
exchanging can be seen in Fig. 5.
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Fig. 5. The data exchanging between two nearby
processes.

D. Calculation results

Take TE10 mode as the source, the field
components are shown in equation (2) a =6.0m .
We choose UWB as the time function. 7 = 3.0ns,
ty=21. Ax=Ay=Az=0.01333m, At :Az/(zvp),
v, 1s the velocity of the pulse in tunnel.

The length of the tunnel is 40 m. The results are
shown in Fig. 6. On the left side it is the distribution
of E, on the right side the waveforms for different
distances are given. It can be seen in Fig. 6 (a) that
the energy is concentrated in a small region. From

Fig. 6 (b), we can find when the distance is
increasing the waveform broadened.
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Fig. 6. The waveform of the calculation results.

III. IMPLEMENTATION OF THE MW-
FDTD METHOD

From the forgoing section we know that the
energy is concentrated in a small region when the
wave is propagating in 40 m tunnel, in the other
region we can nearly set as zero. However, we
calculate the whole region including the zero
region, so large amount of computational resources
are wasted to update the domain that the pulse has
propagated over and the domain that the pulse has
not arrived. It allows us to make the best use of the
limited memory to design the FDTD mesh to move
with the pulse, so long as to insure the limited mesh
long enough to overcast the pulse. In this section
two different MW-FDTD methods are introduced
to solve this problem.

A The alternate MW-FDTD method

The calculation model for the Alternate MW-
FDTD (AMW-FDTD) method is shown in Fig. 7.
Compare with the conventional parallel FDTD
method, the AMW-FDTD has four CPMLs,
CPML1 and CPML4 are the same with the
conventional method, CPML2 and CPML3 are in
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the middle of the tunnel, by using the alternate of
the four CPMLs the iterative can be implemented.

Fig. 7. The calculation model for the AMW-FDTD
method.

The procedures of the AMW-FDTD method
are list as follows.

First step, join interface 2 to interface 3,
CPML2 and CPML3 are out of work, see in Fig. 8.
Run the conventional FDTD updating with the
source of the pulse added at the source interface.

Join nn(‘rflacn 2 and 2

processor(] | processor] | - | processorn. 2-]I processorn/2 | - | processorn-2 | processor -1

Fig. 8. The first step for the AMW-FDTD method.

Second step, when the pulse move to interface
4, set the domain including CPML between
interface 1 and interface 2 to be zeros, join interface
4 to interface 1 conducting the pulse propagate to
interface 2, take the CPML2 and CPML3 into
function, set CPML4 and CPML1 out of work and
stop the source adding at the source interface, see
in Fig. 9.

r Join interface 1 and 4 1

Fig. 9. The second step for the AMW-FDTD
method.

Third step, when the pulse arrives at interface
2, set the field between interface 3 and interface 4
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to be zeros, join interface 2 to interface 3 to conduct
the pulse move to interface 4, and take CPML1 and
CPMLA4 into function, see in Fig. 8.

Fourth step, follow the second step when the
pulse arrives at interface 4. And the around-CPML
of the tunnel is in function through the procedures.

To verify the efficiency and accuracy of the
AMW-FDTD method, the calculation results are
compared with the conventional parallel FDTD
method. For the constraint of the computational
resources, the conventional method can only
calculate limited distances. For the AMW-FDTD
method, the reflection error of the CPML and the
cut error of the window are the main error. So when
we expand the window the error can be reduced.
First, we run the code with 500 grids. Figure 10 (a)
shows the waveform for the AMW-FDTD method
and the conventional method at 40 m, results show
they agree well with each other. When we change
the window to 1000 grids, the results in Fig. 10 (b)
show good agreement with each other. So we can
conclude that the reflection error and the cut error
are negligible.
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Fig. 10. The waveform for AMW-FDTD method at
40 m and 150 m.
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Figure 11 shows the ficld attenuation at 40 m
and 150 m. Results show the high frequency part
attenuates slowly than the low frequency, which is
consistent with the physical process.
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Fig. 11. The field attenuation at 40 m and 150 m.

B. The chain MW-FDTD method

The calculation model for the Chain MW-
FDTD (CMW-FDTD) method is shown in Fig. 12.
Instead of the right CPML in the conventional
parallel FDTD method, it has a moving reset area,
which is used to set the tail of the pulse to be zero,
so that we can reduce the error.

The procedures of the CMW-FDTD method
are list as follows.

First step, run the conventional FDTD method,
the moving reset area moves along with time step.

Second step, when the left propagating pulse is
totally absorbed by the CPML, join interface 1 and
interface 2, form an annular iterative domain,
which can be seen in Fig. 13.

To verify the efficiency and accuracy of the
CMW-FDTD method, the calculation results are
also compared with the conventional parallel
FDTD method. Figure 14 (a) shows the waveform
for the CMW-FDTD method and the conventional
method at 40 m, results show they agree well with
each other. The results for 150 m in Fig. 14 (b)
show good agreement with the AMW-FDTD
method.

Fig. 12. The calculation model for the CMW-
FDTD method.



Fig. 13. The second step for the CMW-FDTD
method.
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Fig. 14. The waveform for CMW-FDTD method at
40 m and 150 m.

IV. ANALYSIS OF THE ACCURACY
AND THE EFFICIENCY

A. The -calculation error for two different
methods

To compare the calculation error of the two
different MW-FDTD methods, we choose the
conventional FDTD method as the reference. The
relative error can be given as:

[E'‘0)—E@|_

e, =——— ——mx

r |E(t)

where E(¢) is the reference results, £°(¢) is the
MW-FDTD results.

) (6)

max
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Figure 15 shows the absolute error for two
different MW-FDTD method. Substitute the results
into equation (5), we can obtain the relative error
for 40 m are e, =0.0415% and e, =0.42% ,
respectively. And the relative error for 150 m are
e,=0.11% and e . =0.43% , respectively. So
we can conclude that the calculation error for the
AMW-FDTD method is smaller than the CMW-
FDTD method. The relative error for the CMW-
FDTD method is about 0.4%.
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Fig. 15. The absolute error for two different CMW-
FDTD methods at 40 m and 150 m.

B. The calculation efficiency for two different
methods

In this section, the calculation efficiency is
proposed. Table 1 shows the calculation resources
and time for the AMW-FDTD, the CMW-FDTD
and the conventional method at 40 m. From Table
1 we can see that the relative error for the AMW-
FDTD method is less than 0.12%, for the CMW-
FDTD method is about 0.43%, which means both
the two proposed MW-FDTD methods have high
accuracy. On a core2 2.4-GHz machine, it took the
FDTD method 27.3h and the AMW-FDTD method
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12.4h, which is 9.8h in the CMW-FDTD method.
So compare with the conventional FDTD method

the CMW-FDTD method has the highest efficiency.

When the propagating distance is 200 m the
calculation resources and efficiency for the two
different MW-FDTD methods are shown in Table
2. For the limited of the computational resource this
time the conventional method can’t run. The
memory for the AMW-FDTD and the CMW-
FDTD method is 295 MB and 161.5 MB,
respectively. The running time is 24.5h for the
AMW-FDTD method and 14.0h for the CMW-
FDTD method.

Table 1: The resource and efficiency for different
methods at 40 m

FDTD | AMW- | CMW-
FDTD FDTD
Memory (MB) 1145 483 348
Time (hour) 27.3 12.4 9.8
Relative error — 0.12% 0.43%

Table 2: The resource and efficiency for different
methods at 200 m

AMW-FDTD | CMW-FDTD
Memory (MB) 295 161.5
Time (hour) 24.5 14.0

V. CONCLUSION
In this paper, we present two different MW-
FDTD methods to simulate the electromagnetic
propagating in tunnel. Numerical results indicate
that the proposed methods are accurate and
efficient. The CPU time for the AMW-FDTD
method can be reduced to about 45% of the
conventional FDTD method, while the CMW-
FDTD method can be reduced to about 35%. The
relative error for the AMW-FDTD method is less
than 0.12%, for the CMW-FDTD method is about
0.43%, which means both the two proposed MW-

FDTD methods have high accuracy.
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