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Abstract ─ Compact modeling approach of anisotropic 

media by using the Z-TLM method is proposed. Thin 

anisotropic multilayer material is efficiently described 

through connection procedure between two Z-TLM mesh 

cells, by using the scattering parameters to create a digital 

filter-based compact model. Model is incorporated into 

non-uniform TLM grid given here in a form fully 

complying with the originally proposed Z-TLM method 

algorithm. Accuracy and efficiency of the compact model 

is confirmed on a few examples through comparison 

with the fine mesh results. 

 

Index Terms ─ Anisotropic materials and composites, 

compact model, non-uniform grid, Z-TLM method. 
 

I. INTRODUCTION 
Discrete time modeling techniques have been  

used by researchers for years to simulate and observe 

propagation and distribution of electromagnetic (EM) 

fields inside of different media. The two most popular 

modeling techniques based on time and space 

discretization are the Finite Difference Time Domain 

(FDTD) method [1] and the Transmission Line Matrix 

(TLM) method [2]. Generally, the FDTD method is often 

the favored numerical technique for solving different 

kinds of EM problems ranging from antenna problems, 

electromagnetic compatibility, microwave systems, etc. 

However, the TLM method, since it was established  

in 1970 by P. B. Johns, has proven to have certain 

advantages in modeling of specific complex structures 

and nonlinear materials.  

TLM algorithm is highly localized since electric and 

magnetic fields are solved in the center of the TLM  

cell at the same time. In addition to that, the fact that  

any change in the state of a TLM cell affects only its 

immediate neighbors at the next computational step 

makes it more suited for modeling of anisotropic and 

bianisotropic media. EM fields on cell boundaries can  

be determined without necessity to perform temporal 

interpolation and field averaging, which is another 

important feature. An enhancement of the TLM method 

with Z-transform techniques (so-called Z-TLM method) 

[3] enables a direct mapping of dispersive EM material 

properties into the time-domain in order to study their 

time-harmonic and transient response. The Z-TLM 

method has already been used for simulation of linear 

isotropic and anisotropic media, bi-isotropic and quantum 

materials as well as materials with nonlinear and 

metamaterial properties [3-9]. 

In order to properly simulate behavior of 

geometrically small but electrically important features in 

an otherwise large modeling space, by using traditional 

approach in discrete time modeling methods, an extremely 

fine mesh is required. With intention to overcome this 

computationally and time costly requirement, and thus 

improve efficiency, development of compact models is 

required. Compact models allow for using coarser mesh, 

e.g. reducing all thin material cells to single boundary 

condition based on material panel scattering parameters 

[10] (sort of “black box” approach where only input and 

output values are observed) or by using retrieval methods 

for effective EM parameter extraction from the scattering 

parameters of thin material in order to model it and 

observe EM field behavior within its interior boundaries 

[11].  

Material can be defined as anisotropic when values 

of one or more EM properties (such as conductivity, 

permittivity and permeability) depend on direction of 

EM propagation e.g., when EM properties are functions 

of the coordinate system orientation. Micro-structure of 

anisotropic materials consists out of different layers 

created and connected naturally (wood, different crystals, 
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minerals and rocks, etc.) or intentionally in structural/ 

man-made (reinforced, ribbed, perforated, layered 

materials etc.). General anisotropic materials, besides 

coefficients on main diagonal (axx, ayy, azz) in EM property 

matrix, contain additional coefficients which describe 

codependency based on direction (axy, axz, ayx, ...). This 

makes modeling of materials like carbon, graphite, glass 

and other composites more challenging.  

In this paper, the discretization of Maxwell’s 

equations and constitutive relations for simulation of 

general anisotropic and dispersive materials, using the Z-

TLM method in non-linear grid, is described. The ways 

to describe the TLM method for modeling of dispersive 

and anisotropic media and/or using non-uniform meshes 

have been given in [12, 13] but here is given in a form 

that fully complies with the Z-TLM method initially 

proposed in [3-5]. In addition to that, an efficient 

approach for compact modeling of composite anisotropic 

materials, previously applied on a one-dimensional  

case [14], is here given in a generalized form and later 

used in a two-dimensional (2-D) problem. It uses the 

scattering parameters of a composite structure consisting 

in general of n material layers, obtained from e.g., fine 

Z-TLM mesh, to create a digital filter-based compact 

model where composite structure is efficiently described 

with boundary condition between two Z-TLM mesh 

cells. Compared to other network-based methods such as 

ladder type method [15], the proposed approach is more 

general and the created model is more easily and more 

memory efficiently incorporated into the TLM connection 

procedure. Accuracy and efficiency of the approach is 

confirmed on a few examples through comparison with 

the fine Z-TLM mesh results. 

 

II. DISCRETIZATION OF MAXWELL’S 

EQUATIONS FOR NON-UNIFORM MESH 
For non-uniform TLM cell, where one or more 

directional space steps ( ,x y  , and z ) are not equal, a 

compact form of Maxwell’s curl equations is established 

through constitutive relations for electric and magnetic 

current and flux densities: 
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(1) 

where   denotes time domain convolution, ,ef mfJ J  

represent electric and magnetic current densities vectors, 
,e m   and ,e m   are electric and magnetic conductivity 

and susceptibility matrices respectively, 0 0,   are  

free space permittivity and permeability, and ,r r    

are dimensionless matrices describing magnetoelectric 

coupling. 

By expanding curl terms of (1) in Cartesian 

coordinates and introducing a compact notation with 

defined matrices and vectors, the following expression is  

formed: 

 

1

0

1

1
0 0

.
0

0

A C VH

iE C
A







 
      

        
        

 

 
(2) 

In (2) 0  is intrinsic impedance of free-space, V  

and i  are vectors of voltages and currents defined in the 

center of TLM cell while the matrix of inverse cell areas 

and normalized curl matrix are represented as: 
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(3) 

where , ,X Y Z    are normalized spatial derivatives in 

x, y and z direction respectively.  

After applying the field circuit equivalences and 

defining free-current vectors, free current density terms 

are formed as: 
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 (4) 

Vector matrix form of time derivative field term is 

established by transforming time derivative operator 
t




: 
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by defining the matrix of inverse cell length 1
  as: 
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and introducing parameter t as the time-step adjustment 

factor so that: 
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Compact notation of electric and magnetic 

conductivity terms is defined in order to represent them 

as: 
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  (8) 

Time derivative susceptibility term in normalized 

form yields: 

 

0

0

1
0 0

1

/

/

/ / 02
.

0

e r

r m

e r
t

r m

c
E

c Ht

V

iT

  

  

   


 





 
      

   
 

                      
   

 (9) 

ACES JOURNAL, Vol. 34, No. 1, January 20192



Using expressions above along with defining 

background susceptibilities matrix, 

12
1,t
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


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 (10) 

where 1  is identity matrix, a normalized form of 

Maxwell’s equations is assembled as: 
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(11) 

Approximating the normalized partial derivations  

in the curl matrix using the finite-differences of the 

voltages and currents on the surface of the TLM cell  

and applying the transformation to the travelling wave 

format as explained in [3], (11) can be written as:  
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 (12) 

Defining the left-side of (12) as the excitation vector 

and introducing an effective susceptibility matrix as: 
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(13) 

the final form of discrete-time solution of Maxwell’s 

equations can be obtained as: 
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Previous expression can also be written as: 
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where  T  is conductivity matrix and  M T  general 

material matrix, which also may contain some time 

dependent elements indicated explicitly with (T). 

 
0

( )
0

e

m

g
T

r


 
 
 
 

,    ( ) .

eff eff
e r

eff eff
r m

M T

 

 

 
 


 
  

 (16) 

Using e.g., the bilinear Z-transform in the form 

   1 1/ 2 1 / 1T z z       (15) can be written as: 
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where z is a time shift operator. Additionally, matrix 

4 41 . 

In the modeling of matrices ( )z  or ( )M z  

containing causal time-dependent elements, the overall 

strategy is to shift the time-dependence back to the 

previous time-step by taking partial fraction expansions 

as explained in [3,4]: 
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III. COMPACT MODELING OF N-LAYER 

ANISOTROPIC MATERIAL  
Proposed approach for a simulation of thin 

anisotropic multilayer material is based on acquiring  

the co-polarized and cross-polarized reflection and 

transmission coefficients in order to derivate the compact 

model. Hence, it is possible to eliminate the need to 

apply a fine mesh for modeling of material itself and 

replace it with interior boundary condition incorporated 

into a coarse mesh. When applying the compact model, 

the required number of cells and simulation run-time are 

significantly reduced in comparison with the fine mesh 

simulations.  

The process of generating the compact model begins 

by numerically acquiring the co- and cross-polarized 

scattering parameters of thin anisotropic material by 

using the fine TLM mesh. Assuming that the thin 

anisotropic material is surrounded by air and placed in  

i-plane, the case of one-dimensional (1-D) propagation 

in i direction, with no coupling to the i-directed field 

components, has to be first considered. Two fine mesh 

time domain simulations have to be run with j- and  

k-polarized incident wave propagating in i direction, 

respectively. For each excitation, the incident field at the 

air-anisotropic material interface as well as the reflected 

and transmitted fields of appropriate polarization on both 

sides of this interface has to be recorded at each time-

step so that the co-polarized and cross-polarized reflection 

and transmission coefficients of air-anisotropic material 

interface can be obtained using the following equations 

(20) and (21), respectively: 
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where index k is used to mark incident, reflected or 

transmitted field of k polarization and index j is used  

to mark incident, reflected or transmitted field of j 

polarization. The remaining co-polarized and cross-

polarized reflection and transmission coefficients, S12 

and S22, can be found similarly considering j- and k-

polarized incident wave propagating in -i direction. 

After performing the Fourier transform and 

translating parameters from time to frequency domain, 

the vector fitting (VF) method [16-18] is used to calculate 

rational approximations of n-th order (NP poles) of 

obtained co-polarized and cross-polarized reflection and 

transmission coefficients as: 
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where ,
pr
pk ijs  and ,
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k ijC  are complex pole frequencies and 

residues, respectively, pr
ijNP  is a number of poles and 

 ( ) (11), (12), (21), (22)ij  ,  ( ) ( ),( ),( ),( )pr kk kj jk jj

. Applying the bilinear Z-transform results in discrete-

time representation of (22): 
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where PFE stands for partial fraction expansion, 
,

pr
k ijA ’s 

and ,
pr
k ijB ’s coefficients are real and the coefficients 

0,, , ,'
pr pr pr pr

ijk ij k ij k ijB B B A  . 

Digital filter-based compact model is then 

incorporated into the connection matrix of two TLM 

cells at which interface the anisotropic material is 

modeled as internal boundary condition (Fig. 1) so that: 
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refjk jj jjkkinc ref
j jk

V i V iV iS S S S

V iS S S SV i V i

       
        
               

(25) 

where the incident and reflected voltage pulses 

orientations are defined with the respect of center of the 

TLM cells.  

Considering that wave propagation can be observed 

along different axes of the Cartesian coordinate system, 

appropriate usage of TLM cell voltage pulses in (24) and 

(25) for each direction accordingly is provided in Table 

1.  
 

 
 

Fig. 1. Anisotropic n-layer material panel modeled as 

internal boundary condition. 

 

Table 1: Voltage pulses notation based on wave 

propagation in i direction 

, ,i j k

 

i x

 

i y

 

i z
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11V
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7V

 [ ]jV i

 

6V

 

4V

 

2V

 [ 1]jV i 

 

5V

 

3V

 

1V

  

IV. MODELING RESULTS 
The efficiency and accuracy of the compact 

modeling approach presented in section 3 is illustrated 

on two 2-D cases by using in-house developed TLM-Z 

code executed in MATLAB environment. 

 

A. Symmetrical case 

Thin single layered anisotropic material panel 

surrounded by air on both sides is placed in 2-D space 

(Fig. 2). Thickness of material is d=1 mm, isotropic 

relative permittivity has value of 5r   while the electric 

conductivity is anisotropic and described with matrix: 

 ,

xx xy xz

yx yy yz

zx zy zz

  

   

  

 
 

  
 
  

 (26) 

where 100yy yz zy zz        while the other matrix 

elements are equal to zero. 

In order to obtain the co-polarized and cross-

polarized reflection and transmission coefficients, as 

explained in section 3, an initial pulse of Gaussian form 

polarized first in z and then in y direction while 

propagating along the x axis was considered. 1-D Z-

TLM fine mesh consisting out of 210 cells in x direction 

(10 cells to accurately represent EM field inside of the 

material) was used. Smallest dimension in model (in this 

case material panel) have to be described with minimum 

x

y z

Vk[ ]i

Vj[ ]i

Vk[ ]i+1

Vj[ ]i+1
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5 cells and it is recommended to use at least 10 cells to 

represent minimum wavelength. Real and imaginary 

parts of co-polarized and cross-polarized reflection and 

transmission coefficients, obtained in such way are 

shown in Figs. 3 and 4. Due to symmetrical case, 

11 2211 22
yy yy zz zzS S S S   , 11 22 11 22

yz yz zy zy
S S S S   , 

12 2112 21
yy yy zz zzS S S S    and 12 21 12 21

yz yz zy zy
S S S S   . 

 

 
 

Fig. 2. Thin single layered anisotropic material placed in 

2-D space. 

 

 

 
 

Fig. 3. Real and imaginary part of co-polarized and 

cross-polarized reflection coefficients ( 11
yyS  and 11

yzS ) of 

thin single layered anisotropic material. 

 

Next, coefficients A and B, obtained by the VF 

method in order to approximate the obtained reflection 

and transmission coefficients, are given in Table 2.  

The rational approximations of 4-th order (number 

of poles NP = 4) is used to achieve needed accuracy.  

In [14] complex frequency dependence of reflection/ 

transmission curves demanded rational approximations 

of 24th order. This neither influenced stability of method 

nor reduced accuracy of results but considering that 

higher number of poles increases computational time it 

is recommended to find a proper balance. In some cases, 

reduction of frequency bandwidth in which the model  

is valid may reduce complexity of the approach and 

therefore can positively influence the modeling process. 

The approximated curves are shown also in Figs. 3 and 

4. 
 

 

 
 

Fig. 4. Real and imaginary part of co-polarized and 

cross-polarized transmission coefficients ( 12
yyS  and 12

yzS ) 

of thin single layered anisotropic material. 

 

Thin single layered anisotropic material placed in 2-

D space, as shown in Fig. 2, was considered in two ways: 

1) Conventional approach by using the fine Z-TLM 

mesh to describe material (10 cells per thickness);  

2) Proposed approach using coarse mesh and derived 

compact model placed at the position corresponding 

to the initial position of anisotropic material. 

Fine mesh was consisted out of 882x441x1 TLM 

cells. The number of time steps was 6300. Material is 

described with 10x441 cells while the rest of the cells are 

defined in areas filled with air. Excitation z-polarized 

source is placed at point marked as IN while electric field 

is observed in 3 different output points (OUT1, OUT2 

and OUT3). Boundaries of the mesh in x and y planes  

are defined as absorbing while wrapped boundary 

conditions are used in z plane. 

Compact model was incorporated into the coarse 

mesh with 42x21x1 cells. Cell size is increased to l=2.1 

mm in order to preserve same modeling space. In that 

way, the number of cells is significantly reduced from 

388962 cells, used in fine mesh, to only 882 cells (almost 

99.78% less required cells) and the number of time steps 

is reduced from 6300 to 600.  
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Time-domain values of the electric field components 

in 3 output points, obtained by using the fine mesh 

(dotted lines) and course mesh with incorporated 

compact model (solid lines) are shown in Fig. 5. A good 

agreement between these two results can be observed.  

 

 

 

 
 

Fig. 5. Time-domain values of electric field components 

in 3 output points for thin single layered anisotropic 

material. 

 

B. Asymmetrical case 

In the second 2-D case, the composite general 

anisotropic material (Fig. 6) consists out of two layers of 

thickness d1=d2=1 mm, isotropic relative permittivity 

5r  , and the anisotropic electric conductivities: 

 1

0 0 0

0 100 100 ,

0 100 100



 
 


 
  

 2

0 0 0

0 100 0 .

0 0 500



 
 


 
  

 (27) 

Overall dimensions and cell size of 1-D fine meshes, 

as well as 2-D fine mesh and 2-D coarse mesh with 

incorporated compact model, are the same as in 

previously described single layered model. 10 cells per 

thickness are used for each layer. 

 

 
 

Fig. 6. Thin double layered anisotropic material placed 

in 2-D space. 

 

Real and imaginary parts of some of co- and cross-

polarization reflection and transmission coefficients of 

thin doubly layered anisotropic material are shown in 

Figs. 7-10.  

Coefficients A and B, obtained by the VF method  

in order to approximate the obtained reflection and 

transmission coefficients, are given in Table 3. The 

approximated curves are shown also in Figs. 7-10.  

 

 

 
 

Fig. 7. Real and imaginary parts of co-polarized and 

cross-polarized reflection coefficients ( 11
yy

S  and 11
yz

S ) of 

thin double layered anisotropic material. 
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Table 2: Coefficients used in (24) for compact representation of scattering parameters of single layered anisotropic 

material 

Coefficient 11 22 11 22

yy yy zz zzS S S S    
11 22 11 22

yz yz zy zyS S S S    
12 21 12 21

yy yy zz zzS S S S    
12 21 12 21

yz yz zy zyS S S S    

B0 -0.30415 -0.30415 0.063009 -0.06914 

Bprim 

-0.19535 -0.19534 0.271142 -0.24547 

0.454817 0.454811 -0.30291 0.099353 

-0.33921 -0.3392 -0.11521 0.07618 

0.079605 0.079601 0.150994 0.023792 

A 

1 1 1 1 

-2.02082 -2.02079 -1.94979 -1.40735 

0.942684 0.942647 1.278526 1.036736 

0.263883 0.263892 -0.48868 -0.65231 

-0.18501 -0.18501 0.168866 0.13335 

 

Table 3: Coefficients used in (24) for compact representation of scattering parameters of double layered anisotropic 

material 

Coefficient 11

yyS  11

zyS  11

yzS  11

yzS  12

yyS  
12

zyS  12

yzS  
12

zzS  

B0 -0.24811 -0.34991 -0.34991 -0.24751 -0.00064 -4.3E-05 0.000806 2.62E-05 

Bprim 

-0.36872 -0.05714 -0.05714 -0.36872 -0.00032 -5.1E-05 0.000567 3.32E-05 

0.938844 0.438528 0.438528 0.926638 0.002292 0.000184 -0.00276 -0.00011 

-0.8042 -0.68222 -0.68222 -0.77416 -0.00338 -0.00023 0.002462 0.000132 

0.232546 0.301308 0.301308 0.215514 0.001415 9.24E-05 -0.00028 -4.9E-05 

A 

1 1 1 1 1 1 1 1 

-3.03142 -2.0778 -2.0778 -3.00084 -3.36594 -3.5849 -2.69801 -3.51673 

3.418113 1.169718 1.169718 3.328296 4.257562 4.825226 2.615658 4.658698 

-1.69193 -0.03519 -0.03519 -1.61464 -2.40398 -2.89129 -1.06807 -2.75777 

0.30736 -0.05533 -0.05533 0.288149 0.512677 0.65106 0.152168 0.616004 

Coefficient 22

yyS  
22

zyS  
22

yzS  
22

zzS  
21

yyS  
21

zyS  
21

yzS  
21

zzS  

B0 -0.53567 9.19E-06 9.19E-06 -0.66253 -0.00064 0.000806 -4.3E-05 2.62E-05 

Bprim 

-0.40885 2.38E-05 2.38E-05 -0.39397 -0.00032 0.000567 -5.1E-05 3.32E-05 

1.018796 -5.4E-05 -5.4E-05 1.023097 0.002292 -0.00276 0.000184 -0.00011 

-0.83547 3.66E-05 3.66E-05 -0.8784 -0.00338 0.002462 -0.00023 0.000132 

0.224896 -6.4E-06 -6.4E-06 0.24896 0.001415 -0.00028 9.24E-05 -4.9E-05 

A 

1 1 1 1 1 1 1 1 

-2.29451 -3.62786 -3.62786 -2.21122 -3.36594 -2.69801 -3.5849 -3.51673 

1.48577 4.920007 4.920007 1.193826 4.257562 2.615658 4.825226 4.658698 

-0.02709 -2.95467 -2.95467 0.291451 -2.40398 -1.06807 -2.89129 -2.75777 

-0.16274 0.662553 0.662553 -0.2731 0.512677 0.152168 0.65106 0.616004 
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Fig. 8. Real and imaginary parts of co-polarized and 

cross-polarized transmission coefficients ( 12
yy

S  and 12
yz

S ) 

of thin double layered anisotropic material. 

 

 

 
 

Fig. 9. Real and imaginary parts of co-polarized and 

cross-polarized reflection coefficients ( 22
yy

S  and 22
yz

S ) of 

thin double layered anisotropic material. 
 

Time-domain values of the electric field 

components in 3 output points, obtained by using the fine 

mesh (dotted lines) and course mesh with incorporated 

compact model (solid lines) are shown in Fig. 11. Results 

from point OUT3 for z component of electric field are 

shown separately for presentation purposes, because 

output values acquired in third point are much higher 

than results from first two points. A good agreement 

between these two results can be observed. 
 

 

 
 

Fig. 10. Real and imaginary parts of co-polarized and 

cross-polarized transmission coefficients ( 21
yy

S  and 21
yz

S ) 

of thin double layered anisotropic material. 
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Fig. 11. Time-domain values of electric field components 

in 3 output points for thin double layered anisotropic 

material. 

 

V. CONCLUSION 
Efficient TLM based approach for compact 

modeling of anisotropic materials and composites is 

presented in this paper. Major advantage of this approach 

is significant reduction (over 99%) of mesh required for 

material modeling, which directly reduce computational 

costs and time. This can be very useful when modeling 

of thin multi-layered anisotropic material panels and 

structures. In future work, a proposed approach can be 

potentially applied for efficient modeling of anisotropic 

media in 3-D space. 
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Abstract ─ The bottleneck of the spatial partitioning for 

parallelizing the multilevel fast multipole algorithm 

(MLFMA) lies in higher levels of the tree, at which 

boxes are usually fewer than parallel processors, yielding 

a serious load imbalance. To solve the bottleneck, the 

higher levels of the tree are truncated to generate plenty 

of subtrees, which are distributed among processors to 

facilitate balancing the work load. At the coarsest level, 

the communication volume during translation between 

far-away processors is drastically reduced by adopting the 

far-field approximation. Therefore, the communication 

mainly occurs between nearby processors, which is 

favorable for modern computing clusters. In comparison 

with the parallel strategies that hybridize the spatial 

partitioning with the k-space partitioning, the proposed 

approach is more straightforward and shows good 

scalability. 

 

Index Terms ─ Multilevel fast multipole algorithm 

(MLFMA), parallelization, reduced communication, 

spatial partitioning, subtrees. 
 

I. INTRODUCTION 
The multilevel fast multipole algorithm (MLFMA) 

is widely applied in the electromagnetic scattering 

analysis of electrically large objects. During last decade, 

high performance computing techniques have been used 

in order to boost its performance by designing efficient 

parallel strategies. Due to the use of a tree-like structure 

in the spatial domain and plane-wave expansions in  

the spectral (k-space) domain, the parallelization of 

MLFMA is much more complicated compared with 

other numerical methods such as the method of moments 

(MoM) [1] and the finite-difference time-domain 

(FDTD) method [2, 3]. Generally, researchers use two 

basic strategies when parallelizing MLFMA: the spatial 

partitioning (SP) and the k-space partitioning. When 

going up from the finest level to the coarsest level of the 

tree, the number of spatial boxes gradually decreases 

from 𝑂(𝑁) to 𝑂(1), but the number of plane waves or  

k-space samples, by contrary, increases from 𝑂(1)  to 

𝑂(𝑁) , where 𝑁  is the number of unknowns. When a 

large number of parallel processors are used, it is very 

difficult to achieve good load balance through a simple 

use of one of the strategies. 

Therefore, to achieve high scalability, a commonly 

used method is to combine the aforementioned strategies 

in a hybrid manner [4, 5] or in a more efficient 

hierarchical manner [6–8]. As an efficient alternative, 

the MLFMA with the fast Fourier transform (FFT) was 

parallelized to keep up with the modern computational 

resources with mixed (shared/distributed) memory 

architectures and achieved very high parallel efficiency 

using MPI combined with OpenMP [9]. It takes 

advantage of the high scalability behavior of the fast 

multipole method (FMM)-FFT for the distributed-

memory computations implemented at the coarsest level, 

while the algorithmic efficiency of the MLFMA benefits 

the shared-memory computations at finer levels. Internode 

communications are only required at the coarsest level, 

where all-to-all communications are carried out to 

accomplish the transfer between the two basic strategies. 

It is worth noting that all-to-all communication is one of 

the most demanding and the least scalable MPI collective 

operation, and thus the operation needs to be implemented 

very carefully.  

Although the combination of the two basic strategies 

improves the scalability of the parallel MLFMA, it 

increases the difficulty in algorithm design and results in 

complex coding. Recently, a parallel discontinuous 

Galerkin boundary element method (DG-BEM) has been 

developed [10], which employs a graph partitioning 

library METIS to partition the entire computational 

domain into subdomains with nearly equal number  

of unknowns. The number of subdomains is kept 

proportional to the number of processors with the help of 

METIS, and thus, subdomains as well as unknowns are 

approximately uniformly distributed among processors. 
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This can be referred to as a spatial partitioning 

parallelization strategy. However, independent octrees 

created for all subdomains may have different numbers 

of levels and multipoles because of various diameters of 

subdomains, possibly resulting in unbalanced loads 

among processors. Besides, it is complicated to deal with 

radiation coupling among subdomains due to overlap or 

intersection of these octrees.  

To develop a simpler and more efficient algorithm, 

we remove higher levels of the tree and move the 

coarsest level down to a level where the number of boxes 

is larger than the number of processors, and then 

uniformly distribute those boxes and the consequent 

subtrees among processors, facilitating the load balance. 

It is worth emphasizing that moving down the coarsest 

level may cause the computational complexity to 

increase higher than 𝑂(𝑁log𝑁). Meanwhile, given the 

fact that communication latencies are higher between 

far-away processes than between nearby processes  

in modern parallel computers, we use the far-field 

approximation to drastically reduce both the 

computational complexity and the communication 

volume between far-away processes during translation  

at the coarsest level. In other words, most of the 

communication volume is kept localized in a 

neighborhood. Note that we map nearby and far-away 

message passing interface (MPI) processes to nearby and 

far-way processors, respectively.  

The proposed method bears some similarity to the 

parallel MLFMA-FFT and DG-BEM, where plenty of 

subtrees or subdomains are generated and distributed 

among processes. However, it differs in the following 

manner: (a) its communication pattern better fits with 

non-uniform network latencies in high performance 

computing clusters; and (b) its computational complexity 

is able to reach as low as the conventional MLFMA 

when the coarsest level and far-field criterion are 

properly chosen.  

This paper is organized as follows: in Section II,  

the improved SP strategy and its implementation are 

described. Next, in Section III, the parallel efficiency is 

investigated, and an application including a multiscale 

ship model is proposed, followed by the conclusion in 

Section IV.  
 

II. PARALLELIZATION 

A. Spatial partitioning based on a truncated tree 

In a typical MLFMA, a tree with 𝑂(log𝑁) levels is 

established by recursively grouping or subdividing the 𝑁 

unknowns, as illustrated in Fig. 1. The one-buffer-box 

criterion is utilized, and the coarsest level 𝐿𝑐 is usually 

set at Level 2 to make the algorithm efficient. Obviously, 

there are not enough boxes at higher levels to be 

distributed to a large number of processes, yielding an 

unbalanced work load among processes at these levels. 

A straightforward method to solve this issue is to move 

𝐿𝑐 down to a level at which the boxes become more than 

the processes. At this new coarsest level, the boxes are 

now enough to be distributed to processes, and the 

interactions between increasing far boxes are taken into 

account by using FMM. As an example, shown in Fig. 1, 

𝐿𝑐 is set at Level 4 instead of Level 2; in this case, there 

are ten coarsest boxes distributed to four processes  

as well as their descendants. It is worth noting that  

the operation of moving down the coarsest level is 

equivalent to truncating the higher levels of a MLFMA 

tree, which generates many subtrees below the coarsest 

level. Given the load balance, it is easier to distribute 

these shallower subtrees than distribute a single deeper 

tree to processes. 

 

 
 

Fig. 1. Illustration of a tree in MLFMA. By moving the 

coarsest level down to Level 4, the boxes denoted by A–

J with their descendants form plenty of subtrees, which 

are distributed to four processes P0–P3. 

 

B. Reduced communication between far-away 

processes during translation 

Nowadays, the communication between processes 

has become an important factor in determining the 

parallel performance of electromagnetic codes, especially 

in supercomputer environments. Even for a relatively 

moderate machine size, messages might travel a large 

number of hops on average [11]. The hop count refers  

to the number of intermediate devices through which 

data must pass between source and destination [12].  

For modern mixed memory computing clusters, 

communications among processors belonging to the 

same computing node are significantly faster than those 

among processors located in different machines [6]. 

Therefore, a desirable task is to map the communicating 

processes using a nearby processors criterion.  

Let us refer the coarsest level boxes, marked in dark 

blue in Fig. 1, as the observation boxes. With one-buffer-

box criterion taken into account, if an observation box 

and its near-neighbor source boxes with their descendants 

are located in the same process, the communication 

during the aggregation and disaggregation phases can  

be completely avoided at the expense of some data 

replication [9]. However, due to the use of FMM at the 
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coarsest level, the communication during the translation 

phase becomes very expensive, especially when one 

process communicates with its far-away neighbors to 

deal with the far interaction boxes.  

It is noticed that, when a source box is far enough 

from an observation box, only one k-space direction  

of the translator contributes mostly to the interaction of 

the two boxes, whereas the other directions can be 

negligible. That direction points directly from the source 

box to the observation box, as illustrated in Fig. 2. In 

order to use this far-field approximation, the distance 𝑅 

between the two boxes should satisfy [13]: 

  𝑅 > 3𝛾√𝐷𝑥
2 + 𝐷𝑦

2 + 𝐷𝑧
2,              (1) 

where 𝐷𝑥,𝑦,𝑧  is the side lengths of the box and 𝛾 ≥ 1. 

Consequently, the number of k-space samples for a 

translator is reduced from 2𝐿2  to 1, where 𝐿  is the 

number of terms in the addition theorem for FMM and 

proportional to the box size. Thus, if two far interaction 

boxes are distributed to different processes, the 

communication volume is also reduced from 2𝐿2 to 1.  

 

 
 

Fig. 2. Translation between two far interaction boxes J 

(source box) and D (observation box). The red arrow 

denotes the translator component along the direction 

from the source box to the observation box, and the black 

arrows denote other components.  

 

According to the one-buffer-box criterion and Eq. 

(1), for an observation box at the coarsest level, its  

source boxes are classified into three types: near-region, 

resonant-region and far-field boxes, as shown in Fig. 3. 

The contribution from the near-region boxes is computed 

using MLFMA at lower levels, in the case of the resonant-

region boxes, the contribution is computed using FMM, 

meanwhile for the last kind of boxes, the contribution is 

computed using the far-field approximation. When the 

number of boxes 𝑀 is approximately 𝑁0.5 at the coarsest 

level, the computational cost of the method can be as  

low as 0.5𝑁log(𝑁)  comparing with the conventional 

MLFMA, if 𝑁  is very large [13]. However, as the  

value of 𝛾  increases at the coarsest level, more boxes  

are handled using FMM, resulting in increasing 

computational complexity and communication volume 

among processes. To achieve low complexity and high 

performance, a relatively small 𝛾  is preferred for the 

method. Given the above-mentioned factors, the coarsest 

level is commonly selected in such a way in which  
𝑀 ≈ 𝑁0.5, and thus the number of processes 𝑃 is bounded 

by 𝑂(𝑁0.5) . Assume that each process is attributed 

𝑂(𝑁0.5) 𝑃⁄  coarsest boxes and each box has 𝑂(𝑁0.5) k-

space samples. At the coarsest level, the communication 

volume is 𝑂(𝑁) 𝑃⁄  during full translation between two 

processes, whereas it is reduced to 𝑂(𝑁) 𝑃2⁄  by utilizing 

the far-field approximation. It is worth noting that the 

method will be more expensive than the conventional 

MLFMA if 𝑀 ≈ 𝑁0.5, when 𝑁 is small. In this case, the 

coarsest level is usually slightly moved down to a level 

at which 𝑀 < 𝑁0.5. In other words, the method might 

become inefficient if 𝑁 is small or 𝛾 is large.  

 

 

Fig. 3. Illustration of three types of source boxes for 

observation box D at the coarsest level (Level 4). Green 

boxes are near-region boxes, yellow ones are resonant-

region boxes, and blue ones are far-field boxes.  

 

C. Implementation detail 

Distributing the coarsest boxes or subtrees equally 

among processes may fail to provide good load balance 

because the amount of work per box is not constant. This 

distribution scheme can be improved by considering the 

estimated amount of work per box, as was done in [9]. 

For convenience, more sophisticated distributions are 

not taken into account herein.  

In a typical MLFMA with one-buffer-box criterion, 

the number of translators stored at each level can be 

reduced by exploiting the symmetries associated with 

translators [14]. However, as 𝛾 increases in Eq. (1), the 

number of translators required also increases, resulting 

in a larger memory footprint. Hence, translators are 

interpolated at the coarsest level by using Lagrange 

polynomial interpolation with six points and five times 

the required sampling rates [15], whereas at the lower 

levels, the translators are stored in memory with the 

symmetries taken into account.  

For the sake of communication during translation, 

we build two interaction lists in each process at the 

coarsest level: one for resonate-region boxes and the 

other one for far-field boxes. The former contains box 

indices, and each process sends and receives full 

outgoing plane-wave expansions. Given a large amount 

of the data, we exchange them in blocks to reduce the 

number of communication calls. The latter contains  

box indices and the corresponding k-space directions, 

exchanging them in one block by using one 

communication call. Four directions are used for 

calculating the translator because we use four-point 

interpolation. To minimize latency, the MPI non-blocking 

communication is performed to overlap communication 
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and computation. Note that all communications occur 

during translation, but aggregation and disaggregation 

require no communication.  

During the solution procedure, we can solve the 

equation by using a Krylov space solver. Alternatively, 

we can iteratively solve the equation associated with 

each subtree firstly and then consider the coupling 

among subtrees or coarsest boxes through outer iterations. 

This inner-outer iterative manner has been utilized in 

domain decomposition methods [10]. In addition, the use 

of a few plane waves to compute the coupling between 

two far-field coarsest boxes is similar to using the ray-

tracing method to take account of the coupling [16]. It is 

noted that the proposed method has higher numerical 

accuracy than that in [16] due to the rigorous 

computation of the coupling between near-region and 

resonant-region coarsest boxes.  

To accelerate the iterative convergence rate, a basis-

function neighbor preconditioner is employed rather 

than the commonly used block diagonal preconditioner. 

For a given basis function, its neighbor basis functions 

within a certain distance are collected to create the 

preconditioner [17]. Because the basis-function neighbor 

preconditioner is built independently for each basis 

function, it can be efficiently implemented in parallel. 

 

III. NUMERICAL EXAMPLES 
In order to investigate the strong scalability of the 

proposed method, the scattering analysis of a conducting 

sphere is carried out. Then a ship model is simulated to 

demonstrate the efficiency of the method in computation 

of bistatic radar cross section (RCS). The models are 

formulated by the combined field integral equation 

(CFIE) with a combination factor 0.5 and discretized 

using the RWG basis functions [18]. The parallel 

generalized minimal residual (GMRES) method combined 

with a basis-function neighbor preconditioner is selected 

as the iterative solver. The computational platform has 

16 computing nodes, each of which is configured with 

four 18-core 2.3 GHz CPUs and 192 GB memory. The 

nodes are connected by a 100 Gb/s network.  

 

A. Scattering from a sphere model 

The scattering analysis of a conducting sphere  

of diameter 266.6𝜆  is computed to test the parallel 

efficiency of the algorithm, where 𝜆  is the free-space 

wavelength. The model is discretized into 58327428 

unknowns. In this case, a ten-level MLFMA is used with 

an edge length for the finest box of 0.25𝜆.  

In order to demonstrate the correctness of the 

proposed method, a comparison of the bistatic RCS with 

the analytical solution (Mie series) has been carried out. 

The simulation parameters for the proposed method are 

𝛾 equal to 3 and 𝐿𝑐 set to 4. The residual for iterations is 

set to 0.001. Figure 4 shows the comparison where a very 

good agreement is appreciated. However, if 𝛾 were to be 

reduced, the results would not be so accurate since the 

far-field approximation might be used in some resonate-

region boxes. Readers are referred to [13] for an in- 

depth discussion about the accuracy of the far-field 

approximation. 

The scattering analysis of the conducting sphere has 

been carried out by increasing the number of processes 

and calculating its parallel efficiency. The computational 

time employed in performing one MVP for the proposed 

spatial partitioning (SP) technique is given in Table 1, 

and the memory requirement is approximately 893.04 

GB. According to the definition of speedup and parallel 

efficiency [8], the reference number of process should  

be set to 1. With consideration of the MVP time and 

memory requirement of the algorithm, it is reasonable to 

set a moderately larger number of processes as in [6]. In 

this example, it is set to 32. As seen from Table 1, the 

proposed strategy is able to achieve high parallel 

efficiency comparable to the hybrid and hierarchical 

strategies in [4, 6].  

 

 
 

Fig. 4. Bistatic RCS comparison for a conducting sphere 

of diameter 266.6𝜆  (VV polarization, for vertical 

transmitting and vertical receiving). A ten-level MLFMA 

is used, 𝐿𝑐 is 4, and 𝛾 is chosen as 3.  
 

Table 1: Strong scalability for one matrix-vector product 

in simulating the sphere when 𝐿𝑐 is 4 and 𝛾 is 3 

CPU 

Cores 

MVP 

Time (s) 
Speedup 

Parallel 

Efficiency (%) 

32 756.44 1.00 100.00 

288 94.13 8.04 89.29 

576 54.56 13.86 77.02 

1152 32.89 23.00 63.89 
 

It is noted that the maximum number of processes is 

limited by the number of boxes at the coarsest level in 

the proposed strategy. In this example, the maximum 

number of processes is 1152, which is slightly smaller 

than the number of boxes 1160. In order to improve the 

scalability of the proposed strategy, the coarsest level 

should be moved down to lower levels, where more 
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coarsest boxes can be obtained. This is equivalent to 

transfer from coarser-grained parallelism to finer-grained 

parallelism, facilitating load balance and scalability. 

However, it is possible that moving down the coarsest 

level might increase the computational complexity of  

the algorithm. To ensure high numerical accuracy  

and efficiency of the method, one has to set suitable 

parameters 𝐿𝑐 and 𝛾, as discussed in Section II. B.  
 

B. Scattering from a multiscale ship model 

The second example consists of the scattering 

analysis of a conducting ship model. The model is 167 m 

long, 19 m wide and 34.7 m high, as shown in Fig. 5.  

The bistatic RCS is computed at 1 GHz to verify the 

accuracy of the proposed SP strategy. The number of 

unknowns is 21772044 in this case. Figure 6 illustrates 

the results for this analysis where a comparison with  

the parallel MLFMA has been carried out [8]. Both 

results present a good agreement. The proposed method 

converges to 0.01 with 51 iterations, and it takes 920.12 s 

and needs 306.38 GB memory in total when 𝑃 = 1152. 

The time for computing one MVP is 16.00 s and the 

parallel efficiency relative to 32 cores is 60.28% (the 

MVP time is 347.21 s when 𝑃 = 32).  
 

 
 

Fig. 5. Conducting ship model with dimensions of 167 m 

× 19 m × 34.7 m. 
 

 
 

Fig. 6. Bistatic RCS comparison for the ship (VV 

polarization) at 1 GHz. A plane wave of frequency  

1 GHz is incident at 𝜃inc = 55.5° and 𝜙inc = 0°, and the 

observation directions are set as 0° ≤ θscat ≤ 90° and 

𝜙scat = 0°. An eleven-level MLFMA is used. 𝐿𝑐  is 7, 

and 𝛾 is chosen as 4. 

We then consider the scattering analysis of the ship 

at a higher frequency 2.3 GHz. The electrical length of 

the ship is 1280.3𝜆  and discretization of its model 

generates 115444341 unknowns, which is approximately 

five times the unknowns at 1 GHz. The total solution 

time is 4121.94 s and the memory requirement is 

1495.09 GB when 1152 cores are used. The time for 

carrying one MVP is 72.81 s, approximately five times 

the MVP time at 1 GHz. In addition, the memory 

requirement is also about five times the memory at 1 

GHz. This implies that the complexity of the present 

method is approximate 𝑁log(𝑁). The bistatic RCS curve 

is plotted in Fig. 7.  
 

 

 

Fig. 7. Bistatic RCS comparison for the ship (VV 

polarization) at 2.3 GHz. The incident angle and the 

observation directions are the same as those in Fig. 6. A 

twelve-level MLFMA is used. 𝐿𝑐 is 7, and 𝛾 is chosen as 

4. 
 

IV. CONCLUSION 
The scalability of the spatial partitioning strategy  

for parallelizing MLFMA is improved from 𝑂(1)  to 

𝑂(𝑁0.5) processes by properly setting the coarsest level. 

Because of the important role of communication in 

determining performance of parallel algorithms, the  

far-field approximation is employed to reduce the 

communication volume between far-away processes 

during translation at the coarsest level, and hence, most 

of the communication volume occurs between nearby 

processes that are mapped to nearby processors. The 

proposed algorithm can be referred to as a network 

topology aware algorithm. In addition, the proposed 

strategy can be combined with the k-space partitioning 

strategy to achieve better scalability.  
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Abstract ─ In this paper, a numerical study is proposed 

to evaluate the temperature variation in the human ocular 

tissues during the electromagnetic radiation exposure 

from wireless eyewear device. The results show that the 

temperature in the whole eyeball increases gradually as 

the exposure time goes on and could reach the thermal 

steady state at about 30 minutes. During this process,  

the temperature increments in different ocular tissues  

are between 1.1℃ and 1.7℃. The results also show the 

maximal ratio of temperature increments in the initial 5 

and 10 minutes to that of the whole steady state could 

reach to 42.9% and 69.2%, respectively. Therefore, we 

believe that electromagnetic radiation from wireless 

eyewear device might pose a threat on the health of the 

human eyes. People should decrease the talk time as  

soon as possible to protect their eyes from the possible 

health hazards. Finally, attention is paid to evaluate  

the relationship between the maximal SAR and the 

temperature increments. The results show the temperature 

increments do not increase in direct proportion to the 

maximal SAR, which indicates that the maximal SAR 

and the temperature increments should be taken into 

account simultaneously while evaluating the biological 

effect of microwave on the ocular tissues. 

 

Index Terms ─ FDTD, ocular tissues, temperature, 

wireless eyewear device. 
 

I. INTRODUCTION 
With the rapid development of the mobile 

communication technology, increasing interest has  

been paid to the wireless eyewear devices (EyeTrek 

Insight Smart glasses, Mad Gaze X5 and so on) [1-2]. 

Nevertheless, continuous and longtime electromagnetic 

(EM) radiation from the wireless devices close to the 

human head might give rise to adverse physiological 

damage, such as headache and insomnia [3-6]. It even 

has been considered as the cause of cancer [7]. 

International organizations such as IEEE [8] and ICNIRP 

[9] have established the safety standards to protect 

human health from the EM exposures. The existing 

standards, however, only use the Specific Absorption 

Rate (SAR) which is defined as the absorption rate  

of EM power per unit mass to describe the extremely 

complex interaction between EM waves and human 

biological tissue. Moreover, the maximal SAR limits  

are not obtained by a precise quantitative process but  

just expert opinion which is designed to protect human 

body from adverse effects induced by the temperature 

elevation larger than the safety threshold of 1°C resulting 

from acute exposures. Hence, systematic quantitative 

research related with other parameters such as temperature, 

absorbed power and radiation frequency should be done 

[7, 10, 11]. Among them, temperature, in particular, 

might directly lead to physiological effects and damage. 

For example, brain lesions and blood chemistry change 

might happen when the temperature increments are 

between 1℃ and 5℃. Even 1℃ temperature elevation also 

might give rise to altered production of hormones and 

suppressed immune response [12]. Therefore, it is 

necessary to evaluate the temperature elevation due to 

wireless eyewear device [2]. 

There are many valuable researches that have 

evaluated the temperature rise in the human body during 

the EM exposure from wireless devices [13-20]. For 

example, Takei et al. [13] had evaluated the temperature 

elevation in pregnant women exposed to radiation of 

mobile phone. The results showed that the maximum 

temperature increments in fetuses were only half of those 

in pregnant women. Morimoto et al. [14] had studied the 

correlation between the peak SAR and temperature rise 

in the human head in the frequency range from 1 GHz to 

30 GHz. Strong relationships were found between SAR 

and temperature rise by different algorithms. Diao et al. 

[15] had evaluated the influence of palpebral fissure on 

the variations in temperature elevation in human eyes 

under plane wave EM exposures. Results showed that 

the changes in the palpebral fissure would induce a 0.23 

°C variation in the maximum temperature elevation in 

the human lens. Li et al. [16] had demonstrated that the 

elongated ocular axial length could not give rise to the 

significant temperature rise in human eyes. Van Rhoon 

et al. [17] had determined the limits of thermal dose for 

MR exposure by investigating the temperature elevation 
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in the brain. Buccella et al. [18] had evaluated the effects 

of different radio frequency sources on the SAR and 

temperature increments in the human eyes and found the 

maximum temperature elevation in the lens could reach 

to 1.6℃. Van Leeuwen et al. [19] found the maximal 

temperature elevation of 0.11°C in the human brain 

when people use the mobile phone with 0.25 W radiated 

power. Wang et al. [20] had evaluated the temperature 

rise in the human brain exposed to the mobile phone  

and found the temperature increments of the peak 

temperature is 0.06℃ and 0.02℃ under the maximal EM 

radiation dose of IEEE guidelines and ICNIRP standards. 

So far, a few studies [2, 10, 21] have also been done to 

evaluate the influence of EM radiation of wireless eyewear 

device on the human body. They, however, mainly focus 

on the SAR and the absorbed power in the human head.  

Based on the above reasons, this paper would 

mainly evaluate the temperature elevation in the human 

head during the EM exposure from wireless eyewear 

device. We would mainly focus on the human ocular 

tissues because they are more sensitive to EM fields [4, 

22]. This is because eyes, unlike other tissues with the 

protection of skin, fat and so on, are directly exposed to 

the EM radiation. Meanwhile, eyes could not dissipate 

the heat timely induced by the EM thermal effects due  

to the lower blood flow. Thirdly, once ocular tissues are 

damaged, they could not return to be healthy because 

human ocular tissues except the cornea lack the self-

renewal ability. A three-dimensional anatomical CAD 

human head model is established in this paper, which 

consists of skin, fat, brain and eyeballs including eight 

kinds of tissues. We designed a printed coupling element 

(CE) antenna to act as the wireless eyewear device. It 

covers 0.75-0.93 with a -6dB S11. A metallic glasses 

model is established to support the wireless eyewear 

device. The calculated results, in this paper, could 

provide valuable data for the establishment of related 

safety standards and future researches in the biological 

effect of microwave and human eyes. 
 

II. SIMULATION MODELS AND 

MATERIALS 
A. Head model 

To evaluate the temperature elevation in the  

human ocular tissues, a three-dimensional anatomical 

CAD human head model, in this paper, is established. 

This model is shown in Fig. 1 which comprises of  

skin, fat, brain and eyeball. Comparing with the Visible 

Human Project or Magnetic Resonance Imaging model, 

the CAD model could provide the higher resolution to 

precisely characterize the eyeball with complex structure. 

Figure 2 shows the cross-section of eyeball which is 

made of eight kinds of ocular tissues.  

The dielectric properties at 0.915GHz and density 

corresponding to variety of biological tissues for the 

following calculation are displayed in Table 1 [22-32].  

εr and σ represent the relative dielectric constant and 

conductivity, respectively. The thermal parameters of 

the tissues used in this study are given in Table 2, which 

are obtained from those in [30, 33]. C and K represent 

specific heat and thermal conductivity, respectively. A  
is the basal metabolic rate. B is associated with blood 

perfusion. The new blood perfusion and metabolic  

rate of retina are used here. From these data, it could  

be found choroid has the highest blood perfusion and 

metabolic rate among the ocular tissues due to its high 

vascularization. Because of the continual photoreceptor 

requirement for vision, retina, as well, has the relative 

higher metabolic rate.  

 

 
 
Fig. 1. Human head model. 

 

 
 

Fig. 2. Cross-section of eyeball. 

 

Table 1. The dielectric properties and density of tissues 

in the human head model 

Biomaterial εr σ (S/m) ρ (kg/m3) 

Cornea 51.5 1.9 1050 

Iris 55 1.18 1040 

Air 1 0 0.0016 

Skin 45 0.97 1100 

Choroid 55 2.3 1000 

Lens 44 0.8 1150 

Sclera 51 1.13 1020 

Aqucous Humor 74 1.97 1010 

Vitreous Body 67 1.68 1030 

Retina 57 1.17 1000 

Fat 15 0.35 920 
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Table 2: Thermal properties of tissues 

 
B. Glasses model 

The wireless eyewear device is usually placed on 

one side of the eye by fixing on the glasses, ear and so 

on. Glasses is always selected as the main choice due to 

the reason that myopia as a typical epidemic has higher 

morbidity rate around the world. It is predicted that there 

will be 2.5 billion people with myopia by 2020 [34]. 

Therefore, maybe half of wireless eyewear device users 

would choose glasses. The glasses model, used in this 

paper, is shown in Fig. 3. Compared with the previous 

research [2] that only considers the single metallic frame, 

this model includes spectacle frame, spectacle lens and 

nose pad. The distances between two arms are 155mm. 

The thickness of spectacle frame is 1 mm. Polyimide 

(εr=3.5, σ=0.03) and Glass (εr=4.82, σ=0.0054) are 

selected as the materials of nose pad and spectacle lens, 

respectively. The spectacle frame uses the metal material 

rather than the plastic for the following reasons. Firstly, 

the metal frame has good ductility and could not lose its 

form with daily use comparing with the plastic frame. It 

is more suitable for supporting the printed circuit board 

(PCB) of the eyewear device. Furthermore, the former 

study [35] had proved the variation in conductivity posed 

negligible variation to the SAR in the human head,  

hence this paper would use the copper as the material of 

spectacle frame. 

 

C. Antenna model 

As is shown in Fig. 4, a printed CE antenna designed 

for eyewear device [1, 2] is employed in this paper. The 

CE is on the one side of the FR4 PCB, which is adjacent 

to the eyes. The ground plane is printed on the other  

side of the PCB. The antenna is fed by a three-elements 

matching network which is comprised of a shunt capacitor 

and two series inductors. By adjusting the matching 

network, the antenna could be transformed into the 

desired operating band. The S11 is displayed in Fig. 5, 

which covers the 0.75-0.93GHz with a -6dB S11. The 

input power is 0.125W since a GSM terminal only  

transmits for one-eighth of the time. 

 

 
 

Fig. 3. Model of glasses. 

 

 
 

Fig. 4. Antenna model for eyewear device.   

 

III. CALCULATION METHODS 

A. EM modeling 

The electromagnetic problem is calculated by 

solving the time-harmonic Maxwell Equations based on 

the FDTD method [36-38]. The computational region  

is divided by regular hexahedron grids. The sub-grids 

method is used to obtain the finer resolution by inserting 

the small grids into the larger one. For ease of 

understanding, we introduce the sub-grids method used 

in the two-dimensional TE propagation mode. The 

discretized equations are as follows: 
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where E  and H  are the electric fields strength (V/m)  

and magnetic fields strength (A/m). i and k refer to the 

Cartesian coordinates x and z, respectively. Δt is the  

time step. Δx and Δz are the spatial step in the x and  

Biomaterial 
C 

(J/(kg ℃)) 

K 

(W/(m ℃)) 

A 

(W/m3) 

B 

(W/(℃ m3)) 

Cornea 4200 0.58 0 0 

Iris 4178 0.58 0 0 

Skin 3500 0.42 1000 9100 

Choroid 3900 0.51 20000 85000 

Lens 3000 0.4 0 0 

Sclera 4200 0.58 0 0 

Aqueous 

Humor 
3997 0.58 0 0 

Vitreous 

Body 
4178 0.58 0 0 

Retina 3700 0.56 2500 9500 

Fat 2500 0.25 180 520 
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z direction, respectively. On the basis of the sub-grids 

method, the fields across the interfaces between coarse 

grids and fine grids should be continuous. In addition, 

the local uniformity is vital to keep the same stability 

criterion. Thirdly, the grids ratio between coarse grids 

and fine grids should be equal to the time increment ratio.  

This paper uses the 0.2mm resolution for eyeball 

which could represent each ocular tissue with ultra-thin 

millimeter-scale membrane structure separately. The 

resolution of 0.5mm is used for the other parts of  

the human head tissues. The sub-grids method helps to 

achieve the required computational accuracy using as 

little computation load as possible [39]. The uniaxial 

perfectly matched layer boundary with 5 cells thick is 

used to truncate the computational domain. The relative 

accuracy is 10-5. 

 

 
 

Fig. 5. S11 of the antenna with head model shown in Fig. 

6 (L1=9.5nH, L2=11nH, C1=0.95PF). 

 

 
 
Fig. 6. Model of phone call state with glasses. 

 

B. Thermal modeling 

The temperature elevation inside the human head 

exposed to the EM fields from wireless eyewear device 

could be calculated by solving the Bioheat Equation 

[40]: 

𝐶(𝑟)𝜌(𝑟)
𝜕𝑇(𝑟,𝑡)

𝜕𝑡
= 𝛻 ∙ (𝐾(𝑟)𝛻𝑇(𝑟, 𝑡)) + 𝜌(𝑟) ∙

      𝑆𝐴𝑅(𝑟) + 𝐴(𝑟, 𝑡) − 𝐵(𝑟, 𝑡)(𝑇(𝑟, 𝑡) − 𝑇𝑏(𝑟, 𝑡)).    (4) 

It includes kinds of heat exchange mechanisms such as 

heat conduction, blood perfusion and EM heating. In 

Equation 4, ρ(r⃗) is the density in kg/m3. SAR (W/kg) is 

obtained by: 

  SAR(r⃗) =
𝝈|�⃗⃗⃗�(�⃗⃗�)|

𝟐

𝝆(�⃗⃗�)
,               (5) 

where E⃗⃗⃗ is the peak value of the electric fields strength 

vector. σ is the conductivity in S/m. To calculate SAR 

for 1 g, we add contributions of several Yee’s meshes to 

1 g around the cube of the maximum SAR (In this paper, 

all SAR refers to the SAR for 1 g.). r⃗  and t are the 

position vector and time, respectively. T(r⃗, t) and Tb(r⃗, t) 

represent the temperature of human tissues and blood, 

respectively. Tb(r⃗, t) is assumed to be constant of 37℃ 

due to the reason that the EM power absorption from 

eyewear device is much smaller than the metabolic heat 

power [41].  

The boundary conditions are applied on the interfaces 

of skin–air and cornea–air, which could be calculated by 

[42-43]:  

−𝐾(𝑟)
𝜕𝑇(𝑟,𝑡)

𝜕𝑛
= −𝐻(𝑇𝑠(𝑟, 𝑡) − 𝑇𝑒(𝑟, 𝑡)),        (6) 

where Ts(r⃗, t)  and Te(r⃗, t)  represent the surface 

temperature of the biological tissues and the temperature 

of air. The convection coefficient of skin–air and cornea–

air are assumed to be 10.5 and 20 (W/(m2℃)) under  

the condition of Te = ℃ takes into account the 

The forward Finite Difference scheme is adopted in 

solving the equation 4, as: 

𝑇(𝑟, 𝑡)𝑖,𝑗,𝑘
𝑛+1 =

𝐾(𝑟)

𝐶(𝑟)𝜌(𝑟)Δ2 Δ𝑡[𝑇(𝑟, 𝑡)𝑖−1,𝑗,𝑘
𝑛 +

𝑇(𝑟, 𝑡)𝑖+1,𝑗,𝑘
𝑛 + 𝑇(𝑟, 𝑡)𝑖,𝑗−1,𝑘

𝑛 + 𝑇(𝑟, 𝑡)𝑖,𝑗+1,𝑘
𝑛 +

𝑇(𝑟, 𝑡)𝑖,𝑗,𝑘−1
𝑛 + 𝑇(𝑟, 𝑡)𝑖,𝑗,𝑘+1

𝑛 ] + 𝑇(𝑟, 𝑡)𝑖,𝑗,𝑘
𝑛 {1 −

(
𝑁𝑖𝐾(𝑟)

𝐶(𝑟)𝜌(𝑟)Δ2 +
𝑁𝑒𝐻

𝐶(𝑟)𝜌(𝑟)Δ
+

𝐵(𝑟,𝑡)

𝐶(𝑟)𝜌(𝑟)
)} △ 𝑡 +

𝑁𝑒𝐻△𝑡𝑇𝑒

𝐶(𝑟)𝜌(𝑟)Δ
+

                  
Δ𝑡

𝐶(𝑟)𝜌(𝑟)
[𝜌(𝑟)SAR(r⃗)𝑖,𝑗,𝑘 + A + 𝑇𝑏].            (7) 

Here, t

Δ is the spatial step. Ni and Ne represent the number 

of internal and external cells adjacent to the studied cell 

identified by i, j and k according to the Finite Difference 

notation. To ensure the stability of the algorithm, the 

Equation 7 must be satisfied in the whole computational 

domain: 

          Δ𝑡 ≤ (
𝑁𝑖𝐾(𝑟)

𝐶(𝑟)𝜌(𝑟)Δ2 +
𝑁𝑒𝐻

𝐶(𝑟)𝜌(𝑟)Δ
+

𝑁𝑒𝐻

𝐶(𝑟)𝜌(𝑟)Δ
)

−1

.       (8) 

This would lead to a long computational time when 

considering the thermal steady-state condition. But, in 

contrast, it needed much less computational resources 

than the FDTD calculation. 
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The initial temperature of the biological tissues 

without any EM field exposure is used to solve the 

bioheat equation. It could be obtained by the steady-state 

equation [40, 44-45]:                

 𝛻(𝐾𝛻𝑇) + 𝐴 − 𝐵(𝑇 − 𝑇𝑏) = 0.              (9) 

The Bioheat Equation is discretized by the same 

rectangular grids used in the FDTD calculations [46-47]. 

The iteration did not stop until the relative residual of the 

solution was less than 10−7.  

 

IV. RESULTS AND DISCUSSIONS  
We firstly evaluate the temperature variation in the 

ocular tissues during the EM exposure from wireless 

eyewear device. Fig. 7 shows the temperature distribution 

via two orthometric cross-sections (XY plane and YZ 

plane shown in Fig. 6) of eyeballs. We can see that the 

temperature in the whole eyeball increases gradually as 

the time goes on and reaches the steady state at about  

30 minutes. Moreover, the closer to the cornea–air 

boundary the location in the eyeball is, the lower the 

temperature is. The temperature differences increase 

gradually with the increasing time. This is mainly due to 

the reason of heat exchange on the cornea–air boundary 

induced by the temperature differences.  

We, as well, evaluate the temperature increments in 

the given time intervals (5 minutes) in the ocular tissues 

when people use the wireless eyewear device and  

show the results in the Table 3. We find the temperature 

increments of the maximal temperature in the ocular 

tissues are from 1.1℃ to 1.7℃ within 30 minutes. The 

results also show that the maximal ratio of temperature 

increments in the initial 5 and 10 minutes exposure time 

to that of the whole steady state could reach to 42.9% 

and 69.2%, respectively. Based on the above results, we 

believe EM exposure from wireless eyewear device may 

pose a threat on the health of the eyes, especially for  

the lens which suffer from the maximal temperature 

increments in the whole process to reach the steady state. 

Wireless eyewear device users should shorten the usage 

time as soon as possible to protect their eyes form the 

possible health hazards. The calculated results could 

provide valuable data for the establishment of related 

safety standards for wireless eyewear device. 

Finally, this paper evaluates the relationship between 

the maximal SAR [21] and the temperature increments 

(in 30 minutes) in the ocular tissues during the EM 

exposure from wireless eyewear device. The computed 

results are shown in Fig. 8. We find that the temperature 

increments do not increase in direct proportion to the 

maximal SAR. On the contrary, the ocular tissues such 

as lens with the least value of the maximal SAR have the 

maximal temperature increments. This is because the 

temperature increments are the complex process with 

many factors involved. Not only does it depend on the 

SAR, the material properties and structure parameters  

of the ocular tissues, but also the heat flow among the 

tissues. Therefore, the maximal SAR and the temperature 

increments should be taken into account simultaneously 

while evaluating the biological effect of microwave on 

the ocular tissues.  

 

 
 
Fig. 7. Temperature distribution in the eyeballs.  

 
Table 3. The maximal temperature Tmax (℃) at different 

times in the ocular tissues during the EM exposure from 

wireless eyewear device. 

 
Time (minutes) 

0 5 10 15 20 25 30 

Vitreous 

body 
34.85 34.95 35.45 35.65 35.75 35.85 35.95 

Aqueous 

humor 
31.85 32.45 32.75 33.05 33.15 33.25 33.25 

Sclera 34.85 34.95 35.45 35.65 35.85 35.85 35.95 

Iris 31.55 32.05 32.45 32.65 32.75 32.75 32.85 

Cornea 31.85 32.35 32.75 32.95 33.05 33.05 33.15 

Lens 32.25 32.85 33.35 33.55 33.75 33.85 33.95 

Choroid 34.85 35.05 35.45 35.65 35.75 35.85 35.95 

Retina 34.75 34.95 35.35 35.65 35.75 35.85 35.85 
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Fig. 8. The maximal SAR and the temperature 

increments in the ocular tissues. 

 

V. CONCLUSION 
Based on the results evaluated in this paper, we  

find that the temperature in the whole eyeball increases 

gradually and reaches the thermal steady state at about 

30 minutes during the EM exposure of wireless eyewear 

device. The temperature increments in different ocular 

tissues are from 1℃ to 1.7℃. We, therefore, believe  

EM exposure from wireless eyewear device may pose a 

threat on the health of the eyes, especially for the lens 

which suffer from the maximal temperature increments. 

Meanwhile, the results also show that the maximal ratio 

of temperature increments in the initial 5 and 10 minutes 

exposure time to that of the complete thermal steady 

state could reach to 42.9% and 69.2%, respectively. 

Hence, wireless eyewear device users should shorten  

the usage time as soon as possible to protect their eyes 

from the possible health hazards. Finally, we evaluate  

the relationship between the maximal SAR and the 

temperature increments in the ocular tissues. We find 

that the temperature increments do not increase in direct 

proportion to the maximal SAR. Therefore, we believe 

the maximal SAR and the temperature increments should 

be taken into account simultaneously while evaluating 

the biological effect of microwave on the ocular tissues. 

This paper could provide valuable data for the 

establishment of related safety standards and future 

researches in the biological effect of microwave and 

human eyes. However, limited by the experimental 

condition, the experiment is not included. Therefore, 

conclusions presented in this paper are just indicative but 

not definitive. 
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Abstract ─ Since the interconnection cable between 

devices is usually much longer than those inside an 

enclosure, it provides a main gateway for radiated 

interference. An analytical method for calculating the 

radiated field of penetrating cable including connectors 

is proposed based on the cascaded network. This method 

takes into account the effect of connectors on signal 

transmission in the calculation model. The discontinuous 

penetrating cable is regarded as two-port cascaded  

model which includes three parts: internal cables inside 

enclosure, connectors and an external cable. The terminal 

voltage and current of the cable are determined according 

to terminal conditions, and the current distribution is 

solved by the transmission line theory. Finally, the 

electromagnetic radiation of discontinuous penetrating 

cable is obtained by dipole approximation method. The 

proposed method is verified by numerical simulation.  

 

Index Terms ─ Cable-enclosure system, cascaded 

network, connector, discontinuous penetrating cable, 

radiated emission. 
 

I. INTRODUCTION 
A cable is widely used as a connection between 

separate electronic devices for data or energy transmission. 

Due to the antenna effect, cable probably radiates 

considerable emission during signal transmission through 

it, and therefore produces significant electromagnetic 

interference. Thus, how to predict and control the radiated 

emission from cable has gained much attention, and so 

far, some calculation approaches have been put forward. 

Meyer et al. proposed a calculation method of  

the radiated field for the interconnection cable between 

a power converter and a motor, which utilized the 

transmission line theory to obtain the current distribution 

along a cable, then used the electric field integral 

equation and the mirror theory to solve the radiated field 

where complex 3D modeling was avoided [1]. Xu et al. 

used several Hertzian dipoles as the equivalency of  

a multi-conductor transmission line and combined the 

current distribution of each dipole to analyze the radiated 

emission of cable bundle [2]. Jia et al. used a RF current 

probe to measure the amplitude of the common-mode 

current and obtained the phase of the current based on 

the phase extraction method [3], which replaced the 

anechoic chamber to predict the radiated emission of a 

cable bundle. They also used the current time-domain 

scanning and fast Fourier transform to determine the 

amplitude and phase of current to improve the accuracy 

of phase extraction and the quality of radiation prediction 

[4]. 

For electromagnetic radiation of a cable-enclosure 

system, Wang proposed a method based on asymmetrical 

dipole approximation and common-mode current 

simulation to estimate the radiation of cable connected 

to conductive shell [5]. However, this method can only 

be used for radiation estimation of simple structures, and 

there are still some limitations in the application. Park  

et al. presented an alternative method by measuring  

the common-mode current on cable to determine the 

equivalent source between cable and box, and computed 

the radiation transfer function to predict the radiated 

emission of box-source-cable [6]. Costa et al. employed 

an equivalent circuit model to compute the current 

distribution of a cable bundle and further estimate the 

near-field radiation [7]. However, it is rather difficult  

to create the exact circuit model of the device under  

test (EUT). Meng et al. considered the influence of 

connectors and supporting plates at both ends of the 

cable. Based on the dipole approximation method and the 

frequency domain analysis method of the transmission 

line, a fast calculation method was proposed for 

calculating the radiated emission of wire [8,9]. Jia et al. 

adopted the current scanning method and considered the 

radiation contribution of load structure to predict the 

radiation of the automotive system [10]. 
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In practical problems, cable usually cannot be used 

to connect the excitation and load inside enclosures 

directly, but via the connectors mounted on the wall of 

enclosures, as shown in Fig. 1. The electrical connection 

function of the transmission system is realized through 

the mechanical engagement of pins and jacks in connector, 

where the contact resistance, inductance, conductance 

and capacitance exist and the consequent waveform 

distortion or even errors may occur. Thus, a cable may 

be divided by connectors into two parts, the external  

part (interconnection cable) and the internal parts (inside 

enclosure), so called discontinuous penetrating cable.  

However, most of the present methods usually take 

the cable alone into account, and connectors are not 

included in calculation models. Since the connector 

impedance has considerable effect on signal transmission, 

which in turn affects the overall radiation of a cable-

enclosure system, and thus, this paper presents a method 

for calculating radiated emissions of a discontinuous 

penetrating cable with connectors.  

In the following part of the paper, Section II 

establishes the model of the discontinuous penetrating 

cable to solve the current distribution. In Section III, the 

radiation field approximation method is introduced and 

the radiated field of a cable-enclosure system is obtained. 

Section IV compares the method with the full-wave 

software CST to confirm the validation of the proposed 

method. And finally, some conclusions are drawn in 

Section V. 

 

Connector

 
 

Fig. 1. A cable-enclosure system.  

 

II. ESTABLISHMENT OF DISCONTINUOUS 

PENETRATING CABLE MODEL 

A. Transmission parameter model of discontinuous 

penetrating cable 

The model of a cable-enclosure system is shown in 

Fig. 2, which consists of an EUT and a load case with a 

printed circuited board (PCB), an interconnection cable 

connected with two internal cables through connectors 

between two enclosures. Within the system, radiation 

may be caused by the interconnection cable, internal  

cables and PCB. High frequency signal on the PCB may 

be coupled to the cable, the radiation from the cable is 

dominant, and thus, the radiation of PCB is often 

neglected. 

 

PCB Electrical 
Connector

Interconnection 
Cable

Internal 
Cable

EUT Load

y

x

z

 

 

Fig. 2. The model of a cable-enclosure system. 

 

During analysis, the radiation of cable is derived 

from the trace on the board. The electromagnetic 

radiation of PCB is mainly caused by common-mode 

current, while the radiation caused by differential-mode 

current can be neglected. Thus, a PCB with an attached 

cable can be modeled as an equivalent common-mode 

voltage source at junction between the cable and plate 

[11,12], as illustrated in Fig. 3. The voltage-driven 

principle is to couple electric field to connecting cable  

to generate a common-mode current. Shim [11] also 

presented the expression for the common-mode voltage 

with: 

        trace

cm DM

board

C
V V

C
 ,                         (1) 

where traceC , boardC  are the capacitance of trace and 

board, respectively, DMV  the signal voltage source. 

 

Vcm

L

Condutor

PCB

R

 
 

Fig. 3. Equivalent model of voltage-driven. 

 

In the load case, the PCB terminal is connected  

to an impedance-matched load ZL. Xiao [14] used a 

frequency-dependent lumped load Zeq to replace the 

PCB, the equivalent load can be written as: 

                 eq LZ R Z  .                           (2) 

Where R  is the resistance of trace, 
rcR L wt   [13]. 

Since the load impedance ZL is matched with the 

characteristic impedance Zm of the trace, they satisfy  

ZL = Zm, so Zm can be expressed by: 
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. (3) 

Where re  is the effective relative permittivity, w and h 

are the width and height of the trace, respectively. 

Now, a discontinuous penetrating cable model, 

shown in Fig. 4, can be extracted from the cable-

enclosure system, which includes EUT’s internal cable 

l0, electrical connector a and b, interconnection cable l2, 

load enclosure internal cable l4, equivalent voltage Vcm, 

and equivalent load Zeq. 

 

Electrical

Connector a

Electrical

Connector b

l0 l2 l4

V0

Vcm

VL
Zeq

Croundplane

+ +

- -

 

 

Fig. 4. A discontinuous penetrating cable model. 

 

B. Calculation of current distribution  

In general, if we are more interested in the output 

voltage and current of a complex circuit rather than its 

internal structure, the circuit can be regarded as a two-

port network [13]. Thus, each part of the discontinuous 

penetrating cable model can be equivalent to a two-port 

circuit model, and a transmission matrix can be used to 

describe the relationship between the input and output 

voltage and current of each port. The expression can be 

expressed by: 

      
1

1

i i i i

i i i i

V A B V

I C D I





    
    

    
.                    (4) 

Where Vi and Ii (i=0, 1, 2, 3, 4) represent the voltage  

and current at the ports of internal cable of an EUT, 

connector a, interconnection cable, connector b and 

internal cable of load enclosure, respectively. iA , iB , iC , 

iD  are transmission matrix parameters. 

Assuming all cables are of the same type, the 

electrical parameters of interconnection and internal 

cable are consistent. Therefore, the transmission matrix 

of cables can be written as: 

 
   

   

cosh sinh
 =0,2,4

sinh cosh

i i i c i

i i i c i

A B l Z l
i

C D l Z l

 

 

  
   

   
. (5) 

Where li is the length of each part of the cable.  

To facilitate the study of a two-port cascaded 

network, we need to determine connector’s scattering 

parameter first, which can be measured by a vector 

network analyzer (VNA) or computed by a numerical 

method. Then the transmission parameter matrix of 

connectors can be calculated by:  
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     

02 11 22 12 2111 22 12 21

21 21
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21 01 21 02

1 11 1

2 2

1 1 1 1

2 2

i i

i i

A B

C D

Z S S S SS S S S

S S

S S S S S S S S Z

S Z S Z

        
 
 
 

      

 


     





 




1,3i  .  (6) 

Where Z01 and Z02 are the reference impedance of a 

connector port 1 and port 2, respectively. 

By assembling each two-port network together, a 

cascade network of discontinuous penetrating cable  

can be formed as shown in Fig. 5, and by multiplying a 

series of matrix, the transmission matrix of the whole 

discontinuous penetrating cable system can be written 

as: 

0 0 3 31 1 2 2 4 4

0 0 3 31 1 2 2 4 4

A B A BA B A B A BA B

C D C DC D C D C DC D

        
         

         
.(7) 
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Fig. 5. A cascaded two-port network. 

 
So, the relationship between an input and an output 

voltages and currents of the near and the far terminals is 

as follows: 

     
0

0

L

L

V VA B

I IC D

    
    
   

.                       (8) 

For a two-port network driven by the Thevenin 

circuit, the transmission parameters can be used to 

represent the load terminal voltage VL and current IL that 

can be calculated by: 

         

cm

L

L

L cm

L

L

V
I

AZ B

Z V
V

AZ B


 


 
 

.                            (9) 

The interconnection cable is the major source of 

radiated emission due to its relatively long length. The 

voltage and current of the interconnection cable l2 are 

obtained by: 

     
 

 
4 4 4 4 4

4 4 4 4 4

L L L L

L L L L

V A V B I A Z B I

I C V D I C Z D I

    


   
,          (10) 

          
3 3 4 3 4

3 3 4 3 4
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 


 
,                       (11) 

       
2 2 3 2 3

2 2 3 2 3

V A V B I

I C V D I

 

 





.                       (12) 

According to the transmission line theory, if the 

voltage V2 and current I2 at the initial end of the 

interconnection cable are available, the current 

distribution at any point can be expressed as: 
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       2 2 2 2 2

1 1

2 2

z z

c c

c c

I z V I Z e V I Z e
Z Z

     ,  (13) 

 

III. THE ANALYTICAL METHOD FOR 

RADIATED EMISSION OF 

DISCONTINUOUS PENETRATING CABLE  

A. Dipole approximation method for cable radiated 

field 

As a highly efficient transmitting antenna, a cable 

can propagate interference into surrounding space in  

the form of electromagnetic waves when the frequency 

of signal transmission exceeds 30MHz. Since antenna 

radiation is a macroscopic electromagnetic field problem, 

the rigorous analytical method can be used to solve 

Maxwell equations with different boundary conditions, 

but it may lead to mathematical complexity and lower 

efficiency. Therefore the Hertzian dipole approximation 

approach is often used to predict cable radiated emission. 

The following set of equations defines the radiated 

field generated by a dipole I(z)dz at point A on a cable in 

Cartesian coordinate [16]: 

2

2

2

2

2 2 2

2

( ) 3
sin cos cos [3 ]

4

( ) 3
sin cos sin [3 ]

4

(z) 1 2
[( )sin (2 )cos ]

4

jkr

x x

jkr

y y

jkr

z z

I z dz e
dE e j jk rk

rr

I z dz e
dE e j jk rk

rr

I dz e
dE e j jk rk jk

r rr

  


  


 








  
    

 
  

     
 


 

      
  

,(14) 

where k   is phase constant,   angular 

frequency, r the distance from dipole to observation  

point P; 12

0 8.85 10 A/m    and 74 10 A/m     the 

permittivity and permeability for free space, respectively, 

  the angle between AP connection and z axis,   the 

angle between AP plane and z axis. 

The electric field generated by the interconnection 

cable at the observation point P is ETL, which is formed 

by the superposition of the electric fields by all the 

Hertzian dipoles on the cable, is: 

       
0 0 0

l l l

TL x x y y z zE e dE e dE e dE     .             (15) 

Similarly, the electric field TLE  formed by the mirror 

line of interconnection cable can also be calculated. Thus, 

the total electric field generated by interconnection cable 

is expressed as: 

   
TL TLE E E  .                          (16) 

 

B. Analysis of the radiated field of cable-enclosure 

system 

Because the surface current of enclosure is complex 

to calculate, its radiation contribution is difficult to 

obtain accurately. If the EUT and load enclosure are 

small compared to wavelength at frequency of interests 

and placed directly on the ground, the enclosure can be 

modeled as a vertical monopole antenna model [8], as 

shown in Fig. 6, so we have: 

             
1 1 2

2 2 3

d d y

d d y

I I I n

I I I n

 


 
 .                      (17) 

Where 1dI  and 1dI   are the real and mirror current of EUT 

side enclosure panel, respectively, 2dI  and 2dI   are the 

real and mirror current of the load side enclosure panel. 

 

Image Current

EUT Load

z
H

l

Id1 Id2

 

 

Fig. 6. A multi-dipole radiated model for cable-enclosure 

system. 

 

According to the dipole antennas theory, the 

radiated field of all Hertzian dipole in Fig. 6 can be 

superimposed to obtain the radiated field E of a simple 

cable-enclosure system: 

        1 1 2 2TL TL d d d dE E E E E E E        .         (18) 

Where 
TLE  and 

TLE  are the radiated fields from the real 

and mirror current of an interconnection cable, 

respectively, and 1dE  and 1dE  are the radiated fields 

from the real enclosure panel and the mirror image of an 

EUT, respectively, and 2dE  and 2dE  are the radiated 

fields from the enclosure panel and the mirror image of 

a load structure. 

 

IV. RESULTS 

A. Validation of the proposed method 

In order to verify the proposed method, the model 

shown in Fig. 2 will be calculated via the method and the 

results will be compared with those from the full-wave 

software CST. The height of the cable from ground is  

H = 50 mm, the radius of the cable is r = 1 mm, the length 

of the internal cable of EUT and load case are 

0 4 0.02l l  m, and the length of the interconnection 

cable is 2 2l  m. 

The geometry and dimensions of the PCB consisting 

of a metallic trace, a substrate dielectric layer and a 

return path are shown in Fig. 7, where the trace is located 

at the middle of a PCB with dimensions of w×l×t and 

conductivity 
75.8 10   S/m. The dielectric substrate 

with dimensions of abh has a relative permittivity of 

4.3r  . The size of the internal PCB of EUT is a = 100 

mm, b =40 mm, l = 50 mm, w = 1 mm, the PCB size of 
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the load enclosure is 50a  mm, b =13 mm, l = 50 mm, 

w = 0.5 mm, t = 0.1 mm, h = 0.3 mm. 

 

a

Lr

c

w

t

h

b

 

 

Fig. 7. The geometry and dimensions of PCB. 

 

Figure 8 illustrates the current at the termination 

load calculated by the proposed method and CST 

simulation. The good agreement establishes the validation 

of the discontinuous penetrating cable model proposed 

in this paper. It should be noted that the result at low-

frequency band of 0-500 MHz is better than that at higher 

frequency. The reason is that the highest frequency 

calculated accurately by the transmission line model is 

related to the height of the cable from the ground plane, 

which satisfies /10h   [15], and higher order modes 

start to propagate along the cable. 

 

 
 

Fig. 8. Comparison of the current at the load end between 

the proposed method and CST simulation. 

 
Figure 9 shows the comparison of the theoretically 

and numerically calculated radiated field ranging from 

30 MHz to 1000 MHz at observation point P. It can be 

seen that the difference at most frequencies is less than 5 

dB, and the calculation time for the radiated field is only 

7s using the proposed method, which has an obvious 

speed advantage over CST simulation. 

 

 
 

Fig. 9. Validation of radiation emission by comparing 

proposed method and CST simulation. 

 

In Fig. 10, the solid line represents the current 

distribution at the load end in the presence of connectors, 

while the dotted line denotes the result of the transmission 

line without connectors. From the comparison, we can 

learn that the load end current will decay with the 

increase of frequency when connectors are taken into 

account. This can be attributed to the effect of connector’s 

impedance and the bonding between the cable and 

connector, because the resistance and conductance 

varied with frequency reflect the loss of electromagnetic 

energy. Thus, the current at load end will decreases with 

the increase of frequency when connectors are included 

in the calculation. 

 

 
 

Fig. 10. A comparison of current distribution of load end 

with and without connectors. 
 

B. Discussion 

Because the connector can transmit signals, the 

transmission line theory can be used to study its 

distribution and transmission characteristics. As can be 
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seen in Fig. 11, the model of connector cascades a lot of 

identical RLGC units. 

 

I1 Rl

Ll

Cl Gl

Rl
Ll

Cl Gl

V1

I2

V2  

 

Fig. 11. The transmission line model of the connector. 

 

In general, the characteristics of the transmission 

line can be represented by transmission (ABCD) matrix: 

              1 2

1 2

l l

l l

A BV V

C DI I

    
     

    
.                  (19) 

The equivalent transmission line of connector has a 

propagation constant of l and a characteristic impedance 

of Zcl. The transmission parameter matrix is expressed 

as: 
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l l l l cl l l

l l l l cl l l
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   
,     (20) 

where ll is the length of connector. Comparing (19) and 

(20), l and Zcl can be written as: 

               coshl l l
ar A l  ,                      (21) 

          
lc l lZ B C .                           (22) 

The scattering matrix is transformed into a 

transmission matrix by the transformation in (6). 

According to the definitions of 
l and Zcl, we obtain: 
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R j L Z
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.                     (23) 

RLGC parameters per unit length are derived as: 
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ll l cR Real Z ,                        (24) 
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The parameters above are calculated by utilizing 

Matlab software and shown in Fig. 12. As shown in  

Fig. 12, the resistance, conductance, capacitance and 

inductance per unit length of connector are all strongly 

frequency dependent. The resistance and conductance 

increase with the increase of frequency, whereas the 

inductance and capacitance decrease with the increase of 

frequency. Since Rl and Gl reflect the loss of current in 

transmission process, the current in Fig. 10 will decrease 

as the frequency increases when connectors are included 

in the model.  

 

 

     (a)                                        (b) 

 

      (c)                                        (d) 

 

Fig. 12. RLGC parameters per unit length: (a) resistance 

per unit length; (b) inductance per unit length; (c) 

conductance per unit length; (d) capacitance per unit 

length. 

VI. CONCLUSION 
The interconnection cable between devices is 

usually an effective radiation antenna. In this paper, the 

influence of connectors on the signal transmission is 

considered in the calculation model. The proposed 

approach is verified by CST numerical analysis. The  

Rl and Gl of connector represent the loss during 

transmission, which determines the attenuation of the 

signal as it passes through the transmission path. The 

variation of connector’s distribution parameters depend 

on the geometric design and the characteristics of  

the transmission material itself, which determines the 

voltage and current change produced by the signal when 

it flows through the transmission path. The results show 

that it is necessary to consider the influence of connector 

on signal current in the study of cable radiation.  
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Abstract ─ In this paper, the approximate formulas 

have been derived for ELF electromagnetic field in near 

zone from a horizontal electric dipole on the surface  

of sea water and one-dimensional anisotropic rock 

boundary. The computational scheme exploits the 

concept of quasi-static approach for ELF near-field 

approximations. Specifically, the integrands of Fourier-

Bessel representations are approximated by adopting 

Maclaurin's Expansion where the ratio of wave numbers 

for rock and sea approaches zero. The approximated 

solution is in good agreement with the available 

experimental data. 

 

Index Terms ─ Anisotropic rock horizontal, ELF near-

field, electric dipole. 

 

I. INTRODUCTION 

The electromagnetic fields generated by a vertical 

electric dipole or a horizontal electric dipole near the 

boundary between two different media like earth and air 

or sea water and rock have been known in terms of 

analytical closed-form expressions for decades [1].  

In order to evaluate these formulas, extensive 

studies have been made by many investigators through 

analytical [2-15] and numerical techniques [16-21]. 

Among many applied frequency bands, the ELF wave 

(ELF: ranges from 3 Hz to 30 Hz) has been widely used 

to the fields, such as deep underground exploration, 

submarine prospection and communication evaluation. 

Unfortunately, most available formulas are not used  

in the ELF frequencies, where the integrands have 

divergent terms in near zone for ELF field. Additionally, 

difficulties to implement in the near-field region for 

ELF waves arise in numerical solution because of 

limited resolutions near the source. 

Recently, this old problem was revisited by Pan [22] 

in Chapter 6 of the book where the ELF near-field wave 

propagation is investigated in its application to marine 

controlled-source electromagnetics (mCSEM) method. 

The computational scheme is developed from the 

approximated formulas in the book [5] by retaining 

fundamental terms. As an extension of these works, the 

approximate formulas for ELF wave have been derived 

to evaluate the Sommerfeld’s integrals for in near zone 

in the presence of half-spaces. Since it is found in some 

stratified rock that the conductivity is anisotropic which 

consists of alternating layers of dense rock and less 

dense rock. Specially, the conductivity transverse to the 

bedding surfaces is always smaller than the conductivity 

parallel to the surfaces [23]. This motivates us to 

develop the stratified prototype, where the rock layer is 

seen as one-dimensionally anisotropic medium.  

In the present study, the approximate expressions 

of ELF field components due to a horizontal electric 

dipole is addressed near the planar surface of the 

anisotropic rock with analytical approximations. 

Specifically, the quasi-static approach is adopted for 

ELF waves by γ2≈iλ in evaluations because the 

permittivity of sea water can be approximated by the 

pure imaginary function of frequency (εsea≈-iσsea/ω) 

when the operating frequencies are in the range of ELF 

frequencies. The nature of the approximation is on  

basis of the asymptotic expansions of integrands of the 

Fourier-Bessel representations near the poles. In what 

follows, the near-field electromagnetic field by the 

conditions of kρ<<1, z/ρ<<1, d/ρ<<1, the ratio of wave 

numbers for rock and sea |k2/k1| (subscripts 1 and 2 

represent for sea water and rock, respectively) is 

equivalent to an infinitesimal |k2
2γ1|/|k1

2γ2|. The 

computational evaluations of ELF field in near zone are 

carried out along the planar surface of anisotropic rock 

with the approximated formulas. The time dependence 

e-iωt is suppressed throughout the analysis. 
 

II. FORMULATIONS 

A. Fourier-Bessel representations for ELF near field 

in the sea water along the surface of one-dimensional 

anisotropic rock 

The relevant geometry is shown in Fig. 1, where 

the horizontal electric dipole in the ẑ direction is 
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located at (0, 0, d). The above half space is Region 1  

(z≥0) filled with sea water, and Region 2 is the ocean 

floor by the permittivity μ0, permittivity ε2x=ε2y and ε2z, 

and conductivity σ2x=σ2y and σ2z. Then, the complex 

permittivities 
1  and 

2
 are expressed as follows: 
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With the time dependence e-iωt, the Maxwell’s 

equations in the two half-spaces are represented by: 

j ji E B , (3) 

0
ˆ ˆ( )e

j j j xi xJ    B E , (4) 

where j = 1, 2, and, 

( ) ( ) ( )e

xJ Idl x y z d    , (5) 

representing for the volume current density in the 

dipole. 

The Fourier transform is in the form of, 
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and similar transform for B(x, y, z) and e

xJ  are applied 

to Maxwell’s equation. Then, we have: 

d ( )e

xJ I l z d  . (7) 

In [22], the six Fourier integrals for ELF wave 

components of the electromagnetic field in Region 1 in 

the range 0 ≤ z ≤ d can be expressed as follows: 
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where, 
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in which the square root is to be taken so that γn is in the 

first quadrant, and the upper sign “+” and the lower 

sign “-” correspond to z>d and 0 ≤ z ≤d in Region 1, 

respectively. 

 

 
 

Fig. 1. The geometry for a unit horizontal electric 

dipole on the boundary between sea water and one-

dimensional anisotropic rock. 

 

The wave numbers of the regions are: 
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respectively. With the relations, 
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and the integral representation of the Bessel function of 

the first kind, viz., 
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Thus, the final formulas of the six components in 

cylindrical coordinates (ρ, φ, z) in Region 1 can be  
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expressed as follows:  
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B. Quasi-Static field approximation 

In the range of ELF frequencies, the wavelength 

over a hundred thousand meters and the electric 

propagation distance subjected to kjρ<<1 make the 

problem a matter of ELF near-field propagation, where 

the integrands from equation (21) to equation (26) have 

divergent terms in the conventional sense. Since the 

operating frequency is enough low, the “quasi-static” 

approach is applied in similar manner addressed in [24] 

in order to evaluate these integrals in the near zone, 

with the following approximations: 

(i) Considering that d<<ρ and z<<ρ where the 

dipole source height d and receiving height z are much 

less than the radial distance ρ, and kjρ<<1, where j = T, 

L, it is assumed that: 
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(ii) The ratio of wave numbers for rock and sea 

kj/k1 is equivalent to an infinitesimal |kj
2γ1|/|k1

2γj|. 

(iii) High-order terms of the infinitesimals 
kj
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2γj are allowed to be neglected for simplification 

as: 
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It is seen that the integrands of F1 to F5 are 

divergent near the dipole source for what cannot be 

integrated directly. Consider that, 
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In the near-field region, 
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where  1,1   . Equation (31) can be approximated 

with by, 
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Transpose the merger of similar items, we have: 
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By invoking (32) and (33), it is derived that: 
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C. Approximated formulas for ELF field in near 

zone on the planar surface of anisotropic rock 

The six components for electromagnetic field in 

equation (21) to equation (26) are approximated by: 
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in which the distances d0, d1 and r0, r1 are defined by: 
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respectively. It is noted that the integrals I1 to I10 have 

already been evaluated in [24]. The rest integrals F1 to 

F5 are to be evaluated, which are defined by: 
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Equation (48) is correspondingly expressed by 
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With the approximation by equation (49) and 

equation (50), F1 to F5 are simplified by superposition 

of several terms of I1 to I10 so that the simplified 

representations for ELF electromagnetic wave near the 

horizontal electric dipole are readily obtained, where 
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III. COMPUTATIONS AND DISSCUSIONS 
Based on equations (36) to (41), the evaluations are 

carried out by invoking of I1 to I10 in appendix and F1  

to F5 by equation (51) to equation (55), respectively. To 

illustrate the approximated formulas, the formulas 

approximated are computed correspondingly in the 

following for electromagnetic components of ELF waves. 

In Fig. 2, the electric components E2φ and E2ρ in 

dB are computed at specific distance ρ = 10 Km with 

the variant of observation heights z when the horizontal 

electric dipole source is located at the surface of 

anisotropic rock, as illustrated in Fig. 3. With the 

operating frequency at f = 3 Hz, the parameters of sea 

water are taken by the relative permittivity εr1 = 80 and 

the conductivity σ1 = 4 S/m, and the relative permittivity 

of anisotropic rock are assumed to be εr2T = εr2L = 10 

and the conductivity (σx, σy, σz) of it are chosen by 

different directions. In Fig. 2, the blue solid and purple 

dot-dashed lines represent the one-dimensional 
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anisotropic rock, in which the blue solid lines are for σL 

< σT and the purple dot-dashed lines for the unavailable 

in physical but theoretical assumption σL > σT. The red 

dashed and green solid lines represent isotropic rock, 

respectively, and the red dashed lines are for the rock 

with lower conductivity and the green solid lines for the 

rock with high conductivity. 
 

 
 (a) 

 
 (b) 

 

Fig. 2. Electric components of ELF field at specific 

distance in near zone due to a horizontal electric dipole 

versus the observation height on the surface of medium 

f = 3 Hz, εr1 = 80, σ1 = 4 S/m (Region 1 is sea), εr2T  = 

εr2L = 10 (Region 2 is rock); d = 0 m, ρ = 10 Km, and  

φ = 0, π/2, respectively. 

 

 
 

Fig. 3. The geometry and Cartesian coordinate system 

for a unit horizontal electric dipole excitation.  

 

In Fig. 4, the computational results are compared 

with same parameters to the available experimental  

data addressed in [26]. The interesting experiment for 

detecting the subbed conductivity by the measurements 

of the ELF electric field on the ocean floor radiated  

by a horizontal antenna also on the ocean floor has  

been reported where the radial distance between the 

transmitting and receiving antennas is ρ = 18.9 Km, and 

the operating frequency is in the range of 0.25–2.5 Hz. 

The actually measured components EX and EY can be 

expressed in the terms of the components E1ρ (ρ, φ, z) 

and E1φ (ρ, φ, z) of the field excited by the transmitter. 

We write: 

    1 1, , sin , , cosXE E z E z        , (56) 

    1 1, , cos , , sinYE E z E z         . (57) 

In computations, we take ψ = 0° and φ = 0°, 

respectively.  

In Fig. 4, the components EX and EY vary as 

functions of the operating frequency. It is seen that for 

both the vectors EX and EY only the blue solid lines are 

well in agreement with the measured data. For EX, the 

blue solid and dot-dashed lines are nearly close together 

and both of them agree well with the measured data.  

It is seen that EX is not sensitive to the interchange 

of the two anisotropic models with σL < σT and σL > σT. 

This is resulted by EX being approximately equal to E2φ 

in the case of ψ ∼ 0, and meanwhile the magnitudes of 

the terms including eik
L
ρ are approximately equal to 

those of the terms including eik
T
ρ at small radial distance 

(ρ = 10 km).  
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 (a) 

 
 (b) 

 

Fig. 4. The comparison of the computational results by the proposed approximated formulas and ocean floor 

measurements by Young and Cox in 1981 [26]. 

 

     
(a) with d = 0 m, σT  = 0.0025 S/m, σL= 0.025 S/m     (b) with d = 0 m, σT = 0.025 S/m, σL= 0.0025 S/m 

     
(c) with d = 500 m, σT = 0.0025 S/m, σL= 0.025 S/m     (d) with d = 500 m, σT = 0.025 S/m, σL= 0.0025 S/m 

 

Fig. 5. Projection of electric field component |E2ρ(ρ, φ, z)| with spatial distributions in x̂ - ẑ plane due to a horizontal 

electric dipole excitation in the presence of half-space regions, at f = 3 Hz, εr1 = 80, σ1 = 4 S/m (Region 1 is sea),  

εr2T  = εr2L = 10 (Region 2 is rock); ρ = 10 Km, and φ = 0, d = 0 m, 500m, respectively. 
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(a) with d = 0 m, σT = 0.0025 S/m, σL= 0.025 S/m (b) with d = 0 m, σT = 0.025 S/m, σL= 0.0025 S/m 

      
(c) with d = 500 m, σT = 0.0025 S/m, σL= 0.025 S/m     (d) with d = 500 m, σT = 0.025 S/m, σL= 0.0025 S/m 

 

Fig. 6. Projection of electric field component |E2z(ρ, φ, z)| with spatial distributions due to a horizontal electric dipole 

excitation in the presence of half-space regions, at f = 3 Hz, εr1 = 80, σ1 = 4 S/m (Region 1 is sea), εr2T  = εr2L = 10 

(Region 2 is rock); ρ = 10 Km, φ = 0, and d = 0 m, 500m, respectively. 

 

Following the above computations and analyses, it 

may be reasonably concluded that the measured data 

are well represented as the one-dimensional anisotropic 

model and the reasonable values are with σL ∼ 0.002 to 

0.0025 S/m and σT ∼ 0.004 to 0.005 S/m. 

For illustration, the observation point is chosen 

arbitrarily on the x̂ - ẑ  plane, the distributions of the six 

components’ strength for ELF wave due to horizontal 

electric dipole excitation in the presence of two half-

spaces are depicted in Fig. 5 and Fig. 6, where a 

horizontal antenna of electric dipole is buried inside in 

the sea water at the height of d = 0 m and d = 500 m, 

respectively. With the operating frequency f = 3 Hz, the 

conductivity and the relative dielectric constant of sea 

water being σ1 = 4 S/m, εr1 = 80, respectively, and the 

relative dielectric constant of rock being approximately 

εr2T = εr2L = 10 and the conductivity of it (σx, σy, σz) are 

chosen by different directions, the electromagnetic 

components vary as a function of propagating distance 

ρ and the height z of source. It is seen that the 

electromagnetic field decays dramatically due to high 

loss in sea water in Region 1, while it penetrates the 

rock floor in Region 2.  

 
IV. CONCLUSIONS 

In summary, the approximated formulas for ELF 

electromagnetic field have been derived in order to 

evaluate the ELF near field. The computational scheme 

exploits the concept that ELF near-field propagation 

can be simplified by the quasi-static approximation 

with γ2≈iλ. Accordingly, the integrands of Fourier-

Bessel representations for ELF field on the surface of 

the anisotropic rock are approximated by adopting 

Maclaurin's Expansion near the poles. The approximated 

solution is in good agreement with the available 

experimental data. 

 
APPENDIX 

The integrals of I1 to I10 are addressed in [22], they 

are rewritten as follows: 
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where m = 0, 1 and n = 0, 1. 
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Abstract ─ We present a simple closed-form approach  

to calculate the attenuation of waves in lossy circular 

waveguides. A set of characteristic equations is first 

derived by matching the tangential fields at the wall 

boundary with the constitutive properties of the 

conducting wall material. In order to represent fields’ 

penetration into the lossy wall, a perturbation term is 

then introduced into the equation. We apply the Finite 

Difference Method to derive the closed-form expression 

of the perturbation terms for TE and TM modes. The 

propagation constant can be found by incorporating the 

perturbation term into the dispersion relation. Our results 

show good agreement with those obtained from the 

rigorous transcendental equations. However, unlike the 

transcendental approach which is usually laborious in 

solving, our closed-form approach leads to simpler 

analysis and, therefore, allows the attenuation to be 

easily computed. 

 

Index Terms ─ Attenuation constant, circular waveguide, 

propagation constant, tangential fields, TE modes and 

TM modes. 
 

I. INTRODUCTION 
Analysis of loss in a circular waveguide has been 

widely performed using the rigorous transcendental 

formulation developed by Stratton [1]. Literature which 

implements Stratton’s approach in their analysis includes 

those in hollow waveguides, dielectric rods, multilayered 

coated waveguides, as well as, lossy and superconducting 

waveguides [2-8]. In reality, the tangential fields in a 

waveguide are continuous across the boundary of the 

wall. In Stratton’s approach, the tangential fields which 

describe the propagation in the waveguide are matched 

at the boundary with those penetrated into the lossy 

conducting wall. A transcendental equation is then 

derived by finding the determinant of the coefficients. 

Although the loss computed using Stratton’s approach 

shows high accuracy, the roots of the solution can only 

be achieved via a root-finding algorithm. This means that 

an effective compiler tool, an efficient algorithm and 

appropriate initial guesses are necessary in order to allow 

the solution to converge. Hence, the process of solving 

numerically for the roots of a transcendental equation is 

usually laborious. 

Unlike the transcendental equations, closed-form 

equations lead to much simpler analysis. The results of 

the closed-form solutions can easily be obtained in a 

straight-forward manner and they give more intuitive 

insights into the inherent behavior of the variable to be 

solved [9, 10]. However, due to the assumptions made 

while simplifying the equations to their closed-form 

expressions, the simplicity found in these equations 

usually comes at the expense of accuracy. Take for 

example, the closed-form power-loss method adopted by 

most textbooks to illustrate the loss in waveguides [11-

13]. This method is only valid for certain modes and at a 

certain range of frequencies f above its cutoff fc [14, 15]. 

When deriving for its mathematical expressions, the 

power-loss method assumes wave propagation in a 

lossless waveguide. Since a lossless waveguide behaves 

like an ideal high pass filter, it gives infinite attenuation 

at f  below fc. Also, the modes in a lossless waveguide are 

orthogonal to each other, i.e., each mode can exist 

separately in the waveguide. In reality, however, the 

modes in a practical waveguide may co-exist at the same 

time. Hence, the power-loss method fails to account for 

the loss arises from the concurrent existence of multiple 

modes in the waveguide. Clearly, the power-loss method 

may only be good enough for finding the initial 

approximation of loss in a waveguide. It may not, 

however, be appropriate when loss in the waveguide is a  
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critical factor and accurate prediction of it is necessary. 

In [10], we have developed a novel closed-form 

approach to calculate the loss in both rectangular and 

circular waveguides with finite conducting wall. The 

loss in the waveguides is found by solving for the root of 

a quadratic equation, derived by matching the tangential 

fields at the boundary with the electrical properties of  

the wall material. Although the results were found to be 

accurate and that they agree very well with those obtained 

from the rigorous approaches (such as Stratton’s 

formulation), the mathematical expressions are long and 

cumbersome. Here, we extend further the closed-form 

solution in [10] for the case of a circular waveguide. We 

will demonstrate that by removing the redundant higher-

order variables in the equations, a much simpler set of 

equations, which give equally accurate results, can be 

derived.  

 

II. FORMULATION  
Figure 1 shows the geometry of a circular waveguide. 

At the boundary of the wall, the constitutive properties 

can be related to the tangential electric fields Et and 

tangential magnetic fields Ht as [14, 15]: 
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where μw and εw are the permeability and the permittivity 

of the conducting wall material, respectively. The 

permittivity εw is complex and is given by [12]: 
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where ω is the angular frequency, σw the conductivity  

of the waveguide wall, and ε is the permittivity of free 

space. The equations obtained from (1) admit non-trivial 

solutions only when the determinant vanishes. This 

yields the following characteristic equation for a circular 

waveguide [14]: 

 

 
 

 
 

2

2

2

'

'






































r

z

n

n
rd

w

w
r

n

n
rd

w

w
r

a

nk

uJ

uJ
kjk

uJ

uJ
kjk











, (3) 

where 
22

zdr kkk   is the dispersion relation of the 

circular waveguide, kz the propagation constant, Jn(u) 

denotes the Bessel function of the first kind, Jn'(u) its 

derivative, n the order of the Bessel function, kd, μd and 

εd are respectively the wavenumber, permeability and 

permittivity of the dielectric core material and ar is the 

radius of the circular waveguide. The argument of the 

Bessel function u is given as: 

  222

zdr kkau  , (4) 

Since TE and TM modes in a lossless circular 

waveguide are determined by the roots of   0' nmn uJ  

and   0nmn uJ , respectively [10], (3) can be expanded 

into the form of a quadratic equation, with  
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 as the variables to be solved for. Here, the n and 

m subscripts denote the n-th order and m-th zero of Jn(u), 

respectively. By convention, the n subscript always 

represents the number of half-wave field variations in the 

ϕ-direction; whereas, the m subscript denotes the number 

of half-wave field variations in the r-direction [12]. 

Hence, different combinations of n and m variables 

produce different TE and TM modes in the waveguide. 

By expanding (3) and substituting (4) for the lossless 

case (i.e., u = unm) into kz (i.e., 
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below: 
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where 
w

w

sZ



  is the surface impedance.  

 

 
 

Fig. 1. A circular waveguide. 

 

For a lossy but highly conducting waveguide, Jn’(u) 

for TE modes and Jn(u) for TM modes are close to  

zero. Hence, the second order of these functions can be 
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ignored. The solutions to the quadratic equations in (5) 

can then be found as: 
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for TE and TM modes, respectively.  

The argument of the Bessel function of a lossy 

waveguide u is assumed to be perturbed from that of the 

lossless case unm, i.e., 

 u = unm + δu , (7) 

where δu is a perturbation term. Substituting (7) into 

Jn’(u) for TE modes and Jn(u) for TM modes, (6) can 

then be expressed as: 
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and, 
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Using the Finite Difference Method (FDM), the  

first and second derivatives of the Bessel function for  

a lossless waveguide with argument unm can be 

approximated as follows: 

      nmnunmnunmn uJuJuJ   ' , (9a) 

and, 

      nmnunmnunmn uJuJuJ ''''   . (9b)  

Substituting (9b) into (8a) and (9a) into (8b) and 

solving for δu, we obtain: 
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and, 
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where δuTE and δuTM denote respectively the perturbation 

term δu for TE and TM modes. Since Jn’(unm) = 0  

for TE modes, Jn(unm) = 0 for TM modes, and 
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 [16], by approximating Jn(u) ≈ 

Jn(unm) and Jn’(u) ≈ Jn’(unm), the perturbation terms in 

(10) can then be written as: 
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and,  
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The propagation constant of the lossy waveguide kz 

can be computed by substituting the perturbation terms 

in (11) and kz in (4) into (7), i.e.,  
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The propagation constant kz is a complex variable which 

consists of the phase constant βz and attenuation constant 

αz, as shown in (13) below:  

 kz = βz – jαz. (13) 

Hence, by extracting the imaginary part of the 

propagation constant kz, the attenuation in the waveguide 

can be obtained. For the convenience of casual readers, 

we outline the final expressions of the attenuation 

constant for TE modes αzTE and TM modes αzTM here. It 

is worthwhile noting that unm for TE and TM modes can 

be found respectively in Tables 9.1 and 9.2 of [17]: 
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and,  
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III. RESULTS AND DISCUSSION 
To verify our formulations, we compute and analyze 

the loss in a hollow circular waveguide with copper  

wall. The radius of the waveguide is ar = 8.1 mm. The 

attenuation constants of the dominant TE11 mode below 

and above cutoff fc are depicted, respectively in Figs. 2 

and 3. As can be seen from the figures, the attenuations 

predicted by our closed-form approach agree very closely 

with those by Stratton’s rigorous equation. Indeed, it 

could be observed from Fig. 3 that the attenuations below 

millimeter wavelengths computed using both methods 

are almost indistinguishable. Figures 4 and 5 show the 

attenuation constants of the TM11 mode. Like the case 

of the dominant mode, the attenuations below and above 

cutoff fc of the TM11 mode, obtained from Stratton’s and 

our methods are in very good agreement. It is worthwhile 

noting that, we have applied the Powell-hybrid root-

finding algorithm to solve for Stratton’s transcendental 

equation. The process has been lengthy since the initial 

guesses were to be constantly refined in order to ensure 

convergence to the appropriate solution. Unlike, Stratton’s 

approach, however, solutions can be easily found in a 

straight-forward manner using our closed-form method. 
 

 
 

Fig. 2. Attenuation of TE11 mode below cutoff in an  

8.1 mm radius, hollow waveguide with copper wall. The 

attenuations are computed using our method (solid line) 

and Stratton’s (dashed-dotted line) method. 
 

In order to show that our formulations work equally 

well in waveguides with different sizes, we compare  

the attenuation computed from both methods with the 

waveguide radius ar varying from 5 mm to 55 mm. The 

attenuation of TE11 and TM11 modes with respect to  

the size of the waveguide are depicted, respectively, in 

Figs. 6 and 7. Since the operating frequency f = 100 GHz 

is above the cutoff frequencies fc, all waves are in 

propagating modes. As can be observed from both 

figures, the attenuation constants obtained from both 

Stratton’s and our method agree very well and are almost 

indistinguishable. Indeed, the maximum discrepancy 

found from both results is less than 1.25 × 10–4 Np/m. 
 

 
 

Fig. 3. Attenuation of TE11 mode above cutoff in an  

8.1 mm radius, hollow waveguide with copper wall. The 

attenuations are computed using our method (solid line) 

and Stratton’s (dashed-dotted line) method. 
 

 
 

Fig. 4. Attenuation of TM11 mode below cutoff in an  

8.1 mm radius, hollow waveguide with copper wall. The 

attenuations are computed using our method (solid line) 

and Stratton’s (dashed-dotted line) method. 
 

 
 

Fig. 5. Attenuation of TM11 mode above cutoff in an  

8.1 mm radius, hollow waveguide with copper wall. The 

attenuations are computed using our method (solid line) 

and Stratton’s (dashed-dotted line) method. 
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Fig. 6. Attenuation of TE11 mode when a 100 GHz wave 

propagates in a hollow waveguide with copper wall. The 

attenuations are computed using our method (solid line) 

and Stratton’s (dashed-dotted line) method. 
 

 
 

Fig. 7. Attenuation of TM11 mode when a 100 GHz 

wave propagates in a hollow waveguide with copper 

wall. The attenuations are computed using our method 

(solid line) and Stratton’s (dashed-dotted line) method. 

 

IV. CONCLUSION 
We have developed a set of closed-form 

formulations for calculating the attenuation of TE and 

TM modes in a circular waveguide with imperfectly 

conducting wall. Our approach is based on matching the 

tangential electric and magnetic fields at the boundary 

with the electrical properties of the wall material. By 

neglecting the second-order variables, the roots of the 

characteristic equation can then be easily expressed  

in terms of the wavenumbers. Since the behavior of  

the lossy waveguide is assumed to be perturbed from  

its lossless case, a perturbation term is introduced into 

the Bessel function and its derivative. The attenuation 

constant is found by determining the perturbation terms 

using the Finite Difference Method and substituting 

them into the dispersion relation. Our closed-form 

equations show good agreement with those obtained 

using Stratton’s rigorous approach. Unlike Stratton’s 

transcendental approach, however, our approach leads to 

simpler and more straight-forward analysis. 
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Abstract ─ A miniaturized dual-band frequency 

selective surface (FSS) is designed by using branched 

tortuous pattern of cross-dipole element backed by a wire 

grid of the same periodicity. By introducing the backing 

wire grid, the metallic line based FSS can provide  

two pass bands operating at 3.75GHz and 5.88GHz, 

respectively. The unit size of the proposed FSS is smaller 

than other similar FSSs and is only 0.075λ×0.075λ in 

size, where λ is the free-space wavelength at the first 

resonant frequency. Also, it shows good polarization 

stability and angular stability. Both simulated and 

measured results validate the performance. 

 

Index Terms ─ Branched tortuous structure, dual band, 

frequency selective surface, periodic structure, 

miniaturization. 
 

I. INTRODUCTION 
Frequency selective surfaces (FSSs) are one- or two-

dimensional periodic structures, which have been widely 

applied in the field of microwave to construct hybrid 

radome, antenna reflector, optical filter, electromagnetic 

shelter and so on [1-4]. Under some special applications, 

for example, multiband FSSs with independent 

transmission bands are required to increase the capacity 

of multi-frequency antenna in satellite communication 

system [5]. In practical applications mentioned above, 

FSSs are applied in limited space. To maintain the 

frequency selective property when applied in limited 

space, miniaturized FSSs are desired [6-8]. Hence, 

miniaturized multiband FSSs are highly demanded in 

practical applications. 

Motivated by this requirement, different structures 

have been proposed to realize miniaturized dual-band or 

multiband FSS. Dual-band miniaturized FSS based on 

complementary structure is proposed in [9]. Meandered 

metallic pattern is used to design dual-band miniaturized 

FSS in [10]. A miniaturized dual-band FSS with double 

square slot element is proposed in [11]. Miniaturized 

dual-bandstop FSS based on anchor-shaped loop unit-

cell structure is proposed in [12]. Miniaturized dual-band 

FSS based on crooked cross structure is introduced  

in [13, 14]. Fractal structures [15,16] are also adopted  

to realize miniaturized dual-band FSSs. Dual-band 

miniaturized FSS composed of 2-D periodic arrays of 

subwavelength inductive wire grids and capacitive 

patches separated by dielectric substrates is introduced 

in [17]. Nevertheless, most of the FSSs are designed to 

be band-stop, especially for the convoluted metallic 

structures, which is unsuitable to design band pass 

radomes. Also, unit size of the aforementioned FSSs is 

needed to be decreased. 

To solve this problem, a miniaturized dual-band 

FSS composed of branched tortuous pattern of cross-

dipole element backed by wire grid is proposed. By 

introducing the backing wire grid, the metallic line based 

FSS can provide two independent pass bands and has 

smaller unit size compared with other similar structures. 
 

II. FSS STRUCTURE AND ITS 

EQUIVALENT CIRCUIT MODEL 

A. Description of the FSS structure 

As shown in Fig. 1 (a), the two FSS layers are 

separated by a thin dielectric substrate. The first FSS 

layer is composed of branched tortuous pattern of cross-

dipole element and the second one is composed of  

wire grid. As discussed in [7,8], the miniaturization 

characteristic can be obtained by increasing the resonant 
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length of FSS element. Based on this idea, tortuous 

pattern is adopted to lengthen the resonant length. 

Meanwhile, branched structure is used to provide two 

independent resonant paths marked by a red and a blue 

dash line in Fig. 1 (b), respectively, which will result in 

two independent frequency bands. 
 

 
(a) 

 
   (b) (c) 

 

Fig. 1. Structure of the proposed FSS. (a) Perspective 

view. (b) Top view of unit cell of FSS layer1. (c) Top 

view of unit cell of FSS layer2. 

 

B. Equivalent circuit model of the proposed FSS 
Based on the equivalent circuit theory, the branched 

tortuous pattern of cross-dipole element can be modelled 

by the parallel of two series LC resonators and the wire 

grid can be treated as an inductor L0. Meanwhile, a short 

transmission line can be used to depict the thin dielectric 

substrate. Hence, the proposed FSS can be described by 

the equivalent circuit model shown in Fig. 2 (a). In our 

design, thickness of the substrate is relatively small. For 

simplicity, the dielectric substrate can be modelled as an 

inductor 0t rL h  , where μr is the relative permeability. 

Then the equivalent circuit model in Fig. 2 (a) can be 

simplified into that in Fig. 2 (b). 

As indicated in Fig. 2 (b), there will be two stop 

bands if the two series LC resonators (L1-C1 and L2-C2) 

resonate, and the resonant frequencies of passbands can 

be estimated approximately by the equivalent circuit 

model. When the first series LC resonator (L1-C1) and the 

inductors (L0 and Lt) resonate, a pass band will be 

produced around, 

1 1 0 11 2 ( ) .p tf L L L C                  (1) 

Assuming that the two pass bands are apart, the 

second pass band will be produced between the two stop  

bands, whose resonant frequency is around, 

 
2 1 2 1 2 1 2

1
( ) ( ) .

2
pf C C L L C C


    (2) 

Based on the discussion above, it can be found that 

the proposed FSS can produce two pass bands separated 

by two transmission zeroes. 

 

Z0 Z0

L1

C1

L2

C2

L0

 
(a) 

Z0 Z0

L1

C1

L2

C2

L0

Lt

 
(b) 

 

Fig. 2. Equivalent circuit model of the proposed FSS 

structure. (a) The transmission line model. (b) The 

lumped-element model. 

 

III. SIMULATION RESULTS 
To verify the performance of the proposed FSS, 

simulations by full-wave solver HFSS and equivalent 

circuit model have been carried out. As shown in Fig. 1, 

structure parameters of the proposed FSS are set as 

follows: dimension of the FSS are Dx=Dy=6mm, width 

of the metallic line is w=0.2mm, width of the slot 

between metallic lines is s=0.2mm. The two FSS layers 

are separated by a F4B-2 substrate. And the dielectric 

permittivity, tangent loss and thickness of substrate are 

εr=2.65, tanδ=0.002 and h=0.5mm, respectively. 

First, to explain the forming mechanism of the dual-

band characteristic, the two metallic arrays are simulated 

separately and jointly. The transmission coefficients 

under normal incidence are shown in Fig. 3. As observed, 

the proposed FSS structure can provide two stopbands 

and two passbands. The stopbands operating at 4.54GHz 

and 6.52GHz are mainly formed by the top metallic array. 

Due to the existence of the bottom metallic array, the 

first passband operating at 3.75 GHz is formed. At the 

same time, the second passband produced by upper FSS 

is shifted under the influence of wire grid.  
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Fig. 3. Transmission coefficients of the constituting 

metallic arrays and the proposed FSS structure. 

 

 
 

Fig. 4. Transmission coefficient of the proposed FSS at 

normal incidence. 

 

After that, equivalent circuit method (ECM) is used 

to obtain the transmission coefficient of the proposed 

structure. The equivalent circuit parameters of the 

branched tortuous pattern of cross-dipole element (L1, 

C1, L2 and C2) and the wire grid (L0) are derived from the 

simulated impendence ZFSS using an iterative procedure 

proposed in [18]. To reduce the computational burden, 

two nulls of the impendence ZFSS are used. 

Corresponding to such two resonances, a well-known 

relation 
21 zeroL C  can be obtained. Then, a curve 

fitting technique based on particle swarm optimization 

algorithm is applied for extracting parameters. The 

calculated lumped parameters are L1=14.6nH, 

C1=0.084pF, L2=11.8nH, C2=0.051pF, L0=3.4nH and 

Lt=0.63nH, respectively. 

 
(a) 

 
(b) 

 

Fig. 5. Transmission coefficients of the proposed FSS 

under different incident. (a) TE polarization and (b) TM 

polarization. 

 

The transmission coefficient under normal incidence 

can be calculated by equivalent circuit model in Fig. 2 

using Eq. (6) in [18]. The calculated transmission 

coefficient is shown in Fig. 4 together with the simulated 

one obtained by HFSS. It can be observed that the results 

obtained by the two methods agree well, which verifies 

the validity of the equivalent circuit model in Fig. 2. The 

main discrepancy is the first resonant frequency shift. It 

is caused by the coupling effect between the two FSS 

layers, which is not taken into consideration by the 

equivalent circuit model.  

Additionally, the transmission and reflection 

coefficients of the proposed structure under different 

incident angles and polarizations are obtained. The 

results are shown in Fig. 5. Apparently, the proposed 

structure shows good polarization stability and angular 

stability. However, as shown in Fig. 5 (b), there are some 

distortions and spurious resonances for TM polarization 

of 60° incidence. This is mainly caused by the top  

LIU, SHENG, GAO, ZHANG, GUO: DESIGN OF DUAL-BAND MINIATURIZED FREQUENCY SELECTIVE SURFACE 51



metallic layer. The structure composed of branched 

tortuous pattern connected in the center will produce the 

end load capacitance, which is similar with the Jerusalem 

Cross element. As introduced in [1], because of the 

existence of end load capacitance, bent mode will be 

produced for only TM-wave oblique incidence and  

then a transmission null will be formed. Owing to the 

branched structure design, there will be two transmission 

nulls. Noting that the two spurious resonances are away 

from the passbands, the effect of spurious resonances on 

frequency filter property can be ignored. 
 

 
 (a) (b) 

 

Fig. 6. Surface current distribution diagram. (a) At 

f=4.54GHz and (b) at f=6.52GHz. 

 

Also, the surface current distribution is given in Fig. 

6. It can be observed that the proposed FSS has two stop 

bands operating at 4.54GHz and 6.52GHz, respectively. 

Based on the discussion in Section II, the two stop bands 

are caused by the two resonant paths provided by the 

branched tortuous structure. For verification, surface 

current distribution of the branched tortuous structure 

under normal incidence with TEM wave at 4.54GHz and 

6.52GHz are simulated with HFSS and shown in Fig. 6. 

It can be observed that the branched structure can 

provide two independent resonant paths as predicted. 

There is one point that should be emphasized:  

the resonant frequencies of the proposed FSS can be 

adjusted by changing resonant lengths. By increasing  

the arrangement periodicity, tortuous degree can be 

improved to fill the FSS unit cell, and then longer 

resonant lengths are obtained, which will lead to lower 

resonant frequencies. To further demonstrate this point, 

several structures with different resonant lengths are 

simulated under TE polarization. It should be noted  

that only the resonant lengths and the periodicity of  

the proposed structure have changed. The transmission 

coefficients are shown in Fig. 7. The results are tabulated 

in Table 1, where Lred and Lblue represent the length of 

two resonant paths shown in Fig. 1 (b), respectively. And 

the frequencies f1 and f2 represent the positions of the two 

pass bands. It can be found that the location of pass band 

will move toward lower frequency as the resonant 

lengths increase. 

To further verify the performance of the proposed 

FSS, comparisons between previous works have been 

carried out. It can be observed from Table 2, unit size of 

the proposed FSS is smaller compared with other similar 

structures, which demonstrates that the proposed FSS is 

a better miniaturized design. Also, based on Eq. (1.5) in 

[1], the lowest onset frequency of grating lobe of 60° 

incidence is 26.8GHz, which is far from the resonant 

frequency. 

 

 
 

Fig. 7. Transmission coefficient of proposed structure 

with different resonate lengths. 

 
Table 1: Length of two resonant paths and resonant 

frequencies of two pass bands 

Lblue 

(mm) 

Lred 

(mm) 

Dx=Dy 

(mm) 

f1 

(GHz) 

f2 

(GHz) 

21 13.8 2.6 4.55 9.24 

21.8 24.2 3 3.75 5.88 

22.6 36.2 3.4 2.99 5.68 

 
Table 2: Comparisons with other dual-band FSSs 

εr FSS Structure FSS Unit Size 

2.65  
FSS structure in [11]  0.1407λ×0.1407λ  

FSS structure proposed  0.075λ×0.075λ  

4.4  

FSS structure in [13]  0.0826λ×0.0826λ  

FSS structure in [13]  0.088λ×0.088λ  

FSS structure in [13]  0.094λ×0.094λ  

FSS structure proposed 0.0616λ×0.0616λ  

 

IV. EXPERIMENTAL VERIFICATION 
An FSS prototype has been fabricated and measured 

(see Fig. 8) for further verification. The prototype is 

consisting of 60×60 elements and the oversize is 

362mm×362mm. The FSS prototype is measured with a 

free-space method in an anechoic chamber. The free-

space measurement system is mainly composed of a 

transmitting antenna and a receiving antenna, which  

are connected to a vector network analyzer (Agilent 

E8363B). And the transmitting antenna and the receiving 

antenna are placed on each side of the prototype with a  
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distance of 2m and 0.8m, respectively. 

 

 
(a)                                          (b) 

 

Fig. 8. Photograph of the FSS prototype. (a) FSS layer1 

and (b) FSS layer 2. 

 

 
  (a) 

 
 (b) 

 

Fig. 9. Comparisons between the simulated and the 

measured transmission coefficients. (a) TE polarization 

and (b) TM polarization. 

 

Comparisons between the measured and simulated 

transmission coefficients are shown in Fig. 9. Good 

agreements between the two methods can be observed, 

which demonstrates the validation of the proposed  

FSS structure design. And the reason causing spurious 

resonances has been explained above. 

The passbands for simulation, ECM, and 

measurement under TE polarization are tabulated in 

Table 3. As observed, the results obtained by three 

methods are highly consistent. For ECM, the resonant 

frequency deviation respect to HFSS is slightly larger, 

which is 3.47% and 1.02%, respectively. This is because 

the coupling between upper and lower metallic layers of 

proposed structure is ignored. For measurement, the 

resonant frequency deviation is only 0.27% and 0.51%. 

 

Table 3: The passbands obtained by three methods 

Resonant 

Frequency 
HFSS ECM Measurement 

f1 (GHz) 3.75 3.88 3.76 

f2 (GHz) 5.88 5.94 5.91 

 

V. CONCLUSION 
In this paper, a miniaturized dual-band band pass 

FSS is designed using a branched tortuous structure. The 

proposed FSS is analyzed, fabricated and measured. 

Both simulated and measured results show that the 

proposed FSS has smaller unit size compared with other 

similar structures and its unit size is only 0.075λ×0.075λ. 

Also, it has a better angular stability at oblique incidence 

and the resonant frequency deviation for the two pass 

bands keeps below 2% of 60° incidence under different 

polarizations. The proposed FSS can be applied for FSS 

radomes. 
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Abstract ─ In this paper, we proposed a tunable dual-

band left-handed metamaterial (LHM). This dual-band 

LHM can be regarded as a combination of double-slits 

split ring resonators (DSSRRs) and rotated ‘H-shape’ 

structure loaded with varactors. The ‘H-shape’ structure 

functions like arrayed metallic wires, and is only capable 

of extracting negative permittivity, but with proper loaded 

capacitors, it can also extract negative permeability. 

According to the numerical analysis, such character is 

closely related to the mutual coupling coefficient. We 

analyzed both the DSSRRs and the ‘H-shape’ structure 

through equivalent circuits and simulations, respectively. 

Later the composed LHM loaded with varactors is also 

simulated. Dual-band left handed (LH) property can be 

observed from the retrieved effective parameters, of 

whom one LH band is stable and wide, approximately 

from 2GHz to 2.1GHz, while the other one is relatively 

narrow, shifting from 1.14GHz to 2.36GHz dynamically. 

Compared to other work where only multi-band 

technology or tunable method is applied, the combination 

of both the methods greatly extended the functioning 

bandwidth. 

Index Terms ─ Dual-band, LHM, Tunable, Varactor-

loaded. 

I. INTRODUCTION 

Metamaterials (MTMs) have aroused great attention 

since Pendry introduced periodically located metallic 

wires to achieve negative permittivity in 1996 [1]. Later, 

his team proposed spilt ring resonators (SRRs) to get 

negative permeability [2]. In [3,4], the authors composed 

SRRs and metallic wires together to get negative 

permittivity and permeability at the same frequency 

range. These kind of MTMs are also referred to as left-

handed metamaterials (LHMs). However, even after so 

many years’ development, the bandwidth limitation 

of MTMs remains a great challenge. There are two 

potential ways to cross this limitation.  

Some researchers focused their studies on multi-

band MTMs. The first kind of multi-band MTMs are 

based on well-designed metallic patterns, such as the 

‘S-shaped’ [3], the ‘H-shaped’ [4] and the ‘Z-shaped’ [5] 

MTMs. An advanced well-designed metallic pattern 

mode is fractal shapes, such as the nested ‘U-shaped’ and 

the ‘tree-shaped’ [6] MTMs. Another kind of multi-band 

MTMs are implemented with a combination of different 

single-band MTM units. In [7], similar patterns are 

printed on different substrates, while in [8], SRRs with 

different opening directions are printed on 3 layers 

substrates.  

Some researchers focused on the studies on tunable 

MTMs. There are multiple methods to implement tunable 

characteristics, such as loading varactors [9-17], applying 

ferrite slabs [18-21] or liquid crystal [22,23], and 

mechanically changing the structures [24-28]. Among 

these methods, varactor loaded tunability is the most 

applicable.  

In this paper, we propose a tunable dual-band LHM 

to achieve a dynamical wideband. The geometry of this 

MTM is the same as the single-band LHM that Xin and 

his team published in ‘Nature Communications’ [29], 

while the loaded diode is replaced with a varactor. This 

single-band LHM unit can be regarded as a combination 
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of double-slits split ring resonators (DSSRR) and a 

rotated ‘H-shape’ structure. The ‘H-shape’ structure acts 

as arrayed metallic wires that are only capable of 

providing negative permittivity, however, with proper 

loaded capacitors, it also exhibits negative permeability. 

In this paper, both the basic particles of the single-band 

LHM are analyzed with equivalent circuits and 

simulations. After that, we loaded varactor diodes, the 

SMV-1236 from Skyworks, to the LHM. Simulations are 

operated with linearly increased reversed voltage from 

0V to 5V, and retrieve the S parameters through the  

‘S-parameter retrieval method’ published in [30] to get 

the effective parameters. 

 

II. MODEL AND EQUIVALENT CIRCUIT 

The geometry of the single-band LHM proposed in 

[29] is displayed in Fig. 1, where a=27 mm, b=54 mm, 

c=4 mm, d=5 mm, e=6 mm, f=0.8 mm, g=2.5 mm,  

r1=9 mm, r2=12 mm. The metallic pattern is printed on 

a 1.27 mm-thick Rogers-6006 substrate whose relative 

permittivity is 6.15, and the thickness of the metallic 

wires is t=0.017 mm. 

 

 
 

Fig. 1. Geometry illustration of the LHM proposed in 

[29]. It can be regarded as a combination of a rotated  

‘H-shape’ (particle A) and a DSSRR (particle B). 

 

Such structure can be regarded as a combination  

of rotated ‘H-shape’ metallic wires (particle A) and 

DSSRRs (particle B). In the discussed frequency regime 

[29], DSSRRs produce negative permeability while the 

rotated ‘H-shaped’ structure is responsible for negative 

permittivity.  

 

A. Equivalent circuit analysis for particle A 

In [31], the authors proposed a double-sided rotated 

‘H-shape’ structure where the magnetic resonance is 

originated from the anti-paralleled currents in the wires 

with opposite signs accumulating at corresponding ends. 

Similarly, a proper capacitor loaded will also generate 

anti-paralleled currents on both ends. 

According to the theoretical analysis of the split ring 

resonators (SRRs) proposed in [2,29], the magnetic 

resonance is motivated by the electromotive force 

around the circumference of the split rings. Considering 

an infinite array of such SRRs arranged in three 

orthogonal directions with a spatial period of d, and an 

incident magnetic field polarized along the y direction, 

that is, perpendicular to the SRRs, there would be 

electromotive force and induced current I along the rings, 

satisfying: 
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where H0 is the external magnetic field, R, L, and C are 

the parasitic resistance, the geometrical inductance,  
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Based on the magnetic moment per unit volume, 
2 3/M r I d  and  0 0/ / ( / )eff B B M    , B is  

the corresponding external magnetic flux, then we can 

obtain the final effective permeability as following:  
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From the analysis above, it is obvious that the 

effective permeability is completely irrelevant with the 

shape of the magnetic resonators, but closely related to 

the mutual coupling and self-properties of the structure. 

The equivalent circuit for the rotated ‘H-shape’ wire 

with an embedded capacitor Ce is displayed in Fig. 2, 

where Le is the equivalent inductance. 

 

Le

Ce

 
 

Fig. 2. Equivalent circuit of the rotated ‘H-shape’. 

 

The self-inductance of a strip line can be calculated 

using [32]: 
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where l is the length of the strip line, w is the width, and 

t is the thickness. Assume a function ‘Cal_induc(l,w,t)’ 

to represent (4), then for particle A, equivalent inductance 

Le can be approximated as: 
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which is 0.72 nH. Hence, the magnetic resonant 

frequency can be calculated as: 
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We listed the corresponding resonant frequencies 

while Ce ranging from 7 Pf to 25 Pf with a step size of 3 

Pf in Table 1. The resonant frequency is linearly shifting 

from higher frequencies to lower frequencies with the 

increase of Ce. 

 

Table 1: Resonant frequencies with Ce ranging 

Ce(pF) 7 10 13 16 19 

fm(GHz) 2.25 1.88 1.65 1.49 1.37 

 

B. Equivalent circuit analysis for particle B 

The equivalent circuit for the DSSRR is displayed 

in Fig. 3.  

 

Lav

Cs

Cg Cg

 
 

Fig. 3. Equivalent circuit for DSSRR. 

 

The total equivalent capacitance of DSSRR is 

calculated as: 

 / 2 ,total g sC C C   (7) 

where Cg is the gap capacitance, and Cs is the surface 

capacitance.  

According to the transmission line theory [32], for 

the coplanar strips on a substrate as illustrated in Fig. 4, 

the capacitance per unit length of the paralleled strip 

lines are calculated using: 

  0 ,pul eC F k    (8) 

where 
0  is the permittivity of free space, 

e and the 

first kind elliptic integral related function F(k) are 

calculated as: 
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where k=a/b, a=s/2, b=w+s/2, 2' 1 ,k k   and 

1 sinh( / 2 ) / sinh( / 2 )k a h b h  . 

In this example, with respect to the estimation 

method [33], s = f, and w=r1 + (e-f)/2; hence Cg can be 

calculated which is 0.142pf. The calculation for Cs =Cs1 

+ Cs2 is approximated as [34]: 
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where Cs1 is the surface capacitance through air, Cs2 is 

the surface capacitance through the substrate, hence,  

Cs = 0.192pf. Then total capacitance Ct is 0.264pf.  

The total equivalent inductance for the double slits 

SRR can also be approximated using (4), and it can also 

be approximated as: 

 _ ( 2 1, ( 1 2) / 2 , ),avL cal indc r r r r e f t      (12) 

therefore, the resonant frequency for the double slits 

SRR can also be calculated using a similar equation as 

(6), which is 1.83GHz. 

 

 
 

Fig. 4. Coplanar strips model. 

 

III. SMULATIONS AND ANALYSIS 
To verify the numerical analysis above, we ran 

simulations for particle A and B, respectively. After  

that, we introduced a varactor diode, SMV-1236 from 

Skyworks, and embedded it to the composed LHM. All 

the simulations are operated with HFSS software. 

 

A. Simulation for particle A 

For particle A, we ran the simulations with the 

embedded capacitance Ce varying from 7 pF to 19 pF 

linearly with a step size of 3 pF for the sake of simplify 

the analysis. Then we applied ‘S parameters retrieval 

method’ to get the effective parameters from simulated 

S parameters. The real part of the retrieved effective 

permittivity and permeability are displayed in Figs. 5 (a) 

and (b). 

It is seen that particle A is capable of providing 

negative permittivity, and this property is quite similar  

to that of arrayed metallic wires. When Ce is 7 pF, 10 pF, 

and 13 pF, the effective permeability is also negative. 

For other values of Ce, there are also significant 

resonances. Compared to the resonant frequencies listed 

in Table 1, the simulated results match well with the 

numerical analysis. Hence, particle A can also be 

regarded as a single-band LHM with proper loaded 

capacitors, and it is tunable with the change of the 

capacitance. 
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B. Simulation for particle B 

The simulated S parameters and the retrieved 

effective parameters are displayed in Figs. 6 (a) and (b). 
 

  
 (a) 

 
(b) 

 

Fig. 5. Retrieved effective (a) permittivity and (b) 

permeability of the rotated ‘H-shape’ with the embedded 

capacitance varying from 7pF to 19pF.  
 

Negative permittivity can be observed at a 

frequency range from 1.854GHz to 1.96GHz. The 

simulated results also match well with the numerical 

analysis. 
 

C. Varactor-loaded LHM 

In the previous sections, the tunability is discussed 

with a series of linearly changed capacitance for 

simplicity. However, in applications, tunable capacitors 

are usually achieved with varactor diodes. The proper 

varactor chosen is SMV1236 from Skyworks, and its 

spice model is displayed in Fig. 7 [35].  

The capacitance ‘CT’ for this diode with the change 

of reversed voltage ‘VR’ is also listed in Table 2. 

Simulations for the LHM with varactors loaded  

were operated and the S parameters are displayed in Fig. 

8, the real part of the retrieved effective parameters are 

displayed in Figs. 9 (a), (b) and (c), with the reversed 

voltage ranging from 0V to 5V. 
 

 
(a) 

 
(b) 

 

Fig. 6. (a) Simulated S parameters of DSSRR, and (b)  

the corresponding real part of the retrieved effective 

permittivity (Real(ɛ)), permeability (Real(µ)) and the 

refractive index (Real(R)). 
 

Table 2: Total capacitance CT(pF) of the diodes varying 

with the reversed voltage VR(V) 

VR 0 0.5 1 1.5 2 2.5 

CT 26.75 20.61 17.02 14.38 12.29 10.56 

VR 3 3.5 4 4.5 5  

CT 9.16 8.04 7.19 6.53 6.01  
 

In Fig. 8, there are 3 resonant frequencies despite the 

change of the reversed voltage, of whom two are only 

slightly shifted, while the other one is moving from 

lower frequencies to higher frequencies with the 

reversed voltage increases. Additionally, the bandwidth 

of the third resonance is only comparable with the stable  
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two ones when they are close. 
 

 
 

Fig. 7. The spice model of SMV1236. 
 

 
 (a) 

 
 (b) 
 

Fig. 8. Simulated (a) S11 and (b) S21 with reversed 

voltage ranging from 0V to 5V. 
 

In Fig. 9 (a), permittivity is negative in the discussed 

frequency range only except for a narrow band 

approximately from 1.7GHz to 1.9GHz. In Fig. 9 (b), 

permeability is negative at two different frequency range, 

of whom one is narrow while the other one is comparable 

wide. Additionally, with the increase of VR, one of the 

negative regime is moving from lower frequencies to 

higher frequencies, while the other one is only slightly 

changed. Besides, the resonant strength of the shifting 

resonance gets stronger as it is moving closer to the 

stable resonance, such as the strong resonance when the 

reversed voltage is 3V. The refractive index displayed  

in Fig. 9 (c) show a similar property, and it remains 

negative despite of the change of VR. 

We also listed more detailed information about  

the double negative band with VR changing at a step of 

0.5V in Table 3, where ‘LH-1’ and ‘LH-2’ refers to the  

two left handed negative bands, and ‘BW’ refers to the 

corresponding bandwidth. They all measured with ‘GHz’. 

Obviously, ‘LH-1’ is stable, while ‘LH-2’ is changeable. 

Compared to the previous discussed particle A and B, it 

can be developed that ‘LH-1’ is closely related to the 

DSSRR, while ‘LH-2’ is closely related to the rotated 

‘H-shape’ with embedded varactor. 

In this table, for ‘LH-2’, when VR=2.5V, only 

permeability is negative, and when VR=5V, only 

permittivity is negative, hence, they are all marked with 

‘null’ in the table. From the point of bandwidth, it is 

interesting to note that the bandwidth for ‘LH-2’ gets 

wider as the two LH bands getting closer. 

From (3), the real part of permeability is closely 

related to the mutual coupling. Hence, when the resonant 

frequencies of the two particles are getting closer, the LH 

bandwidth originates from particle A is also getting wider. 

Table 4 listed the relative bandwidth of some 

previous work where ‘MB’ refers to multi-band method, 

‘VL’ refers to the varactor-loaded method, and ‘BW’ 

refers to the relative bandwidth. In our work, the 0.2GHz 

wide right-handed bandwidth is excluded in the 

calculation for relative bandwidth. Apparently, with the 

combination of multi-band and tunable technology, the 

LH bandwidth is greatly extended. 
 

 
(a) 
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(b) 

 
(c) 

(d) 

 

Fig. 9. The real part of the retrieved effective (a) 

permittivity, (b) permeability, (c) relative impedance, 

and (d) refractive index with the reversed voltage 

ranging from 0V to 5V. 

 

Table 3: LH frequency range with VR changing 

VR LH-1 BW LH-2 BW 

0 2.032~2.144 0.112 1.142~1.14 0.002 

0.5 2.034~2.15 0.116 1.311~1.313 0.002 

1 2.034~2.151 0.116 1.446~1.450 0.004 

1.5 2.039~2.155 0.116 1.568~1.573 0.005 

2 2.041~2.156 0.115 1.680~1.688 0.008 

2.5 2.054~2.161 0.107 null null 

3 2.084~2.167 0.083 1.933~1.964 0.031 

3.5 1.975~2.060 0.085 2.161~2.202 0.041 

4 1.995~2.107 0.112 2.275~2.287 0.012 

4.5 2.003~2.123 0.12 2.363~2.368 0.005 

5 2.003~2.125 0.122 null null 

 
Table 4: Relative bandwidth in some references using 

different methods 

Ref Method BW (%) 
[5] MB 13.3 

[6] MB 25.3 

[36] MB 18.5 

[9] VL 27 

[10] VL 23 

[11] VL 38 

This work MB-VL 61.5 

 

IV. CONCLUSION 
In this paper, we proposed a varactor-loaded tunable 

dual-band LHM. The structure of this LHM without the 

varactor can be regarded as a combination of DSSRRs, 

that responsible for providing negative permeability,  

and rotated ‘H-shape’ structure that function as arrayed 

metallic wires providing negative permittivity. In our 

work, we analyzed both the basic particles with 

equivalent circuits and simulations and pointed out that 

the rotated ‘H-shape’ exhibits double negative properties 

with proper embedded capacitance. The loaded varactor 

is SMV-1236 from Skyworks. With the reversed voltage 

varying from 0V to 5V, there are two different frequency 

regimes with LHM properties, of whom one is wide and 

stable, approximately from 2GHz to 2.1GHz, while the 

other one is relatively narrow and is dynamically shifting 

from 1.14GHz to 2.34GHz except for frequencies 

between 1.7GHz to 1.9GHz. Additionally, when the two 

bands are close, the bandwidth of the wider one gets 

narrower, while the narrow one gets wider. Compared to 

other work where only multi-band technology or tunable 

method is applied, the combination of both the methods 

greatly extended the functioning bandwidth and can be 

of great use in areas such as radars and sensors. 
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Abstract ─ A perturbation decomposition-polynomial 

chaos expansion method is presented to evaluate the 

electromagnetic effects of random nonuniform 

transmission line under plane-wave illumination. The 

nonuniformity is represented as perturbation with respect 

to the reference uniform transmission line. Moreover, by 

expanding the unknown random parameters in terms of 

orthogonal polynomials, the stochastic transmission  

line equation is projected into a set of deterministic 

transmission line equations. Numerical simulations are 

presented for several typical deterministic and random 

nonuniform transmission lines above an ideal ground. 

The results show that the proposed perturbation 

decomposition-polynomial chaos expansion method is 

accurate and computationally efficient compared with 

the traditional uniform cascaded section method and 

Monte Carlo method. 

 

Index Terms ─ Deterministic nonuniform transmission 

line, parameter uncertainty, perturbation decomposition, 

plane-wave illumination, polynomial chaos expansion, 

random nonuniform transmission line. 
 

I. INTRODUCTION 
Cables and wires are usually the most sensitive parts 

in the electromagnetic compatibility problems of electrical 

and electronic systems. Owing to the mechanical 

manufacturing tolerances or manual installation manner 

errors, uncertainty [1,2] and nonuniformity [3-8] of 

transmission line (TL) are often encountered in practical 

applications, such as linearly tapered micro-strip line [3], 

interconnects subject to line-edge roughness [4], twisted 

pair [5], and undesired asymmetry differential lines [6], 

which may significantly affect the signal integrity and 

immunity. The intentional/unintentional electromagnetic 

interference in the free space may also aggravate the 

distortion effect. Therefore, it is of great significance to 

analyze the effect of randomness and nonuniformity on 

the response of TL under plane-wave illumination. 

Transmission line theory [9] has been investigated 

for a long time. For a deterministic uniform transmission 

line (DUTL), the coupling mechanism is well established 

and has been overviewed in [10,11]. For a random 

uniform transmission line (RUTL), several methods 

have been proposed [12-16]. A direct method is the 

Monte Carlo (MC) method [12,13], which collects 

statistical information through huge samplings of 

random parameters to perform extensive repeated 

simulations of deterministic models. Although robust, 

MC has a large computational load. Another approach 

called the polynomial chaos expansion (PCE) method 

[14-16], which describes the statistical behavior through 

the orthogonal basis of a series of random variables, is 

fairly accurate and much faster than the MC method.  

For a deterministic nonuniform transmission line 

(DNTL), the conventional approach is the uniform 

cascaded section (UCS) method [9]. UCS tackles the 

nonuniformity problem by subdividing the DNTL into 

large local uniform sections [17-21], thus leading to long 

computation time. Recently, a computationally efficient 

method called the equivalent source method [22] has 

been proposed to cope with DNTL. Subsequently, it  

has been extended to the perturbation decomposition 

technique (PDT) to cope with the crosstalk problem  

of different types of DNTL [3-8]. However, studies on 

the electromagnetic effect of random nonuniform 

transmission lines (RNTL) are scant. Moreover, the PDT 

is limited to DNTL, and cannot be directly applied to 

RNTL. So far, the PDT has only been applied to the 

crosstalk problems, and the ability of coping with DNTL 

under plane-wave illumination has not been verified. 

Therefore, an Nth-order perturbation decomposition-

Mth-order polynomial chaos expansion method ((Nth, 

Mth)-order PD-PCE) is presented to analyze the RNTL 

response under external plane-wave illumination in  

this paper. The nonuniformity of TL is modeled as an 

equivalent distribution source for the reference uniform 

transmission line. Subsequently, based on the orthogonal 
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polynomial expansion of unknown random parameters, 

the stochastic transmission line equation is projected into 

a set of deterministic transmission line equations through 

a stochastic Galerkin method.  

The rest of this paper is structured as follows. The 

derivation of the PD-PCE method is demonstrated in 

Section II. In Section III, the feasibility and strength of 

the PD-PCE method are validated by applying it to 

several typical simplifying RNTLs. Finally, a summary 

is given in Section IV. 
 

II. PERTURBATION DECOMPOSITION-

POLYNOMIAL CHAOS EXPANSION 

METHOD 
In this section, the general solution of RNTL under 

plane-wave illumination is derived. Four cases of  

RNTL commonly observed in practical applications are 

considered, including vibrating RNTL, as shown in Figs. 

1 (a)–(b), and floating RNTL, as shown in Figs. 1 (c)–(d). 

The radius of the four cases of RNTL is ar . The left and 

right ends of RNTL are terminated with the impedances 

LZ  and RZ , respectively. The heights of the four cases 

of RNTL are defined as follows: 

 

   

 

   

1

2

2 1 1

1 2 1

2

2 1 1

( ) = + 2 /                                 : case ,

( ) = - - 2 / + +   : case ,

( ) = + + 2 - /                 : case ,

( ) = - 2 / + +             : case ,

h

h h

h

h

h z,ε H δ ε z L a

h z,ε H H δ ε z L H δ ε b

h z,ε H δ ε H H z L c

h z,ε H H z L H δ ε d

  

   

  

  

(1) 

where  2, 2z L L  , L is the length of the RNTL in the 

z direction. 1H  is the height of the RNTL at 0z  , 2H  

is the height of the RNTL at 2z L , ε  is the normalized 

random variable, which is assumed to be uniformly 

distributed in [-1,1]. hδ  is the uncertainty coefficient.  

In particular, for case c and case d, the RNTL 

becomes DNTL when 0hδ   and 1 2H H , and the 

RNTL becomes RUTL when 0hδ   and 1 2H H . Both 

DNTL and RUTL are special cases of RNTL. 

There are two main steps for the construction of the 

proposed (Nth, Pth)-order PD-PCE method for RNTL. In 

the first step, the perturbation solution for the RNTL 

under plane-wave illumination is derived; therefore, the 

RNTL equation is converted to an RUTL equation. In the 

second step, the RUTL equation is converted to a DUTL 

equation by applying the polynomial chaos theory.  
 

A. Plane wave parameters  
As shown in Fig. 2, considering an incident plane-

wave electric field incE  with amplitude 0E  described by: 

  -

0= + + ,inc jk r

x y zE E e x e y e z e   (2) 

where r  is the observation position vector, and the 

scalar components xe , ye , and ze  in the direction of unit 

vectors x̂ , ŷ , and ẑ , respectively, are defined as: 

cos cos cos sin sin ,

cos cos sin sin cos ,

cos sin ,

x

y

z

e

e

e

    

    

 

 

 

 

 (3) 

where   is the polarization angle,   is the elevation 

angle, and   is the azimuth angle. The wave vector k  

with free space wave number 
0k  is defined as: 

0 0 0

ˆ ˆ ˆ

ˆ ˆ ˆsin cos sin sin cos

x y zk k x k y k z

k x k y k z,    

  

  
 (4) 

where xk , yk , and zk  are the components of the wave 

vector along the unit vectors x̂ , ŷ , and ẑ , respectively. 
 

x
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E

2L 2L z0  
(a) 
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2L 2L z0
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Fig. 1. (a) Case a: Random vibrating nonuniform straight 

transmission line. (b) Case b: Random vibrating 

nonuniform bending transmission line. (c) Case c: 

Random floating nonuniform straight transmission line. 

(d) Case d: Random floating nonuniform bending 

transmission line. 
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Fig. 2. Plane-wave incident direction. 

 

Considering the reflection effect of ground, total 

electric field is the sum of the incident and reflection 

fields, and the z component ( )tot

zE z,ε  and x component 

( )tot

xE z,ε  of the total electric field are given as follows: 

   

   

-

0

-

0

( ) = -2 sin ( ) ,

( ) =   2 cos ( ) .

y z

y z

j k y k ztot

z z x

j k y k ztot

x x x

E z,ε jE e k h z,ε e

E z,ε E e k h z,ε e





 (5) 

 

B. Perturbation decomposition of random nonuniform 

transmission line equation 

The Agrawal formula [11], which describes field-to-

line coupling for an RNTL, is given by: 

       

     

', , , , ,

, , , 0,

s

F

s

d
V z j L z I z V z

dz

d
I z j C z V z

dz

    

   

 

 

 (6) 

where  ,sV z   and  ,I z   define the random scattering 

voltage and current of RNTL, respectively.  ,L z   and 

 ,C z   are the per unit length (p.u.l.) random inductance 

and capacitance of the RNTL, respectively. The distributed 

voltage source  ' ,FV z   is defined as: 

           ' , , cos , , sin , ,tot tot

F z xV z E z z E z z           (7) 

where  ,z   is the position-dependent random 

inclination angle of the RNTL. The total voltage of the 

RNTL is defined as: 

     , , ,s exV z V z V z    , (8) 

where the excitation voltage  ,ex z V  is defined as: 

 
 ,

0
, ( ) .

h zex tot
xV z E z,ε dx


    (9) 

To deal with the nonuniform problem of the TL,  

the perturbation decomposition technique [5] is applied 

to the scattering voltage, current, capacitance, and 

inductance as follows: 
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  

   
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 

 

 
(10) 

where 
0

sV and 
0I  are the 0th-order perturbation random 

scattering voltage and current, respectively. s

nV  and 
nI  

 1,2,...,n N  are the nth-order perturbation random 

scattering voltage and current, respectively. N is the 

truncated order. 
0C  (

1C ) and 
0L  (

1L ) are the 0th-order 

(1st-order) perturbation p.u.l. random capacitance and 

inductance, respectively.  

Substituting equation (10) into equation (6), the 

RNTL equation can be decomposed to 0th-order and  

nth-order  1,2,...,n N  RUTL equations, as follows: 
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 (12) 

For the 0th-order perturbation equation (11), the 

excitation term directly originates from the incident 

plane-wave. For the nth-order perturbation equation (12), 

the excitation terms originate from the (n-1)th-order 

perturbation scattering voltage and current. 
 

C. Polynomial chaos expansion  

To solve the RUTL equations (11) and (12), the PCE 

method [14] was adopted to expand the random variable 

in equations (11) and (12) as follows: 
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(13a) 
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 (13b)  

where ,

0

s pV  ,s p

nV  and 
0

pI  p

nI  represent the (0th, pth)-

order ((nth, pth)-order) PD-PCE coefficients for scattering 

voltage and current, respectively. 'p

FV  represents the pth-

order PCE coefficients for the distributed voltage source. 

0

pC   1

pC  and 
0

pL  1

pL  represent the (0th, pth)-order ((1st, 

pth)-order) PD-PCE coefficients for p.u.l. capacitance and 

inductance, respectively.  p   is a pth-order polynomial. 

The random variable is assumed to be uniformly 

distributed; hence, the Legendre orthogonal polynomials 

are appropriate for this case [14], as shown in Table 1. 

For the random variables of number q and order m, the 

total number of expansion items is ( +1)!= ( + )!/ ( ! !)P p q p q . In 

this study, there is only one random variable; hence, q=1. 
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Table 1: Legendre polynomial for one random variable 

Order p pth-order polynomial 
p  ,p p   

0 1 1 

1   1/3 

2  23 -1 2  1/5 

… … … 

p  21
-1

2 !

p

p p
ε

p ε




  1 2 +1p  

 

Substituting equation (13) into (11), the original 0th-

order perturbation RUTL equation is expanded as: 
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(14) 

where
0P and 

TP  are the expansion orders. Through a 

stochastic Galerkin method, equation (14) was projected 

to the Legendre orthogonal basis as follows: 
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(15) 

The symbol  ,   represents the inner product over 

the definition domain of the random variable. Solving 

(15), the following 0th-order perturbation augmented 

equation in matrix form can be obtained. 
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0 LV V V

C 0I I 0
 (16) 

where  0
s zV  and  0 zI  are the 0th-order perturbation 

 0 +1 1P  scattering voltage and current vector, respectively. 

 '
F zV  is the 0th-order  0 +1 1P   distributed voltage 

source vector. 0L  and 0C  are the 0th-order perturbation 

   0 0+1 +1P P  inductance and capacitance matrix, 

respectively. The ith row and jth column  0, 1, 2,..., 1i j P   

of 0L  and 0C  are given as follows: 

 
0 0

0 0 0 0

0 0

, ,
P P

p p
ij pji ij pji

p p
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where,  

 , , .pji p j i i i       (18) 

Similarly, substituting equation (13) into (12), the 

original nth-order perturbation RUTL equation becomes: 
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(19) 

where 1+n T n-P P P  1,2,...,n N . Projecting equation 

(19) to the Legendre orthogonal basis, the following 

equations can be obtained: 
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(20)  

Solving (20), the nth-order perturbation augmented 

equation in matrix form can be obtained as follows: 
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V0 LV V
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 (21) 

where the nth-order distributed voltage source vector 

 'n
F zV  and the distributed current source vector  'n

F zI  

are: 
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 (22) 

where 1L  and 1C  are the 1st-order perturbation 

   1 1+1 +1n nP P   inductance and capacitance matrix, 

respectively. The ith row and jth column  , 1,2,..., 1ni j P 

of 1L  and 1C  are given as follows: 

 
1 1

1 1 1 1

0 0

, .
n nP P

p p
ij pji ij pji

p p

L C 
 

 

  L C  (23) 

 

D. Modal decomposition  

As 0L  and 0C  are full matrixes, the scattering 

voltage and current vector in (16) are coupled. The 

similarity transformation method [9] is used to decouple 

equation (16). Through voltage (current) transformation 

matrix VT  ( IT ), the voltage vector 0
s

V and current vector 

0I  were cast into modal voltage vector ,0
s

mV  and modal 

current vector ,0mI  as follows: 

 
 
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 (24) 

Substituting equation (24) into equation (16), the  
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following 0th-order perturbation decoupled modal TL 

equation can be obtained:  

 
 
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where ,0mL  and ,0mC  can be obtained by: 

 
1 1

,0 0 ,0 0,  ,m V I m I V
  L T L T C T C T  (26) 

and the modal distributed voltage source 

   ' 1 '
Fm V Fz zV T V . 

Similarly, the nth-order perturbation equation (21) 

can be decoupled as follows:  
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where the nth-order modal scattering voltage  ,
s

m n zV  and 

modal current  ,m n zI  can be obtained as follows: 
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and the nth-order modal distributed voltage source 

 'n
Fm zV  and current source  'n

Fm zI  can be obtained as 

follows: 
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E. Boundary condition 

Proper boundary conditions should be imposed to 

obtain the solution of equations (25) and (27). Using 

Thevenin equivalents of line terminations, the boundary 

condition for equations (11) and (12) can be written as: 
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Substituting equation (13a) into equations (30a) and 

(30b), and expanding the excitation voltage  ,ex z V  

with the same polynomials, the 0th-order and nth-order 

perturbation random boundary condition in equations 

(30a) and (30b) can be expanded into equations (31a) 

and (31b), respectively: 
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(31a) 
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(31b) 

Similarly, through a stochastic Galerkin method, 

projecting equations (31a) and (31b) to the Legendre 

orthogonal basis, the 0th-order and nth-order perturbation 

boundary conditions can be obtained as follows: 
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F. RNTL terminal solution 

Given the boundary conditions, the general solution 

of the 0th-order and nth-order perturbation modal 

equation can be easily solved, and thus, the final terminal 

solution for the voltage (current) of RNTL can be obtained 

by substituting these modal terms into equations (24), 

(28), (13), (10), and (8). For brevity, the solution is 

omitted here.  

 
G. DNTL terminal solution 

For DNTL, namely 0h   and 
1 2H H  in case c 

and case d, the induced voltage can be obtained by only 

taking the (Nth, 0th)-order PD-PCE solution. 

 
H. RUTL terminal solution 

For RUTL, namely 0h   and 
1 2H H  in case c, 

the terminal solution can be obtained by only taking the 

(0th, Pth)-order PD-PCE solution. 

 

III. NUMERICAL RESULTS AND 

APPLICATIONS 
In this section, numerical simulations were performed 

to validate the proposed (Nth, Pth)-order PD-PCE method 

for the RNTL above an ideal ground under plane-wave 

illumination. For all cases, the length of the TLs is 

= 1 mL , the radius is 0.5 mmar  , and terminal resistances 

are 50 L RZ Z   . The amplitude of the electric field is 

0 100 V / mE   and the frequency band ranges from 5 MHz 

to 4 GHz. The frequency interval was set to 5 MHz. 

Without loss of generality, the incident angle was set as 

/ 3   , / 6   , and / 6   . 

 

A. Deterministic response analysis 

First, the deterministic response of a nonuniform TL 

under plane-wave illumination was analyzed to validate 

the proposed method. The parameters of the TLs are 

shown in Table 2, where DUTL is chosen for comparison. 

The UCS method [9], which divides the DNTL into 600 

local uniform segments to ensure sufficient accuracy, 

was chosen for comparison. 
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Table 2: Geometrical parameters of transmission lines 

Analyzing Scenarios 
H1 

/mm 

H2 

/mm 

𝜹𝒉 

/mm 

A.1 case c: DNTL 12 14 0 

Comparison case c: 

DUTL 
12 12 0 

A.2 case d: DNTL 10 12 0 

Comparison case d: 

DUTL 
12 12 0 

 

 
  (a) 

 
  (b) 

 

Fig. 3. Magnitude of induced voltage for DNTL of case 

c and the DUTL. (a) Induced voltage at the left end of 

the TL, and (b) induced voltage at the right end of TL.  

 

A.1. DNTL of case c 

Figures 3 (a) and (b) show the induced voltage at the 

left and right ends of the DNTL of case c, respectively. 

The blue curves are the results of the (1st, 0th)-order PD-

PCE method. The dotted red curves are the results of  

the UCS method. It can be observed that at lower 

frequencies, the induced voltages derived from the PD-

PCE method were consistent with those of UCS method 

at both ends of DNTL, whereas for frequencies above 

approximately 2 GHz, the induced voltage at the left end 

shows discrepancies for the two methods.  

Figures 3 (a) and (b) also show the induced voltage 

(dashed green curves) at the left and right ends of the 

DUTL, respectively. For most frequencies, the induced 

voltage of the DNTL is larger than that of the DUTL. 

 
  (a) 

 
  (b) 

 

Fig. 4. Magnitude of induced voltage for the DNTL of 

case d and the DUTL. (a) Induced voltage at the left end 

of TL, and (b) induced voltage at the right end of TL.  

 

A.2. DNTL of case d 

Figures 4 (a) and (b) show the induced voltage at the 

left and right ends of the DNTL of case d, respectively. 

The blue curves are the results of the (1st, 0th)-order PD-

PCE method for the DNTL. The dotted red curves are the 

results of the UCS method for the DNTL. Moreover, it 

can be observed that the induced voltage at the left end 

of the TL derived from the PD-PCE method is consistent 

with that derived from the UCS method at lower 

frequencies. However, for frequencies above 

approximately 2 GHz, the induced voltage at the left end 

shows discrepancies for the two methods. For the 

induced voltage at the right end of DNTL, at most 

frequency points, the results of the two methods are 

consistent with each other, which confirms the validity 

of the proposed method. 

The induced voltage (dashed green curves) at the 

left and right ends of the DUTL is also shown in Figs.  

4 (a) and (b), respectively. For most frequencies, the 

induced voltage of the DNTL is smaller than that of the 

DUTL, especially at lower frequencies. 

Table 3 shows the comparison of computation time 

between the PD-PCE method and the UCS method. The 

simulations were performed on a workstation with an 

Intel Xeon CPU X5670 with clock frequency 2.93 GHz 

and 16 GB RAM. The (1st, 0th)-order PD-PCE method 
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takes approximately 9.9 s for 800 frequency points, 

whereas the UCS method takes approximately 890.2 s 

for 800 frequency points. The proposed (1st, 0th)-order 

PD-PCE method is approximately 89.9 times faster than 

the UCS method while maintaining the same level of 

accuracy.  

 
Table 3: CPU time of the (1st, 0th)-order PD-PCE method 

and UCS method 

Method Order Simulation Time /s 

UCS -- 890.2 

PD-PCE (1st, 0th) 9.9 

 
Table 4: Parameters of the transmission line  

Analyzing Scenarios 
H1 

/mm 

H2 

/mm 

𝜹𝒉 

/mm 

B.1 

case a 10 -- 2 

Comparison case a: 

DUTL 
10 -- 0 

B.2 

case b 8 10 1 

Comparison case b: 

DUTL 
10 10 0 

B.3 

case c 10 12 2 

Comparison case c: 

RUTL 
10 10 2 

B.4 

case d 8 10 2 

Comparison case d: 

RUTL 
10 10 2 

 
B. Statistical response analysis of RNTL  

In this section, the validity of the proposed PD-PCE 

method was confirmed. The MC method was chosen for 

comparison, which required 1000 simulations to provide 

sufficient samplings. The four cases of RNTL shown in 

Fig. 1 were analyzed. For case a and case b, DUTL was 

chosen for comparison. For case c and case d, RUTL was 

chosen for comparison. The parameters of the lines are 

shown in Table 4. 

 
B.1. Random nonuniform transmission line of case a 

Figs. 5 (a) and (b) show the probability density 

function (pdf) of the magnitude of the induced voltage at 

the right end of the RNTL for case a at f = 800 MHz and 

f = 3.5 GHz, respectively. The red curves are the results 

of the (1st, 5th)-order PD-PCE method, and the blue cross 

curves are the results of the MC method. It can be 

observed that the results of the two methods are 

consistent with each other at f = 800 MHz. However, 

there are minor discrepancies between the two methods 

at f = 3.5 GHz. This may be because the electromagnetic  

response of the TL is more sensitive to the variance of 

geometrical parameters at high frequencies. 

Figures 6 (a) and (b) show the mean value and 

variance of the induced voltage (blue curves) at the right 

end of the RNTL of case a derived using the (1st, 5th)-

order PD-PCE method, respectively. For comparison, 

Fig. 6 (a) shows the induced voltage at the right end of 

the DUTL (green dotted curves). It can be observed that 

the mean value of induced voltage of the RNTL equals 

the voltage of the DUTL, whereas the variance of RNTL 

exhibits periodical fluctuation.  
 

 
 (a) 

 
 (b) 

 

Fig. 5. Probability density function of induced voltage at 

the right end of the RNTL of case a: (a) f = 800 MHz, (b) 

f = 3.5 GHz. 

 
  (a) 
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  (b) 

 

Fig. 6. (a) Induced voltage at the right end of the DUTL 

and mean value of induced voltage at the right end of the 

RNTL of case a. (b) Variance of the induced voltage at 

the right end of the RNTL of case a. 
 

B.2. Random nonuniform transmission line of case b 

Figures 7 (a) and (b) show the pdf of the magnitude 

of the induced voltage at the right end of the RNTL of 

case b at f = 800 MHz and f = 3.5 GHz, respectively. The 

red curves are the results of the (1st, 5th)-order PD-PCE 

method, and the blue cross curves are the results of the 

MC method. It can be observed that the results of the two 

methods are consistent with each other. 
 

 
  (a) 

 
  (b) 
 

Fig. 7. Probability density function of induced voltage at 

the right end of the RNTL of case b: (a) f = 800 MHz, (b) 

f = 3.5 GHz. 

Figures 8 (a) and (b) show the mean value and 

variance of induced voltage at the right end of the RNTL 

of case b obtained from the (1st, 5th)-order PD-PCE 

method. Figure 8 (a) also shows the induced voltage at 

the right end of the DUTL. It can be observed that the 

mean value of voltage of the RNTL deviates from the 

voltage of the DUTL at lower frequencies, whereas the 

variance of the RNTL shows strong periodical fluctuation. 
 

 
  (a) 

 
  (b) 

 

Fig. 8. (a) Induced voltage at the right end of the DUTL 

and the mean value of induced voltage at the right end of 

the RNTL of case b. (b) Variance of the induced voltage 

at the right end of the RNTL of case b. 
 

B.3. Random nonuniform transmission line of case c 

Figures 9 (a) and (b) show the pdf of induced 

voltage at the right end of the RNTL and RUTL of case 

c at f = 800 MHz and f = 3.5 GHz, respectively. It can be 

observed that, at f=800 MHz, the results of the two 

methods for both cases are consistent with each other, 

whereas at f = 3.5 GHz, there is a slight deviation 

between the results of the proposed PD-PCE method and 

the MC method.  It can also be observed that the pdf of 

induced voltage of the RNTL is similar to that of the 

RUTL except with a different mean value.  
 

Figures 10 (a) and (b) show the mean value and 

variance of induced voltage at the right end of the RNTL 

and RUTL of case c derived from the (1st, 5th)-order PD-

PCE method, respectively.  It can be observed that the 

mean value of voltage of the RNTL was larger than that 

of the RUTL at some frequency points, whereas the 

variance was almost the same. 
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  (a) 

 
  (b) 

 

Fig. 9. Probability density function of induced voltage at 

the right end of RNTL and RUTL of case c: (a) f = 800 

MHz, (b) f = 3.5 GHz. 
 

 
 (a) 

 
 (b) 

 

Fig. 10. (a) Mean value of induced voltage at the right 

end of the RNTL and RUTL of case c. (b) Variance of 

induced voltage at the right end of the RNTL and RUTL 

of case c. 

B.4 Random nonuniform transmission line of case d 

Figures 11 (a) and (b) show the pdf of induced 

voltage at the right end of the RNTL and RUTL of case 

d at f = 800 MHz and f = 3.5 GHz, respectively. The results 

derived from the proposed PD-PCE method and the MC 

method were consistent with each other at f = 800 MHz, 

whereas the results of the two methods show a slight 

deviation at f = 3.5 GHz. It can also be observed that the 

pdfs of the RNTL and RUTL were almost the same. 
 

 
 (a) 

 
  (b) 

 

Fig. 11. Probability density function of induced voltage 

at the right end of the RNTL and RUTL: (a) f = 800 MHz, 

and (b) f = 3.5 GHz. 
 

Figures 12 (a) and (b) show the mean value and 

variance of induced voltage at the right end of the RNTL 

and RUTL of case d, respectively. It can be observed that 

the mean value of voltage of the RNTL was slightly 

larger than that of the RUTL, whereas the variance was 

almost the same. 
 

 
  (a) 
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  (b) 

 

Fig. 12. (a) Mean value of induced voltage at the right 

end of the RNTL and RUTL of case d. (b) Variance of 

induced voltage at the right end of the RNTL and RUTL 

of case d. 

 

Table 5 presents the computation time of the 

proposed (1st, 5th)-order PD-PCE method and MC method. 

The (1st, 5th)-order PD-PCE method takes approximately 

9.8+6.8=16.6 s for 800 frequency points, whereas the 

MC method takes approximately 2.1*1000=2100 s for 

800 frequency points. The proposed (1st, 5th)-order PD-

PCE method is approximately 126.5 times faster than the 

MC method without losing accuracy.  

 

Table 5: CPU time of (1st, 5th)-order PD-PCE method and 

MC method 

Method 
PCE 

Projection/s 

Total 

Time/s 

Repeat 

Time 

MC 0 2.1*1000 1000 

PD-PCE 9.8 6.8 2+6 

 

IV. CONCLUSION 
In this paper, an (Nth, Pth)-order PD-PCE method for 

the analysis of random nonuniform transmission line 

response under plane-wave illumination is presented. 

Simulation results show that the PD-PCE method is 

accurate and computationally efficient compared with 

the UCS and MC methods. Under the assumption of 

weak level of nonuniformity, small number of random 

variables, and lower frequency band, this method is 

effective and can provide quantitative guidance for 

evaluating the effects of the nonuniformity and 

uncertainty of transmission lines on the reliability of 

electrical systems. 
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Abstract ─ In this paper, the radar target recognition  

is given by machine learning of K-NN (K-nearest 

neighbors) regression on angular diversity RCS (radar 

cross section). The bistatic RCS of a target at a fixed 

elevation angle and different azimuth angles are 

collected to constitute an angular diversity RCS vector. 

Such angular diversity RCS vectors are chosen as 

features to identify the target. Different RCS vectors  

are collected and processed by the K-NN regression.  

The machine learning belongs to the scope of artificial 

intelligence, which has attracted the attention of 

researchers all over the world. In this study, the K-NN 

rule is extended to achieve regression and is then applied 

to radar target recognition. With the use of K-NN 

regression, the radar target recognition is very simple, 

efficient, and accurate. Numerical simulation results 

show that our target recognition scheme is not only 

accurate, but also has good ability to tolerate random 

fluctuations. 

 

Index Terms ─ Machine learning, radar cross section, 

radar target recognition. 
 

I. INTRODUCTION 
Radar target recognition means to identify a target 

from features of electromagnetic signals. It plays a very 

important role in both military detection and non-

destructive testing. There have been many techniques of 

radar target recognition. The electromagnetic imaging 

[1-3], i.e., inverse scattering, is the most direct approach 

for identification. However, this is often practically 

difficult because the phase information of the scattered 

electric field is required [1-2] and is difficult in 

measurement. Theoretically, the electromagnetic 

imaging requires rigorous numerical procedures of 

solving integral equations which are complicated and 

time-consuming [3]. Note that the efficiency is very 

important for practical target recognition. In [4], the 

radar target recognition is successfully achieved by using 

pattern recognition techniques [5] on RCS (radar cross 

section) [6]. Practically, measurement of RCS is easier 

than that of electric field phase. Moreover, the pattern 

recognition computation is easier than that of inverse 

scattering. 

Recently, machine learning [7] has attracted interest 

of researchers in different fields all over the world. 

Machine learning belongs to the scope of artificial 

intelligence. It teaches a computer to predict the response 

of a system by learning from experiences. The goal is to 

build an intelligent system. A machine learning 

technique is basically a black box, which can achieve 

both pattern recognition and regression. The term “black 

box” means that the relation between the input and 

output of a system is very complex. This study plans to 

predict the type of a target from scattered RCS. The 

relation between the target’s information and its RCS is 

complicated and strongly nonlinear. Therefore, machine 

learning is a good candidate for radar target recognition, 

e.g., [8-10]. 

In this paper, the radar target recognition is given by 

machine learning of K-NN (K-nearest neighbors) [11-

14] regression [15] on angular diversity RCS. The K-NN 

algorithm is a fundamental machine learning algorithm. 

It is a non-parametric method used for both classification 

[11-14] and regression [15]. In both cases, the input 

consists of the K closest training examples in the feature 

space and the output is predicted accordingly. Similar to 

[4], the bistatic RCS of a target at a fixed elevation angle 

and different azimuth angles are collected to constitute 

an angular diversity RCS vector. Such angular diversity 

RCS vectors are chosen as features to identify the target. 

The target recognition procedures are divided into  

two stages, which are off-line (training) and on-line 

(predicting). In the off-line (training) stage, different 

RCS vectors from reference (known) targets are 

collected to constitute the RCS signal map. In the on-line 

(predicting) stage, an angular diversity RCS vector from 

an unknown target is detected. This on-line RCS vector 

is compared with the off-line RCS signal map by K-NN 

regression to identify the unknown target. With the use 

of K-NN regression, the radar target recognition is very 

simple and efficient. Numerical simulation results show 

that our target recognition scheme is not only accurate, 

but also has good ability to tolerate random fluctuations. 
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II. RCS COLLECTION 

As a target is illuminated by an electric field iE , a 

current J  will be induced and this current will then 

radiate a scattered electric field SE  as [16],  
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In (1),   is the angular frequency, 0  is the 

permeability, r  represents the location, and 'V  represents 

the target body. Note that the notation prime denotes the 

source region. The G  is the dyadic Green’s function as 

[16],  
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where ko is the wavenumber and I  is the identity matrix. 

By using numerical techniques, e.g., moment methods 

[17], and boundary conditions on (1), the induced current 

J  and then the scattered electric field SE  can be 

calculated accordingly. 

Without loss of generality, this study selects the 

ship-shaped scatterer as the target for simplicity. 

Consider a ship-shaped target on the sea level (X-Y 

plane) located at the origin of coordinate, as shown in 

Fig. 1. The front end of the ship is in the x̂  direction 

and the broadside of the ship is in the ŷ  directions.  

 

 
 

Fig. 1. Schematic diagram of a ship-shaped target 

illuminated by an incident plane wave. 

 

The spherical coordinate system is defined as 

),,( R  where R is the distance from observation 

position to origin,  is the elevation angle and  is the 

azimuth angle. The target is illuminated by a ẑ -polarized 

plane wave iE . The bistatic RCS in the direction of 

),(   is defined as [6], 
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where ),( SE  is given in equation (1). The bistatic 

RCS data of a ship at a fixed elevation angle  and 

different azimuth angles of  are collected to constitute 

an RCS vector. This is just the angular-diversity RCS 

because measurement is taken by sweeping the spatial 

angles. Such angular-diversity RCS vectors are chosen 

as features to identify the target. Different RCS vectors 

are collected and processed by the K-NN regression of 

the next section. 

 

III. K-NN REGRESSION 
The K-NN (K-nearest neighbors) rule is first 

proposed by Cover & Hart [11] for classification. The 

basic concept of K-NN rule is very simple [11-14]. 

Figure 2 illustrates the K-NN rule for two categories. In 

Fig. 2, there are many known objects, which are blue 

triangles (label #1) and red rectangles (label #2), from 

two categories. Note that the label is an integer to 

represent a category. The problem is to predict which 

category a new unknown object (green circle) belongs to. 

In classical K-NN rule [11-14], a new object is classified 

by a majority vote of its neighbors. In other words, a new 

object is assigned to the category which is the most 

common among its K nearest neighbors. In Fig. 2, the 

solid contour line represents K=3 because it surrounds 

three known objects, which are one blue triangle (label 

#1) and two red rectangles (label #2). Thus, we predict 

that the new unknown (green) object belongs to the 

category of red rectangles (label #2). Similarly, the dash 

contour line represents K=5 because it surrounds five 

known objects, which are three blue triangles (label #1) 

and two red rectangles (label #2). Thus, we predict that 

the new unknown (green) object belongs to the category 

of blue triangles (label #1). 

 

 
 

Fig. 2. Illustration of the K-nearest neighbors rule for 

two categories. 
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The above classical K-NN rule can be further 

extended to achieve regression [15]. In K-NN regression, 

the output is a continuous real number, but not an integer, 

to represent the property value of an object. This property 

value can be calculated from the weighted average on  

the property values of its K nearest neighbors. The 

procedures are divided into two stages, which are off-

line (training) and on-line (predicting). For convenience, 

each object in Fig. 2 is viewed as a vector. In the off-line 

(training) stage, there are N known vectors ir  (i = 1, 

2, …, N) from different M categories (labeled as #1, 

#2, … , #M). Each vector ir  (i = 1, 2, … , N) has a 

property value 
iq  {1, 2, … , M} to represent which 

category ir  belongs to. Note that ir  and 
iq  (i = 1, 2, …, 

N) are known off-line data. In the on-line (predicting) 

stage, there is a new vector r . The problem is to predict 

the property value for this new vector r . Among the N 

known objects, assume the K nearest neighbors (with 

respect to the new vector r ) have vectors k and 

corresponding property values k , where k = 1, 2, …, K. 

The property value for this new vector r  is predicted as: 
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where )(d  represents the Euclidean distance between 

two vectors. Equation (5) means that the weight (i.e., 

impact) of a neighbor is proportional to the reciprocal of 

distance. That is, near neighbors have larger impact, and 

vice versa. The parameter K is a user-defined parameter. 

The result of equation (4) is the K-NN regression. 

In this study, components of a vector represent the 

RCS data collected at different azimuth angles under  

the same elevation angle, i.e., an angular diversity RCS 

vector. Vectors of the same category mean the RCS 

vectors scattered from the same type of target. Off-line 

training vectors are the RCS data from reference 

(known) targets. The property value represents the type 

of a target. The new vector r  represents the on-line RCS 

data scattered from an unknown target. Note that the 

predicted property value q in equation (4) is a real 

number, but not an integer. Taking the integer that is the 

closest to q, the resulting integer is just the predicted 

label (i.e., type) of the unknown target. 
 

IV. NUMERICAL RESULTS 
In this section, numerical examples are given to 

illustrate the above formulations. To easily obtain the 

scattering RCS data, all targets are assumed to be ship-

shaped models. There are three types of reference 

(known) targets (M=3) including type #1 (to simulate a 

ship of container vessel), type #2 (to simulate a naval 

ship) and type #3 (to simulate a fishing boat). The 

geometrical models for the three types of reference 

(known) targets are shown in Fig. 3. The ship length a is 

chosen as koa = 9.4 for the reference target of type #1, 

koa = 6.3 for the reference target of type #2, and koa = 

3.1 for the reference target of type #3. All targets are laid 

on a rough seawater surface (X-Y plane). The seawater 

has dielectric constant r = 81 and conductivity = 4 S/m. 

The characteristic for surface roughness of the seawater 

is assumed to be: 
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Fig. 3. Geometrical models for the three types of 

reference (known) targets: (a) type #1, (b) type #2, and 

(c) type #3. 

 

The arrangement of RCS collection is illustrated in 

Fig. 1. Initially, the bistatic RCS data from the reference 

target of type #1 at the elevation angle 61o and 

azimuth angles  = 0o, 1o, …, 180o, are collected to 

constitute a 181-dimensional RCS vector, i.e., an angular 

diversity RCS vector. Next, the elevation angle is 
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changed to be 63o, 65o, …, and 89o, respectively. 

Thus, we have 15 training vectors for the reference target 

of type #1. Similarly, the reference targets of type #2 and 

type #3 both have 15 training vectors. Therefore, we 

have 45 (N = 15×3) training vectors in total. 

The RCS is simulated by the commercial software 

Ansys HFSS. Initially, the operation of Ansys HFSS 

software is verified. The bistatic RCS from a perfectly 

conducting sphere centered at the coordinate origin is 

computed by the Ansys HFSS software. The dimension 

of the perfectly conducting sphere is chosen to be  

kob =1.1 and kob =7.7 (b is the sphere radius) so that  

the results of RCS by Ansys HFSS software can be 

compared with those of reference [6] under the same 

parameters. Our simulation results show they are 

consistent. Thus, we conclude that our operation of 

Ansys HFSS software is correct. Next, the Ansys HFSS 

software is utilized to compute the RCS data in this 

study. Figure 4 shows the distribution of trained RCS 

data for the three known ships. The two horizontal axes 

represent the azimuth () and elevation () angles, 

respectively. The vertical axis represents the RCS.  

It shows that one cannot categorize these RCS data  

by visual inspection directly. Therefore, our K-NN 

identification is meaningful. 
 

 
 

Fig. 4. Distribution of trained RCS data for the three 

known ships. 

 

There are three examples to verify the above target 

recognition scheme. In the first example, the testing 

(unknown) target is the reference target of type #1. The 

RCS data are collected at the elevation angle 62o and 

azimuth angles  = 0o, 1o, …, 180o. Note that this 

elevation angle is different from any elevation angle of 

training RCS data. The goal is to predict the type of the 

testing (unknown) target by comparing on-line RCS data 

at 62o to training (i.e., off-line) RCS data. Following 

the K-NN regression rule in Section III, the predicted 

property value in equation (4) is q=1.048. Taking the 

integer that is the closest to q, the result is 1. Thus, we 

predict that the on-line RCS data at 62o are scattered 

from reference target of type #1. That is, we predict that 

the testing (unknown) target is just the reference target 

of type #1. This is consistent with the fact. Therefore, 

this is a correct prediction. Next, the elevation angle 

is changed to be 64o, 66o, …, and 90o, respectively. 

Note that none of these elevation angles are included in 

elevation angles of training RCS data. Figure 5 shows 

the predicted property value, i.e., q of equation (4), for 

the 15 testing elevation angles at  = 62o, 64o, …, and 

90o, respectively. Taking the integer that is the closest to 

q, the result is 1 for each test. Thus, we predict that the 

on-line RCS data at these 15 testing elevation angles are 

all scattered from the reference target of type #1. All 

predictions are correct and consistent with the fact. The 

successful recognition rate is 100% (=15/15). 

In the second example, the testing (unknown) target 

is the reference target of type #2. The other conditions 

and procedures are the same as those of the first example. 

Figure 6 shows the predicted property value, i.e., q of 

equation (4), for the 15 testing elevation angles at  = 

62o, 64o, …, and 90o, respectively. Taking the integer 

that is the closest to q, the result is 2 for each test. Thus 

we predict that the on-line RCS data at these 15 testing 

elevation angles are all scattered from the reference 

target of type #2. All predictions are correct and consistent 

with the fact. The successful recognition rate is 100% 

(=15/15). 

In the third example, the testing (unknown) target is 

the reference target of type #3. The other conditions and 

procedures are the same as those of the first and second 

examples. The results are shown in Fig. 7. Taking the 

integer that is the closest to q, the result is 3 for each test. 

Thus, we predict that all on-line RCS data are scattered 

from the reference target of type #3. All predictions are 

correct and consistent with the fact. The successful 

recognition rate is 100% (=15/15). 

The overall successful recognition rate is 100% 

(=45/45). All the above RCS data are from numerical 

simulation but not experiments. So, the RCS data are 

deterministic without random fluctuations. In practical 

applications, the experimental data contains random 

fluctuations such as interferences and noises. To 

investigate such effects, we add an independent random 

component to each RCS. This random component is with 
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Gaussian distribution and zero mean. The normalized 

standard derivation (with respect to the root mean square 

value of the RCS) is chosen as 0.01, 0.1, 0.2, 0.4, 1.0, 

1.2, 1.4, 1.6, 1.8, and 2.0, respectively. Figure 8 shows 

the successful recognition rate with respect to different 

levels of added random components. For comparison, 

the results of reference [4], which utilizes PCA (principal 

components analysis) techniques [5], are also given. It 

reports that the successful recognition rate of this  

study is obviously better than that of reference [4] (using 

PCA). This study can still maintain the successful 

recognition rate of 75.56% even though the normalized 

standard derivation of the added random component is 

increased to 2. This result shows that the proposed target 

recognition scheme has good ability to tolerate random 

fluctuations. 

In the above simulation, our ocean surface model of 

equation (6) is somewhat too simple. Many complex 

scattering mechanisms of the actual ocean, e.g., the 

Bragg scattering, are not included in our ocean surface 

model. However, this will not degrade the effectiveness 

of our K-NN target recognition. From Fig. 8, it reports 

that our recognition can still maintain the successful 

recognition rate of 75.56% even though the normalized 

standard derivation of the added random component is 

increased to 2. The complex scattering mechanism of  

the actual ocean may be viewed as one of the sources for 

the added random component in Fig. 8. This implies that 

our recognition is still available although there exists 

complex scattering mechanisms of the actual ocean. 

The above RCS is computed by the Ansys HFSS 

software on a personal computer. The other processing 

is coded using Python-3.6 programming language in 

Anaconda software. The hardware is a personal computer 

with Intel(R) Core(TM) i7-4790 3.6 GHz CPU and 16 

GB RAM. 
 

V. CONCLUSION 
This study successfully utilizes machine learning of 

K-NN regression to implement radar target recognition. 

With the use of K-NN regression, the recognition 

procedure is simple and accurate with good 

discrimination. Numerical simulation results show that 

the recognition scheme has good ability to tolerate 

random fluctuations. Unlike mathematical regression, 

the K-NN regression is inherently a black box. It can 

model a very complicated system and can be applied  

to many complicated and nonlinear problems of 

electromagnetic waves. It should be noted that our 

recognition has no limitation on the number of 

categories. As the number of categories increases, the 

flowchart of our target recognition is still unchanged. 

Like most schemes of radar target recognition, the 

successful rate of identification will be challenged as the 

RCS difference becomes smaller. Under such situations, 

the RCS data should be processed in advance for 

reducing the fluctuating components. For example, the 

SVD (singular value decomposition) technique [18-19] 

can decompose a noisy signal into clean and noisy 

components by mapping signals to matrix subspace. 

Using only the clean RCS to implement our K-NN target 

recognition may improve the discrimination. This will be 

the future work of this study. 
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Fig. 5. Predicted property value for different elevation 

angles of testing as the target is the reference target of 

type #1. 
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Fig. 6. Predicted property value for different elevation 

angles of testing as the target is the reference target of 

type #2. 
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Fig. 7. Predicted property value for different elevation 

angles of testing as the target is the reference target of 

type #3. 

 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

normalized standard derivation of random component

0

10

20

30

40

50

60

70

80

90

100

S
u

c
c
e

s
s
fu

l 
re

c
o
g

n
it
io

n
 r

a
te

 (
%

)

reference [4], by PCA

this study

 

Fig. 8. Successful recognition rate with respect to 

different levels of added random components. 
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Abstract ─ With the worldwide harmonized frequency 

allocation for automotive radars and increasing rate of 

modern vehicles equipped with radar systems, mutual 

interference among automotive radars is becoming a  

key problem. This paper presents a novel approach  

for mutual interference mitigation based on diverse 

waveform design by imposing time and frequency 

diversity to frequency modulated continuous wave 

(FMCW) chirp signal considering 79 GHz short-range 

automotive radar. Performance of the proposed waveform 

in terms of auto-correlation and cross-correlation has 

been investigated using software-defined radio (SDR) 

transceiver and measurement results are provided. The 

system concept is validated by developing an automotive 

radar channel model considering a realistic 3D road 

traffic scenario using a ray-tracing tool. Theoretical 

analysis and simulation examples of different mutual 

interference scenarios in an automotive environment are 

provided to evaluate the effectiveness of the proposed 

method. Results show that the proposed waveform is 

able to detect the targets of interest successfully while 

mitigating the false targets in mutual interference 

environments. 

 

Index Terms ─ Automotive radar, FMCW chirp, mutual 

interference, waveform diversity. 

 

I. INTRODUCTION 
Improving traffic efficiency and reducing road 

accidents are challenging tasks in most regions of the 

world. Traffic congestions and road accidents have been 

increasing, especially in urban roads and highways due 

to population growth as well as increasing numbers of 

vehicles and economic activities. Although the amount 

of road accidents was reduced during the last decade by 

introducing both traffic law enforcement and passive 

safety means (seatbelt, airbag), the number of accidents 

has remained uniform because of the increasing number 

of vehicles.  

Recent advances in microelectronic technology 

provides high-performance and low-cost radar sensors 

suitable for automotive applications [1-3]. Thus, radar 

based active safety functions are being integrated into all 

classes of vehicles to further reduce the amount of road 

accidents, as they are robust against weather conditions 

and other environmental hazards. This will result in  

a high density distributed automotive radar network 

operating simultaneously in a close proximity, which 

introduces mutual interference among multiple 

automotive radars due to shared spectrum usage, lack  

of coordination among multiple radars and road traffic 

situation [4]. Moreover, the automotive industry and 

research community is currently developing vehicular 

communication based on IEEE 802.11p dedicated short 

range communication (DSRC) band at 5.9 GHz [5].  

The estimated position and velocity information using 

automotive radar can be exchanged among the neighbor 

vehicles on the road to implement cooperative driving 

for optimizing traffic efficiency. This requires highly 

reliable position information of surrounding vehicles 

from automotive radar equipped vehicles. 

 

II. LITERATURE REVIEW 
Mutual interference in automotive radars has not 

been investigated much yet apart from a few efforts. 

Theoretical background of next generation automotive 

radar is analyzed in [6]. The impact of mutual interference 

and measurement possibilities to test and verify 

mitigation techniques in arbitrary RF environments  

with norm interferers are presented in detail. Modelling 

of automotive radar interference based on stochastic 

geometry methods is presented in [7]. The developed 

model has further been used to estimate the detection 

probability of target vehicles. Discussion of the operating 

range of FMCW radars in presence of interference is 

presented in [8]. The influence of different kinds of 

interference on the spectrum of a FMCW radar is shown 

based on measurements and simulations. However, the 

conventional FMCW waveform with constant slope 

introduces false targets due to mutual interference when 

multiple radars are being operated simultaneously. A 

modified LFMCW waveform based on the modulation 
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of sweep slope is proposed in [9] to mitigate the mutual 

interference. However, it was assumed that the pattern  

of sweep slope is orthogonal among multiple radars  

to successfully mitigate the false targets. In practice, 

perfect orthogonal waveforms cannot be implemented  

in automotive radar networks due to the lack of 

coordination among radars. Waveform generation for 

automotive radar with multiple frequency shift keying 

(MFSK) is presented in [10]. MFSK based automotive 

radars exhibit excellent speed resolution, but due to the 

poor range resolution, it is difficult to discriminate 

between two target vehicles with identical relative speed. 

Furthermore, target vehicles with the same speed as  

the radar cannot be detected at all [11]. Noise radar 

technology as an interference prevention method is 

provided in [12]. Unfortunately, this type of radar 

exhibits several drawbacks such as complexity in signal 

processing and near-far problems. Furthermore, the 

required computational power is very high and it is 

difficult to apply the noise radar signal processing in real 

time for high bandwidth radars. Waveform generation 

for automotive radar based on the spread spectrum 

technique for mutual interference mitigation is proposed 

in [13]. Spread spectrum provides a measure of immunity 

to multipath interference and multiple access capability, 

making it ideal for radar applications. However, it 

requires extremely fast circuitry to generate the chip 

sequence, because the processing gain is determined by 

the ratio of the chip rate to the bit rate. In addition, spread 

spectrum systems often require adaptive power control 

techniques to overcome the near-far problem. 

Most of these prior research works consider the 

automotive radar environments as simple stochastic 

channel models based on the statistical properties of the 

surrounding environment of vehicles. Such models do 

not exhibit the actual evaluation of automotive radar 

applications because static objects such as buildings  

and foliage, and mutual interference from the radar  

of surrounding vehicles exhibit significant impact on 

automotive radar performance. For effective performance 

evaluation of an automotive radar system, realistic traffic 

environment and wave propagation models should be 

considered. That helps in evaluating system performance 

efficiently. Field measurement is also a possible solution, 

but it is expensive and provides no repeatability. 

Based on this background, simulation of automotive 

radars under realistic environment is considered, and 

advanced waveform design technique is proposed in this 

paper to mitigate false targets due to mutual interference. 

To evaluate the performance of automotive radar in 

realistic environments, we have developed a ray-tracing 

model that includes every domain involved, such as 

advanced waveform design, transmitter and receiver 

frontends, and realistic 3D road traffic environment.  

The remaining parts of the paper are organized as 

follows. Section III describes the mutual interference 

scenarios in automotive environments. The proposed 

FMCW waveform design technique is provided in 

Section IV. Experimental validation to evaluate the 

effectiveness of proposed waveform is provided in 

Section V. Section VI describes the developed ray-

tracing simulation model considering realistic 3D road 

traffic environment. Section VII presents the post 

processing and target detection with thorough analysis of 

results and discussions. Final conclusions are given in 

Section VIII. 

 

III. MUTUAL INTERFERENCE IN 

AUTOMOTIVE RADARS 
Currently, only small amount of vehicles are 

equipped with radar sensors. Thus, in most of the cases, 

the scattered signals of other radars will be obstructed by 

further vehicles without radars in between the radar 

equipped vehicle (V1) and the second automotive radar 

(V2) as shown in Fig. 1. Usually, these unwanted indirect 

signals exhibit a very low energy that contributes to  

the noise floor. Thus, thermal noise, unwanted returns 

coming from the road-surface or various objects adjacent 

to the road (buildings and foliage) are the main source of 

interference in current situation. 

 

 
 

Fig. 1. Mutual interference due to scattered signals from 

another automotive radar. 

 

When more vehicles will be equipped with radar 

sensors in near future, the indirect reflections due to the 

radars of neighbor vehicles will be almost the same order 

of magnitude as the reflected signal of the candidate 

vehicle’s own radar. For example, indirect signals can be 

received by two candidate vehicles with forward looking 

radars moving along next to each other and a target 

vehicle is at some distance ahead as shown in Fig. 2.  
 

 
 

Fig. 2. Mutual interference due to indirect signals from 

another automotive radar. 
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A direct input of unwanted signal into the radar 

equipped vehicle can occur when the candidate vehicle 

is illuminated by the radar of another vehicle. For 

example, two vehicles V1 and V2 equipped with forward 

looking radars can be illuminated by each other as  

shown in Fig. 3. This situation can occur on the roads 

where adjacent lanes have traffic travelling in opposite 

directions. The direct reception of transmitted signal 

from radars of neighbor vehicles will be higher 

magnitude than the reflected signal of the candidate 

vehicle’s own radar. 
 

 
 

Fig. 3. Mutual interference due to direct signals between 

automotive radars. 

 

For automotive radar under mutual interference, the 

radar equipped with the candidate vehicle will receive 

signals from other radars due to overlapping of main-

lobes and side-lobes of antenna beams. Thus, the received 

signals for nth radar can be given as: 

Ψ𝑟𝑥,𝑛(𝑡) = ∑ ℎ𝑚,𝑛(𝑡)Ψ𝑡𝑥,𝑚(𝑡 − 𝜏𝑚,𝑛) + 𝜂(𝑡)𝑀
𝑚=1 ,  (1) 

where, m∈ [1, 2,….M] and n∈ [1, 2,….N] are the number 

of transmitting and receiving radars, Ψtx,m(t) is the 

transmitted waveform of mth radar, hm,n(t) is the channel 

coefficient associated with mth transmitting and nth 

receiving radar, τm,n is the signal propagation time related 

to mth transmitting antenna to nth receiving antenna and 

η(t) is the AWGN. 

If we perform matched filtering (dechirping) to 

extract the signal associated with candidate radar 

considering m=1, then equation (1) can be modified as:  

Ψ𝑀𝐹,𝑛(𝑡) = Ψ𝑟𝑥,𝑛(𝑡)⨂Ψ𝑡𝑥,1
∗ (−𝑡),             (2) 

Ψ𝑀𝐹,𝑛(𝑡) = ℎ1,𝑛(𝑡)Ψ𝑡𝑥,1(𝑡 − 𝜏1,𝑛)⨂Ψ𝑡𝑥,1
∗ (−𝑡) 

       + ∑ ℎ𝑚,𝑛(𝑡)Ψ𝑡𝑥,𝑚(𝑡 −𝑀
𝑚=2

𝜏𝑚,𝑛)⨂Ψ𝑡𝑥,1
∗ (−𝑡) + 𝜂(𝑡)⨂Ψ𝑡𝑥,1

∗ (−𝑡), 

    (3)
 

where, ⨂ denotes the convolution operator, the first term 

in equation (3) is the desired MF output, the second term 

is the mutual interference that is required to be mitigated. 

The third term is the system noise. The term related to 

mutual interference can be completely mitigated if the 

waveforms transmitted from multiple automotive radars 

are orthogonal to each other and can be given as: 

∑ ℎ𝑚,𝑛(𝑡)Ψ𝑡𝑥,𝑚(𝑡 − 𝜏𝑚,𝑛)⨂Ψ𝑡𝑥,1
∗ (−𝑡) = 0𝑀

𝑚=2 .    (4) 

However, perfect orthogonal waveforms cannot be  

implemented in automotive radar network due to use of 

shared spectrum and the lack of coordination among 

radars resulting from the absence of centralized control 

and resource allocation unit. Thus, advanced waveform 

design and signal processing methods need to be 

incorporated to mitigate the automotive radar interference 

issues. If the automotive radar transmits a unique chirp 

at each sweep i.e. different slope at each sweep based on 

the advanced waveform design technique with time and 

frequency diversity, then matched filtering output of the 

candidate radar exhibits strong auto-correlation with its 

own transmitted signal and weaker cross-correlation 

properties with reflected or transmitted signals from 

other neighbor radars which in turns improve the 

detection of target vehicles and mitigate the false targets 

due to mutual interferences. 
 

IV. ADVANCED WAVEFORM DESIGN 

In general, automotive radar systems adopt FMCW 

waveform due to the possibilities of target estimation 

through runtime measurements. Compared to pulsed 

radars, FMCW radars require less power and exhibit 

reduced size and cost. The FMCW chirp signal can be 

given as: 

                   Ψ𝑡𝑥(𝑡) = 𝑐𝑜𝑠 [2𝜋𝑡 (𝑓0 +
𝛽𝑡

2
)],                 (5) 

where β denotes the sweep slope and is given as: 

                               𝛽 =
𝑓1−𝑓0

𝑇
=

𝐵

𝑇
,                              (6)

where f0 and f1 are the starting frequency and final 

frequency respectively. The terms B and T are sweep 

bandwidth and sweep time respectively. The sweep time 

T can be computed based on the time needed for the 

signal to travel the unambiguous maximum range and is 

given as: 

                                𝑇 = 𝛼
2𝑅𝑚𝑎𝑥

𝑐
,                                (7) 

where α denotes the slope factor, Rmax is the 

unambiguous maximum range and c is the speed of light. 

The sweep bandwidth is related to range resolution (ΔR) 

and can be given as: 

                                    𝐵 =
𝑐

2∆𝑅
.                                   (8) 

In general, for an FMCW radar system, the slope factor 

is considered as at least 5 to 6 times the round trip time. 

Thus, for reliable target detection in mutual interference 

environments, we can obtain a unique slope (β) at  

each sweep by modulating both sweep time and sweep 

bandwidth. The modulation in sweep time can be 

obtained considering variations in sweep factor (α) for a 

given maximum unambiguous range. The modulation in 

sweep bandwidth can be selected based on the required 

range resolution.  

We consider FMCW chirp signal with triangular 

sweep that sweeps-up with a slope of (B/T) and sweeps-

down with a slope of (-B/T). B is the sweep bandwidth, 

and T is the sweep time. Figure 4 (a) shows the 
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spectrogram representation of 16 sweeps based on  

the conventional triangular FMCW chirp signal with 

constant slope for all sweeps and Fig. 4 (b) shows the 

proposed FMCW chirp with random slope considering 

both time and frequency diversity at different triangular 

sweeps.  

 

 

 (a) 

 
 (b) 

 

Fig. 4. Spectrogram representation of FMCW signal:  

(a) conventional triangular sweep, and (b) proposed 

triangular sweep with time and frequency diversity. 

 

V. EXPERIMENTAL VALIDATION 

It is important to ensure that the chirp signal of one 

radar must pose lower cross-correlation to that of another 

radar. Performance of the proposed waveform can be 

investigated by analyzing the auto-correlation and cross-

correlation of the chirp signals. Hardware measurements 

of the proposed waveform in terms of auto-correlation 

and cross-correlation are conducted to assess the 

efficiency of the proposed waveform in mutual 

interference environment. Different from the 79 GHz 

band considered in ray-tracing simulation, an existing 

transceiver system from National Instrument (NI) with 

LabVIEW is adopted for measurements. Two NI 5791R 

RF transceiver adapter modules with built in FPGA  

are connected with NI 1085 chassis. The NI PXIe-1085  

18-slot chassis features a high-bandwidth, all-hybrid 

backplane to meet a wide range of high-performance test 

and measurement application needs. The NI 5791R is an 

RF transceiver adapter module with 120 MHz bandwidth 

designed to work in conjunction with NI 7975 FlexRIO 

FPGA module. The NI 5791 features two channel 

analog-to-digital converter (ADC) and digital-to-analog 

converter (DAC) with 130 MS/s. It can upconvert and 

downconvert RF signals ranging from 200 MHz to 4.4 

GHz. The hardware setup is shown in Fig. 5. We connect 

two transceivers at slot 6 and slot 12 of the chassis.  

A LabVIEW model has been developed to generate, 

transmit, and receive the chirp waveform. The model can 

also compute the correlation between transmitted and 

received signal. The model includes the flexibility of 

changing system parameters such as carrier frequency, 

starting and final frequency for chirp generation and 

output power at the transmitter. The auto-correlation and 

cross-correlation results have been obtained as follows: 

(a) For auto-correlation, FMCW chirp has been 

generated and transmitted considering the carrier 

frequency of 4 GHz and sweep bandwidth of 100 

MHz. The correlation between received signal and 

baseband transmitted signal was obtained.  

(b) For cross-correlation, FMCW chirp has been 

generated and transmitted considering the carrier 

frequency of 3.75 GHz and sweep bandwidth of 120 

MHz. The correlation between received signal and 

baseband transmitted signal in part (a) was obtained. 

  

Tx OUT Rx IN

NI 5791 RF Transceiver Adapter with 

NI 7975 FlexRIO FPGA Module NI 1085 Chassis

 
 

Fig. 5. NI 5791 adapter in conjunction with NI 7975 

connected to NI 1085 chassis. 

 

The auto-correlation and cross-correlation results 

are shown in Fig. 6 and Fig. 7 respectively. It is observed 

that the simulated and measured correlation results are in 

good agreement.  
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   (a) 

 
   (b) 
 

Fig. 6. Auto-correlation results of the proposed FMCW 

chirp. (a) Simulated and (b) measured. 
 

 
   (a) 

 
   (b) 
 

Fig. 7. Cross-correlation results of the proposed FMCW 

chirp. (a) Simulated and (b) measured. 

For an effective comparison, the normalized auto-

correlation and cross-correlation amplitude are provided 

with the same scale. It is observed that the proposed 

diverse FMCW chirp signal exhibits strong correlation 

characteristics, a sharp autocorrelation peak with same 

chirp, and lower cross-correlation with two chirp with 

different sweep slope considering time and frequency 

diversity. Thus, although the neighbor automotive radars 

contribute to the received signals, the received signals 

corresponding to transmitted chirp can be extracted 

efficiently in the correlation process. 

 
VI. REALISTIC TRAFFIC SCENARIO AND 

WAVE PROPAGATION MODEL 
Realistic and efficient modeling of the signal 

propagation scenario is the basis for successful 

evaluation of automotive radar applications. Physical 

characteristics of the received signal directly affect the 

upper layers in discriminating the range, angle and speed 

of the target vehicles. Realistic modeling of automotive 

radar channels requires the consideration of complex 

environments such as static objects (road terrain, 

buildings and foliage) and moving objects (neighbor 

vehicles on the road). The time-variant nature of the 

propagation channel for automotive radar is not only 

affected by the motion of the vehicles, but also by 

surrounding vehicles and objects adjacent to the road. 

Thus, to develop a realistic automotive radar channel, 

proper consideration of the scenario is necessary.  

Figure 8 shows the automotive radar channel model 

that we developed using Wireless Insite ray-tracing tool 

[14]. To develop a realistic channel, the model randomly 

considers objects such as buildings of different size and 

shape, road terrain and tree foliage adjacent to the road. 

The model also includes vehicles equipped with radar 

unit and vehicles without radar unit as targets. These 

objects are designed individually and characterized with 

relevant material properties such as metal, glass etc. as 

shown in Table 1. Finally, all objects are integrated  

into a complete automotive radar channel model.  

This combination yields a virtual automotive radar 

environment and allows for the investigation of system 

performance in realistic approach. 

 
Table 1: Considered object characterization 

Object Material 

Body of vehicle Metal 

Vehicle mirrors Glass 

Wheels Rubber 

Front and rear bumpers Plastic 

Road terrain Asphalt 

Buildings Brick 

Tree foliage Wood and leaf 
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Fig. 8. Developed 3D automotive radar channel model using Wireless Insite ray-tracing tool. 
 

Simulated data of the proposed FMCW waveform 

(time stamp and samples) are imported into the  

ray-tracing simulator as user defined waveform.  

The phased array and transceiver front end are 

parameterized in ray-tracing tool. The phased-array is 

configured as 4-element uniform linear array (ULA) 

considering directional antenna with 3-dB beamwidth 

of ±80° and ±10° in azimuth and elevation respectively. 

Table 2 shows the parameters used in signal 

generation and transmitter-receiver front end. The 

received signals are obtained by shooting rays from 

the transmitters and propagating them through the 

defined geometry of the developed channel model. 

These rays interact with geometrical features and 

make their way to receiver locations. Ray interactions 

include reflections from feature faces, diffractions 

around feature edges, and transmissions through 

features faces. All possible reflections of the transmit 

signal towards the position of the receiver are 

generated considering a realistic 3D traffic environment  

and wave propagation model developed using Wireless 

Insite ray-tracing tool. For every propagation path  

the time-domain received signal are calculated 

considering the related dielectric material properties of 

the reflecting object. Finally, post processing of the 

received signal has been performed to detect the range, 

angle and speed of the target vehicles. 

 
Table 2: Simulation parameters 

Parameter Value 

Operating frequency 79 GHz 

Maximum target range 30 m 

Sweep time 1-2 ms 

Sweep bandwidth 800-1000 MHz 

Transmit power 10 dBm 

Transmit gain 36 dB 

Receive gain 42 dB 
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VII. RESULTS AND DISCUSSION 
We have considered a scenario that includes  

eight vehicles where four vehicles are equipped with 

automotive radars. We consider that radar equipped 

vehicle 1, 2 and target vehicle 2, 4 are in lane 1 

respectively and moving toward right direction while 

radar equipped vehicle 3, 4 and target vehicle 1, 3 are 

in lane 2 and moving towards left direction as shown 

in Fig. 8. All possible reflections of the transmit signal 

towards the position of the receiver are generated 

using developed model in Wireless Insite ray-tracing 

tool. For every propagation path the time-domain 

received signal are calculated considering the related 

dielectric material properties of the reflecting object.  

Dechirping is performed by mixing the output 

signal of the receiver front end with the reference 

signal. Beamforming is then applied considering a 

phase-shift beamformer to enhance the detection of 

signals by coherently summing signals across elements 

of arrays. The beamforming outputs are buffered for 

each sweep. The first step in the signal processing step 

is range estimation. Once the range of the targets are 

estimated, the data in the corresponding range bins are 

used to estimate the speed and angle of the same target. 

For range detection, the buffered signal for each  

sweep are converted to frequency domain. The beat 

frequencies of dechirped signals are converted to 

corresponding range and the target range is estimated. 

For triangular FMCW chirp, the up-sweep and down-

sweep have separate beat frequencies. The difference 

between frequency of the transmitted and received 

signals during up-sweep and down-sweep frequency 

ramp is called the up-sweep beat frequency (fbu) and 

down-sweep beat frequency (fbd) respectively. The 

range estimation can be given as [15]: 

                            𝑅 =
𝑐𝑇

4𝐵
∙

(𝑓𝑏𝑢+𝑓𝑏𝑑)

2
,                        (9) 

where B and T are the sweep bandwidth and sweep 

time respectively. For speed estimation, the Range-

Doppler response is computed by converting dechirp 

data into frequency domain. The Doppler domain data 

is then converted to speed to determine the relative 

speed between radar and the target vehicles. The 

relative velocity of the target can be given as: 

                            𝑉𝑟 =
𝜆

2
∙

(𝑓𝑏𝑑−𝑓𝑏𝑢)

2
.                       (10) 

Where λ denotes the wavelength. The terms fbu and fbd 

are the up-sweep and down-sweep beat frequencies 

respectively. The angle estimation of target vehicles 

can be performed by converting dechirp output in 

frequency domain and applying root MUSIC algorithm 

[16].  

From the ray-tracing output, we obtain the 

received signal for all Tx-Rx combinations. Based on 

the ray-analysis as shown in Fig. 8, it is observed that 

each radar receives the reflected signals associated 

with its own transmission as well as the reflected  

or direct signal from other radars. Let us investigate 

the target detection performance of automotive radar 

based on the conventional FMCW waveform and the 

proposed waveform with time and frequency diversity 

under different scenarios as follows. 

A. Ideal scenario without mutual interference 

Let us assume an ideal scenario, i.e., without any 

mutual interference. We consider the conventional 

FMCW waveform with the same slope as transmitted 

signals from radar equipped vehicle 1 and 2 as shown 

in Fig. 8. The reflected signal associated only with  

the transmitted signal from the candidate radar are 

considered in the dechirping process. Figure 9 (a) 

shows that radar equipped on rear bumper of vehicle 1 

estimates the range of target vehicles 3 and 4 accurately 

at about 9.15 and 6.5 meters respectively. Figure 9 (b) 

shows the radar equipped vehicle 2 estimates the range 

of target vehicle 2 and radar equipped vehicle 4 

accurately at about 12.6 and 13.65 meters respectively. 

Thus, it is observed that the range of target vehicles  

is estimated accurately with negligible ambiguities  

or unwanted peaks with lower values from roadside 

buildings and road terrain. 

 

 
  (a)  

 
  (b) 
 

Fig. 9. Estimated range of target vehicles (a) target 

vehicles 3 and 4 are detected at radar equipped vehicle 

1 and (b) target vehicle 2 and radar equipped vehicle 4 

are detected at radar equipped vehicle 2. 
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B. Mutual interference due to indirect signal 

Let us consider the mutual interference of indirect 

reflected signals due to the transmitted signal from 

other radars as shown in Fig. 2. In this scenario, radar 

equipped vehicles 1 and 3 are transmitting conventional 

FMCW waveform with constant slope in same 

directions to the target vehicles simultaneously as 

shown in Fig. 8. Thus, both radars will receive the 

reflected signal from the target vehicles due to the 

transmission of other radar. Let us consider the target 

detection in radar equipped vehicle 1 including the 

indirect interference from radar equipped vehicle 3. 

Figure 10 (a) shows the range estimation results  

of radar equipped vehicle 1. It is observed that four 

targets are detected where two false targets are 

introduced due to indirect mutual interference from 

radar equipped vehicle 3. 

Let us investigate the same scenario by 

transmitting two different FMCW waveforms from 

radar equipped vehicles 1 and 3 with time and 

frequency diversity at each sweep considering the 

proposed waveform design technique. The dechirping 

operations for this case can be given as: 

              Ψ𝑀𝐹,𝑛(𝑡) = Ψ𝑟𝑥,𝑛(𝑡)⨂Ψ𝑡𝑥,𝑛
∗ (−𝑡),              (11) 

where Ψrx,n(t) and Ψtx,n(t) are the received signal  

and transmitted signal associated with nth radar 

respectively. Figure 10 (b) shows the range estimation 

results of radar equipped vehicle 1 based on the 

proposed FMCW waveform. It is observed that the 

two target vehicles are detected successfully and  

false targets due to indirect interference from radar 

equipped vehicle 3 are mitigated. 

 

C. Mutual interference due to direct signal 

Let us consider the mutual interference due to the 

direct signal transmitted from other radars as shown in 

Fig. 3. In this scenario, radar equipped vehicles 2  

and 4 as shown in Fig. 8 are in opposite directions  

and transmitting conventional FMCW waveforms 

with same slope simultaneously. Thus, both radars will 

receive the delayed version of the transmitted signal 

directly from other radar. Let us consider the target 

detection in radar equipped vehicle 2 including the 

direct interference from radar equipped vehicle 4.  

Figure 11 (a) shows the range estimation results 

of radar equipped vehicle 2. It is observed that three 

targets are detected where one false target is introduced 

at about 6.6 meters due to the direct reception of 

delayed version of the transmitted signal from radar 

equipped vehicle 4. It is also observed that the 

amplitude of the false target is higher than the actual 

target because of the direct reception of the transmitted 

signal. 

Let us investigate the same scenario by 

transmitting two different FMCW waveform in radar 

equipped vehicles 2 and 4 with time and frequency 

diversity at each sweep considering the proposed 

waveform design technique. Figure 11 (b) shows the 

range estimation results of radar equipped vehicle  

2 based on the proposed FMCW waveform. It is 

observed that the two vehicles (target vehicle 2 and 

radar equipped vehicle 4) are detected successfully at 

12.6 meters and 13.65 meters respectively and false 

target at 6.6 meters is mitigated. 

 

 
  (a) 

 
  (b) 

 

Fig. 10. Estimated range of target vehicles at radar 

equipped vehicle 1: (a) four target vehicles are 

detected including two false targets due to indirect 

mutual interference from radar equipped vehicle 3, 

and (b) two target vehicles are detected without false 

targets. 

 

To evaluate the effectiveness of the proposed 

waveform in multi-target scenarios, the ray-tracing 

model is modified for varying number of target 

vehicles at different locations of the road terrain. The 

received signals for each scenario are processed to 

estimate the range, angle and speed of the target 

vehicles. For target detection, we consider adaptive 

decision threshold based on the mean of the matched 

filtering output, which is given as: 

                          𝛿 = Ε{Ψ𝑀𝐹,𝑛(𝑡)},                        (12) 
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where E{.} denotes the average of the dechirping 

output. For an effective analysis, the probability of 

target detection as well as root mean-squared errors 

(RMSE) between actual and estimated range, angle 

and speed of the target vehicles are obtained as: 

                 𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ [𝜙 − �̂�]

2𝑁
𝑛=1 ,                (13) 

where 𝜙 and �̂� are the actual and estimated values of 

range, angle and speed of the target vehicles. 

 

 
  (a) 

 
  (b) 

 

Fig. 11. Estimated range of target vehicles at radar 

equipped vehicle 2: (a) three target vehicles are 

detected including one false target due to direct mutual 

interference from radar equipped vehicle 4, and (b) 

two target vehicles are detected without false target. 

 

The probability of detection for varying numbers 

of target vehicles is shown in Fig. 12, where the 

probability of detection can be defined as the ratio of 

the number of detected real targets to the number of 

total real targets. It is observed that the proposed 

waveform outperforms the conventional FMCW 

waveform and exhibits higher probability of target 

detection. Figure 13 shows the RMSE of range, angle 

and speed for varying number of target vehicles. It  

is observed that RMSE increases with the number  

of target vehicles increases. The proposed waveform 

exhibits multi-target detection with range accuracy of 

about 0.13 m, angle and speed accuracy of about 0.12° 

and 0.1 km/h considering 10 target vehicles.  
 

 
 

Fig. 12. Detection probability for varying number of 

target vehicles. 
 

 
 

Fig. 13. Root mean squared error (RMSE) for varying 

number of target vehicles. 
 

VIII. CONCLUSION 
Advanced waveform design technique is 

proposed for multi-target detection and mutual 

interference mitigation in short-range automotive 

radars. Ray-tracing model is developed that allows for 

investigating the entire signal flow considering the 

wave propagation in a realistic road traffic scenario. 

Performance of the proposed waveform in different 

mutual interference scenarios has been presented. The 

thorough analysis of the proposed system concept has 

been investigated in terms of detection accuracy and 

probability of detection. However, there are many 

additional aspects that can be investigated with the 

developed model, e.g., the performance investigation 

of different beamforming techniques and influence of 

various array configurations can be assessed under 
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realistic conditions. Hence, the developed realistic 

model can be regarded a comprehensive solution for 

the virtual performance evaluation of automotive radar 

concepts. 
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Abstract ─ Ground-Penetrating-Radar (GPR) data 

analysis has been widely utilized in subsurface and 

geophysics applications. One of the applications turning 

into great importance is multilayer subsurface hydraulic 

parameter identification and soil water content 

estimations. The classic GPR techniques have shown 

limitations in detecting deeper soil layers and 

unsatisfactory accuracy in estimating the electrical 

properties of the layers. Spectral inversion methods have 

been recently identified and developed to be an effective 

tool to tackle these problems. In this work, the spectral 

inversion method is extended in time-domain and a 

comprehensive formulation of the algorithm along with 

an improved well-defined cost function is presented. The 

Time-Domain Spectral Inversion (TDSI) method is  

then applied to environmentally-relevant multilayer soil 

geometries and the corresponding estimated electrical 

properties are drawn. The results show the TDSI method 

considerably ameliorates the performance of the inversion 

in terms of simplicity, accuracy, and applicability.  

 

Index Terms ─ Ground-Penetrating-Radar (GPR), 

microwave imaging, multilayer subsurface 

characterization, noise, soil moisture, Time-Domain 

Spectral Inversion (TDSI). 
 

I. INTRODUCTION 
There are numerous methods to extract electrical 

properties of a material [1-4]. Among all existing 

methods, microwave imaging techniques including 

Synthetic Aperture Radar (SAR) [5], Time-Reversal 

(TR) [6, 7], and Ground-Penetrating-Radar (GPR) [8, 9] 

have become promising tools due to their non-destructive 

capabilities. These techniques rely on comparing the 

transmitted signals with the received ones. Moreover, 

choosing the best technique is primarily governed by the 

corresponding application. For instance SAR is prevalent 

for remote sensing applications [10] whereas GPR is 

employed for near-field subsurface characterizations 

[11]. Soil-based GPR constitutes countless activities in 

the fields of civil and construction [12], water resources 

[13], underground aquifers [14], and soil water content 

measurements [15]. GPR method is a function of soil’s 

electrical parameters (electric permittivity, magnetic 

permeability, and conductivity), number of soil layers, 

and the performed survey method (e.g. Common Offset 

or Common Midpoint modes) [16]. More information 

regarding the principles and history of the GPR 

technique is covered by Jol [17]. 

Most of GPR techniques in the last decade for 

subsurface characterizations can be classified into  

four common categories: 1) Reflected Wave Velocity 

technique [18] identifies the dielectric constants by 

employing the wave velocity information and the 

corresponding propagation times reflected from the 

layers. 2) In Ground Wave technique [19], direct ground 

waves travel from the transmitting antenna to the 

receiving antenna just below the soil surface. The 

velocity of the direct ground wave is used to estimate the 

dielectric properties and the soil water content at shallow 

depths. 3) In Borehole Direct Wave Velocity technique 

[20], a transmitting and a receiving antenna are each 

separately placed in a nonmetallic tube. The tubes are 

then vertically deployed in the soil. Assuming the 

electromagnetic wave sent from the transmitter travels 

along a direct path through the soil to reach the receiver, 

and by knowing the line-of-sight distance between the 

transmitting and receiving antennas, the wave velocity is 

calculated. By knowing the wave velocity within the soil, 

the dielectric constant and the water content are derived. 

4) Last not least, in Reflection Coefficient technique [21] 

two reflected waveforms from a flat soil surface and 

from a reference metallic layer are compared which 

eventually results in calculating the dielectric constant of 

the top surface layer. Ground Wave and Reflection 

Coefficient techniques yield the estimation of the top  

and shallow layers and are not capable of providing 

information for deeper layers [22]. The Borehole 

technique is also destructive and, in many cases, would 

not be feasible to excavate the soil. Furthermore, the 

main limitation of the aforementioned techniques arises 

from the fact that they almost employ partial information 

of the available data, either the propagation times or the 

reflection amplitudes. These techniques also suffer from 
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geometrical simplifications, such as ignoring the 

transceiver couplings and the distance from the soil’s 

surface. The multiple reflections in soil layers are  

also not considered. To tackle the innate lack of data 

interpreting, a need for a new technique which considers 

the possible electromagnetic interactions seems desirable. 

Recently spectral inversion-based methods [22, 23] have 

shown promising results that would enable the utilization 

of the whole information of the data. The spectral 

inversion methods have also shown strong adaptability 

for thin layers [24]. Frequency-domain spectral inversion 

methods have been lately developed in terms of near-

field wave modeling effects [25]. 

Even though the spectral inversion methods have 

been improved in recent years, most improvements have 

been achieved by defining the cost function in the 

frequency domain [26, 27]. Nonetheless, it is possible to 

have further improvements in the formulation, accuracy, 

and applicability of the method. With this goal, this 

paper presents formulations of Time-Domain Spectral 

Inversion (TDSI) method in presence of noise and 

exploits a well-defined cost function to ameliorate the 

performance of the method for multi-layer subsurface 

soil problems.    

The remainder of the paper is organized as follows: 

In Section II the necessary formulations and theories 

behind a multilayer soil problem along with the details 

of TDSI method are introduced. In Section III, the 

specifications of the computational setup for synthetically- 

generated GPR data are explained. The results pertaining 

to the performance of TDSI method on environmentally-

relevant soil geometries and in presence of noise are 

presented in Section IV and Section V, respectively. 

Finally, a summary of the present work and future 

contributions are drawn in Section VI. 
 

II. PROBLEM FORMULATION 
In this section the necessary formulations and 

theories behind a multilayer soil problem are presented. 

The final formulation lays a foundation upon an 

improved TDSI method which will be performed for 

estimating the electrical properties of a three-layer soil 

problem. 

 

A. Generalized reflection coefficient 

Figure 1 illustrates a semi-infinite two-dimensional 

N-layer model of multilayer soil geometry, where i is 

the relative permittivity, i is the relative permeability, 

i is the conductivity, and di = zi+1 - zi is the thickness of 

each layer. The most fundamental modeling of such 

geometry is carried out by considering a homogeneous, 

linear, and isotropic medium. Moreover, the layers’ 

interfaces are assumed to be non-rough. In the case the 

propagating wave with frequency f is plane and incident 

perpendicularly on the surface, the reflection  and the 

transmission T coefficients corresponding to each  

interface are formulated as (1) and (2), respectively [28], 
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where i is the characteristic impedance of each layer, 

and is written as (3), 
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where 0=8.85×10-12 (F/m) and 0=1.26×10-6 (H/m) are 

the vacuum permittivity and permeability, respectively.  

By solving the Maxwell’s equations and applying the 

proper boundary conditions, the generalized reflection 

coefficient R looking from the top surface is formulated 

as (4)-(5) [28], 
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where i is the propagation constant of the i-th layer as 

formulated in (6),  
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Fig. 1. Semi-infinite N-layer model of multilayer soil 

geometry. 

 

For a three-layer model which will be conducted 

throughout this work the generalized reflection 

coefficient R can be obtained from (4)-(5) as (7), 
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where d is the thickness of the middle soil layer. In  
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practical GPR applications, there is a close distance 

between the antenna transceivers and the top soil surface. 

The generalized reflection coefficient looking at the soil 

from the location of transceivers, therefore, needs to be 

corrected. If h is the distance from the top soil layer  

and the transceivers, the corrected general reflection 

coefficient Rc can be written as (8), 
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Based on the corrected general reflection coefficient 

Rc( f ) and the incident waveform Fx( f ), the reflected 

waveform Fy( f ) back from the multilayer medium is 

calculated as (9), 

           y x cF f F f R f G f , (9) 

where G( f ) is the gain of the antenna. Assuming an 

isotropic radiation pattern with G( f )=1, (9) is simplified 

to (10), 

         y x cF f F f R f . (10) 

The next step to initiate the Time-Domain Spectral 

Inversion (TDSI) method is to convert the frequency-

domain signal waveform (10) into a time-domain signal 

waveform. This can be performed by means of Inverse 

Fast Fourier Transform (IFFT). After modifying Rc( f ) 

and Fx( f ) to their proper conjugate double-side banded 

frequency-domain versions, the time-domain reflected 

waveform fy(t) can be represented as (11), 
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where Fx( f ) can be calculated by taking the Fast Fourier 

Transform (FFT) of the incident time-domain waveform 

fx(t) as in (12), 

     2   j ft
x xF f f t e dt







  . (12) 

 

B. Time-Domain Spectral Inversion (TDSI) method 

The main concept behind TDSI method is to 

minimize a well-defined cost function O[fy(t), gy(t)] to 

achieve the best estimate (closeness) of the actual 

reflected waveform gy(t) by using the modeled reflected 

waveform fy(t). The actual waveform gy(t) can be either 

calculated synthetically (by computational methods)  

or measured practically. It is worth mentioning that  

the minimization problem is within ill-posed and non-

unique classes of inverse scattering problem. This means 

the modeled waveform could become very similar to  

the actual waveform, but providing an inaccurate 

estimate of the modeled parameters. Converging to an 

answer yielding the correct estimate of the parameters 

and minimizing the cost function simultaneously is 

challenging [27].  

Before treating the cost function, rectangular time  

windows are executed on gy(t) to remove the leakage  

of the transmitted signal into the received waveform.  

The next step is to identify the propagation times 

corresponding to each layer interface. We have taken 

advantage of the Short-Time Fourier Transform (STFT) 

algorithm and applied it on gy(t) to obtain the time-

frequency spectrum g̅y(f,) as: 

        2, STFT      ,j ft
y y yg f g t g t w t e dt 







      (13) 

where w(t-) is a window function and generally chosen 

as Hann or Gaussian window. At each time cell ,  
the maximum magnitude of the entire frequencies is 

calculated and plotted against . The propagation time of 

each layer interface is then identified as an extrema point 

in this plot (demonstrated in Section IV). In three-layer 

model, there are two interfaces which correspond to  

the first M1 and second M2 extrema points in the time-

frequency spectrum, respectively, as (14)-(15), 

    1 2 1,2
, max S ( )TFT   ,yM M

g tt t t      (14) 

    1 2 1,2
, max STFT  (  .)yM M

f tt t t        (15) 

The improved cost function of this work is 

formulated to prevent solutions from trapping in ill-

posed answers. The cost function has been gradually 

modified through a variety of test cases to yield a robust 

and case-independent performance. Taking into account 

(11)-(15), the cost function is then expressed as (16), 

 3 4 5

2

1

( ), ( )O ( )  ,

N

y y i

i

f t g t L t L L



 
  
 


  


  (16) 

where L1, L2, L3, L4, and L5 are the functions calculated 

through (17)-(21). L1
max and L2

max are the maxima of  

L1 and L2 calculated within t1 to tN. L1, L2, and L3  

are formulated to evaluate the similarity between the 

modeled and actual waveforms. L4 and L5 also force the 

amplitude and corresponding time of the extrema points 

meet each other, 

      1  ,i y i y iL t f t g t   (17) 

      2  ,i y i y iL t f t g t   (18) 
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max max max m
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1 2 1 2
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i
L

L t L t L t L t

L
L t

L L

 
  
  

 (19) 

        
1 1 2 24  ,y M y M y M y ML f t g t f t g t      (20) 

    
1 1 2 2

2 2

5  .M M M ML t t t t      (21) 

In the following sections the TDSI method will be 

applied on synthetically generated GPR data for a three-

layer subsurface soil problem and the corresponding 

results and discussion will be presented.  
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III. COMPUTATIONAL SETUP 
The computational geometry of a three-layer soil 

problem is shown in Fig. 2. The common offset (CO) 

GPR data have been synthesized using 2D GPRMax  

[29] free-commercial software, which simulates the 

electromagnetic fields based on finite-difference-time-

domain (FDTD) method [30]. The 2D computational 

domain is gridded into dimensions X×Y=200×200 cm2, 

with a uniform spatial discretization of Δx=Δy=Δ=5 mm. 

The value of Δ is so assigned to create at least 10 nodes 

per λm, where λm denotes the wavelength (proportion to 

layers permittivity) corresponding to the maximum 

frequency content of the excitation signal. The maximum 

runtime is set sufficiently enough for the incident wave 

to travel from the source to the bottom end of the domain 

in a round trip. The boundary condition is also a perfectly 

matched layer (PML) to provide reflectionless truncation 

of the computation domain. The PML thickness is set  

to 10Δ at all four sides of the boundaries. A z-directed 

infinitesimal electric dipole plays as a transceiver and 

moves along the x-axis in 18 cm (36Δ) steps and linearly 

surveys the soil layers. The perpendicular distance h  

from the transceivers to the top surface layer is 75 cm 

(150Δ). 
 

 
 

Fig. 2. Computational geometry (200×200 cm2) of 

multilayer soil problem. 

 

In this study twelve cases, six for each sandy and 

loamy soil cases with different volumetric water contents 

(VWC) [31] have been defined and evaluated by  

TDSI method, as shown in Table 1. The conductivity , 

however, is assumed constant and equal to 0.01 S/m for 

all cases.  

The excitation signal is generally determined with 

respect to various constraints and specifications including 

particular electrical characteristics of the media, signal 

penetration through the soil layers, and portability of the 

setup [6]. To provide sufficient resolution for separating 

the layer responses in GPR data, a time-domain Ricker 

function (22) with proper adjusting parameters is 

considered as the excitation signal, 

      
21

2  2 ,
t

J t e e t  
 

 
   (22) 

where  =2 2f 2,  = 1/f , and f is the central frequency 

chosen as 2 GHz. 

Minimization of the cost function O[fy(t),gy(t)]  

in (16) was performed by means of Trust-Region-

Reflective algorithm in Matlab ™ where the function 

takes the vector arguments Vn = [1,2, d ]n in every 

iteration and returns a scalar value. The finite-

differential-relative-step parameter of the algorithm also 

needs to be correctly adjusted to prevent the solutions 

from trapping in local optima. 
 

Table 1: Sandy and loamy soil parameters. The 

conductivity  = 0.01 S/m is constant for all cases 

 

IV. RESULTS 
In this section the TDSI method is performed on  

the scenarios mentioned in the previous section. Fig. 3 

represents a B-scan image of the loamy soil with 

VWC=0.15 cm3/cm3. The B-scan image is formed by 

collecting 10 A-scan traces of the linearly-surveyed GPR 

data. Each layer interface reflects a notable portion of the 

incident wave back to the transceiver. The interfaces are 

detectable as a bold line in the B-scan image. There are, 

however, a weaker trail of lines which may incorrectly 

be considered as additional interfaces. These trails are 

generally the consequence of near-field cylindrical wave 

propagation and multiple-reflections within the layers. 

The aforementioned problem can be tackled by exploiting 

STFT algorithm and the time-frequency spectrum as 

demonstrated in Fig. 4. The maximum magnitude of all 

frequencies at each time cell is plotted and shown in  

Fig. 4 (c). The extrema points (usually a threshold value 

is chosen) represent the time locations of the first and 

second actual interfaces, i.e., tM1
 and tM2

. 

Following the formulations and methods described 

in Section II, the comparison between the synthetically- 

generated sample A-scan signal gy(t) (the fifth trace)  

and the estimated one fy(t) based on TDSI method is 

depicted in Fig. 5. 

The estimated parameters, i.e., 1, 2, and d, by TDSI 

method for sandy soil and loamy soil along with the 

actual parameters for all VWC cases listed in Table 1 are 

illustrated in Fig. 6. As can be seen qualitatively the 

estimated values are within close agreement with the 

 Sandy Loamy 

VWC 

(cm3/cm3) 
ε1 ε2 d (cm) ε1 ε2 d (cm) 

0.05 1.6 4.5 10 1.6 4.5 12.5 

0.1 2.9 6.2 10 2.9 6 12.5 

0.15 4.7 8.8 10 4.7 7.6 12.5 

0.2 7.2 12 10 7.2 9.8 12.5 

0.25 10.3 15.6 10 10.3 12.6 12.5 

0.3 13.6 19.1 10 13.6 16.5 12.5 
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actual values for both the sandy and loamy soil types. 

The results prove that the TDSI algorithm developed in 

this work is robust and its performance is case-

independent. For the sandy soil, the average relative error 

between the estimated and actual values are calculated 

3.70% for d, 9.01% for layer 1 relative permittivity 1, 

and 10.20% for layer 2 relative permittivity 2. For the 

loamy soil, the error values are calculated likewise as 

5.43% for d, 12.94% for 1, and 13.88% for 2. The error 

values are ameliorated with respect to previous literature 

results [26, 27]. The GPR-based TDSI method also 

outperforms time-domain methods such as TR as it will not 

need the laborious data collection of time reversed array. 
 

 
 

Fig. 3. B-scan image of 10 traces of linearly-surveyed 

GPR data for multilayer loamy soil with VWC=0.15 

cm3/cm3. Each interface is displayed as a bold line in the 

B-scan image. 
 

 
 

Fig. 4. Short-Time Fourier Transform (STFT) algorithm 

performed on a sample A-scan signal (the fifth trace)  

for the loamy soil with VWC=0.15 cm3/cm3. (a) A-scan 

signal, (b) time-frequency spectrum, and (c) magnitude-

time plot. The extrema points and corresponding tM1
 and 

tM2
 are also shown. 

 
 
Fig. 5. Comparison of synthetically generated sample A-

scan signal (the fifth trace) by GPRMax (blue) and the 

estimated one (red) using TDSI method for loamy soil 

with VWC=0.15 cm3/cm3. 

 

V. PRESENCE OF NOISE 
In this section sandy soil with VWC=0.1 cm3/cm3 

and loamy soil with VWC=0.25 cm3/cm3 have been 

chosen to evaluate the efficiency of TDSI method in 

presence of a random Gaussian noise with SNR=10 dB 

superimposed on the received signals. Figure 7 

demonstrates the actual and estimated parameter values 

for the aforementioned soil types. According to Fig. 7  

the relative permittivity values of the soil with higher 

VWC are overestimated. As VWC increases there is less 

contrast between the permittivity of layers (Table 1), 

therefore, the amplitude of the reflected waveform  

gets smaller and drowns below the noise level. This 

phenomenon influences the TDSI method as it yields 

overestimation of relative permittivity values. 

 

VI. CONCLUSION 
In this work, a completed formulation of Time-

Domain Spectral Inversion (TDSI) method was 

represented. The corresponding differential cost function 

was developed to a new well-defined function which was 

capable of minimizing the cost function and converging 

to a non-ill-posed answer representing a correct estimate 

of the parameters. The proposed TDSI method was then 

applied to twelve cases of environmentally-relevant 

three-layer sandy and loamy soil problems with different 

volumetric water contents. The results showed the 

estimated parameters were within a good agreement with 

the actual values and the calculated relative errors were 

substantially degraded and stood within appreciable 

tolerance compared to previous literature results. 
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Fig. 6. Estimated (hollow symbols) and actual (filled symbols) parameter values of three-layer: (a) sandy and (b) loamy 

soil based on TDSI method. Solid lines are cubic fitted polynomial. 
 

        
 

Fig. 7. Comparison of actual parameter values (left) and estimated values (right) based on TDSI method in presence 

of a 10 dB Gaussian noise for: (a) sandy soil with VWC=0.10 cm3/cm3, and (b) loamy soil with VWC=0.25 cm3/cm3. 
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Abstract ─ A mutual coupling reduction method for 

closely installed patch antenna (PA) and microstrip 

transmission line (MTL) is proposed by means of 

defected isolation wall structure (DIWS) which is 

comprised of a metal patch with periodically G-shaped 

structure and two dielectric substrate sheets set on  

both sides of the metal patch. The DIWS model,  

design procedure and investigation on its stop filtering 

characteristics are presented. Also, the dominant 

parameters of DIWS are discussed in order to flexibly 

adjust the stop band to meet the frequency band that  

we are interested in. Finally, the optimized DIWS is 

installed on the closely set PA and MTL with a distance 

of 2 mm to suppress the mutual coupling. The proposed 

structure is fabricated and measured to verify the 

simulation results which demonstrated that a high 

isolation of 27 dB and 37 dB between the antenna and 

MTL are achieved, respectively.  

 

Index Terms ─ Antenna and microstrip transmission 

line, band stop filtering, coupling reduction, DIWS. 
 

I. INTRODUCTION 
With the proliferation of mobile electronic products 

and ongoing push for great functionality in a small area, 

miniaturization has become a key technique for many 

wireless communication devices. Inevitably, the density 

of internal elements increases, which easily cause the 

coupling and interference between elements. For well 

transmitting and receiving radio wave, antenna is almost 

omnipresent in most wireless communication products. 

Moreover, with the development of the miniaturization 

for wireless communication device, internal printed 

antenna (PA) gradually has been widely chosen instead 

of the external antenna [1-2]. Thus, closely spaced PA 

and microstrip transmission line (MTL) can be found in 

many microwave systems, leading to inevitable mutual 

coupling which probably causes performance degradation 

of the system.  

In fact, mutual coupling problem has attached much 

attention in the field of signal processing [3-5], MIMO 

antenna arrays and electromagnetic capability [6]. In 

MIMO antenna array, the presence of mutual coupling 

will affect its radiation patterns and input characteristic, 

which probably degrades the performance of the antenna 

array [6]. In the field of electromagnetic compatibility 

(EMC), the undesired coupling between MTLs is one of 

the main issues for signal integrity. Electromagnetic 

coupling between tightly spaced lines will degrade  

the performance of the circuit or give interference to 

close lines, which has become an important issue that 

draws lots of attention in high-speed circuit design. 

Consequently, a large amount of coupling reduction 

methods have been proposed and investigated in 

literatures. Techniques concerning on reducing the 

mutual coupling between antenna array mainly based  

on: (i) field cancellation method which introduces an 

indirect coupling field to cancel out the original direct 

coupling field to reduce the mutual coupling, such as 

neutralization line [7-10], and U-shaped microstrip  

line in [11]. (ii) band-stop filtering method, such as 

electromagnetic band gap structure (EBG) [12-16], 

metamaterial structure [17-18], defected ground structure 

(DGS) [19-20], planar soft surfaces [21-22] and so on. 

Although these band-stop resonate structures are effective 

for coupling suppression, most of them have a complex 

structure and need a large space, which makes it difficult 

to implement practically. (iii) decoupling network [23-

26], which is similar to field cancellation method, but its 

indirect coupling field is introduced by antenna feeding 

network rather than independent structure. For crosstalk 

reduction between adjacent MTLs, various methods 
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have also been introduced and investigated in [27-30], 

such as increasing the distance between adjacent lines, 

reducing parallel lines, and defected microstrip structure 

(DMS). Some of these methods are hard to accomplish, 

and the complex structure will increase the overall size 

of the system. Moreover, unlike the existing decoupling 

techniques applied in antenna array and coupled MTL, 

decoupling technique used in adjacent antenna and 

microstrip transmission line is much more challenging. 

In order to suppress the mutual coupling, it is necessary 

to make a tradeoff between the antenna performance and 

MTL signal integrity to make the isolation better than -

20 dB or more. 

In this article, a simple and effective method based 

on band-stop filtering technique is proposed and 

investigated to reduce the mutual coupling between the 

antenna and the transmission line which might happened 

in the system integration like the compact terminals and 

the portable devices because there are antennas and the 

microstrip lines. The proposed defected isolation wall 

structure (DIWS) is comprised of a vertical metal wall 

with periodical G-shaped structure and thin dielectric 

slabs on each side. Simulation results depict that the 

proposed DIWS can provide a band-stop filtering 

characteristic with an adjustable operating frequency 

band, which attributes to the fact that the transmission of 

energy is rejected. By installing the DIWS vertically 

between the closely spaced PA and MTL, the mutual 

coupling is effectively suppressed in the operating 

frequency band of the antenna, and a maximum 

reduction of 25 dB is obtained without sacrificing the 

performance of the PA and MTL. 

 

II. MODEL AND PERFORMANCE OF THE 

DESIGNED DIWS 
The designed DIWS is presented for mutual coupling 

reduction between closely spaced PA and MTL. The 

design DIWS model and its analysis are presented in 

detail. The configuration of the presented G-shaped 

DIWS is shown in Fig. 1. The proposed DIWS comprises 

of a thin metal with three periodical G-shaped structure 

and two Polyflon NorCLAD dielectric substrates loading 

on both sides of the metal. The two dielectric substrates 

have a same thickness of 0.2 mm and permittivity of 

2.55. In addition, the metal and two dielectric substrates 

have a same dimension of w × l = 18 × 4.7 mm2.  
 

a1

a3

a2

d

c

l

w w1

h
 . 

 

Fig. 1. The configuration of the proposed DIWS: front 

view and side view. 

To study the electromagnetic characteristic of the 

proposed DIWS, a MTL printed on a FR-4 dielectric 

substrate is designed and modeled, where the DIWS is 

installed in the middle of it, and the configuration is 

shown in Fig. 2. The MTL is a typical 50 Ohm microstrip 

line printed on a FR-4 dielectric substrate whose 

dielectric substrate is 1.6 mm. Modeling and simulation 

analysis of this structure is implemented by utilizing high 

frequency structure simulator (HFSS). The energy is 

injected from port 1, and the port 2 is output. In Fig. 3, 

the S parameters shows a band-stop response between 

4.8 GHz and 5.6 GHz. By installing the proposed DIWS 

in the 50 Ohm microstrip line, there is a band stop 

characteristic happened, which is given in Fig. 3. To 

understand the mechanism of decoupling intuitively, the 

current distribution at 5.2 GHz is given in Fig. 4. From 

the current distribution, we can see that the current is 

mainly distributed on the input port of the microstrip line.  

 

Port 1

Port 2

DIWS

x

Y

Z

 
 

Fig. 2. The MTL loaded DIWS.  

 

 
 

Fig. 3. S parameters of the microstrip transmission line 

loaded DIWS. 

 

After the DIWS, there is almost no current because 

the current at the operating frequency is effectively 

rejected by the DIWS loaded in the middle of the 

transmission line. Thus, the DIWS can block the 

electromagnetic wave from the PA to the MTL. The band 

stop characteristic created by the periodical G-shaped 

DIWS can be used to reduce the mutual coupling 

between the PA and MTL. The band stop characteristic 
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is realized by means of the DIWS, which is mainly 

introduced by the metal plate with G-shaped slots. Since 

the slots and strips act as capacitor and inductor, 

respectively, the current at the resonance frequency will 

be block by this filter, which can help to isolate the 

propagation between the antenna and the MTL, and the 

resonant frequency can be adjusted by changing the 

dimensions of G-shaped elements (GSEs) and distance 

between GSEs. 

 

 
 

Fig. 4. Current distribution (at 5.2GHz) of the microstrip 

transmission line loaded with DIWS. 

 

In order to flexibly adjust the stop band of DIWS to 

meet the frequency band we are interested in, its key 

design parameters are studied herein. The distance d 

between the GSEs and the distance h between the GSEs 

and the bottom edge of DIWS are selected to discuss the 

effects. From Fig. 5 (a), we can see that the resonance 

frequency decreases as the capacitance decreases, 

resulting in that the center frequency of the stop band 

moves to higher frequency as the length of GSE a1 

decreases. As shown in Fig. 5 (b), when the distance d 

between GSEs is increased, the equivalent inductance 

decreases, which renders that the center frequency  

shifts toward higher frequency. Meanwhile, the in-band 

attenuation decreases. Similarly, when the distance h is 

decreased given in Fig. 5 (c), the center frequency of the 

DIWS moves to the high frequency.  

 

 
(a) Effects of parameter a1 

 
(b) Effects of parameter d 

 
(c) Effects of parameter h 

 

Fig. 5. Effects on the band stop characteristic of DIWS. 

 

From the responses and results analysis, we can 

draw a conclusion that the center frequency of stop band 

for DIWS is mainly determined by a1, d and h. Thus,  

we can adjust the resonance frequency of the proposed 

DIWS to meet the coupling reduce between PA and 

MTL. 

 

III. PERFORMANCE OF THE PROPOSED 

STRUCTURE 
The proposed DIWS is eventually used to reduce the 

mutual coupling between the closely spaced PA  

and MTL, which is shown in Fig. 6. Herein, the PA is 

designed to operate in a WLAN sub-band (5.725-5.825 

GHz). The original dimension of PA is given by the 

following equations: 

 
0

1
2 2
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1 2
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2
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 
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The feed point is also calculated based on empirical 

formulas. The final dimensions of the PA are 15 ×  

11.65 mm2. Meanwhile, the MTL is a typical 50 Ohm 

microstrip line which can be regularly seen in many 

microwave circuits. The distance between the PA and 

MTL is 2 mm. Due to this small distance, the radiation 
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from the antenna and surface current will inevitably 

cause strong mutual coupling to the MTL. Therefore, the 

proposed DIWS is considered as a coupling reduction 

structure to suppress the mutual coupling because it  

can provide a band stop characteristic that reject 

electromagnetic energy in a specific frequency band.  

As a result, the proposed DIWS equivalently 

behaves to be a band stop filter which is installed on the 

coupling path between the PA and MTL. Since the 

resonance frequency of the proposed DIWS can be 

adjusted by properly selecting its dimensions, we  

adjust the dimensions of DIWS to provide a band stop 

characteristic at the frequency band of the PA. The 

optimized dimensions obtained from the sweep analysis 

of the HFSS are given as: w = 18 mm, l = 4.7 mm, w1 = 

0.2 mm, a1 = 3.4 mm, a2 = 2.3 mm, a3 = 2 mm, h = 2.1 

mm, d = 2.5 mm.  
 

Antenna

Port1

Port2

Port3

DIWS

W2

L2
W3

Lg

Wg

W1

xf

yf

X

Y

 
(a) Top view of the PA and MTL 

h1

h2

d1
 

(b) Side view of the PA and MTL 
DIWS

Substrate

Metal patch with  

periodical slots

Substrate

(c) View of the DIWS 

 

Fig. 6. PA and MTL with the proposed DIWS. 

 

The S-parameters with/without the proposed DIWS 

are given in Figs. 7 and 8. Here, mutual coupling 

between the PA and MTL are measured by S21 and S31, 

respectively. In fact, the isolations are better than -20dB, 

which is helpful for practical engineering applications. 

 

 
 

Fig. 7. S-parameter with/without DIWS.  

 

 
 

Fig. 8. S32 with/without DIWS. 

 

It can be seen that S21 is reduced by 33dB and S31 

is reduced by 18dB at operating frequency band by 

loading the proposed DIWS, and the center frequency  

of the PA is slightly shifted towards higher frequency. It 

is verified that the proposed DIWS can efficiently  

reduce the mutual coupling. Moreover, from the S32 

(transmission coefficient of the MTL) shown in Fig.8, 

we can see that there is a decrease at low frequency band 

by loading the proposed DIWS. However, S32 is still 

less than -3 dB at the operating band, which means that 

almost all the energy is transmitted from the input port 

to the output port. It is noted that the proposed DIWS has 

a little effect on the transmission characteristic of the 

MTL. Moreover, the comparison of input impedance of 

PA is given in Fig.9. It is found that there is a resonance 

in low frequency with DIWS, which is produced by  

the effects of the DIWS. This is because the mutual 

capacitance and mutual inductance generated by the 

strong coupling between PA and DIWS. 
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(a) Input impedance of PA without DIWS 

 
(b) Input impedance of PA with DIWS 

 

Fig. 9. Comparison of the input impedance (Z11) of PA 

with/without DIWS. 

 

IV. EXPERMENTAL RESULTS 
In this section, the measurement results are 

presented and compared with the simulation results. 

Figure 10 shows the fabricated structure of proposed PA 

and MTL with DIWS loading. The dimension of patch 

antenna is 15 × 11.65 mm2. The width of signal line 

(designed for 50 Ω) is w2 = 3.13 mm and the length is  

l = 18 mm. The PA and MTL are printed on a FR4 

substrate with relative permittivity of 4.4 and thickness 

of 1.6 mm. The distance between coupled PA and MTL 

is d1 = 2 mm. In this design, the optimum dimensions  

of DIWS are the same as that given in section 3. The 

measurement results are obtained using network analyzer 

(Agilent N9923A).  

Experimental results are given for the proposed 

closely coupled PA and MTL with/without DIWS from 

4.5 GHz to 6.5 GHz. The measured and simulated results 

are compared in Fig. 11. It is found that the coupling is 

reduced, where the measurements agree well with the 

simulations. The isolation improvements between input 

port of PA and two ports of MTL are 27 dB and 37 dB, 

respectively. It is also worth noting that the measured 

center frequency shifts to lower frequency, which might 

be caused by the fabricated bias. The comparisons of 

radiation patterns with and without DIWS are given in 

Fig. 12. We can see the measured results agree well with 

the simulation results overall. Although there are some 

discrepancies, the PA still has a good direction radiating 

in the operating band. 

 

Port1

Port2 Port3

 

Fig. 10. Fabricated closely PA and MTL with DIWS. 

 

 
 

Fig. 11. Simulation and measured S parameters of closely 

PA and MTL with DIWS. 

 

 
(a) XOZ plane without DIWS 
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(b) YOZ plane without DIWS 

 
(c) XOZ plane with DIWS 

 
(d) YOZ plane with DIWS 

 

Fig. 12. Comparison between simulation results and 

measured results of radiation patterns of antenna with 

and without DIWS. 

 

V. CONCLUSIONS 
A DIWS has been devised for mutual coupling 

reduction between PA and MTL. The design procedure 

of the DIWS has been presented in detail by adjusting 

the key parameters. Then, the coupling reduction of the 

DIWS is investigated and verified when it is used in a 

closely set PA and MTL. The experimental results have 

been obtained and compared with the HFSS simulation 

results. The results showed that the isolations between 

PA and MTL are improved by 27 dB and 37 dB, 

respectively. 
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Abstract ─ An artificial ground structure (AGS) which 

can be switched between the high-impedance surface 

(HIS), the surface-waveguide (SWG) and the HIS-SWG 

hybrid structure is proposed for the design of a beam-

steerable antenna. The AGS is reconfigured with PIN 

diodes inserted on the bottom ground. The antenna 

radiates a broadside far-field pattern when the AGS is 

reconfigured into an HIS, and it steers its main beam to 

the endfire direction when the AGS exhibits as an HIS-

SWG hybrid structure. The reconfigured HIS and SWG 

are analyzed using the Brillouin dispersion theory and 

the eigenvalue analysis, respectively. A prototype of  

the proposed beam-steerable antenna is fabricated and 

measured. The measured results including the reflection 

coefficients and radiation patterns validate the antenna 

performance. 

 

Index Terms ─ Artificial ground structure (AGS), beam-

steerable antenna, eigenvalue analysis, high-impedance 

surface (HIS), surface-wave guide (SWG). 
 

I. INTRODUCTION 
The rapid development of modern communication 

systems has shown the increasing demand of multi-

functional antennas which are capable of achieving more 

than one operational status by electronic or mechanical 

implementation. Reconfigurable antennas are attractive 

and effective solutions [1-3]. As one versatile type of 

reconfigurable antennas, the beam-steerable antenna can 

dynamically switch its radiation pattern with other 

antenna characteristics unchanged. Generally, for many 

practical applications, it is required that the beam-

steerable antenna should have a good gain flatness 

between the radiation patterns of different modes, a  

wide combined main-beam coverage and a powerful 

reconfigurable ability. These rigorous but essential 

requirements have brought great challenges to the 

designs of beam-steerable antennas. 

The beam-steerable antenna can be realized by 

various solutions, such as reconfiguring its parasitic 

structures [4-8], reconfiguring its feeding networks [9-

11], and reconfiguring its radiator loads [12]. In [8], a 

beam-steerable antenna based on a dual-reconfiguration 

technique was proposed. The reconfigured strips on the 

lower layer realize a preliminary beam control, and the 

parasitic pixel structure is exploited to further increase 

the beam-steerable ability. Recently, many efforts have 

been devoted to the design of beam-steerable antennas 

based on meta-materials [13-15]. In [14], a high-

impedance surface (HIS) was designed to propagate the 

TE Floquet mode in the given frequency band, and a 

surface-wave assistant antenna based on the HIS was 

proposed to achieve reconfigurable radiation patterns. 

In this paper, a novel beam-steerable antenna based 

on the artificial ground structure (AGS) is presented. 

Firstly, the proposed AGS is designed and analyzed to 

have the capability of being switched between the  

HIS, the surface-wave-guide (SWG) and the HIS-SWG 

hybrid structure. Then, a dipole is placed upon the AGS 

and it can steer its far-filed pattern from a broadside 

radiation with an HIS to an end-fire radiation with an 

HIS-SWG hybrid structure. At last, a prototype of the 

proposed antenna is fabricated and measured, and the 

measured results show good gain flatness and wide 

combined-beam coverage. 
 

II. AGS DESIGN AND ANALYSIS 
In order to realize the HIS-SWG reconfiguration at 

a selected operation frequency, the AGS is required to 

meet two conditions simultaneously. On one hand, the 

reconfigured HIS should form a forbidden frequency 

band-gap which contains the operation frequency, and on 

the other hand, the reconfigured SWG is able to support 

the propagation of required surface waves at the same 

frequency. 

The geometries of the HIS and SWG reconfigured 
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from the AGS are shown in Fig. 1. The mushroom-

shaped HIS [16] consists of 5 × 5 square units, which 

have a size of DH × DH. The square patches with a length 

of Lc are periodically printed on the top of a substrate. 

Vertical metal vias with a diameter of Dc connect the 

upper square patches to the ground plane. The substrate 

has a relative permittivity of 2.95 and a height of H2. The 

structure of the proposed SWG is the same as the HIS 

except for the ground plane, which are also pixelated as 

5 × 5 square patches. Thus, the upper and lower surfaces 

of the SWG are the same. 

 

 
(a) 

 
(b) 

 

Fig. 1. Structures of the reconfigured HIS and SWG. (a) 

Mushroom-shaped HIS, and (b) designed SWG. 

 

The HIS unit cell can be equivalent as a series LC 

circuit in which the major contribution to the overall 

capacity (Cg) comes from the gap discontinuity at both 

ends of the patch, and the overall inductance (Lc) comes 

from the current loop through the vias and the ground 

plane. Thus, there exists a resonance according to the  

LC circuit, and the equivalent sheet impedance at the 

resonant frequency can be calculated by: 

 
c

2

c g
1

j L
Z

LC
, (1) 

where ω is the angular frequency, and the resonant 

frequency is: 

 0

c g

1

LC
. (2) 

It can be seen from (1) and (2) that the surface impedance 

is very high near the resonant frequency. Thus, a 

forbidden frequency band-gap is formed. The simulated 

dispersion diagrams of the proposed HIS are shown in 

Fig. 2. It can be observed that there exists a complete 

band-gap between the first and second modes which is 

centered at 4.5 GHz and spans from 3.43 to 5.42 GHz. 

 

 
 

Fig. 2. Dispersion diagram of the reconfigured HIS. 

 

The band-gap would disappear when the ground 

plane is also pixelated as square patches. In terms of the 

reconfigured SWG, the Snell’s law, effective surface 

impedance and eigenvalue analysis are used to illustrate 

that it can support the propagation of TE0- and TM0-

mode surface waves. 

Firstly, the propagation of the surface wave in the 

proposed SWG can be explained with the Snell’s law: 

 1 1 2 2
sin sinn n . (3) 

Equation (3) means that the refraction angle θ2 would get 

larger with the increase of the refractive index of the 

SWG as shown in Fig. 3. Thus, the total reflection may 

be realized when the refractive index is large enough. 

The real part of the refractive index of the SWG can be 

calculated from the simulated S-parameters, and the 

transform can be given as [17]: 

 
1 2 2

eff 11 21

0 c 21

1 1
cos [ (1 )]

2
n S S

k L S
, (4) 

where k0 is the wavenumber of the incident wave in free 

space. The calculated refractive index is shown in Fig. 4 

(a). It can be observed that the SWG has a significant 

portion of the calculated real part of neff at a selected 
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frequency (3.6 GHz). Therefore, the surface wave can 

propagate in the proposed SWG. 
 

 
 

Fig. 3. Sketch map of electromagnetic wave transmission. 

 

Secondly, the relative surface impedance Zs of the 

SWG can also be calculated from the simulated S-

parameters [18], and the transform is given as: 

 

2 2

11 21
s 2 2

11 21

(1 )

(1 )

S S
Z

S S
. (5) 

Since the SWG is a passive medium, the sign in (5) 

should satisfy the requirement that the real part of the 

relative impedance should be positive. The calculated 

relative surface impedance is also plotted in Fig. 4 (a). It 

can be seen that, at 3.6 GHz, the imaginary part of the 

surface impedance is zero and the real part is close to the 

free-space wave impedance, which indicates that the 

proposed SWG is matched to the free space. According 

to [19], the dielectric SWG can support both the TE- and 

TM-mode surface waves. 

At last, the solution of eigenvalues is utilized to 

explain that the selection of the SWG height makes it 

only guide surface waves of TE0 and TM0 modes. 

According to [19], the eigenvalue equations are: 

 

tan      TM even modes

- cot     TM odd modes

tan        TE even modes

- cot        TE odd modes

r

r

pt ht ht

pt ht ht

pt ht ht

pt ht ht

, (6) 

where εr is the relative dielectric constant which can be 

calculated by the refractive index in (4), ht and pt are two 

eigenvalues from the geometry and boundary condition, 

t = H2/2. h and p are the cutoff wavenumber of the air 

and the SWG, respectively, and they satisfy: 

 

2 2 2

0
2 2 2 2 2

0 r 0

( ) ( ) ( 1)( )

=
r

pt ht k t

k p k h
. (7) 

According to (6) and (7), the solution of eigenvalues  

of the SWG can be illustrated in Fig. 4 (b). It can  

be deduced that only the TE0 and TM0 modes are 

guaranteed to propagate and other higher-order modes 

are rapidly attenuated since there is almost no 

intersection between the quarter-circle with a radius of  

R = (εr -1)1/2k0t =0.52 and the eigen-functions of higher 

order modes. 

Based on the above analysis, it can be indicated that  

the proposed AGS can forbidden the propagation of TE0- 

and TM0-mode surface waves when it is reconfigured 

into an HIS, and it can guide these surface waves to a 

selected direction when it is partly switched into an HIS 

and partly into an SWG. 

 

      
 (a) 

 
 (b) 

 

Fig. 4. Calculated real part of the refractive index, 

relative surface impedance and solution of eigenvalues. 

(a) Real part of the refractive index and relative surface 

impedance, and (b) solution of eigenvalues. 

 

Infineon’s BAR64-02V PIN diodes are used to 

reconfigure the AGS. As shown in Fig. 5, the square 

patches on the bottom of the substrate are divided into 

three groups, namely Groups 1, 2 and 3. When the AGS 

operates at Mode 1, the square patches of Group 2 are all 

connected. In this situation, the AGS exhibits as an HIS-

SWG hybrid structure, and the surface waves can only 

propagate to the negative x direction. Similarly, when the 

AGS operates at Mode 2, the square patches of Group 3 

are all connected. The AGS is also an HIS-SWG hybrid 

structure in this situation and the surface waves can only 

propagate to the positive x direction. When the square 

patches of Groups2 and 3 are all connected, the surface 

works as an HIS, and this case is denoted as Mode 3. 

Herein no surface waves can be supported in this case. 

The bias circuits are also shown in Fig. 5. Note that the 

bias circuits have small effects on the AGS performance 

since they are placed on the back side of the substrate. 
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Fig. 5. Back side of the AGS and its bias circuits. 

 

III. BEAM-STEERABLE ANTENNA DESIGN 

AND EXPRIMENT VALIDATION 
A beam-steerable antenna is designed based on the 

proposed AGS as plotted in Fig. 6. A symmetric dipole 

is printed on the upper substrate which is placed on the 

AGS. The substrate has a thickness of H1 and a relative 

permittivity of 2.2. To provide the excitation of the 

antenna, a coaxial probe penetrates the lower and upper 

substrates and connects to one side of the dipole. The 

other side of the dipole is shorted to the back side of  

the artificial surface with a shorting pin, which has a 

same radius with that of the coaxial inner conductor. In 

addition, two slots with a radius of 2.3 times of the radius 

of the coaxial inner conductor are etched on the artificial 

surface. The antenna is designed to operate at 3.6 GHz. 

The optimized parameters are: L0 = W0 = 45 mm, Lc = Wc 

= 9 mm, Lp = Wp = 7.8 mm, Ld = 19.2 mm, Wd = 1.5 mm, 

Df = 3.2 mm, Ds = 1.2 mm, Dv = 0.2 mm, H1 =0.508 mm 

and H2 = 3 mm. 

The simulated E- and H-field distributions of the 

antenna are depicted in Fig. 7. Since TE0-mode surface 

waves only exist the Ey component while TM0-mode 

surface waves exist the Ex and Ez components, it can be 

indicated from Fig. 7 that the excited surface waves are 

of TE0 mode. 

The explanations of the beam-steering principles are 

given as follows. When the AGS operates at Mode 1, the 

propagation of the surface wave toward the positive  

x-direction is forbidden and that toward the negative  

x-direction is supported. Thus, an endfire radiation tilted 

to the negative x-direction is generated. When the AGS 

operates at Mode 2, the situation is exactly opposite to 

Mode 1, and an endfire pattern tilted to the positive  

x-direction is radiated. When the AGS operates at Mode 

3, an HIS-based antenna is obtained, and it generates a 

broadside radiation. Therefore, the antenna is able to 

steer its far-filed pattern from a broadside radiation with 

an HIS ground to an end-fire radiation with an HIS-SWG 

hybrid ground. 

 

 
(a) 

 
(b) 

Front view Back view

 
(c) 

 

Fig. 6. Antenna geometry and its fabricated prototype 

sample. (a) Front view, (b) side view, and (c) prototype. 

 

The antenna is fabricated and measured, and the 

fabricated prototype is shown in Fig. 6 (c). Figure 8 plots 

the simulated and measured input performance in terms 

of S11. From the curves of the reflection coefficients, the 

two modes have a common bandwidth of 3.53 – 3.78 

GHz with S11 below -10 dB. It should be noted that  

the results of Mode 2 are omitted due to the geometry 

symmetry between Modes 2 and 3. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
Fig. 7. Simulated Ey and Hz distributions: (a)-(b) Ey 

distribution on the vertical observation plane z = 3.6 mm 

and the horizontal observation plane y = 0 mm. (c)-(d) Hz 

distribution on the vertical observation plane z = 3.6 mm 

and the horizontal observation plane y = 0 mm. 

 
 

Fig. 8. Measured and simulated return losses of the 

beam-steerable antenna. 
 

The antenna resonance is determined by the AGS 

and the length of the above dipole. When the beam-

steerable antenna radiates an endfire pattern, the 

radiation aperture is one edge of the SWG. In this 

situation, the SWG size determines the resonant 

frequency and the dipole determines should excite 

surface waves at the frequency. When the antenna 

generates a broadside radiation, the dipole becomes the 

radiation source. In this case, the dipole length 

determines the antenna resonance. In order to validate 

the above description, here some comparisons and 

parametric studies are carried out. Firstly, when the AGS 

is reconfigured into an HIS, the antenna reflection 

performance with different dipole lengths is studied. As 

shown in Fig. 9 (a), with the increase of the dipole length, 

the antenna resonance is shifted downwards to the  

lower frequency band. Besides, the antenna resonant 

performance has no deterioration with the change of the 

dipole length. Secondly, when the AGS is switched into 

an HIS-SWG hybrid structure, the influence of the SWG 

size on the reflection coefficients is investigated and 

shown in Fig. 9 (b). It can be found that the resonant 

frequency decreases when the SWG cells increases form 

3×3 to 7×7. In addition, the resonant performance 

deteriorates when the SWG size is changed. The reason 

is there is a discrepancy between the resonant frequency 

of surface waves excited by the dipole and the resonance 

radiated by the SWG edge. 
 

 
(a) 
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(b) 

 

Fig. 9 Simulated |S11| curves with different dipole 

lengths and SWG sizes. (a) With different dipole lengths 

when the AGS works as an HIS, and (b) with different 

SWG sizes when the AGS works as an HIS-SWG hybrid 

structure. 

 

The reconfigured patterns at these three modes are 

listed in Fig. 10. The far-field patterns are measured  

in an anechoic chamber with a SATIMO Antenna 

Measurement System. Figure 11 illustrates the measured 

and simulated radiation patterns and polarization 

information of the proposed antenna in the xoz plane.  

In Fig. 11 (a), when the antenna operates at Mode 1, it 

radiates a broadside beam with a measured gain of  

5.2 dBi. When the antenna operates at Mode 3, it has an 

end-fire radiation beam pointing to θmax= -90° direction 

as shown in Fig. 11 (b). The measured gain at Mode 3 is 

4.9 dBi, which is a little lower than that at Mode 1. The 

half-power beamwidths at Modes 1 and 3 are 96° and 118°, 

respectively. Based on the symmetry of the Modes 2 and 

3, it can be indicated that the proposed reconfigurable 

antenna is able to switch its main beam to cover the 

above half space. 

Figure 12 shows the measured efficiencies at Modes 

1 and 3, which are the total efficiencies defined as the 

ratio of the radiated power from the antenna to the input 

power to the antenna. It can be observed that the 

measured efficiencies of the both modes are about 90% 

at the resonant frequency. The reason why the measured 

efficiencies are quite high can be addressed from two 

aspects. Firstly, Infineon’s BAR64-02V PIN diodes are 

adopted to the antenna design. According to its datasheet, 

the insertion loss of this diode is about 0.05 dB, which 

means the inserted PIN diodes bring only a small amount 

of loss. Secondly, all these PIN diodes are placed on the 

lower layer of the AGS. When the AGS works as an HIS, 

the PIN diodes are placed on the ground plane and they 

lead low loss into the design, which has been described 

in [20]. When the AGS works as an HIS-SWG hybrid 

structure, high-frequency surface waves are bounded 

into the SWG and the current doesn’t flow through the 

PIN diodes. In addition, all the PIN diodes are switched 

off when the AGS works as an SWG. 

 

 
(a) 

 
(b) 

 
(c) 

 
Fig. 10. Simulated 3-D reconfigurable patterns of the 

antenna. (a) Broadside pattern, and (b)-(c) endfire patterns. 

 

 
(a) (b) 

 

Fig. 11. Measured and simulated radiation patterns of the 

beam-steerable antenna. (a) Mode 1 and (b) Mode 3. 
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Fig. 12. Measured efficiencies of the proposed antenna 

when it works at Modes 1 and 3. 

 

IV. CONCLUSION 
In this work, a beam-steerable antenna based on the 

HIS-SWG AGS is presented. Firstly, an AGS which can 

be switched between the HIS, SWG and HIS-SWG 

hybrid surface is designed. The switching is realized by 

PIN diodes. Then, a dipole is located above the AGS  

for beam steering. When the AGS works as an HIS, a 

broadside radiation is obtained. An end-fire main beam 

can be generated when the AGS works as an HIS-SWG 

hybrid structure. At last, a prototype is fabricated and 

measured, and the measured results agree well with the 

simulated ones. The measured results also validate the 

beam-steering performance of the antenna. 
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Abstract ─ A metallic patch antenna using double-tuned 

impedance matching is presented in this paper. The 

antenna mainly consists of a rectangular ground plane, a 

radiation patch with U-slot and two short metal cylinders, 

with a size of 200mm×200mm×25.5mm. The two metal 

cylinders are used to connect the patch and the ground. 

With the common effects of the U-slot and the two metal 

cylinders, the impedance match has become better than 

before. Moreover, high harmonics and cross polarization 

are suppressed after loading two short pins. Measured 

results show that the antenna has a wide impedance 

bandwidth from 830 MHz to 970 MHz (16%) for voltage 

standing wave ratio (VSWR) less than 1.5, and a high 

gain level about 9.3dBi in a wide band. A good 

agreement is achieved between simulated and measured 

results. Therefore, the proposed metal antenna is a good 

choice for UHF RFID applications. 

 

Index Terms ─ Cross polarization, high harmonics, 

short probe, UHF RFID applications, wideband. 
 

I. INTRODUCTION 
Broadband antenna with a small size is a hot topic 

for antenna designers and it is a pair of contradictory 

unity of opposites. As we all know, a traditional antenna 

has a narrow band since only one resonance has been 

used [1]. An effective approach to add a new resonance 

point has been adopted to improve the bandwidth. 

Firstly, a ring slot has been reported in paper [2], while 

the radiation pattern is not very good. Another capacitive 

coupled technology is presented to enhance the bandwidth 

in paper [3], but the gains are not satisfactory results. U-

slot and other capacitive gaps have been used to enhance 

the bandwidth in papers [4-5]. A parasitic element is also 

used to increase the bandwidth in [6-7], while there are a 

few reports about improving the impedance match. Other 

broadband antennas [11-12] are also presented.  

In this paper, a U-slot has been used to improve the 

bandwidth. After that, two metal cylinders are placed on 

the ends of the feeder symmetrically to improve the 

impedance match. Furthermore, the cross polarization 

and high order modes are also improved. The proposed 

antenna has a perfect impedance match bandwidth 

covering from 830MHz to 970MHz with desirable gains. 

It can be used for UHF RFID applications. Detailed 

design processes and test results are presented in the 

following chapters.  

 

II. ANTENNA DESIGN AND ANALYSIS 
Geometry for the proposed antenna and detailed 

design process will be presented in this section.  

 

A. Geometry of the proposed antenna 

Figure 1 shows the geometry and dimensions for  

the proposed antenna. The all-metal antenna is made of 

aluminum material. Air substrate is used to separate the 

ground with the radiation patch, which can improve  

the bandwidth. A single-probe is adopted as feeding 

structure installed at the center of radiation patch. Then, 

the bandwidth has improved by using a U-slot. Moreover, 

a good impedance match performance in a wide operating 

bandwidth is achieved by two metal cylinders. The 

antenna can be fixed by four dielectric cylinders. A 

prototype of the antenna is illustrated in Fig. 1, and  

the optimized parameters are as follows: W=200mm, 

L=200mm, W1=9mm, W2=8mm, W3=36mm, Wr=70mm, 

L1=126mm, L2=77mm, Lr=8mm, H=25mm, h1=1.5mm, 

h2=2mm.  
 

B. Theoretical analysis 
In this paper, multistage matching technology is 

used for broadening the bandwidth of antenna. In 

equation (1), the impedance matching equation is 

presented for guiding the design of broadband antenna 
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where n is the tuned stage, and 𝐵𝑛  is the optimal 

impedance bandwidth at the corresponding state. As we 

know, a single radiation patch antenna can be considered 

as a first-order resonant circuit as shown in Fig. 2 (a). 

Corresponding to the impedance equation, the value of  

n is equal to 1. The optimal bandwidth about 𝐵1  is 

presented in equation (2). Furthermore, an optimal first-

order resonant mode can be obtained by tuning the 

parameter of the antenna. In addition, the bandwidth for 

mid-band and edge-band are demonstrated in equations 

(4) and (5): 
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Fig. 1. Geometry of the proposed antenna.     

 

The relationship about reflection coefficients, phase 

and bandwidth about the double-tuned matching are 

shown in the following equations (6), (7), (8): 

 
1

tan( ),EBB
Q

  (6) 

 1 2
tan( ),EB

   (7) 

 2

2 1 ,   (8) 

φ𝐸𝐵  is the phase at the case of edge-band, 𝜏1  is the 

reflection coefficient of single tuning, 𝜏2 is the value of 

double tuning. The blue curve represents the mid-band 

and the red curve represents the case of edge-band. The 

equivalent circuit for double tuned match is presented in 

Fig. 2 (b). Firstly, the patch is acted as a series RLC 

circuits [11], then the gap of U type is etched on the 

patch, it can be replaced by a capacitor, approximately. 

After that, a pair of short pins are connected between the 

patch and the ground to further improve matching.  

 

 
(a) 

 
(b) 

 

Fig. 2. (a) Equivalent circuit of the single tuning match, 

and (b) equivalent circuit of the proposed patch antenna. 

 

In the end, the processes of the double tuning match 

are presented in the smith chart as shown in Fig. 3. 

Fractional bandwidth can be calculated by the following 

equations (9) and (10). The value of B1 and B2 are about 

6% (40 MHz) and 16.8% (140 MHz), respectively, with 

VSWR less than 1.5: 

 
0( ) / ,n H LB f f f   (9) 
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 0 .H Lf f f  (10) 

 

 
 

Fig. 3. Smith chart of double tuning match. 

 

III. RESULTS AND DISCUSSION 
The prototype of the antenna is fabricated which is 

shown in Fig. 4. The Key-sight E5080A vector network 

analyzer is used to measure the scattering performance. 

Simulated and measured S parameters are illustrated in 

Fig. 4. It is seen that the S11 is less than 15dB ranging 

from 830 MHz to 970MHz. A good agreement is obtained 

between the simulated and measured results. Figure 5 

shows S parameters of the antennas with and without  

two metal cylinders, and the high harmonics have been 

suppressed with and without metal cylinders. Moreover, 

it can be observed that a good impedance matching is 

obtained by using a pair of short pins. The short probes 

can act as LC resonance elements, and a double-tuned 

impedance matching has been got, therefore the 

bandwidth of the proposed antenna has improved. 
 

 
 

Fig. 4. The value of simulated and measured S11.  

 

In order to further investigate the performance of 

suppressing cross polarization by using the metal cylinder, 

the main polarization and cross polarization in XOZ 

plane and YOZ plane are shown in Fig. 6. The cross 

polarizations with metal cylinder decrease 10dB and 

5dB, in XOZ and YOZ plane, respectively. Therefore, 

the cross polarization has been suppressed with two 

metal cylinders obviously.  
 

 
 

Fig. 5. S parameter of the antennas with and without 

metal cylinders.  
 

 
XOZ-plane 

 
YOZ-plane 

 

Fig. 6. Main polarization and cross polarization in XOZ 

and YOZ plane.      

WANG, YANG, YIN: A METALLIC PATCH ANTENNA USING A SIMPLE SHORT PROBE 117



Parameter analysis has been shown to describe the 

design mechanism of the wideband RFID antenna. In 

Figs. 7-9, the S parameter for the proposed antenna with 

different values of W3, h, Wr are shown, respectively. 

Figure 7 illustrates the effects of the size of the U slot. It 

is found that the low frequency changes fiercely with 

high frequency invariance. In Fig. 8, the impedance 

match performance has improved with the distance of  

the two short pins changing, while the dual resonant 

frequencies are almost unchanged. In Fig. 9, as the value 

of h changes from 21mm to 31mm, both of the dual 

resonator frequencies shift down to the low frequency, 

while the bandwidth of the antenna changes slightly. 
 

 
 

Fig. 7. Influence of U slot on the value of S11.       
 

 
 

Fig. 8. Influence of two short pins on the value of S11.    
 

The radiation patterns, gains and efficiencies are 

tested by using a SATIMO system. Figures 10-12 show 

the measured and simulated far field radiation patterns 

for XOZ-plane and YOZ-plane at 840MHz, 900MHz, 

and 950MHz in the desired band. It is clear that stable 

radiation patterns are obtained, and 3 dB beam width are 

both 65◦ for XOZ and YOZ plane. 

 

 
   

Fig. 9. Influence of height on the value of S11.   

 

The simulated and measured gains and efficiencies 

of the proposed antenna are shown in Fig. 13 and Fig. 

14. It is found that the gains of the proposed antenna  

are more than 9dBi in the desire band. Meanwhile, the 

simulated and measured efficiencies of the proposed 

antenna are more than 80%. Therefore, it can satisfy the 

traditional requirement in the whole UHF band.  

 

 
 

Fig. 10 Simulated and measured radiation patterns for 

XOZ plane and YOZ plane at 840MHz.   

 

 
 

Fig. 11. Simulated and measured radiation patterns for 

XOZ plane and YOZ plane at 900MHz.   
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Fig. 12. Simulated and measured radiation patterns for 

XOZ plane and YOZ plane at 960MHz.   

 

 
 

Fig. 13. Simulated and measured gains for the proposed 

antenna. 
 

 
 

Fig. 14. Simulated and measured efficiencies for the 

proposed antenna. 

 

The sizes, gain performance, and the bandwidth of 

the proposed RFID antenna have been compared with 

several other antennas in Table 1. By observing these 

data, all the performances of the designed antenna are 

superior to those of other reference antenna. Accurate  

comparative data are as follows. 

 

Table 1: Performance of several other antennas 

ANT 
BW(VSWR<1.5) 

(MHz) 

Gain 

(dBi) 
Height 

Ref. [8] 1620-1800 (10.53%)  0.125λ 

Ref. [9] 2170-2580 (17.2%)  0.08λ 

Ref. [10] 818-964 (16.3%)  0.125λ 

Ref. [6] 4200-5400 (25%)  0.14λ 

Prop. 830-970 (16.8%)  0.06λ 
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V. CONCLUSION 
A wideband metal patch antenna basing on double-

tuned impedance match is proposed. Owing to the 

common effect of the short probes and the U slot, the 

impedance matching bandwidth is improved ranging 

from 830MHz to 970 MHz (S11<-15). Moreover, high 

harmonics and cross polarization have been suppressed 

with the effect of metal cylinders. A good radiation 

performance has been obtained for the proposed antenna.  

Gains is more than 9dBi in the desired band, and the 

efficiencies are about 80%. Moreover, the radiation 

patterns are satisfying in a wide band, and 3-dB beam 

width are both 65◦ in XOZ and YOZ plane. Therefore, 

stable gain, low cost, compact structure, and easy 

manufacturing make the proposed antenna become a 

good candidate for UHF RFID applications.  
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Abstract ─ A reconfigurable ultrawide band (UWB) 

antenna with switchable single, dual, and triple band 

notch functions is presented in this study. In the proposed 

structure, by etching slots on the radiating patch, the 

ground plane, and the feedline, triple band-notched 

characteristics at the WLAN, WiMAX and X-band 

frequencies are obtained. Then, by introducing switch 

modes on the slots, the antenna offers eight working 

modes and can realize an interconversion between one 

UWB mode, three single band-notched modes, three dual 

band-notched modes, and one triple band-notched mode. 

Simulated and measured results show that the proposed 

antenna can provide good band-notched functions on  

the stopbands and has nearly omnidirectional radiation 

patterns on the passbands. 

 

Index Terms ─ Band-notched, reconfigurable antenna, 

slots, switch, ultrawide band (UWB) antenna. 
 

I. INTRODUCTION 
Ultrawide band (UWB) technology was used in 

military initially and has drawn more and more attention 

since the Federal Communications Commission (FCC)’s 

allocation of the frequency band 3.1-10.6 GHz for 

commercial use [1]. Compared to a narrow band system, 

UWB technology would be more attractive because of  

its wide transmission bandwidth, low transmission power, 

and high data transmission rates and so on. However, 

UWB systems have encountered a hostile radio 

environment which may cause potential interferences  

to the UWB band. For instance, IEEE 802.16 WiMAX 

system operates at 3.3–3.7 GHz; IEEE 802.11a WLAN 

system operates at 5.15–5.825 GHz and X-band satellite 

downlink signal operates at 7.25-7.75GHz, uplink signal 

operates at 7.9~8.4GHz. To solve this problem, it is 

desirable to design UWB antennas with intrinsic band-

notched characteristic to suppress the interference from 

these narrow band systems [2]. 

Various methods for designing band-notched UWB 

antennas have been presented and reported. Designs of 

using parasitic stubs as resonators to achieve band-

notched function were presented in [4-[7]. In these 

designs, the antenna structures cannot be compact 

enough due to the use of parasitic stubs. In order to make 

the structure of band-notched antenna more compact, 

etching slots such as L-shaped, C-shaped, E-shaped, H-

shaped, and other slots on the radiating patch or on the 

ground plane was used to achieve band-notched function 

[8]-[18]. In [8], by etching a pair of inverted-L-shaped 

slots around the microstrip line on the ground, a 

frequency-notched function centered at 5.2 GHz is 

obtained. In [9], a rejected frequency band of 5-6 GHz is 

obtained by etching an H-shaped slot from the back 

patch of a conventional UWB antenna. In [10], the 

proposed antenna can obtain a UWB property with a  

5.1–5.9 GHz notch by embedding an elliptic slot into a 

convex-shaped patch. 

In order to avoid the interference from services 

working at different frequency bands, dual band-notched 

UWB antennas were presented [11]-[15]. In [11], by 

cutting an elliptical slot on the modified circular patch 

and an inverted G-shaped slot on the ground plane,  

a 3.5/5.5 GHz dual band-notched UWB antenna was 

presented. In [12], by cutting two L-shaped slits and an 

E-shaped slot with variable dimensions on the radiating 

patch, dual band-notch characteristics are generated. In 

[13], the proposed antenna generated dual band-notched 

function by using four rectangular-shaped slots. In [14], 

the proposed antenna can obtain a UWB property with 

dual notched band by using two U-shaped slots on the 

radiating patch. In these designs, the desired notched 

band frequencies are achieved by usually adjusting the 

total lengths of the etching slots, which makes the switch 

of the center frequency limited. Hence, in order to 

improve the performance of the UWB system, antennas 

with reconfigurable structures which exhibit switchable 

band notch performances are desirable. In [15], by 

etching two symmetrical notches on the feed-line and 

cutting two slots on the radiating patch and embedding 

two positive-intrinsic-negative (PIN) diodes along these 

slots, a reconfigurable ultra-wideband slot antenna  

with switchable single/dual band notch functions was 

proposed. In this structure, the change of the bias states 

of the PIN diodes makes the antenna capable of 
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exhibiting four different performances of UWB 

spectrum coverage. However, most reported UWB 

antennas were designed with no more than two notched 

bands, which reveals that potential interference from 

other narrow bands may still exist with such antennas.  

In [16], a wideband circular slot antenna with tri-band 

rejection characteristics at 2.45, 5.45, and 8 GHz was 

proposed by using a split ring and an inverted L-shaped 

slot on the circular patch. In [17], the triple band-notched 

characteristics, rejecting the 3.4–3.6 GHz, 5.5–6.05 GHz 

and 7.8–8.3 GHz frequency bands, are obtained by 

etching a complementary split-ring resonator (CSRR) 

inside the radiate patch of printed elliptical monopole 

antenna (PEMA) and inserting a U-Shaped slot in the 

ground plane respectively. Although three notched bands 

are obtained, it is difficult to control the bandwidth of  

the desired notched-bands because of strong couplings 

between the band-notched characteristic designs. For 

instance, the notched band for WiMAX (3.3-3.7 GHz) is 

missing and the notched band for WLAN (5.15–5.825 

GHz) is not complete in [16]. The notched bands for both 

WiMAX (3.3-3.7 GHz) and WLAN (5.15–5.825 GHz) 

are not complete in [17]. 

In this paper, a reconfigurable UWB antenna with 

switchable single/dual/triple band notch functions is 

proposed by etching slots on the radiating patch, the 

ground plane, and the feedline. The proposed antenna 

can operate within an ultrawide band from 3.53 GHz to 

above 9.56 GHz. Meanwhile, the antenna can reject the 

frequency bands of 3.30~4.68 GHz, 5.15~6.48 GHz,  

and 7.25~8.54 GHz and hence avoid the interference 

from WiMAX, WLAN, and X-band satellite systems. 

Furthermore, it is observed that the notch frequencies of 

the antenna could be varied independently by switching 

PIN diode switches. The switches being either shorted or 

open will allow the antenna to operate at eight modes  

and can realize an interconversion between one UWB 

mode, three single band-notched modes, three dual  

band-notched modes, and one triple band-notched mode. 

Details of antenna design, the simulated and measured 

results are presented and discussed in the following 

sections. 

 

II. ANTENNA DESIGN 
The schematic configuration of the proposed 

microstrip-fed planar monopole antenna for triple band-

notched operation is shown in Fig. 1. The slot antenna is 

printed on an FR-4 substrate with a relative permittivity 

of 4.4 and a thickness of 1.6mm and loss tangent 0.02. 

The antenna consists of a planar circular disc monopole 

with an arc H-shaped slot and is fed by a 50 ohm 

microstrip line. Compared to the straight-shaped H-

shaped slot [18], the arc H-shaped slot can provide more 

degrees of freedom (such as α, R1, L1) for tuning the 

center frequency of the desired rejectband. An inverted 

L-shaped slot is etched on the microstrip feedline. The 

ground plane is reshaped as a T-shaped defected ground 

structure with two narrow L-shaped slots. The top 

corners and rectangular panes are removed to improve 

the impedance bandwidth and reduce the return loss. 

Note that, each end of arc H-shape slot is short circuit 

and then the arc H-shape slot can be equivalent to a half-

wavelength resonator. The length of the arc H-shaped 

slot, 𝑙1, can be calculated by: 

𝑙1 =
𝜆𝑔

2
=

𝑐

2𝑓𝑛𝑜𝑡𝑐ℎ√𝜀𝑒
,  (1) 

𝜀𝑒 =
(𝜀𝑟+1)

2
.   (2) 

The narrow L-shaped slots and the inverted L-shaped 

slot short at one end, open at the other. They can be 

equivalent to quarter-wavelength resonator and the 

length of the slots 𝑙, can be approximately calculated by:  

𝑙 =
𝜆𝑔

4
=

𝑐

4𝑓𝑛𝑜𝑡𝑐ℎ√𝜀𝑒
, (3) 

where 𝑓𝑛𝑜𝑡𝑐ℎ is the center frequency of the stopband, c is 

the speed of light, 𝜆𝑔 is the guide wavelength, 𝜀𝑒 is the 

effective permittivity, εr is the relative permittivity. 

Assume the center frequency of the WiMAX working 

frequency band is 3.6 GHz and the length of the arc H-

shaped slot is about 25mm. Similarly, assume the center 

frequency of WLAN is 5.6 GHz and X-band satellite 

systems is 8.1 GHz, the length of narrow L slot is about 

8mm and the inverted L-shaped slot is about 5mm. The 

length of the arc H-shaped slot, 𝑙1, for 3.6 GHz resonant 

frequency can be derived by: 

𝑙1 = 2(𝛼𝑅1 + 𝑅1 − 𝑊2). (4) 
 

 
(a) (b) 

 
 (c) 

 

Fig. 1. Schematic configuration of the proposed UWB 

antenna: (a) front view, (b) back view, and (c) switch 

structure. 
 

Similarly, the length of the narrow L slot, 𝑙2 , for  

5.6 GHz resonant frequency and the length of the 

Switch 2 

Switch 1 

Switch 3 

PIN diode 

Metal strip 

Capacitor  
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inverted L slot, 𝑙3, for 8.1 GHz can be derived by:  

𝑙2 = 𝐿3 + 𝑊3, (5) 

𝑙3 = 𝐿8 + 𝑊8. (6) 

The final triple band-notched UWB antenna design  

is achieved by tuning the length, width, and the slot 

dimensions of the radiating patch, the microstrip line, 

and the defected ground structure. The optimized 

parameter values of the proposed band-notched UWB 

antenna are summarized in Table 1. 

 

Table 1: Design parameters of the proposed UWB 

antenna (unit: mm) 

Parameter Value Parameter Value 

W 30 W3 7.3 

L 35.5 L3 0.5 

α π/3 W4 12 

R 10 L4 4 

R1  W5 5 

W1  L5 3 

L1  W6 1 

W2  L6 0.2 

L2  𝐿7 15 

W8  L8 2.5 

W9  L9 1 

 

By etching an arc H-shaped slot on the circular 

radiating patch, the antenna can avoid the interference 

from IEEE 802.16 WiMAX system operating at 3.3–3.7 

GHz. By etching two narrow L-shaped slots on the 

defected ground plane, a second band notch function, 

which can prevent the influence from IEEE 802.11a 

WLAN system operating at 5.15–5.825 GHz, can be 

achieved. Further, in order to avoid the interference from 

X-band satellite signals operating at 7.25-7.75 GHz and 

7.9-8.4 GHz, a third stopband is implemented by etching 

an inverted L-shaped slot on the microstrip feedline.  

Furthermore, the proposed antenna can realize the 

switchable band notch characteristics by introducing 

PIN diode switches. Since each slot acts as a resonator 

and the resonant frequency mainly depends on its length, 

PIN diode switches are used in the slots to change their 

effective electrical length. In order to apply DC voltage 

to PIN diodes, metal strips are used inside the slots. 

Moreover, a 100-pF blocking capacitor is placed in each 

slot to create RF connection of PIN diode and isolate  

the RF signal from DC. Therefore, the band-notched 

function can be flexibly controlled by the status of the 

switches, which will be discussed in detail in the next 

section. 

 

III. BAND-NOTCHED FUNCTION 

ANALYSIS 

A. Triple band-notched function 

Figure 2 illustrates the return loss of the proposed 

antenna structure. It is clearly evident from this figure 

(curve (i)) that by cutting an arc H-shaped slot on the 

radiating patch, one stopband at the low frequency is 

excited. Curve (ii) illustrates that two stopbands (one at 

the same low frequency and the other at the medium 

frequency) are excited by cutting the arc H-shaped slot 

on the radiating patch and two narrow L-shaped slots on 

the ground plane. Furthermore, curve (iii) illustrates that 

a third stopband at the high frequency is excited by 

etching an inverted L-shaped slot on the microstrip 

feedline. Therefore, by cutting an arc H-shaped slot on 

the radiating patch, narrow L-shaped slots on the ground 

plane, and an inverted L-shaped slot on the microstrip 

feedline, three stopband rejections will be formed with a 

center frequency of each stopband at 3.6 GHz, 5.6 GHz, 

and 8.1 GHz, respectively. 
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Fig. 2. Simulated return loss against frequency for the 

various configurations. (i) single band-notched antenna 

by cutting an arc H-shaped slot on the radiating patch; 

(ii) dual band-notched antenna by cutting an arc H-

shaped slot on the radiating patch and two narrow L-

shaped slots on the ground plane; (iii) triple band-

notched antenna by cutting an arc H-shaped slot on the 

radiating patch, two narrow L-shaped slots on the ground 

plane, and an inverted L-shaped slot on the microstrip 

feedline.  
 

To clarify the phenomenon behind the excitation of 

stopbands, Fig. 3 presents the input impedance of the 

proposed antenna with triple band-notched functions. In 

this figure, the input resistance and the input reactance 

keep the normal value except for the notch bands. When 

the working frequency is set at 3.6 GHz, 5.6 GHz and 8.1 

GHz which are the center frequencies of the stopband, 

the proposed antenna would be at a state of parallel 

resonance. The input resistance is maximum and the 

input reactance vanishes when the antenna works at the 

state of parallel resonance. The equivalent circuit of the 

proposed antenna with triple band-notched function is 

presented in Fig. 4. As shown in Fig. 4, the proposed 

antenna could be equivalent to a combination of three 

parallel resonant circuits. When the working frequency 
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is set at 3.6 GHz, the first parallel resonant circuit sets up 

a resonance. Thus, a total impedance mismatch occurs 

between the feed line and radiating patch, and the first 

band-notched characteristic is generated. Similarly, the 

second parallel resonant circuit resonates at 5.6 GHz and 

the third at 8.1 GHz. 

 

 
 

Fig. 3. Impedance of the proposed antenna with triple 

band-notched function. 

 

 

 

 
 

Fig. 4. Equivalent circuit of the proposed antenna with 

triple band-notched function. 

 
In order to further explain the triple band-notched 

function resulting from slotted structure, the simulated 

surface current distribution for the proposed antenna at 

the resonant frequencies of 3.6, 5.6, and 8.1 GHz are 

shown in Fig. 4. It can be observed from the figure that 

the current distributions are different at the three notched 

bands. In particular, when the antenna operates at 3.6 

GHz, as shown in Fig. 5 (a), most of the currents are 

concentrated near the arc H-shaped slot on the radiating 

patch; As shown in Fig. 5 (b), the currents are mainly 

distributed around two L-shaped slots on the ground 

plane when the antenna works at 5.6 GHz; when the 

antenna works at 8.1 GHz, as shown in Fig. 5 (c), the 

currents are mainly concentrated around the inverted  

L-shaped slot. Therefore, the antenna resonates at these 

frequencies due to the band-notched functions of these 

slotted structures. 

 
(a)  (b) 

 
    (c) 

 

Fig. 5. Simulated surface current distributions on the 

radiation patch for the proposed antenna at: (a) 3.6 GHz, 

(b) 5.6 GHz, and (c) 8.1 GHz. 

 

B. Switchable single/dual/triple band-notched function 

As shown in Fig. 1, the controllability of band-

notched functions is realized by adding one PIN diode  

in each slot. Since each slot act as a resonator and the 

resonant frequency mainly depends on its length, PIN 

diode switches are used in the slots to change their 

effective electrical length. Thus, each stopband being 

existing or not can be controlled by biasing PIN diode in 

the slot, respectively.  

The PIN diode in the arc H-shaped slot which 

excites one stopband at the low frequency is called 

switch 1 and the switch 1 being shorted or open controls 

whether the stopband at the low frequency exists or not. 

Since two narrow L-shaped slots work together to excite 

one stopband at the medium frequency, the two PIN 

diodes in the two slots are called switch 2 and the switch 

2 being shorted or open controls whether the stopband at 

the medium frequency exists or not. The PIN diode in  

the inverted L-shaped slot on the feedline which excites 

one stopband at the high frequency is called switch 3  

and the switch 3 being shorted or open controls whether 

the stopband at the high frequency exists or not. When 

all three switches are open, the slots can excite three 

stopbands normally and the proposed antenna works  

at the triple-band-notched mode. When none of three 

switches is open, the three slots in the antenna cannot 

work properly and the proposed antenna works at the 

UWB mode. When one of three switches is open,  

the antenna works at single band-notched mode. The 

antenna works at the dual-band-notched mode when two 

of three switches are open. For the proposed antenna, 

eight operating modes are investigated, and their 

corresponding diode states are shown in Table 2. 
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Table 2: The switch states and stopbands when the 

proposed antenna work at different modes  

1: Open, 0: Shorted. 

 

    
(a)  (b) 

    
(c)  (d) 

     
(e) (f) 

   
 (g)  (h) 

 

Fig. 6. Simulated return loss of the proposed antenna: (a) 

Mode 1, (b) Mode 2, (c) Mode 3, (d) Mode 4, (e) Mode 

5, (f) Mode 6, (g) Mode 7, and (h) Mode 8.  

Figure 6 presents the return loss of the antenna in 

each mode. 
 

IV. EXPERIMENTAL RESULTS AND 

DISCUSSIONS 
To verify the proposed design, the antenna is 

practically fabricated on FR-4 substrate with the 

dimensions of 35.5mm×30mm×1.6mm, and the 

photograph of the fabricated antenna is shown in Fig. 7. 

The measured results are obtained by using an Agilent 

N5230A vector network analyzer and an anechoic 

chamber. For brevity, Fig. 8 only presents the measured 

return loss curves of three typical modes among the eight 

modes, showing a good agreement with the simulated 

return loss in Fig. 2. The slight deviation may be due  

to fabrication errors, feed wires, and imperfections of 

components. It is found that proposed design can reject 

the frequency band of 3.08~4.22 GHz and avoid the 

interference from WiMAX when the switch 1 is open, 

switch 2 and switch 3 are shorted. The proposed antenna 

can reject frequency bands of 3.1~4.23 GHz and 

5.17~6.12 GHz and avoid the interferences from 

WiMAX and WLAN when switch 1 and switch 2 are 

open, switch 3 is shorted. 

 

 
(a) (b) 

 

Fig. 7. Photo of fabricated switchable band-notched 

UWB antenna: (a) front view and (b) back view. 
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Fig. 8. Measured return loss against frequency for the 

various configurations. (i) single band-notched antenna 

by opening switch 1, shorting switch 2 and switch 3; (ii) 

dual band-notched antenna by opening switch 1 and 

switch 2, shorting switch 3; (iii) triple band-notched 

antenna by opening switch 1, switch 2, and switch 3. 
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1 0 0 0 none 

2 1 0 0 3.28~4.41 GHz 

3 0 1 0 5.46~6.55 GHz 

4 0 0 1 7.76~8.25 GHz 

5 1 1 0 
3.30~4.42 GHz, 

5.15~6.54 GHz 

6 1 0 1 
3.30~4.65 GHz 

7.7~8.34 GHz 

7 0 1 1 
5.4~6.61 GHz, 

7.25~8.46 GHz 

8 1 1 1 

3.30~4.68 GHz, 

5.15~6.48 GHz, 

7.25~8.54 GHz 
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The proposed antenna can reject frequency bands of 

3.08~4.29 GHz, 5.03~6.15 GHz and 7.15~8.3 GHz  

and avoid the interferences from WiMAX, WLAN, and 

X-band satellite systems when switch 1, switch 2, and 

switch 3 are open. 
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Fig. 9. Gain of the proposed antenna with triple band-

notched function. 
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Fig. 10. Simulated and measured radiation patterns at: (a) 

2.8 GHz, (b) 4.9 GHz, (c) 6.8 GHz, and (d) 8.7 GHz 

frequencies for the proposed antenna with triple band-

notched function. 
 

Figure 9 shows the measured and simulated gain 

variations with the frequency for the proposed triple 

band-notched antenna. Three sharp decreases of gain 

values are observed in the notched bands at 3.5, 5.5, and 

8 GHz, respectively. Figures 10 (a-d) show the 2-D far-

field radiation patterns in the E- plane (yz-plane) and  

H-plane (xz-plane) at sampling frequencies of 2.8 GHz, 

4.9 GHz, 6.8 GHz, and 8.7 GHz respectively. In these 

figures, good omnidirectional radiation characteristics 

are observed. The results show that the proposed antenna 

performs well in four different passbands and meets the 

requirements of UWB communications. 
 

V. CONCLUSION 
A reconfigurable ultrawide band (UWB) antenna 

with switchable single, dual, and triple band notch 

functions is presented in this paper. The low frequency 

band-notched function is formed by an arc H-shaped slot 

on the radiating patch; the medium frequency band-

notched function is formed by two narrow L-shaped slots 

on the ground plane; and the high frequency band-

notched function is formed by an inverted L-shaped  

slots on the microstrip feedline. The proposed antenna 

can avoid the interference from WiMAX, WLAN, and 

X-band satellite systems. Further, by introducing switch 

modes on the slots, the antenna offers eight working 

modes and can realize an interconversion between one 

UWB mode, three single band-notched modes, three 

dual band-notched modes, and one triple band-notched 

mode. The results of the return loss and the input 

impedance show that the designed bandwidth with good 

band rejection is presented. Nearly omnidirectional 

radiation patterns and desirable gain are also presented 

to verify the satisfactory performance of the proposed 

antenna. 
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Abstract ─ A slotted L-shaped micro-machined patch 

antenna on composite substrate has been proposed in  

this article. The slotted patch has been designed on the 

composite substrate with overall height of 1.675 mm  

and effective dielectric constant of 3.23. The desired 

frequency and bandwidth has been achieved by the 

parametric optimization using Ant Lion optimization 

technique. The design resonates at 8.1 GHz and 13.5 GHz 

with the gain of 6 dBi. The simulated and measured 

results are quite promising. The obtained resonating 

characteristics of the proposed design are used in the 

earth exploration satellite services defined by ITU.    

 

Index Terms ─ Ant Lion optimization, bandwidth, gain, 

micro-machining, satellite communications. 

 

I. INTRODUCTION 
As the requirement of the low power and small  

size wireless communication systems, it is desired to 

fabricate the complete module including oscillators, 

phase shifters, patch antenna and other circuitry on  

the single chip using monolithic microwave integrated 

circuit (MMIC) with improved performance parameters. 

This can only be achieved when patch antenna will be 

implemented on the high index substrate. To achieve 

high gain and bandwidth of the patch antenna designed 

on high index material, micromachining concept has 

been developed [1]. Performance characteristics of the 

patch antenna are highly influenced by the choice of the 

substrate. Although low refractive index substrate like 

roger and RT duroid shows the better performance than 

the high index materials like silicon and GaAs, this is due 

to the fact of low surface waves generation in case of low 

index materials rather than the high index materials. 

However, high index materials have their own 

advantages in terms of reduction in dimensions of the 

patch because the dimensions of the patch antenna are 

inversely proportional to the dielectric constant of  

the substrate. Moreover, the antennas designed on high 

index substrate are suitable for the MMIC designs. So, 

there is contrast between the performance parameters of 

the antennas implemented on the low and high dielectric 

constant substrate [2-3]. One solution is to use one 

substrate for the patch antenna, and another is for the 

other circuitry, but this would increase the overall cost of 

the system. So, from the above discussion it can be 

deduced that to design the patch on high index substrate 

for the integration on the single chip with superior 

performance characteristics, high index material is 

removed underneath the patch creating a low index 

environment under the patch and remain high index 

environment on all other section. The process of removal 

of the substrate underneath the patch is called bulk 

micromachining [4-5]. Micro-machining offers an 

alternative solution that satisfies all the requirements  

for both antenna and circuit. Further, to achieve the 

multiband characteristics current distribution plays a 

vital role which can be achieved by cutting the slot in  

the patch [6-9]. Previous work [10-15] reported the 

application of micromachining in various patch antennas 

for Ka band and Ku band. The 8.025-8.4 GHz band is 

used for earth exploration satellite services, the service 

is used in military operations, space agencies, commercial 

and many other organizations [16].  

Bandwidth is the major drawback of the patch 

antenna, there are number of ways to improve the 

bandwidth represented in the literature [17-19]. One of 

the concepts is to increase the overall thickness of the 

substrate. So, the concept of composite substrate has 

been used in this paper. Further, to achieve the desired 

operating frequency and bandwidth of the patch antenna, 

Ant Lion optimization has been applied on the two-

dimensional parameters of the antenna with composite 

substrate. First length of the micro-machined patch  

has been optimized to achieve the required operating 

frequency and then height of the composite substrate has 

been optimized to achieve the required bandwidth of 

operation.  

 

II. MICRO-MACHINED PATCH ANTENNA 
The idea of micro-machining has been driven from 

drilling the holes in conventional substrates like FR4  
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or Duroid to improve the antenna performance 

characteristics [20]. There will be a reduction in effective 

dielectric constant with these holes near the patch; the 

same approach has been extended for the high index 

substrate. The shape of the micro-machined structure 

determined by the available etching processes, which 

include etching method, etching duration and crystal 

orientation of the substrate. In the process of Micro-

machining, a portion of high index substrate has been 

removed underneath the patch to create the low index 

environment underneath the patch. This creates a cavity 

underneath the patch which consists of a mixed region of 

air and high dielectric substrate. In this work T = 655 𝜇m 

of silicon substrate is removed of the total 675 𝜇m 

thickness underneath the patch. Slanting positions of the 

walls of the cavity due to the anisotropic nature of the 

etching and the angle of slanting wall position is 54.7° as 

shown in Fig. 1. 
 

 
 

Fig. 1. Micro-machined patch antenna. 

 

As shown in Fig. 1, there is a region of mixed  

air-silicon. The effective dielectric constant can be 

calculated by using cavity model. The capacitance of the 

patch in mixed region is given by [1,4]: 

  𝐶 =
𝜀𝑒𝑓𝑓 𝐴

𝑑
,              (1) 

where C is the capacitance, A is the area of patch and d 

is the substrate thickness 𝜀𝑒𝑓𝑓 =  𝜀𝑟𝑒𝑓𝑓𝜀𝑜. In this context, 

walls of the cavity assumed to be straight and 𝜀𝑟𝑒𝑓𝑓  is 

estimated from following equations: 

𝜀𝑐𝑎𝑣𝑖𝑡𝑦 =
𝜀𝑎𝑖𝑟𝜀𝑠𝑢𝑏

𝜀𝑎𝑖𝑟+(𝜀𝑠𝑢𝑏−𝜀𝑎𝑖𝑟)𝑋𝑎𝑖𝑟
 ,             (2) 

 

𝜀𝑓𝑟𝑖𝑛𝑔𝑒

𝜀𝑐𝑎𝑣𝑖𝑡𝑦
=  

𝜀𝑎𝑖𝑟+ (𝜀𝑠𝑢𝑏−𝜀𝑎𝑖𝑟)𝑋𝑎𝑖𝑟

𝜀𝑎𝑖𝑟+ (𝜀𝑠𝑢𝑏−𝜀𝑎𝑖𝑟)𝑋𝑓𝑟𝑖𝑛𝑔𝑒
,      (3) 

 

    ε𝑟𝑒𝑓𝑓 = εcavity (
L+2∆L

εfringe

εCavity

L+2∆L
).         (4) 

In the above formula εsub is dielectric constant of 

substrate. εair is dielectric constant of air 𝑋𝑎𝑖𝑟  the ratio 

of the air to full substrate thickness in the mixed field 

region and 𝑋𝑓𝑟𝑖𝑛𝑔𝑒  the ratio of the air to full substrate 

thickness in the fringing field regions. 

 

III. EFFECT OF COMPOSITE SUBSTRATE 
Micro-strip patch antenna has several disadvantages 

like narrow bandwidth, low gain etc. Choice of the 

substrate material and height of the substrate have great 

impact on the performance characteristics of the patch 

antenna. Low permittivity substrates can increase the 

bandwidth at the cost of large dimensions and higher 

permittivity substrate will improve the quality factor 

hence the bandwidth reduces. The bandwidth is 

improved by micro-machining process in the high index 

substrates as explained in the above sections. Further 

improvement in the bandwidth of patch antenna can be 

achieved by using the concept of composite substrate 

[21]. The concept of composite substrate illustrates the 

insertion of the commonly available microwave 

substrate into the micro-machined designs, so the overall 

height of the substrate increases and bandwidth will 

improve. Also with the use of composite substrate 

resonant frequency of the microstrip patch can be shifted 

upward or downward without changing the actual patch 

dimensions. The choice of the substrate is based on the 

fact that  low dielectric substrate lies below the patch and 

dielectric constant increases as we move towards the 

ground as shown in Fig. 2. 
 

 
 

Fig. 2. Patch antenna on composite substrate.  

 

The effective dielectric constant of both the layers 

has been recalculated by using equation (5) taking height 

of each substrate into consideration. The effective 

dielectric constant is calculated from equation (5) [21]: 

1 2

1 2

1 2

rc

r r

h h

h h


 






,            (5) 

where, 𝜀r1 is the dielectric constant and h1 is the height 

of the low index substrate and 𝜀r2 is the dielectric 

constant and h2 is the height of high index substrate. 
 

IV. PROPOSED ANTENNA DESIGN 
An L-shaped slotted patch antenna is designed  

on the composite substrate to achieve the multiband  

and wideband characteristics in X-band and Ku-band. 

Conventional rectangular patch antenna is designed on 
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silicon substrate having dielectric constant of 11.8 of 

thickness 0.675 mm and loss tangent of 0.001. Due to the 

large surface wave generations in high index substrate 

micro-machined patch antenna has been designed with 

calculated effective dielectric constant from equation 

(4). Further to achieve the multiband characteristics, L-

shape slot of effective length of 8mm and width of 1 mm 

has been cut from the patch and overall design has been 

implemented on the composite substrate, one is micro-

machined silicon and other is glass substrate. The top 

view and side view of the proposed design has been 

shown in the Fig. 3 and Fig. 4 respectively. 
 

 
 

Fig. 3. Front view of L-shaped slotted patch antenna on 

composite substrate.  
 

 
 

Fig. 4. Side view of slotted antenna on composite 

substrate. 
 

The overall height of the substrate has been taken  

as 1.675 mm from which 0.675mm is for the micro-

machined silicon substrate and 1mm for the glass 

substrate. The effective dielectric constant has been 

calculated from the equation (5). The calculated 

dimensions of the design have been shown in the Table 1. 

 

Table 1: Dimensions of proposed design 

 

Conventional 

Rectangular 

Patch on Silicon 

Substrate 

Rectangular 

Patch on Micro-

Machined Silicon 

Substrate 

L-shaped Slotted 

Patch on Composite 

Substrate of Micro-

Machined and Glass 

Effective 

dielectric 
constant 

11.8 2.01 3.23 

Overall 

height (mm) 
0.675 

0.655 mm cavity 

from 0.675 mm 
1.675 

L 

(mm) 
4.94 12.76 10.6141 

W (mm) 7.23 14.64 12.418 

Wqw (mm) 0.023 0.11 1.14 

Lqw (mm) 2.62 2.62 2.66 

Wf (mm) 0.588 0.588 3.7 

Lf (mm) 3.88 3.88 7.23 

  

V. IMPLEMENTATION OF ANT LION 

OPTIMIZATION  
Ant Lion optimization has been implemented to find 

the certain optimized dimensional parameter to achieve 

the required performance parameters. 

 

A. Concept of Ant Lion optimization 

Ant Lion optimization (ALO) is executed to achieve 

optimized rectangular patch. In its execution, an antlion 

builds a sharp edged cone structure under the soil and 

waits for the prey. When the respective prey (ant) slips 

into the hole, the prey tries to come out of the hole  

and antlion throws sand on to the prey. This process is 

repeated until the respective prey gets exhausted in its 

action. Ultimately, antlion consumes the body of the 

exhausted prey. After that antlion builds another hole 

and the process repeats again and again [22-23]. It is 

supposed that fitness of the Ant should be more than the 

fitness of the corresponding Ant Lion, then and only then 

Ant Lion consumes body of the ant. An Ant Lion updates 

its position to catch other ant. This process is imitated 

using the equation (6) proposed in the work at [24]: 

𝐴𝑛𝑡𝑙𝑖𝑜𝑛𝑘
𝑖 =  𝐴𝑛𝑡𝑘

𝑖  

If 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝐴𝑛𝑡𝑘
𝑖 ) > 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝐴𝑛𝑡𝑙𝑖𝑜𝑛𝑘

𝑖 ).         (6) 

Where, 𝐴𝑛𝑡𝑙𝑖𝑜𝑛𝑘
𝑖  is the position of k-th antlion in i-

th iteration and 𝐴𝑛𝑡𝑘
𝑖  shows the position of k-th ant at i-

th iteration. In all the iterations fittest antlion produced is 

called elite. Due to this elite, the movement of all the ants 

have been altered during each iteration. Therefore, every 

ant updates their position according to the equation (7) 

reported in the work at [24]: 

𝐴𝑛𝑡 = (𝑅𝑜𝑢𝑙𝑒𝑡𝑡𝑒 𝑤ℎ𝑒𝑒𝑙 𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 

                      𝑟𝑎𝑛𝑑𝑜𝑚 𝑤𝑎𝑙𝑘 𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛)/2.               (7) 

Ant-Lion optimization is better than particle swarm 

optimization, Genetic algorithm and other algorithms in 

terms of average value and the standard deviation of the 

fitness function [24]. The purpose of the algorithm is to 

find the minimum value of the fitness function to find the 

user defined frequency and bandwidth. 
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B. Optimization of patch length to find the required 

resonant frequency 

From the calculated parameters as shown in Table 

1. the length of the patch is 9.2 mm with total thickness 

of substrate is 1.675mm. Based on these calculations,  

the resonant frequency has been found to be 9 GHz. But 

required band is 8.025 to 8.4 GHz. So to obtain this 

operating band the length of the patch has to be optimized 

by using Ant Lion optimization. The polynomial equation 

has been formed from the curve fitting method:  

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = −0.8835 × 𝐿5 + 43.685 × 𝐿4 −
         863.41𝐿3 + 8526.7𝐿2 − 42075𝐿 + 83001.6,       (8) 

 
2

8.3FitnessFunction f  .             (9) 

The above fitness function has been optimized using 

Ant Lion optimization and the optimized value of the 

length of the patch is 10.6142 mm at which the resonance 

frequency is 8.3 GHz as shown in Fig. 5. 
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Fig. 5. Resonant frequency v/s Reflection Coefficient 

variation with and without optimization. 
 

C. Optimization of the height of glass substrate to 

find the required operating band 

For the Earth Exploration Satellite Service, the 

minimum required bandwidth of the patch antenna is 375 

MHz (8.025-8.4 GHz). Bandwidth of the patch antenna 

depends upon the height of the substrate. So, in this 

section, required operating band can be achieved with 

the variation of the height of the glass substrate. The 

polynomial equation has been formed between the height 

of the glass substrate and bandwidth: 

        3 21960 4906 4253 859g g gBW H H H    .      (10) 

               2(375 )gFitneesFunction H  .          (11) 

As the height of the substrate goes on increasing, the 

reflection coefficient and bandwidth improves. So the 

glass material with height 1 mm has been chosen due to 

large bandwidth and improved reflection coefficient. 

Fig. 6 shows the comparison between the micro-machined 

patch antenna and with sandwiching composite substrate 

underneath the micro-machined patch antenna, which 

illustrates the significant improvement in the bandwidth 

in case of micro-machined with composite substrate 

design over conventional micro-machined patch antenna 

design. 
 

6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0

-28

-24

-20

-16

-12

-8

-4

0

 Optimized Micro-Machined

         Composite substrate

 Conventional Micro-machined

 

 

S
1

1
(d

B
)

Frequency (GHz)  
 

Fig. 6. Bandwidth variation of conventional micro-

machined and optimized composite substrate structure.  
 

VI. RESULTS AND DISCUSSIONS 
The proposed antenna has been simulated using 

High Frequency Structure Simulator (HFSS 14.0) and 

measured results have been validated with Anritsu VNA 

master and Anritsu MS2719B spectrum analyzer. The 

fabricated prototype and the measurement setup have 

been shown in the Fig. 7 & Fig. 8 respectively. The 

simulated and measured resonant characteristics of the 

L-shaped slotted micro-machined patch antenna on 

composite substrates has been shown in Fig. 9. It has 

been seen that antenna resonates in X-band and Ku-band. 

In X-band it resonates at 8.1 GHz with a 5.3% impedance 

bandwidth and in Ku-band it resonates at 13.5 GHz with 

wideband characteristics of 30.3 % bandwidth. Further, 

radiation patterns have been measured in the anechoic 

chamber and simulated and measured radiation pattern 

for both frequencies have been shown in the Fig. 10 & 

Fig. 11. Figure 12 shows the gain v/s frequency graph 

which shows gain of 6.2 dBi at 8.1 GHz and 6.3 dBi at 

13.5 GHz. 
 

 
 

Fig. 7. Fabricated prototype of slotted micro-machined 

patch antenna. 

KUMAR, SINGH: SLOTTED MICRO-MACHINED PATCH ANTENNA 131



 
 

Fig. 8. Antenna mounted in anechoic chamber.  
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Fig. 9. Reflection coefficient v/s frequency curve of 

slotted micro-machined patch antenna.  

 

 
 

Fig. 10. Radiation pattern of slotted micro-machined 

patch antenna at 8.15 GHz. 

 

 
 

Fig. 11. Radiation pattern of slotted micro-machined 

patch antenna at 13.5 GHz.  
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Fig. 12. Gain v/s frequency of slotted micro-machined 

patch antenna.  

 

Table 2: Performance parameters 

 

Conventional 

Rectangular 

Silicon 

Substrate 

Rectangular 

Micro-Machined 

Silicon 

Substrate 

L-shaped Slotted Patch 

on Composite Substrate 

of Micro-Machined and 

Glass 

Resonant freq. 

(GHz) 
8.3 8.3 8.15 13.5 

Reflection 

coefficient (dB) 
-15.5 -17.6 -22.6 -17 

Bandwidth 

(MHz) 
197 266 434 4.1 GHz 

Fractional 

bandwdith 
2.3% 3.2% 5.3% 30.3% 

Gain (dBi) 
0.8 at θ=12° 
and Φ = 230° 

6.6 at θ=0° 
and Φ = 270° 

6.2 at 
θ=10° and 

Φ = 270° 

6.3 at θ=50° 
and Φ = 10° 

 

VII. CONCLUSION 
L-shaped slotted patch antenna is designed on the 

composite substrate. The patch antenna design has been  
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implemented on the micro-machined substrate combined 

with the glass substrate to increase the overall height of 

the substrate. The proposed design resonates at 8.1 GHz 

and 13.5 GHz with a 6 dBi gain. There is an improvement 

of 38% in the bandwidth over the conventional rectangular 

micro-machined patch antenna design, which can be 

used in various X-band and Ku-band applications like 

earth exploration satellite services.  
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Abstract ─ This article presents a bandwidth enriched, 

dual-band, compact, multiple-input-multiple-output 

(MIMO) antenna with high isolation for UMTS and LTE 

applications. The proposed coplanar waveguide (CPW)-

fed, hybrid fractal MIMO antenna was created by 

integrating Koch fractal and Sierpinski fractal on a 

rectangular patch radiator. The MIMO antenna uses a 

rectangular shaped partial ground plane with a T-shaped 

stub on the ground plane to improve the isolation 

between radiators. The iterative technique, using the 

Koch curve and the Sierpinski square slot fractal was 

used on the rectangular patch to reduce the size of the 

MIMO antenna and retain the electrical performance. By 

using an amalgamated fractal configuration and a CPW 

feed, a large impedance bandwidth was achieved: 

80% wide bandwidth over the operating frequency of 

1.81–3.17 GHz with a compact size of 25×35 mm2. The 

prototype of the optimized MIMO configuration was 

fabricated using the FR4 substrate, and its characteristics 

were measured. The proposed antenna resonates at 2.1 

and 2.6 GHz. The antenna parameters, including the 

reflection coefficient (S11, S12, S21, and S22), surface 

current distributions, realized gain and radiation patterns 

were simulated and measured. Additionally, the diversity 

performances of the MIMO antenna were analyzed in 

terms of diversity gain (DG) and envelope correlation 

coefficient (ECC). The proposed antenna retains high 

isolation of less than -20 dB from 1.81–3.17 GHz band; 

the DG and the ECC are greater than 9.5 dB and less 

than 0.08, respectively. The peak gains of the proposed 

antenna are 5.8 dBi and 6.9 dBi at 2.1 GHz and 2.6 GHz, 

respectively. Hence, the proposed hybrid fractal MIMO 

antenna is a good candidate for both UMTS and LTE 

applications. 

Index Terms ─ CPW-MIMO, Hybrid Fractal, LTE, 

MIMO antenna, Mobile applications, UMTS. 

I. INTRODUCTION 
As multiple-input-multiple-output (MIMO) antenna 

have improved tremendously in recent years, MIMO 

antenna technology is playing a vital role in modern 

wireless communications systems, such as in UMTS, 

LTE, and WLAN. The future generation of 

communication systems requires a heterogeneous 

network with an improved channel capacity and 

reliability for modern mobile communications standards, 

such as GSM, UMTS, and LTE. Therefore, multiband 

and broadband MIMO antenna systems are significant to 

current mobile handsets. MIMO antenna systems can 

notably improve the reliability and data rate by using the 

same spectrum and power level. However, in practical 

situations electromagnetic mutual coupling will occur 

among the radiators due to a limited amount of space. 

Hence, isolation or a new decoupling structure is 

essential to compact a MIMO antenna. Fractal antennas 

provide multi-band, broadband, and compact antenna 

designs for various mobile standards. The self-filling and 

self-affine characteristics of the fractal reduce the size of 

the antenna and resonate multiple frequencies with broad 

bandwidth. An iterative structure can be obtained by 

reducing the initial dimension of the fractal structure [1-

5]. In addition, a Koch fractal can be used to miniaturize 

the antenna size and increase the electrical length [6]. 

The planar monopole MIMO antenna can be implemented 

using the hybrid fractal shape by combining the 

Minkowski island curve and the Koch curve fractal, 

operating at 1.65 GHz to 1.9 GHz [7]. Isolation and 

impedance of the antenna can be improved by the T-

shaped strip and etching at the top of the ground plane, 

respectively. Two elements of a meander-line MIMO 

antenna proposed that operates at 699–798 MHz and 

1920–2170 MHz for PCS and LTE, respectively [8]. The 

polarization diversity method can be utilized to decouple 

the two antenna elements. By stimulating orthogonal 

polarization between the two antenna elements, 

polarization diversity can be achieved [9, 10]. In [11, 

12], high isolation can be obtained by attaching parasitic 

elements to the ground plane. Isolation between the two 

elements can be enhanced and achieved through the use 

of a metal strip and two bent slits [13]. To enhance the 

port to-port isolation, a protruded ground may be utilized 

[14]. Dual orthogonal polarization and parasitic elements 

may be employed for cavity-backed bow tie MIMO 
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antenna [15]. The MIMO antenna can be implemented 

through the use of circular and annular slots, and a 

varactor diode may be used inside its annular slot to 

make it re-configurable [16-18]. Although many MIMO 

antennas have been implemented in the past decade, 

there is a need for high isolation with a high degree  

of miniaturization [18]. Fractal configuration, having 

space-filling and self-affine properties, can create a 

significant electrical length in a small space. Hence,  

this article proposes the CPW-fed composite fractal 

MIMO system with high isolation for modern mobile 

applications. This hybrid fractal antenna was created 

through the amalgamation of the Koch fractal and 

Sierpinski fractal with a miniaturized size of 25×35 mm2. 

The antenna consists of two square-shaped hybrid fractal 

radiators and a T-shaped stub, which is connected to  

the ground to enhance isolation between the ports. 

Comparison of existing MIMO antenna parameter with 

proposed hybrid fractal MIMO antenna is shown in 

Table 1. 

 
Table 1: Comparison of existing MIMO antenna 

parameter with proposed hybrid fractal MIMO antenna 

Ref. 
Size 

(mm) 

Operating 

Bands (GHz) 

Isolation 

(dB) 

Peak 

Gain (dBi) 

[7] 100×50 1.65-6.25 -15 2.5-7.8 

[8] 80 X 67 0.699-2.17 -22 5 

[9] 50 X 26 2.45 -30 - 

[10] 120 X 140 2.4 & 2.6 -15 5.5-6.4 

[12] 50 X 100 1.79-3.77 -20 2-6 

[13] 78 X 40 2.4-6.55 -18 - 

[16] 60 X 120 1.8-2.45 -15 2.43 

Pro 25 X 35 2.1 & 2.6 < -20 7 

 

 
 

Fig. 1. (a) Development of decoupling structure, and (b) 

0th and 1st iteration structure of proposed hybrid fractal 

MIMO system.  

 

II. ANTENNA DESIGN PROCEDURE 

A. Fractal Iterative Function System (IFS) 

The Iterative Function System (IFS) is a very 

convenient technique for correctly generating various 

fractal configurations. The utilization of the affine 

transform sequence (v) is an essential character of IFS 

[3]. The regeneration (v) is expressed as: 

 x p q v t

y r s w u

      
       

      

, (1) 

    , ,   v x y px qy s rx dy u     . (2) 

Where, p, q, r, s, t and u are real coefficients. 

On the other hand, the movement of fractal elements 

in the space based on these elements is a scaling factor, 

are rotation factors, by θ1, θ2 and linear rendering it can 

be represented as 1 1 2 2cos ,  cos .p s      Consider 

v1, v2...,vN as a collection of successive transmutations, 

and the fundamental structure is B. By using the 

collection of transformations to the primary structure 

geometry, a new configuration is formed. In addition to 

that, accumulating the results from v1(B), v2(B),...,vN(B), 

it can be exposed as 1 1 2 2sin ,   sin xq r      and 

   1

1

N

n

n

V B v B



  where 'V' is the Hutchinson vector. 

The fractal configuration is achieved by reusing the 

previous configuration. Using a fractal calculation, a 

Sierpinski carpet and Koch fractals were obtained. 
 

 
 

Fig. 2. Geometry of proposed second iteration hybrid 

fractal MIMO system. 

 

B. Koch and Sierpinski fractal formation 

The Koch fractal configuration is determined by 

applying the formulas [3, 4]. The IFS of Sierpinski 

fractal and Koch fractal are as shown below, 

 
2

2

1 1 2 1

1 1 2 2

cos  sin 

sin  cos 

q q q q q

q
q q q q q

tx x
W

y y t

   

   

      
                

. (3) 

The Scaling operator of Koch fractal is shown below, θq- 

the angle of slope between the two-part of the initiators. 

θqi=600and tq1 are the movements of the parts on the 

correlative surface.  

Sierpinski fractal geometry can also be obtained 

using fractal IFS. The calculation method is shown 

below, 
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    1 2

1 1 1 1 1
, ;  ,  , ;

3 3 3 3 3
v x y x y v x y x y

   
     
   

, (4) 

   3 4

1 1 2 1 1 1
, ;  ,    , ;

3 3 3 3 3 3
v x y x y v x y x y y

   
      
   

, (5) 

   5 6

1 1 1 2 1 1 1
, ; ,  , ;

3 3 3 3 3 3 3
v x y x y v x y x y

   
       
   

, (6) 

   7 8

1 2 1 1 1 2 1 1
  , ; , , ;

3 3 3 3 3 3 3 3
v x y x y v x y x y

   
        
   

. (7) 

 

Table 2: Iteration computation of fractal (for 2 iterations) 

Level 

Length (In 

Terms of 

Fraction) 

Boundary Area (mm2) 

Initial square 1 (4). (1) = 4 (1)2 = 1 

1st iteration 1/2 
(4).(1/2) = 

(4/2) = 2 
(1/2)2 =1/4 

2nd iteration 1/4 (4). (1/4)=1 (1/4)2 = /16 

 
III. ANTENNA STRUCTURE 

Figure 1 (a) development of decoupling structure, 

zeroth and Fig.1 (b) illustrates the first iteration structure 

of the proposed antenna, whereas Fig. 2 depicts the 

configuration of the proposed hybrid fractal MIMO 

antenna. The suggested MIMO system is printed on a 

FR4 mater substrate with a thickness of 1.6 mm and 

dielectric constant of 4.4. The objective of using a  

hybrid fractal configuration is the development of the 

characteristic of space-filling, in which the structure 

converts into the reduced dimension of the antenna with 

multi-band features. The proposed rectangular patch 

configuration consists of a pair of fractals, such as a 

Sierpinski carpet and a Koch fractal. Furthermore, the 

rectangular patch antenna results in improved 

performance [5].  

The iteration techniques were used in the rectangle 

shaped antenna to achieve the three repetitions for the 

Koch and Sierpinski fractals. The 0-th iteration is the 

fundamental configuration of the suggested antenna, 

consisting of a rectangular patch radiator with two 

rectangular ground planes, a CPW feed, and a small 

current flowing in the middle of the rectangular patch. 

The first iteration of the Sierpinski fractal configuration 

was created through the insertion of square slots in the 

center of a rectangular radiator. Since there is negligible 

current in the center, this does not change the 

performance characteristics of the antenna. Subsequently, 

by contracting the rectangular slot of the first iteration at 

a ratio of 0.33, a second iteration pattern was achieved 

and cut out, comprising the central square shaped slot  

of the first repetition structure. Similarly, the three 

iterations of the Koch curve fractal were achieved using 

the IFS method. The 0-th iteration consists of a 

rectangular-shaped radiator with rectangular slots at its 

upper and lower part. The first iteration was obtained by 

splitting a small rectangular slot into three parts. The 

length of the triangular slot formed in the center had a 

slope of 60o between the two parts. The second iteration 

of the Koch fractal was achieved by reproducing the 

same method as the first iteration. The numerical 

calculation of fractal iterations up to 2 iterations are 

shown in Table 2. Since fractals have various patterns 

such as squares and triangles, the surface current of the 

radiator increased. Consequently, multiple frequencies 

resonate without altering the dimension of the antenna. 

The antenna was triggered by CPW feed with partial 

rectangular ground plane. CPW feed technology was 

utilized because of its advantages, including its wide 

bandwidth, easy fabrication, and other beneficial 

properties, such as the absence of loss. The antenna 

consists of two rectangular-shaped partial ground planes 

which produce a capacitive effect by canceling the 

inductive effect of a square radiator and provide purely 

resistive impedance to antenna configuration. Multiple 

resonance frequencies and enhanced bandwidth coverage 

can be achieved through the successive optimization 

strategies: increasing the number of fractal repetitions, 

regulating the width of the rectangular-shaped patch and 

the height of the two grounds surface. The optimized 

geometry of the proposed MIMO system is presented in 

Table 3. 

 

Table 3: Geometry of proposed hybrid fractal MIMO 

antenna dimensions (all dimensions are in mm) 

WT W W1 W2 W3 W4 W5 W6 W7 W8 

35 13 10 1 6 3 3 20 6 4 

LT L L1 L2 L3 L4     

25 11 19 3 4.5 4.5     

 

Using a decoupling structure reduces mutual 

coupling, but the problem with this approach is that  

a MIMO structure occupies considerable space. The 

design put forward in this work features a T-shaped stub 

decoupling structure, which effectively reduces the 

mutual coupling of radiators. Figure 1 (a) shows the 

development of the decoupling structure. MIMO antenna 

1 is a compact device at 4.5 × 35 mm2 and represents a 

combination of two hybrid fractals that share the same 

ground plane. Because of the diminutive size of the 

antenna, the partial ground plane acts as a radiating 

element and radiates energy normal to the radiating 

element. Due to the current distribution on the ground 

plane, there is influential coupling between the two 

MIMO system elements. Therefore, the isolation of 

MIMO antenna 1 is poor, as shown in Fig. 4 (a).  

In MIMO antenna 2, the attachment of a rectangular-

shaped stub to the ground plane changes the surface 

current on the partial ground, thereby improving 

isolation. That is, S12 / S21 is < - 15 dB at 2 to 10 GHz. 
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As shown in Fig. 4 (a), however, isolation is needed for 

improvement at resonating frequencies. The size of the 

T-shaped stub was optimized to improve isolation. The 

results are shown in Fig. 4 (a). In MIMO antenna 3, a 

rectangular stub is connected horizontally with a vertical 

stub that is attached to the ground plane, thus enhancing 

isolation in the operating frequencies. That is, S12 / S21 

less than < - 20 dB at 1 to 10 GHz. In order to demonstrate 

the performance of the suggested isolation configuration, 

the surface current of the antenna at different frequencies 

is shown in Figs. 5 (a)-(d). 

 

 
 

Fig. 4. (a) Simulated S12/S21 -parameters for the various 

decoupling structures. (b) Simulated and measured S12/ 

S21-parameters of proposed MIMO antenna with T-Stub 

decoupling structures. 

 

 
 

Fig. 5. Surface current of the hybrid fractal MIMO 

system with and without an isolation structure with port 

1 (energized) (a) 2.1 GHz, (b) 2.6 GHz, (c) and (d). 

 

The surface current distributions of two resonant 

frequencies were obtained. Without the stub isolation 

structure, energizing port 1 causes a strong current to be 

coupled at port 2. With the T-stub isolation structure, 

energizing port 1 causes no coupling current at port 2, 

and energizing port 2 causes no coupling current at port1. 

Therefore, the coupling current from ports 1 to 2 and vice 

versa is suppressed by the T-shaped stub decoupling 

structure proposed in the partial ground plane. In order 

to verify the effectiveness of the proposed MIMO 

system, a simulation was carried out using Microwave 

Studio and Advanced Design System (ADS). 
 

IV. RESULTS AND DISCUSSIONS 
The proposed MIMO antenna was printed on the 

FR4 substrate, after which the prototype was measured 

using Keysight N9926A vector network analyzer to 

verify the simulation results. Figure 8 shows the fabricated 

antenna with a CPW feed. Three hybrid fractal iterations 

were designed for the proposed MIMO antenna, and 

because the second iteration has fractals of various 

shapes, performance improves over that observed under 

all other iterations. Also, the current distribution occurs 

maximum at the corners of the fractals. The simulated  

S-parameter for the different iterations (e.g., zeroth, first, 

second iterations) is depicted in Fig. 6. It can be 

perceived from Fig. 6, that the second iteration has better 

performance compared to other iterations. The correlation 

of the simulated results for various partial ground sizes 

is presented in Fig. 7. Resonance is achieved at 2.1 and 

2.6 GHz. Besides, the second iteration of a composite 

fractal configuration with a partial ground plane having 

the size of 35×4.5 mm2 was fabricated on FR4 substrate 

presents the optimal design. The simulated and measured 

reflection coefficient (S11) of the proposed hybrid 

fractal MIMO system for optimized dimensions are 

shown in Fig. 8. The simulation and measured bandwidth 

of the proposed MIMO antenna is 2 GHz (1.9–3 GHz). 

MIMO antennas that resonate at 2.1 GHz (UMTS) and 

2.62 GHz (LTE) have reflection of –48 and –47 dB, 

respectively. This is according to the results mentioned 

in [7]. 
 

 
 

Fig. 6. Simulated Return Loss of Hybrid Fractal for 

Zeroth Iteration, First Iteration, and Second Iteration. 

 

The comparison of simulated and measured S12/ 

S21 parameters of the proposed MIMO antenna with T-

stub isolation configuration is shown in Fig. 4 (b). From 

the figure, it can be observed that the isolation between 

two radiators in the proposed MIMO system is less than 

–20 dB over the operating frequency band. It can be 

inferred from these results that the simulated and 

measured insertion loss are approximately the same, 

implying the fact that it is suitable for MIMO systems. 

The radiation aspects of the proposed composite fractal 

MIMO antenna system were also investigated. The 
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composite structure of Koch’s and Sierpinski fractal 

increases surface current distribution uniformly 

throughout the rectangular patch and creates a radiation 

pattern. Besides, CPW feed employed with two partial 

ground planes that contributed to obtain better radiation 

characteristics. 
 

 
 

Fig. 7. Simulated reflection coefficient of hybrid fractal 

MIMO antenna with different ground size. 
 

 
 

Fig. 8. Simulation and Measured S11 for the Proposed 

Hybrid Fractal MIMO System. 
 

 
 

Fig. 9. Simulated and Measured Radiation Pattern of the 

proposed MIMO System at 2.1 and 2.6 GHz 

 

The simulated and measured radiation patterns for 

the proposed antenna in the x-y plane at 2.1and 2.6 GHz 

are illustrated in Figs. 9 (a) and (b). From Figs. 9 (a) and 

(b), it can be perceived that the radiation pattern is 

approximately constant at the operating frequency band 

and the composite fractal MIMO antenna radiates 

uniformly in all directions. The peak gain of the MIMO 

antenna is 5.8 and 6.9 dBi at 2.1 and 2.6 GHz, 

respectively. The antenna’s efficiency levels were 85% 

and 90% at 2.1 and 2.6 GHz, respectively. Therefore, the 

proposed MIMO structure is better in terms of size, peak 

gain, isolation, ECC and DG when compared to existing 

MIMO antennas mentioned Table 1. Hence, it is well 

suited for UMTS and LTE applications. 

 

V. MIMO PERFORMANCE 
The MIMO characteristics of the proposed antenna 

are assessed by diversity gain (DG) and envelope 

correlation coefficient (ECC). Isolation between radiating 

components can be investigated from the perspective of 

ECC. ECC can be determined using either the scattering 

parameter method or the fair field radiation pattern. The 

scattering parameters based ECC calculation is preferred 

because 3D far field measurement is difficult. The ECC 

of the MIMO antenna system is calculated by the 

following equation [4], 

 

  

2
* *
11 12 21 22

2 2 2 2

11 21 22 121 1

S S S S
ECC

S S S S




   

. (8) 

The diversity gain of the MIMO antenna system is 

evaluated using following equation 
2

10 1- .DG ECC  

Although the ECC ideally must be zero, the practical 

limit of ECC is less than 0.5 for an isolated MIMO 

diversity antenna. The ECC of the recommended 

composite fractal MIMO antenna is estimated using both 

S-parameter and radiation pattern method that is less 

than 0.08. It is perceived from Fig. 10. The DG of  

the proposed hybrid fractal MIMO antenna system can 

be observed in Fig. 10 that shows the simulated and 

measured DG that is greater than 9.5 dB. 

 

VI. CONCLUSION 
We have proposed a bandwidth-enriched, dual-

band, compact MIMO antenna with high isolation for 

UMTS and LTE applications. By using an amalgamated 

fractal configuration and CPW feed, a broad impedance 

bandwidth of 80% is obtained at 1.81 to 3.17 GHz with 

a miniature size of 25×35mm2 . The proposed hybrid 

fractal MIMO antenna provides good impedance 

matching over the 1.81 to 3.17 GHz frequency band. 

With the help of the T-shaped stub isolation configuration, 

isolation between ports is enhanced; that is, less than −20 

dB is attained throughout the operating frequency band. 

The proposed hybrid fractal MIMO system is also a right 

candidate for MIMO multi-polarized performance as the 

DG, and the ECC is greater than 9.5 dB and less than 

0.08, respectively, throughout the operating band. The 

obtained peak gains of the proposed antenna are 5.8  

and 6.9 dBi at 2.1GHz and 2.6 GHz, respectively. The 

composite fractal MIMO antenna has omnidirectional 

radiation pattern at 2.1 and 2.6 GHz. The simulation and 

measurement results show that the proposed MIMO 
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structure is better in terms of size, peak gain, isolation, 

ECC and DG when compared to existing MIMO 

antennas. Hence, the suggested hybrid fractal MIMO 

antenna system is well suited for UMTS and LTE 

applications. 
 

 
 

Fig. 10. Simulated and measured ECC and DG for 

proposed MIMO antenna. 
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Abstract ─ A novel circuit is proposed to design filtering 

power dividers (FPDs) with bandpass filtering responses 

and out-of-band rejection performances. The presented 

circuit is constructed of two transmission line sections, 

four short-circuited sections and one resistor. Based  

on the introduced novel circuit, FPD1 is designed by 

selecting transmission line sections and short-circuited 

sections as quarter-wave transmission lines. The FPD2  

is proposed to realize more compact size, enhanced 

bandpass selectivity and improved out-of-band rejection 

performance by replacing the quarter-wave transmission 

lines in FPD1 with dual transmission lines. The 

corresponding equations are derived to calculate the 

initial parameter values of FPD1 and FPD2 by adopting 

even-odd mode method. For verification, two FPDs 

centered at 2.0 GHz are designed and fabricated. The 

measured 3-dB fractional bandwidths of FPD1 and FPD2 

achieve up to 63.2% and 52.3%, while the measured 

rejections with the level better than 20 dB extend to 2.4𝑓0  

and 4.0𝑓0, respectively.    

 

Index Terms ─ Filtering response, high selectivity, out-

of-band rejection, power divider.   

 

I. INTRODUCTION 
Power dividers and bandpass filters play important 

roles in modern microwave systems. By integrating two 

functions of power division and filtering response in  

only one component, the passband insertion loss and 

construction size can be reduced effectively. Recently, 

many efforts have been done to realize dual functions in 

only one component, i.e., filtering PDs [1-8]. Various 

stub-loaded resonators are utilized in [1-5] to design 

FPDs. In [6], Wilkinson PD integrated with bandpass 

filter is presented to design FPD. Source-loading coupling 

is adopted in [7] to generate transmission zeros, ensuring 

high bandpass selectivity. Moreover, FPD is proposed  

in [8] based on right-/left-handed transmission line 

resonators, which can not only split the microwave 

signals, but also provide filtering performance. 

In modern communication system, out-of-band 

rejection performance is greatly demanded to suppress 

the interferences, i.e., intermodulation signals from 

nonlinear components. Thus, many studies [9-14] have 

been done to design PDs integrated with harmonic 

suppression performances. Open-circuited stubs are 

employed in [9-10] to build PDs with enhanced spurious 

suppressions. In addition, coupled lines and non-uniform 

transmission lines are introduced in [11] and [12] to 

obtain harmonic suppression performances. In [13-14], 

low-pass filter and front coupled tapered compact 

microstrip resonant cell (FCTCMRC) are inserted  

into quarter-wave transmission lines of conventional 

Wilkinson PDs to realize good out-of-band rejections. 

From the discussion above, PDs integrated with 

filtering responses and out-of-band rejections are 

popular and desirable. Some efforts [15-19] have been 

made to design FPDs with out-of-band rejections, which 

could suppress the unwanted high-frequency signals. 

The structure proposed in [15] is embedded with dual-

mode resonators to obtain out-of-band rejection, and the 

filtering response is obtained by combining the filter 

with the power divider together. In [16-19], stub-loaded 

resonators are introduced to create transmission zeros 

(TZs) in stopband, resulting in good out-of-band 

rejections. The structure presented in [17] achieves the 

best out-of-band rejection performance among the five 

structures introduced in [15-19], where the upper 

stopband extends to 2.7 𝑓0  with the level better than  

23 dB. Thus, simple design method for FPDs with better 

out-of-band rejections is demanded.  

In this work, FPD1 and FPD2 are proposed based on 

the designed basic FPD circuit.  The upper stopband of 

FPD1 (FPD2) extends to 2.4𝑓0  (4.0𝑓0 ) with the level 

better than 20 dB. Even-odd mode method is adopted to 

analyze the operating mechanisms of FPD1 and FPD2, 

and the corresponding equations are derived to calculate 

the initial parameter values of FPDs. Based on the 

mentioned above, two FPDs with good out-of-band 

rejections are designed based on simple design methods. 
 

II. STRUCTURE AND THEORY 

A. Analysis of basic FPD circuit 

The schematic of the proposed basic FPD circuit is 

shown in Fig. 1. Even-odd mode method is adopted to 

explain the operating mechanisms of basic FPD circuit. 
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Under even-mode excitation, the power input from port 

1 will be totally transmitted to port 2 and port 3 with no 

current flowing through insolation resistor R. Thus,  

the even-mode equivalent circuit of basic FPD circuit  

is exhibited in Fig. 1 (b). The symmetrical plane can be 

seen as virtual ground under odd-mode excitation, and 

the odd-mode equivalent circuit of basic FPD circuit is 

described in Fig. 1 (c). 
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Fig. 1. Proposed basic FPD circuit: (a) the schematic of 

basic FPD circuit, (b) even-mode equivalent circuit of 

basic FPD circuit, and (c) odd-mode equivalent circuit of 

FPD circuit.  
 

Define 𝑍𝑇1 = 1 𝑗𝑋𝑇1⁄  and 𝑍𝑇2 = 1 𝑗𝑋𝑇2⁄ . From the 

even-mode equivalent circuit shown in Fig. 1 (b), the 

𝐴𝑒𝐵𝑒𝐶𝑒𝐷𝑒 matrix can be deduced as equation (1). Based 

on transmission line theory and equivalent even-mode 

circuit displayed in Fig. 1 (b), the input impedance in 

port 1 (𝑍𝐼𝑁𝐸) can be derived as equation (2). Thus, 𝑆11 

and 𝑆21 can be expressed as equation (3): 
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where                      
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The expression 𝐴𝑜𝐵𝑜𝐶𝑜𝐷𝑜  matrix can be derived  

as equation (4) based on odd-mode equivalent circuit 

depicted in Fig. 1 (c). According to equations (4) and 

transmission line theory, the input impedance in port 2 

(𝑍𝐼𝑁𝑂) can be calculated as equation (5). Thus, 𝑆22 can 

be expressed as equation (6): 
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B. Analysis of FPD1 

Based on basic FPD circuit, FPD1 is presented by 

selecting TL section, 𝑍𝑇1  and 𝑍𝑇2  as quarter-wave 

transmission lines. The schematic of FPD1 is shown  

in Table 1, which consists of two quarter-wave 

transmission lines ( 𝑍1, 𝜃 ), four short-circuited 

transmission lines (𝑍2, 𝜃) and one isolation resistor (𝑅1), 

and all electrical lengths (θ) of transmission lines are 

selected as π/2 at the center frequency (𝑓0). According 

to the schematic of FPD1, 𝐴𝑇𝐿𝐵𝑇𝐿𝐶𝑇𝐿𝐷𝑇𝐿  matrix,  

𝑋𝑇1  and 𝑋𝑇2  can be expressed as equation (7). The 

expressions of 𝑍𝐼𝑁𝐸 and 𝑍𝐼𝑁𝑂 can be derived as equation 

(8) by submitting equation (7) into equations (2) and  

(5). In a specific case, 𝑍𝐼𝑁𝐸  and 𝑍𝐼𝑁𝑂  in FPD1 can be 

simplified as 𝑍1
2 𝑍0⁄  and 𝑅1 2⁄  at 𝑓0, respectively. Thus, 

the initial value of 𝑍1  should be chosen as √2𝑍0  to 

realize good impedance matching in port 1 under even-

mode excitation, and the initial value of 𝑅1  should be 

selected as 2𝑍0 to obtain good impedance matching in 

port 2 under odd-mode excitation. Thus, the initial values 

of 𝑍1 and 𝑅1 are calculated as 70.7  and 100  when 

𝑍0 is adopted as 50 : 
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Table 1: Summary of proposed FPD1 and FPD2 
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Transmission zeros could be obtained when 𝑆21 = 0. 

According to the equations (3) and (7), the frequencies 

of TZs in FPD1 can be summarized as equation (9): 
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To further explain the operating mechanisms of 

FPD1, the normalized frequency responses with various 

values of 𝑍1  and 𝑍2  are shown in Fig. 2. As observed  

in Fig. 2 (a), the return loss of FPD1 can be optimized  

by choosing proper value of 𝑍1 , which has a good 

agreement with equations (8a). According to Fig. 2 (b), 

the 3-dB fractional bandwidth (FBW) can be adjusted by 

tuning the value of 𝑍2, which agrees with equations (8a).  
 

C. Analysis of FPD2 

In order to further improve the upper stopband 

rejection and miniaturization performances, FPD2 is 

presented by replacing the quarter-wave transmission 

line (Fig. 3 (a)) in FPD1 with the harmonic suppression 

dual transmission lines (Fig. 3 (b)), and dual transmission 

lines have been analysed in our previous work [20]. The 

schematic of FPD2 is depicted in Table 1, where six  

pairs of dual transmission lines (( 𝑍𝑆, θ1 ;  𝑍𝑆, θ2 ), 

( 𝑍𝑃 , θ1; 𝑍𝑃, θ2)) are employed, and the electrical lengths 

of dual transmission lines are chosen as 𝜃1 = 𝜋 3⁄   

and 𝜃2 = 2𝜋 3⁄ . Based on the equations (1-7) exhibited 

in paper [21], the 𝐴𝑇𝐿𝐵𝑇𝐿𝐶𝑇𝐿𝐷𝑇𝐿  matrix of dual 

transmission lines can be deduced as equation (10a), and 

𝑋𝑇1, 𝑋𝑇2 can be expressed as (10b), (10c) respectively: 
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In FPD2, the detailed expressions of 𝑍𝐼𝑁𝐸  and  

𝑍𝐼𝑁𝑂 can be obtained by substituting equation (10) into 

equations (2) and (5), and the specific expression of  

𝑍𝐼𝑁𝑂 is shown in equation (11). In a particular case, 𝑍𝐼𝑁𝐸 

and 𝑍𝐼𝑁𝑂 can be simplified as 3𝑍𝑆
2/16𝑍0 and 𝑅2 2⁄  at 𝑓0. 

The initial value of 𝑍𝑆 should be selected as 4√2 3⁄ 𝑍0 

to obtain good impedance matching in port 1 under even-

mode excitation, and the initial value of 𝑅2  should be 

chosen as 2𝑍0  to realize good impedance matching in 

port 2 under odd-mode excitation. Thus, the initial values 

of 𝑍𝑆 and 𝑅2 are calculated as 163.3  and 100  when  
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𝑍0 is adopted as 50 . 
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Fig. 2. Normalized frequency responses of FPD2 with 

various: (a) 𝑍1 and (b) 𝑍2. 
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Fig. 3. Schematic of: (a) conventional quarter-wave 

transmission lines, and (b) dual transmission lines. 

 

Transmission zeros could be obtained when 𝑆21 = 0. 

The frequencies of TZs in FPD2 can be summarized as 

equation (12) based on the equations (3) and (10): 
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To further explain the operating mechanisms of 

FPD2, the normalized frequency responses with various 

values of 𝑍𝑆 and 𝑍𝑃 are displayed in Fig. 4. As observed 

in Fig. 4 (a), the return loss in FPD2 can be optimized by 

choosing a proper value of 𝑍𝑆 , which has a good 

agreement with equations (2-3) and (10). It can be seen 

from Fig. 4 (b) that 3-dB FBW can be adjusted by tuning 

the value of 𝑍𝑃, which agrees with equations (2-3) and 

(10). 
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Fig. 4. Normalized frequency responses of FPD2 with 

various: (a) 𝑍𝑆 and (b) 𝑍𝑃. 
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Fig. 5. Normalized frequency responses of different PD 

structures. 

 

The normalized frequency responses of the 

conventional Wilkinson PD, FPD1 and FPD2 are plotted 

in Fig. 5. By comparing with conventional Wilkinson 

PD, good bandpass filtering response can be obtained  

in FPD1 and FPD2. Three additional TZs (𝑓𝑇𝑍1, 𝑓𝑇𝑍3 

and 𝑓𝑇𝑍5) in the upper stopband are introduced in FPD2 

by comparing with FPD1, which can greatly enhance the 

passband selectivity and improve out-of-band rejection 

performance. Transmission zeros depicted in Fig. 5 

agree well with equations (9) and (12). 
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Based on the analysis above, the design procedures 

of the proposed FPD1 is described as following: 

1) Given specific center frequency (𝑓0), FBW and out-

of-band rejection performances of FPD1.  

2) Calculate the initial values of 𝑍1  and 𝑅1 based on 

equation (8). 

3) Adjust the value of 𝑍2 to obtain required FBW.  

4) Tune the value of 𝑅1  to realize a good isolation 

between port 2 and port 3. 

5) Optimize return loss in port 1 by changing the value 

of 𝑍1. 

6) Return to step (3) until designed FPD1 meets the 

requirement required in step (1). 

The detailed design procedures of FPD2 is 

summarized as following: 

1) Given specific center frequency (𝑓0), FBW and out-

of-band rejection performances of FPD2.  

2) The initial values 𝑍𝑆  and 𝑅2  are adopted as 

4√2 3⁄ 𝑍0 and 2𝑍0, respectively 

3) Adjust the value of 𝑍𝑃 to realize required FBW.  

4) The good isolation between port 2 and port 3 can be 

obtained by tuning the value of 𝑅2.  

5) Optimize return loss in port 1 by tuning the value of 

𝑍𝑆. 

6) Return to step (3) until designed FPD2 satisfies the 

requirement given in step (1). 

 

III. SIMULATION AND MEASUREMENT 

RESULTS 
Based on design procedures listed above, FPD1 and 

FPD2 are fabricated at a center frequency (𝑓0) of 2.0 

GHz. The substrate used herein has a dielectric constant 

of 2.55 and a thickness of 31 mil. The layouts and 

specific dimensions of FPD1 and FPD2 are exhibited in 

Table 1. Figure 6 shows the photographs of fabricated 

FPD1 and FPD2, where size miniaturization can be 

observed in FPD2 compared with FPD1. 

 

PD1 PD2

 
 

Fig. 6. Photographs of proposed FPD1 and FPD2. 
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Fig. 7. EM-simulated and measured results: (a) FPD1 

and (b) FPD2. 

 

Table 2: Performance comparisons between proposed 

FPDs and the published works 

References FBW Insertion 

Loss 

(dB) 

Out-of-band 

Rejection 

Performance (dB) 

[15] 7.2% 4.2 >20 dB (2.9 0f ) 

[16] 70% 3.3 >13 dB (2.7 0f ) 

[17] 8.3% 3.9 >20 dB (2.7 0f ) 

[18] 5.8% 4.6 >20 dB (1.5 0f ) 

[19] 6.5% 3.99 >35 dB (2.5 0f ) 

FPD1 63.2% 3.4 >20 dB (2.4 0f ) 

FPD2 52.3% 3.7 >20 dB (4.0 0f ) 

 
The EM-simulated and measured results of FPD1 

and FPD2 are demonstrated in Fig. 7. As shown in  

Fig. 7 (a), the measured FPD1 operates at the center 

frequency of 1.9 GHz with the 3-dB FBW of 63.2%. The 

measured passband return loss is better than 22 dB and 

the minimum insertion loss is 3.4 dB, including 3 dB 

power splitting loss. The measured isolation in FPD1 is 

better than 12 dB ranging from DC to 10 GHz which can 

be observed in Fig. 7 (a). The upper stopband extends up  
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to 4.8 GHz (2.4𝑓0) with the rejection level of better than 

20 dB. As demonstrated in Fig. 7 (b), the measured 

minimum insertion loss in FPD2 is 3.7 dB, including 3 

dB power splitting loss. The measured passband in FPD2 

is centered at 1.97 GHz with the 3-dB FBW of 52.3%, 

while the return loss is better than 20 dB. The upper 

stopband in FPD2 extends up to 8 GHz (4.0𝑓0) with the 

rejection level of better than 20 dB. The isolation in 

FPD2 is better than 12 dB ranging from DC to 10 GHz.  

For comparison, Table 2 lists some major 

performances of the published and proposed FPDs. It can 

be seen from Table 2 that the presented FPDs demonstrate 

low insertion losses, deep out-of-band rejections and 

wide upper stopband suppression bandwidths. 
 

IV. CONCLUSIONS 
In this paper, a novel basic FPD circuit is introduced 

to design FPDs. To achieve more compact size, enhanced 

passband selectivity and improved out-of-band rejection 

performance, FPD2 is presented by replacing the quarter-

wave transmission lines in FPD1 with harmonic 

suppression dual transmission lines. The designed FPDs 

have the advantages of good filtering responses, wide 

upper stopband rejections and simple design procedures, 

which are suitable for practical FPD design. 
 

ACKNOWLEDGMENT  
This work was supported in part by National Natural 

Science Foundations of China (No. 61701041 and No. 

61327806).  
 

REFERENCES 
[1] S. K. Chao and W.-C. Lin, “Filtering power divider 

with good isolation performance,” Electronics 

Letters, vol. 50, no. 11, pp. 815-817, June 2014. 

[2] H. Zhu, A. Abbosh, and L. Guo, “Wideband four-

way filtering power divider with sharp selectivity 

and wide stopband using looped coupled-line 

structures,” IEEE Microwave and Wireless 

Components Letters, vol. 26, no. 6, pp. 413-415, 

June 2016.  

[3] K. Song, Y. Mo, and Y. Fan, “Wideband four-way 

filtering-response power divider with improved 

output isolation based on coupled lines,” IEEE 

Microwave and Wireless Components Letters, vol. 

24, no. 10, pp. 674-676, July 2014.  

[4] S. W. Wong and L. Zhu, “Ultra-wideband power 

dividers with good isolation and sharp roll-off 

skirt,” Microwave Conference, 2008. APMC 2008, 

Asia-Pacific. IEEE, pp. 1-4, May 2008.  

[5] X. Wang, J. Wang, and G. Zhang, “Design of 

wideband filtering power divider with high 

selectivity and good isolation,” Electronics Letters, 

vol. 52, no. 16, pp. 1389-1391, July 2016. 

[6] L. Gao and X.-Y. Zhang, “Novel 2:1 Wilkinson 

power divider integrated with bandpass filter,” 

Microwave and Optical Technology Letters, vol. 

55, pp. 646-648, Jan. 2013. 

[7] X.-L. Zhao, L. Gao, J.-X. Xu, and J. Xiang, “High-

selectivity dual band filtering power divider using 

stub-loaded quarter-wavelength resonator,” Journal 

of Electromagnetic Waves and Application, vol. 

29, no. 16, pp. 2216-2223, Oct. 2015.  

[8] X. Ren, K.-J. Song, B.-K. Hu and Q.-K. Chen, 

“Compact filtering power divider with good 

frequency selectivity and wide stopband based on 

composite right-left-handed transmission lines,” 

Microwave and Optical Technology Letters, vol. 

56, pp. 2122-2125, June 2014.  

[9] M. Hayati and S. Roshani, “A novel Wilkinson 

power divider using open stubs for the suppression 

of harmonics,” Applied Computational Electro-

magnetics Society (ACES) Journal, vol. 28, no. 6, 

pp.501-506, June 2013.  

[10] J. Li, Y. Liu, S. Li, et al., “A novel multi-way 

power divider design with enhanced spurious 

suppression,” Applied Computational Electro-

magnetics Society (ACES) Journal, vol. 29, no. 9, 

pp. 692-700, Sep. 2014.   

[11] X. Xu and X. Tang, “Design of an ultra-wideband 

power divider with harmonics suppression,” 

International Journal of RF and Microwave 

Computer-Aided Engineering, vol. 25, no. 4, pp. 

299-304, Oct. 2015.  

[12] K.-A. Shamaileh, A. Qaroot, N. Dib, et al., “Design 

of miniaturized unequal spilt Wilkinson power 

divider with harmonics suppression using non-

uniform transmission lines,” Applied Computational 

Electromagnetics Society (ACES) Journal, vol. 26, 

no.6, pp. 530-538, June 2011.  

[13] M. Hayati, S. Roshani, S. Roshani, et al., “A novel 

miniaturized Wilkinson power divider with n-th 

harmonic suppression,” Journal of Electromagnetic 

Waves and Applications, vol. 27, no. 6, pp. 726-

735, Dec. 2013.  

[14] M. Hayati, S. Roshani, and S. Roshani, 

“Miniaturized Wilkinson power divider with nth 

harmonic suppression using front coupled tapered 

CMRC,” Applied Computational Electromagnetic 

Society (ACES) Journal, vol. 28, no.3, pp. 221-227, 

Mar. 2013.  

[15] K. J. Song, “Compact filtering power divider with 

high frequency selectivity and wide stopband using 

embedded dual-mode resonator,” Electronics 

Letters, vol. 56, no. 6, pp. 495-497, May 2015. 

[16] B. Zhang and Y. Liu, “Wideband filtering power 

divider with high selectivity,” Electronics Letters, 

vol. 51, pp. 1950-1952, Nov. 2015.  

[17] B. Zhang, C.-P. Yu, and Y. Liu, “Compact power 

divider with bandpass response and improved out-

of-band rejection,” Journal of Electromagnetic 

Waves and Application, vol. 30, no. 9, pp. 1124- 

ACES JOURNAL, Vol. 34, No. 1, January 2019146



1132, May. 2016.  

[18] K. J. Song, S. Y. Hu, and C. L. Zhong, “Novel 

bandpass response power divider with high 

frequency selectivity using centrally stub-loaded 

resonators,” Microwave and Optical Technology 

Letters, vol. 55, no.7, pp. 1560-1562, Apr. 2013.  

[19] X.-Y. Zhang, K.-X. Wang, and B.-J. Hu, “Compact 

filtering power divider with enhanced second-

harmonic suppression,” IEEE Microwave Wireless 

and Wireless Components Letters, vol. 23, no. 9, 

pp. 483-485, Aug. 2013.  

[20] B. Zhang, Y. Wu, C. Yu, and Y. Liu, “Miniaturized 

wideband bandpass filter based on harmonic 

suppressed dual transmission lines,” Electronics 

Letters, vol. 52, pp. 734-736, Apr. 2016.  

[21] C. W. Tang, M. G. Chen, and C. H. Tsai, 

“Miniaturization of microstrip branch-line coupler 

with dual transmission lines,” IEEE Microwave 

and Wireless Components Letters, vol. 18, no. 3, 

pp. 185-187, Mar. 2008.  

 

 

 

 

Gaoya Dong was born in Shanxi, 

China, in 1993. She received the 

B.S. degree in Applied Physics from 

Xidian University, Xi ’an, China, in 

2015. She is currently pursuing the 

Ph.D. degree of Electrical Engineering 

in Beijing University of Posts and 

Telecommunications, Beijing, China. 

Her current research interests include planar 

microwave power dividers, and antennas.  

 

Bo Zhang was born in Shanxi, 

China, in 1991. He received the B.S. 

and M.S. degrees in Electronic and 

Information Engineering from the 

Beijing University of Posts and 

Telecommunications, Beijing, China, 

in 2012 and 2015, respectively, where 

he is currently working towards Ph.D. 

degree in Electrical Engineering.  

His current research interests include planar 

microwave filters, power dividers, and antennas and 

power amplifiers. 

 

Weimin Wang was born in 

Shandong, China, in 1977. She 

received the B.Eng. degree in 

Telecommunication Engineering, 

M.Sc. degree in Electromagnetics 

and Microwave Technology and   

the Ph.D. degree in Electronic and 

Information Engineering from the 

Beijing University of Posts and Telecommunications, 

Beijing, China, in 1999, 2004 and 2014, respectively.  

In 2014, She joined the BUPT. She is currently a 

Lecturer with the School of Electronic Engineering, 

BUPT. Her research interests include microwave 

components and MIMO OTA.  

 

Yuan Liu received the B.E., M.Eng., 

and Ph.D. degrees in Electrical 

Engineering from the University of 

Electronic Science and Technology 

of China, Chengdu, China, in 1984, 

1989, and 1992, respectively. 

In 1984, he joined the 26th 

institute of the Electronic Ministry 

of China to develop the inertia navigating system. In 

1992, he held his first post-doctoral position with the 

EMC Laboratory at the Beijing University of Posts and 

Telecommunications (BUPT), Beijing, China. In 1995, 

he held his second post-doctoral position with the 

Broadband Mobile Laboratory at the Department of 

System and Computer Engineering, Carleton University, 

Ottawa, ON, Canada. Since 1997, he has been a 

Professor with the Wireless Communication Center at 

the College of Telecommunication Engineering, BUPT, 

where he is involved in the development of next-

generation cellular systems, wireless LAN, Bluetooth 

application for data transmission, electromagnetic 

compatibility design strategies for high-speed digital 

systems, and electromagnetic interference and expected 

value of mean square measuring sites with low cost and 

high performance. 

 

DONG, ZHANG, WANG, LIUP: COMPACT WIDEBAND FILTERING POWER DIVIDERS 147



 

Spatial Domain Generation of Random Surface Using Savitzky-Golay  

Filter for Simulation of Electromagnetic Polarimetric Systems 
 

 

Shimaa A. M. Soliman 1, Asmaa E. Farahat 1, Khalid F. A. Hussein 1,  

and Abd-El-Hadi A. Ammar 2 

 
1 Microwave Engineering Department 

Electronics Research Institute, Cairo, 12622, Egypt 

megahed.shaimaa@yahoo.com, asmaa@eri.sci.eg, khalid_elgabaly@yahoo.com 

 
2 Electronics and Electrical Communications Department 

Faculty of Engineering, El-Azhar University, Cairo, Egypt 

hady42amar@gmail.com 

 

 

Abstract ─ A spatial-domain algorithm is introduced for 

generating both isotropic and anisotropic natural rough 

surface models with predetermined statistical properties 

using Savitzky-Golay filter. Unlike the spectral-domain 

methods, the proposed method does not require the 

calculation of two-dimensional inverse Fourier 

transforms which constitute a computational burden for 

generating large ensembles of high-resolution surfaces.  

A comparative analysis between the proposed spatial-

domain method and one of the conventional spectral-

domain methods is presented. The comparison shows 

that the proposed spatial-domain method results in 

substantially improved computational performance.  

The fitness of the generated rough surface to the 

predetermined statistical properties is verified by 

calculating a variogram for numerical measurement of 

the variance and the correlation lengths. To demonstrate 

the importance of generating such a rough surface for 

simulation of electromagnetic polarimetric systems,  

a rough surface with anisotropic statistical properties  

is placed in the near field region of two antennas of 

orthogonal polarizations. It is shown that the self and 

mutual electromagnetic coupling coefficients of the two 

antennas can be used for measuring the orientation of the 

rough surface. 

 

Index Terms ─ Polarimetric SAR, rough surface 

generation, Savitzky-Golay filter. 
  

I. INTRODUCTION 
Many applications make use of electromagnetic 

(EM) scattering from natural surfaces such as earth 

remote sensing via imaging synthetic aperture radar 

(SAR) [1-16]. In such applications it is usually required 

to numerically generate randomly rough surface (RRS) 

models with a predetermined set of statistical properties 

to simulate EM scattering from natural ground surfaces 

[17-21]. One often desires to generate a random surface 

with a particular probability distribution (may be 

Gaussian with a given mean and variance) and with a 

specific spatial correlation length. In such simulations  

it may be an objective to find the relation between  

the polarization of the backscattered field and the 

geometrical and electrical properties of the imaged 

ground surface. The presented work is concerned with 

the generation of rough surface that is realistic in 

simulating natural ground surface and to assess the 

backscattered field due to incident EM waves. The 

purpose of such a study is to find the relation between 

the polarization properties of the EM scattering from 

such surfaces and the geometrical characteristics of  

the rough surface itself. The main goal is to arrive at 

numerical results that may be useful for understanding 

the land images taken by fully polarimetric SAR 

systems. 

The conventional techniques used for generating 

rough surface models depend on the surface generation 

in the spectral domain and then the application of the 

inverse discrete Fourier transformation (IDFT) to get  

the rough surface heights in the spatial domain [22-24]. 

However, in some other methods [18], the random 

surfaces are generated numerically with an arbitrary 

predetermined distribution function and correlation 

function of surface roughness. This leads to discretize 

the surface into a large number of segments, which can 

be considered uncorrelated roughness (white noise). The 

resulting profile is then smoothed to get the final model 

of the rough surface. All these methods arrive at a  

model for the required random rough surface with good 

accuracy of the resulting statistical parameters but, 

however, a great numerical effort is required and the 

assessment of the agreement with the required statistical 

properties should be explicitly done in subsequent 

operations. 
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The present work introduces a spatial-domain 

technique for generating anisotropic spatially-correlated 

random rough surface with predetermined statistical 

properties (mean height, root-mean-square height and 

correlation length). This technique applies the Savitzky-

Golay filter (SGF) to realize the required correlation 

lengths between the adjacent heights in two perpendicular 

directions (𝑥 and 𝑦). It depends on the generation of a 

two-dimensional array of uncorrelated Gaussian random 

numbers that represent surface heights, which are further 

refined by linear interpolation to get higher resolution of 

the rough surface points. The SGF is then applied with 

appropriate smoothing factor and window size to get the 

surface heights correlated with the desired correlation 

lengths in both 𝑥 and 𝑦 directions. Due to the application 

of SGF the mean value and the variance of the resulting 

spatially correlated array of random numbers may be 

different from those predetermined values. For this 

purpose, the mean value of the resulting array is set to 

the required value by adding a constant value to the array 

elements. Also, the array elements are rescaled to get the 

desired root-mean-squared height.  

The method proposed in the present work to 

generate a random rough surface directly in the spatial 

domain does not need the heavy mathematical procedures 

including two-dimensional inverse Fourier transform for 

high resolution surface models or convolutional integrals 

required in the other techniques. Moreover, it is simple 

and capable of generating both isotropic and anisotropic 

rough surfaces with the predetermined statistical 

parameters. Furthermore, it insures the fitness of the 

resulting spatially correlated rough surface to the desired 

Gaussian distribution and the required statistical 

properties within a predetermined acceptable error by 

achieving histogram and variogram measurements.  

The present work demonstrates the importance of 

generating such rough surfaces for EM simulation of  

the fully polarimetric land imaging synthetic aperture 

radar systems, and its dependence on the polarization 

properties of the EM field backscattered from natural 

rough surfaces.  

In the following sections of this paper the statistical 

properties of the natural rough surfaces, including 

ergodicity, isotropy and anisotropy, are discussed. The 

computational procedure of applying the proposed 

spatial-domain SGF correlation method is described in 

detail. Also, one of the conventional spectral-domain 

methods that are commonly used to generate Gaussian 

rough surface models is described in Appendix A. The 

numerical results are presented and discussion where a 

variety of random rough surfaces with various statistical 

properties are generated. The polarization of the near 

field backscattered by a rough surface is studied. The 

dependence of the co-polarized and cross-polarized 

components of the backscattered field on the geometrical 

and statistical parameters of the surface is investigated 

and discussed. To demonstrate the improved 

computational performance achieved by the proposed 

method, a comparative analysis with the conventional 

spectral-domain technique is presented. The rate of 

convergence of ensemble averaged coefficients of EM 

scattering from the generated RSS with the ensemble is 

investigated and discussed. 
 

II. STATISTICAL PROPERTIES OF 

NATURAL RANDOM ROUGH SURFACES 
The statistical distribution of the heights of the 

points on a natural rough surface is most commonly 

described by a Gaussian probability distribution function 

with zero mean, which is expressed as: 

𝑔(𝑧) =
1

𝜎√2𝜋
 exp (−

𝑧2

2𝜎2
),              (1) 

where 𝑧 represents the height of a point on the surface, 𝜎 

is the standard deviation  

The root-mean-squared height, ℎ𝑟𝑚𝑠, of such a 

rough surface is equal to 𝜎 and is often used to give an 

indication of the “degree of roughness”.  

Another important parameter that describes the 

spatial distribution of the surface heights is the spatial 

correlation function between adjacent points on the 

surface. For two points at horizontal locations 𝐫 and �́�, 
respectively, the height-height correlation function is 

defined as, 

           𝐶𝑧𝑧(𝐫, �́�) = 〈𝑧(𝐫)𝑧
′(�́�)〉 =

       ∫ ∫ 𝑧 𝑧′ 𝑝(𝐫, 𝑧, �́�, �́�) 𝑑𝑧 𝑑�́�
∞

−∞

∞

−∞
,                 (2) 

where, 

   𝐫 = 𝑥 �̂�x + 𝑦 �̂�y,              (3) 

where 𝑥 and 𝑦 are the horizontal coordinates of the point 

on the rough surface. 

 

A. Ergodicity, isotropy and anisotropy of the rough 

surface and the spatial correlation function 

In statistics, the term "ergodic" describes a random 

process for which the global average of one sequence  

of events is the same as the ensemble average. If the 

ensemble average is dependent on the ensemble chosen, 

(i.e. the mean varies from ensemble to ensemble), then 

the random process is not ergodic. It happens frequently 

that each realization of the ensemble carries the same 

statistical information about the homogeneous random 

process as every other realization. The spatial averages 

calculated for any realization are then all equal and 

coincide with the ensemble average. The homogeneous 

random process is then said to be an ergodic process. 

A rough surface is called homogeneous if the 

characteristics of the surface height distribution over the 

horizontal dimensions do not change with the horizontal 

location on the surface. Consequently, the height-height 

correlation between two points on the surface will 

depend only on the vector difference, 𝐫 − �́�, between  

the horizontal locations, 𝐫 and �́�, of the two points. The 
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rough surface is called isotropic if it has the same 

characteristics along any direction. For a homogeneous 

isotropic rough surface, the random process will be 

"isotropically ergodic" in all the directions. However, 

some homogenous rough surfaces have their height-

height correlation function dependent on the horizontal 

direction; such a rough surface is “directionally 

homogeneous” and, consequently, the random process 

for the surface heights is “directionally ergodic”. 

For isotropic homogeneous rough surface, the 

height-height correlation function depends only on the 

scalar horizontal distance between the two points. For 

directionally homogenous anisotropic rough surface the 

height-height correlation function depends on the vector 

distance between the two points and the expression (2) 

for the correlation function can be written as: 

𝐶𝑧𝑧(𝐫, 𝐫′) = 𝐶𝑧𝑧(𝑑𝑥 , 𝑑𝑦) 

            = ∫ ∫ 𝑧 𝑧′ 𝑝(𝑧, 𝑧′, 𝑑𝑥 , 𝑑𝑦)
∞

−∞

 𝑑𝑧 𝑑𝑧′,             (4)
∞

−∞

 

where, 

                      𝑑𝑥 = |𝑥 − �́�|, 𝑑𝑦 = |𝑦 − �́�|.                 (5) 
 

B. Two-point height-height probability distribution 

function 

The common types of natural rough surfaces have  

a Gaussian two-point joint probability distribution 

function for the heights of any two points on the surface 

of horizontal separations (𝑑𝑥 , 𝑑𝑦). 

The correlation length can be qualitatively defined 

as the maximum length over which two points are 

correlated. For directionally homogenous anisotropic 

rough surface, the Gaussian height-height probability 

density function can be expressed as follows: 

𝑝(𝑧, 𝑧′, 𝑑𝑥, 𝑑𝑦) =
1

2𝜋√𝜎4 − 𝐶𝑧𝑧
2 (𝑑𝑥 , 𝑑𝑦)

 

exp (−
𝜎2(𝑧2 + 𝑧′

2
) − 2𝑧𝑧′𝐶𝑧𝑧(𝑑𝑥 , 𝑑𝑦)

2𝜎4 − 2𝐶𝑧𝑧
2 (𝑑𝑥, 𝑑𝑦)

) , 

(6) 

 

where 𝐶𝑧𝑧(𝑑𝑥 , 𝑑𝑦) is the correlation function whose 

definition is given by (4). The power exponential, or 

Gaussian, correlation function can be expressed as: 

where 𝑙𝑐𝑥 and 𝑙𝑐𝑦  are the correlation lengths in the 𝑥 and 

𝑦 directions, respectively. 
 

III. SPATIAL CORRELATION OF 

UNCORRELATED RANDOM NUMBERS 

USING SGF 
As the most important and critical process for 

creating a natural model of rough surface is to correlate 

the heights of the adjacent points of a two-dimensional 

array with the required correlation length, this section is 

dedicated for the description of the application of SGF 

[25] on a one-dimension of set of uncorrelated random 

numbers. The generalization of the method to correlate a 

two-dimensional set is then described. 

The concept of smoothing can be thought of as 

removing the effect of noise (spatially uncorrelated 

random values) from a set of measured values. This can 

simply be achieved by replacing each data point by the 

average of the surrounding points, because nearby points 

measure values almost close to each other, so averaging 

will reduce the effect of the noise. 

SGF belongs to the category of digital filters. It is a 

well-adapted low pass filter used for smoothing data. 

SGF is used to smooth data in the domain of the data 

generation, it doesn’t require to Fourier transform the 

data to another domain to remove undesired components 

and transform back.   

For correlating a set of random numbers that 

represent the values of a random function 𝑧(𝑥) at equally 

spaced distances along x-direction, a digital filter is 

applied to the data values 𝑧𝑖 ≡ 𝑧(𝑥𝑖), where 𝑥𝑖 ≡ 𝑥𝑜 +
𝑖∆ and ∆ is a constant spacing between points, 𝑖 = ⋯−
2,−1,0,1,2,⋯. The simplest type of digital filter is the 

one that replaces each 𝑧𝑖 by a linear combination 𝑍i of 

itself and the neighboring points, that is,  

  𝑍𝑖 = ∑ 𝑐𝑛𝑧𝑖+𝑛
𝑛𝑅
𝑛=−𝑛𝐿

 ,                 (8) 

where 𝑛𝐿 is the number of the random values on the left 

of 𝑧𝑖, the desired value to be replace, and  𝑛𝑅 is the 

number of data points to the right of it; cn is the weights 

of averaging. Here it is assumed that we have a moving 

window of length 𝑛𝐿 + 𝑛𝑅 + 1 to sequentially scan  

the values of the vector z. In each step it replaces the 

value of the function 𝑧(𝑥) = 𝑧𝑖 at the center point of  

the window by the weighted average of itself and the 

neighbouring points. 

To understand the SGF, let’s start by considering the 

simplest case where all the points have the same weight 

in equation (8), i.e., 𝑐𝑛 = 1/ (𝑛𝐿 + 𝑛𝑅 + 1). If the 

function 𝑧 (𝑥) representing these set of points 

(−𝑛𝐿 𝑡𝑜 𝑛𝑅) is constant or is changing linearly with its 

argument 𝑥 (increasing or decreasing), then no bias is 

introduced in the resulting 𝑧 after applying the averaging 

filter. Under this condition, the moving average technique 

will preserve the zero-order and the first order harmonic 

of 𝑧. However, if the function 𝑧 has significant second 

or higher order components, these harmonics will be 

significantly affected or almost removed by applying  

a moving average filter. In case these higher order 

harmonics are of physical interest, then the application 

of such a moving averaging window filter will result  

in significant loss of information which may be 

unacceptable. The idea of SGF is to find coefficients 

𝑐𝑛 that preserve higher moments. Equivalently, the idea 

is to approximate the underlying function within the 

moving window not by a constant (whose estimate is the 

𝐶𝑧𝑧(𝑑) = 𝜎
2exp (−(

𝑑𝑥
2

𝑙𝑐𝑥
2
+
𝑑𝑦
2

𝑙𝑐𝑦
2
)) ,   (7) 
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average), but by a polynomial of higher order, typically 

quadratic, cubic or quartic. For each point 𝑍𝑖 a polynomial 

is least-squares fitted to all 𝑛𝐿 + 𝑛𝑅 + 1 points in the 

moving window, and then 𝑍𝑖  is set to be the value of  

that polynomial at position 𝑖. Simply, the quadratic 

polynomial will preserve the second order harmonic and 

the cubic will preserve the third order one and so forth. 

The smoothing polynomial is found using least square 

fitting which minimizes the sum of squared differences 

between an observed value, and the fitted value provided 

by the filter model. 

For a two-dimensional RRS extending in 𝑥- and 𝑦-

directions, the height 𝑧(𝑥, 𝑦) at each point represents the 

height function in the 𝑧-direction. The height 𝑧 is the 

function to be smoothed by the SGF. In this case the 

above procedure is applied on each row of the surface 

points and then applied on each column consecutively. 

Applying SGF to the generated Gaussian random heights 

constituting a rough surface will create a correlation 

between the heights of the neighbouring points for the 

surface. The aim is to correlate the surface points with a 

desired correlation length and preserve the Gaussian 

probability density function of the surface heights. 
 

IV. PROCEDURE OF GENERATION OF 

SPATIALLY CORRELATED GAUSSIAN 

ROUGH SURFACE 
The main idea behind the method presented here for 

generating a spatially correlated Gaussian rough surface 

is to spatially correlate the adjacent elements of two-

dimensional array of uncorrelated Gaussian numbers  

so as to satisfy the required statistical parameters of  

a natural rough surface as described in Section II. The 

properties of the resulting array after correlation shall 

satisfy the following requirements:  

- Gaussian distribution of the surface heights, 𝑔(𝑧), 
- zero mean, 𝜇 = 0, 

- The standard deviation is equal to the required root-

mean-squared height, 𝜎 = ℎ𝑟𝑚𝑠, 
- The required spatial correlation lengths (𝑙𝑐𝑥 and 𝑙𝑐𝑦  in 

𝑥 and 𝑦 directions, respectively), 

- The required height-height correlations function, 

𝐶𝑧𝑧(𝑑𝑥 , 𝑑𝑦), and, finally, 

- The required two-point joint probability distribution 

function for the surface heights 𝑝(𝑧, 𝑧′, 𝑑𝑥 , 𝑑𝑦). 

The procedure for the process of generating spatially 

correlated Gaussian rough surface is described in some 

detail in the following subsections. 
 

A. Generation of two-dimensional uncorrelated 

Gaussian random data 

Two-dimensional arrays of spatially uncorrelated 

random numbers can be generated to satisfy a set of 

predetermined statistical parameters such as a specific 

probability distribution, mean value and variance. Various 

generation methods are available in literature [26-28] 

and can be used to generate such two-dimensional 

arrays. To generate a realistic model for a natural ground 

surface, the first step of the procedure is to generate  

two-dimensional (𝑀 × 𝑁) array of Gaussian random 

numbers so as to fit the desired Gaussian probability 

density function. Let this two-dimensional array of 

uncorrelated random numbers be 𝐺(𝑀,𝑁): 

𝐺(𝑀,𝑁) = 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛𝑅𝑛𝑑𝐺𝑒𝑛(𝜇 = 0, 𝜎
= ℎ𝑟𝑚𝑠, 𝑀, 𝑁). 

(9) 

 

B. Refinement of the uncorrelated Gaussian random 

data 

To get improved resolution of the uncorrelated 

random number array and to get it more suitable for 

subsequent application of the SGF, the generated array 

is refined by linear interpolation to insert an element 

between each two successive elements of the random 

number array. This refinement is carried out in both  

rows (𝑥) and columns (𝑦) directions. The dimensions of 

the refined array for the heights of the rough surface 

are (2𝑀 × 2𝑁). Let the output array of this stage, or the 

refined version of 𝐺(𝑀,𝑁) be 𝐺(2𝑀, 2𝑁); this can be 

expressed as: 

𝐺(2𝑀, 2𝑁) = 𝑅𝑒𝑓𝑖𝑛𝑒{𝐺(𝑀,𝑁) }. (10) 

 

C. Application of SGF 

For correlating the heights of the adjacent points  

of 𝐺 the SGF, described in Section III, is applied as  

a smoothing window of length 𝑊 points moving 

sequentially on the array elements to scan the rows and 

then to scan the columns, thereby correlating all the 

sequential points lying within the window on both rows 

and columns. Thus, the SGF acts as a correlator for each 

group of 𝑊 neighbouring array elements. This process 

can be described by the following equation: 

𝐺(2𝑀, 2𝑁) = 𝑆𝐺𝐹{𝐺(2𝑀, 2𝑁,𝑊,𝑊) }. (11) 

It is clear that the output of the SGF, 𝐺(2𝑀, 2𝑁), is 

a two-dimensional array of correlated random numbers 

with correlation length of 𝑊 points in both the row (𝑥) 

and column (𝑦) directions. In this manner, the resulting 

rough surface has (𝑊 − 1) segments per correlation 

length in both 𝑥 and 𝑦 directions. The entire surface has 

resolution of (2𝑀 − 1) and (2𝑁 − 1) segments along 

the 𝑥 and 𝑦 directions, respectively. It is convenient to 

set (2𝑀 − 1) as well as (2𝑁 − 1) to be integer multiples 

of (𝑊 − 1). 
If one sets the horizontal separations between the 

successive surface rows and columns to ∆𝑥 and ∆𝑦, 

respectively, the resulting correlation lengths will be 

𝑙𝑐𝑥 = (𝑊 − 1)∆𝑥  and 𝑙𝑐𝑦 = (𝑊 − 1)∆𝑦. It should be 

noted that ∆𝑥 and ∆𝑦 can be arbitrarily set to get the 

predetermined values of 𝑙𝑐𝑥 and 𝑙𝑐𝑦 . In this way, the 
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width and length of the entire rough surface are 𝐿𝑥 =
 (2𝑀 − 1)∆𝑥 and 𝐿𝑦 = (2𝑁 − 1) ∆𝑦.  

For accurate results of EM scattering, the number of 

segments per correlation length should be large enough, 

i.e., 𝑊 − 1 ≫ 1. In the same time, the electrical length 

of one segment should be small enough, i.e., ∆𝑥 ≪ 𝜆 and 

 ∆𝑦 ≪ 𝜆, where 𝜆 is the free space wavelength. 

  

D. Preserving the required mean and standard 

deviation of resultant rough surface 

Due to the refinement and the application of SGF 

processes to the uncorrelated two-dimensional Gaussian 

numbers as described in Sections IV.B and IV.C,  

both the mean value and the standard deviation of the 

resulting may become different from the target values 

required for the final heights of the rough surface.  

Let the mean value and the variance of 𝐺 be: 

𝜇𝑆 = 𝑀𝑒𝑎𝑛(𝐺),  (12) 

𝜎𝑆
2 = 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝐺) .   (13) 

To preserve zero mean of the finally generated 

rough surface, the mean value 𝜇𝑆 is subtracted from each 

element of the array 𝐺. The resulting array is then scaled 

by a factor ℎ𝑟𝑚𝑠/𝜎𝑆 to get the final value of the standard 

deviation equal to the target value, ℎ𝑟𝑚𝑠. This process 

can be described as follows: 

𝑧(2𝑀, 2𝑁) =
ℎ𝑟𝑚𝑠

𝜎𝑆
 (𝐺 − 𝜇𝑆). (14) 

 

E. Variogram for measuring the statistical properties 

of the final rough surface 

To check the fitness of the resulting spatially 

correlated rough surface to the predetermined statistical 

properties, a variogarm is calculated for numerical 

measurement of the variance ℎ𝑟𝑚𝑠
2  and the correlation 

lengths 𝑙𝑐𝑥 and 𝑙𝑐𝑦  in 𝑥 and 𝑦 directions, respectively. 

The variogram is an indication for of how the spatial data 

are related with distance, therefore it's a measure of  

the correlation length 𝑙𝑐 in a specific direction. The 

variogram for lag vector h is defined as the average 

squared difference of values separated approximately by 

h and is expressed as follows: 

   𝛾(𝐡) =
1

𝑁(𝐡)
∑[𝑧(𝐫∝ + 𝐡) − 𝑧(𝐫∝)]

2

𝑁(𝐡)

∝=1

, (15) 

where, 𝐡 = ℎ𝑥 �̂�𝑥 + ℎ𝑦 �̂�𝑦 is the lag vector representing 

the vector separation between two spatial locations,  

𝐫 = 𝑥 �̂�𝑥 + 𝑦 �̂�𝑦 is the horizontal vector of spatial 

coordinates, 𝑧(𝐫∝) is the (height) variable under 

consideration as a function of the spatial location 𝐫∝, 

𝑧(𝐫∝ + 𝐡) is lagged version of variable under 

consideration, 𝑁(𝐡) is the count of all pairs of points 

having vector separation h. 

Figure 1 shows a model plot of the variogram 

against the lag distance ℎ. After a long enough lag 

distance the plotted curve becomes constant and equal to 

the variance and the random data are no more correlated. 

The correlation length 𝑙𝑐 (in the direction of 𝐡) is the lag 

distance at which the variogram reaches about 63% of 

the variance whereas the range (3𝑙𝑐) is the lag distance 

at which the variogram reaches about 95% of the 

variance. 

By setting 𝐡 = ℎ𝑥 �̂�𝑥, the variogram can be plotted 

and fitted to the following exponential function from 

which one can deduce the correlation length in the 𝑥 

direction: 

𝛾(ℎ𝑥) = ℎ𝑟𝑚𝑠
2 (1 − 𝑒−ℎ𝑥/𝑙𝑐𝑥).    (16) 

Similarly, by setting ℎ = ℎ𝑦 �̂�𝑦, the variogram can 

be plotted and fitted to the following exponential 

function from which one can deduce the correlation 

length in the 𝑦 direction: 

𝛾(ℎ𝑦) = ℎ𝑟𝑚𝑠
2 (1 − 𝑒−ℎ𝑦/𝑙𝑐𝑦).  (17) 

 

 

Fig. 1. Variogram of the rough surface model. 

 

V. POLARIZATION CHARACTERISTICS 

OF THE SCATTERED NEAR FIELD  
To demonstrate the importance of generating a 

random rough surface for the simulation of 

electromagnetic polarimetric systems, an anisotropic 

rough surface with predetermined statistical properties is 

placed in the near field region of two coplanar linearly 

polarized antennas of orthogonal polarizations.  

The antenna arrangement is shown in Fig. 2. To 

account for the vertical and horizontal polarizations of 

the backscattered field, two orthogonal dipoles (crossed 

dipoles) are used as transmitter/receiver. One of the two 

dipoles is vertically oriented whereas the other one is 

horizontally oriented.  

The crossed dipole antennas are designed to get a 

perfect impedance matching for negligible reflection 

coefficient. The generated rough surface has a perfectly 

electric conducting material. It is shown that the self and 

mutual electromagnetic coupling coefficients of the two 

antennas can be used for measuring the orientation of the 

rough surface. 

Let 𝐸𝑣𝑡 and 𝐸𝑣𝑟  be the transmitted and received  

Lag distance (h) 

63% Sill 

𝑙𝑐 

No correlation 

95% Sill 

Range=3𝑙𝑐 

Sill 
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electric fields, respectively, at the port of the vertical 

dipole and let 𝐸ℎ𝑡  and 𝐸ℎ𝑟  be the transmitted and 

received electric fields, respectively, at the port of the 

horizontal dipole. 

 
 

Fig. 2. The configuration of the antenna system used to 

study the polarization characteristics of the near field 

scattered from the rough surface. 

 

The edges bounding the rough surface due to the 

geometrical truncation are not found in the real (natural) 

surfaces. For an incident plane wave the entire rough 

surface including its truncation edges will be illuminated; 

in this case, the edges would significantly contribute  

to the EM scattering. Therefore, a Gaussian beam may 

be a solution to avoid the surface edge contribution. 

However, in the present work another solution is 

employed to avoid such unwanted effect. The dipoles 

used to calculate the (near zone) scattering parameters 

are very short relative to the rough surface dimensions. 

Moreover, they are placed near the center of the 

truncated rough surface (i.e., far from the edges) which 

causes the interaction between the dipoles and the rough 

surface edges to be very weak and of insignificant 

contribution to the scattering parameters calculated at the 

antenna ports. 

Let the port of the vertical dipole be denoted as (1) 

and the horizontal one as (2). To calculate the co-

polarized component of the field backscattered from the 

arbitrary surface we consider the following parameters, 

𝑆𝑣𝑣 ≡ 𝑆11 =
𝐸𝑣𝑟(1)

𝐸𝑣𝑡
|
𝐸ℎ𝑡=0

,   (18) 

where 𝐸𝑣𝑟(1) is the electric field received by the vertical 

dipole when the same dipole is acting as a transmitter: 

𝑆ℎℎ ≡ 𝑆22 =
𝐸ℎ𝑟(2)

𝐸ℎ𝑡
|
𝐸𝑣𝑡=0

,   (19) 

where 𝐸ℎ𝑟(2) is the electric field received by the 

horizontal dipole when the same dipole is acting as a 

transmitter. Also, to calculate the cross-polarized 

component of the backscattered field we consider the 

following parameters: 

𝑆ℎ𝑣 ≡ 𝑆21 =
𝐸ℎ𝑟(1)

𝐸𝑣𝑡
|
𝐸ℎ𝑡=0

,   (20) 

where 𝐸ℎ𝑟(1) is the electric field received by the 

horizontal dipole when the vertical dipole is acting as a 

transmitter. 

𝑆𝑣ℎ ≡ 𝑆12 =
𝐸𝑣𝑟(2)

𝐸ℎ𝑡
|
𝐸𝑣𝑡=0

,   (21) 

where 𝐸𝑣𝑟(2) is the electric field received by the vertical 

dipole when the horizontal dipole is acting as a 

transmitter. 

 

VI. RESULTS AND DISCUSSION  
The presentation of the numerical results in this 

section aim to investigate the theoretical and procedural 

issues discussed in the previous sections. The capability 

of the algorithm developed for applying SGF to generate 

a random rough surface which maintains the target 

statistical parameters as required is numerically 

investigated. The numerical results concerned with the 

generation of a variety of both isotropic and anisotropic 

rough surfaces with various statistical parameters such 

the correlation lengths in 𝑥 and 𝑦 directions are presented. 

Other results are presented to verify that the generated 

rough surface realizes the target statistical parameters 

such as the overall Gaussian distribution of the surface 

heights, the correlation lengths in the different directions, 

the root-mean-squared height, the two-point height-height 

joint probability density function and the correlation 

function. Finally, the numerical results concerned with 

the polarization properties of the scattered field from 

rough surface are demonstrated for the purpose of 

relating the properties of the backscattered field to the 

statistical properties of the RRS itself.  

 

A. Application of SGF to spatially correlate two-

dimensional random data 

As described in Section 4.1, the first step of 

generating a spatially correlated random rough surface 

with the desired statistical properties is to generate a  

𝑀 × 𝑁 array of uncorrelated Gaussian random numbers 

with zero mean and unity variance. These random 

numbers can be considered as the heights of a spatially 

uncorrelated rough surface. The Matlab “normrnd()” 

function is used to generate 100 × 100 array of 

uncorrelated random numbers. A three-dimensional plot 

of such an array with 𝑀 = 𝑁 = 100 is shown in Fig. 3. 

These random numbers are 10,000 data samples of 

spatially uncorrelated heights, which are to be subjected 

to the procedure described in Section IV.C to generate 

the spatially correlated rough surface with the desired 

statistical properties. 
As described in Section IV.B, the resolution of the 

uncorrelated two-dimensional array presented in Fig. 3 

is doubled by inserting an extra point between each  

two successive points of the original array by linear 
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𝐸𝑣𝑡, 𝐸ℎ𝑡 

 

𝐸𝑣𝑟, 𝐸ℎ𝑟 

 

𝐿𝑥  
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interpolation to obtain a two-dimensional array of 200 ×
200 elements. To get a spatially correlated rough surface 

of size 200 × 200 points with 18 points correlation 

length, the SGF with a smoothing window of 18-point 

length is applied to correlate the random numbers on 

each row and column as described in Section IV.C. 

Figure 4 shows the resulting spatially correlated 

Gaussian random rough surface with 𝜇 = 0, ℎ𝑟𝑚𝑠 = 1.0, 

and 𝑙𝑐𝑥 = 𝑙𝑐𝑦 = 18 points. Figure 5 presents a 

comparison between the spatially correlated rough 

surface (after the application of SGF correlation method) 

and the uncorrelated random numbers for 100 points 

lying on the central row of the two-dimensional array. 

 

 
 
Fig. 3. Plot of two-dimensional array of 100 × 100 

uncorrelated Gaussian random numbers with zero mean 

and unity standard deviation. 

 

 
 
Fig. 4. Plot of the spatially correlated rough surface 

generated by applying the procedure described in 

Section IV to the uncorrelated Gaussian array presented 

in Fig. 3. 

 

 
 

Fig. 5. Comparison between the spatially correlated 

rough surface and the uncorrelated random numbers for 

100 points lying on the central row of the two-

dimensional array. 

The correlation length can be numerically measured 

using the variogram as described in Section IV.E. The 

measured variogram of the generated RRS is plotted as 

shown in Fig. 6. The fitted curve for the variogram gives 

a correlation length of 18 points, which is exactly as 

desired. This indicates the accuracy and efficiency of the 

proposed method for generating a rough surface with 

predetermined statistical properties. 
 

 
 

Fig. 6. Variogram of the spatially correlated rough 

surface generated by the SGF correlation method. 
 

B. Comparative analysis between the spectral and 

spatial domain techniques of rough surface generation 

Numerical comparisons between the proposed 

spatial-domain method and the conventional spectral-

domain methods of generating RRS are presented. The 

following comparisons are concerned with accuracy  

of the statistical parameters of the generated RRS and 

some computational performance metrics such as the 

computational time and memory space requirements. 
 

B.1 Fitness of the generated rough surface to the 

predetermined statistical model 

One-dimensional 100-point resolution rough surfaces 

generated by the proposed spatial-domain method and 

the conventional spectral-domain method are presented 

in Fig. 7 (a) and Fig. 7 (b), respectively.  
 

 
  (a) Spatial-domain technique 

 
  (b) Spectral-domain technique 
 

Fig. 7. One-dimensional rough surfaces generated by the 

spatial-domain and the spectral-domain methods. 
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Three-dimensional plots of 20 × 20 cm rough 

surfaces generated using both the spatial and spectral 

domain techniques are presented in Fig. 8 (a) and Fig. 8 

(b), respectively. Both surfaces are isotropic with 𝑙𝑐𝑥 =
 𝑙𝑐𝑦 = 2 cm. Figure 9 presents anisotropic rough surfaces 

generated using both techniques with 𝑙𝑐𝑥 = 0.2𝑙𝑐𝑦 =

2 cm. The corresponding variograms of the two rough 

surfaces are plotted in Fig. 10. Comparing the variograms 

of the two surfaces shows that both the spatial-domain 

and spectral-domain methods are successful in generating 

rough surfaces that accurately satisfy the predetermined 

statistical properties. 
 

 
(a) Spatial-domain technique 

 
(b) Spectral-domain technique 

 

Fig. 8. Rough surfaces of dimensions 20 × 20 cm 

generated using the spatial and spectral methods, 𝑙𝑐𝑥 =
 𝑙𝑐𝑦 = 2 cm. 
 

 
(a) Spatial-domain technique 

 
(b) Spectral-domain technique 

 

Fig. 9. Rough surfaces of dimensions 20 × 20 cm 

generated using the spatial and spectral methods, 𝑙𝑐𝑥 =
 0.2𝑙𝑐𝑦 = 2 cm 

B.2. Computational performance 

To generate a surface of 𝑁 × 𝑁 discrete points using 

the spectral domain method described in Appendix A, 

one has to compute a two-dimensional (𝑁 × 𝑁) IDFT. 

For large values of 𝑁, this takes a substantially larger 

computational time than that taken by the proposed 

spatial-domain method to generate the same surface. 

For the sake of comparing the computational 

performance of the proposed spatial domain technique to 

that of the conventional spectral domain one, a 10 ×
10 𝑐𝑚 rough surface with statistical parameters: 𝑙𝑐𝑥 =
𝑙𝑐𝑦 = 1 cm, 𝜎 = 1 cm and  𝜇 = 0, has been generated 

using both of them. The surface dimensions are 𝑁 × 𝑁 

points; a higher value of 𝑁 produces a surface of higher 

resolution. 
 

 
(a) Spatial-domain technique 

 
(b) Spectral-domain technique 

 

Fig. 10. Variograms of the spatially correlated rough 

surfaces generated by the proposed SGF correlation 

method and the spectral-domain method. 

 
B.2.1. Improved computational time 

The computational time required to generate a 

square random surface of 𝑁 × 𝑁 points (using a specific 

computer) is plotted against  𝑁 as shown in Fig. 11  

for both the spectral-domain and the spatial-domain 

methods. It is clear that the spatial-domain method takes 

substantially less time than that taken by the spectral 

domain method.  

Figure 12 shows a plot of the percentage of the 

computational time taken by the proposed spatial-

domain method relative to that taken by the spectral-

domain method. It is clear that the computational time is 

reduced by about 20%-35% when compared to the time 
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taken by the spectral domain method depending on the 

surface resolution. 
 

 
 

Fig. 11. Computational time required for generating 

square rough surface of dimensions 𝑁 × 𝑁 points. 
 

 
 

Fig. 12. Percentage of computational time taken by the 

proposed spatial domain method relative to that taken by 

the spectral domain method. 
 

B.2. Improved memory space 

According to the algorithm of the spectral-domain 

method as described in Appendix A, the two-dimensional 

complex arrays 𝐹(𝑘𝑝, 𝑘𝑞) and its inverse Fourier transform 

𝑓(𝑥𝑚, 𝑦𝑛) require a storage capacity of 2 × (𝑁 × 𝑁) ×
16 bytes. According to the algorithm of the spatial-

domain method as described in Section VI, the two-

dimensional array 𝐺 requires a storage capacity of 
(𝑁 × 𝑁) × 8 bytes. This means that the percentage of 

the memory space reduction due to the application of the 

spatial domain method instead of the spectral domain 

method can be expressed as: 

𝑀𝑒𝑚𝑜𝑟𝑦 𝑆𝑝𝑎𝑐𝑒 𝑅𝑒𝑑𝑢𝑡𝑖𝑜𝑛 (%) 

= 
(𝑁×𝑁)×8

2×(𝑁×𝑁)×16
× 100 % = 25 %.  (22) 

 

C. Polarization characteristics of the near field 

scattered from finite rough surfaces 

The aim of this section is to find the relation 

between the polarization characteristics of the near field 

scattered from a rough surface and the geometrical and 

statistical properties of the surface. For this purpose, and 

before going into a deep study of the rough surface 

response to EM waves, we study the polarization 

characteristics of the near field scattered from a square 

conducting sheet whose heights are given as sinusoidal 

variation in one direction (𝑥) and constant with the other 

direction (𝑦). For polarimetry, a crossed-dipole antenna 

arrangement is used for transmission and reception. For 

accurate polarimetry, both of the crossed dipoles should  

be designed to have perfectly matched impedance. 
 

C.1. Crossed-dipole antenna characteristics 

This section is concerned with the design of the 

crossed-dipole antenna arrangement to get perfect 

impedance matching for accurate estimation of the EM 

polarization properties of the field scattered from the 

surface under consideration. This antenna arrangement 

consists of co-planar vertical and horizontal dipoles as 

shown in Fig. 13. Each dipole has a length 𝑙, diameter 𝑑 

and excitation gap width 𝑔. The main goal is to get the 

optimum values of  𝑙, 𝑑 and g for minimum return loss at 

the dipole antenna ports. 

The dipole parameters are set to 𝑙 =  2.7 𝑐𝑚, 𝑑 =
𝑙/20 and 𝑔 = 𝑙/18. The numerical results for the 

variation of the input impedance of this dipole with the 

frequency are presented in Fig. 14. It is shown that the 

imaginary part of the input impedance is zero at a 

frequency of 4343 MHz where the real part is about 

44 Ω. To obtain perfect matching of the dipole antenna 

the operation should be achieved at this frequency with 

𝑍0 set to 44 Ω in the numerical simulation. Figure 14 

shows a plot of the reflection coefficient, 𝑆11, against the 

frequency. It is shown that  𝑆11 has a minimum value of 

−47 dB at a frequency of 4343 MHz. 
 

 
 

Fig. 13. The crossed-dipole antenna arrangement. 
 

 

 
 

Fig. 14. Variation of the dipole input impedance and  

the reflection coefficient  𝑆11 with the frequency; 𝑙 =
 2.7 cm, 𝑑 = 𝑙/20 and 𝑔 = 𝑙/18. 

𝑙 

𝑑 

𝑔 

𝑙 
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C.2. Mutual coupling between sinusoidal surface and 

a nearby antenna 

A surface taking the shape of sinusoidal wave is 

generated with a wave length of 𝜆𝑠 and is placed in the 

𝑥𝑦 plane. The heights of the points of this surface are 

described by the equation, 

𝑧(𝑥) = 𝐴 sin (
2𝜋𝑥

𝜆𝑠
) ,   (22) 

where 𝐴 is the amplitude of the sinusoidal height 

variations. The surface dimensions are set to 20 ×
20 cm,  𝐴 = 0.8 cm and 𝜆𝑠 = 1.7 cm. 

As shown in Fig. 15, the crossed dipole antennas 

described in section V are located at a distance 𝐿𝑥 =
1.72 cm from the sinusoidal sheet. The plane of the 

crossed dipoles is parallel to the sheet. The scattering 

parameters required to study the polarization 

characteristics of the near field are calculated as 

described in section V. For convenience, the 𝑦-oriented 

dipole will be referred-to as the vertical dipole whereas 

the 𝑥-oriented dipole will be referred-to as the horizontal 

one. For demonstrating the dependence of the 

backscattered field on the orientation of the sinusoidal 

sheet the scattering parameters are calculated while the 

surface rotates from 0° to 90° about the z-axis. 
 

 
 

Fig. 15. The crossed dipole antennas are placed facing 

the center of the sinusoidal sheet. 

 

The co-polarized scattering parameters 𝑆11 and 𝑆22  
and the cross-polarized scattering parameters 𝑆12 and  

𝑆21  are plotted with the angle of rotation (𝜃) of the 

sinusoidal sheet. As shown in Fig. 16, the scattering 

parameter of the vertical dipole 𝑆11  has a value of 

−7.4 dB at 𝜃 = 0° where the vertical dipole is parallel to 

the straight lines of the sinusoidal sheet. With increasing 

the angle of rotation, the scattering parameter 𝑆11  
decreases reaching a minimum value of −11 dB at 𝜃 =
90° where this dipole is perpendicular to the straight 

lines of the sinusoidal sheet. Similarly, the scattering 

parameter 𝑆22  reaches a maximum value of −7.2 dB at 

𝜃 = 90°  and a minimum value of −11 dB at 𝜃 = 0°. 

As shown in Fig. 16, the cross-polarized parameters 

𝑆12  and 𝑆21  have their minimum values (−69.8 dB) at 

𝜃 = 0°  and 𝜃 = 90°, i.e., when one of the dipoles is 

parallel to the straight lines of the sinusoidal sheet. They 

reach their maximum values (−15 dB) at θ = 45°, i.e., 

when the straight lines of the sinusoidal sheet make an 

angle of  45° with each dipole. 

In conclusion, the orientation of the sinusoidal sheet 

around the 𝑧-axis can be indicated by the scattering 

parameters 𝑆11, 𝑆22 , 𝑆21 and 𝑆12 , and hence these 

scattering parameters can be used as polarimetric 

parameters for scatterers having geometrical shape 

similar to the sinusoidal sheet. 
 

 
 

Fig. 16. Variation of the scattering parameters (𝑆11 , 𝑆22 , 
𝑆21 and 𝑆12 ) with the rotational angle of the sinusoidal 

surface around 𝑧-axis. 
 

C.3. Ensemble size for converging backscattering 

coefficients 

The purpose of the following discussion is to 

investigate the rate of convergence of the coefficients of 

backscattering from rough surfaces generated using both 

the spectral-domain and the spatial-domain methods 

with increasing the ensemble size (number of sample 

rough surfaces over which the results are averaged). 

More precisely, it is required to get the minimum size of 

the ensemble to get converging results. 

For this purpose, a crossed-dipole antenna with 

same parameters as described in Section VI.C.1 is placed 

at a distance 𝑳 = 𝟏. 𝟕𝟐 𝐜𝐦 from a 𝟐𝟎 × 𝟐𝟎 cm rough 

surface of the statistical parameters: 𝒍𝒄𝒙 = 𝒍𝒄𝒚 = 𝟏. 𝟖 𝐜𝐦, 

𝒉𝒓𝒎𝒔 =  𝟎. 𝟓 𝐜𝐦. The scattering parameters 𝑺𝟏𝟏  and 

𝑺𝟐𝟐  representing copolarized bacscattered EM field are 

investigated at 𝒇 = 𝟒𝟑𝟒𝟑 𝐌𝐇𝐳.  

The results for the variation of the averaged 𝑆11  and 

𝑆22  with the ensemble size using the spectral and spatial 

domain methods are presented in Fig. 17 and Fig. 18, 

respectively. It is clear that both methods are fast 

convergent and a minimum ensemble size of 5 is fairly 

acceptable for both of them. 
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Ensemble Size 

 

Fig. 17. Convergence of 𝑆11  and 𝑆22 with increasing the 

ensemble size of rough surfaces generated using the 

spectral domain method. 

 

 
Ensemble Size 

 

Fig. 18. Convergence of 𝑆11  and 𝑆22 with increasing the 

ensemble size of rough surfaces generated using the 

spatial domain method. 

 

C.4. Polarization characteristics of the mutual 

coupling between rough surfaces and nearby antennas 

In this section we study the EM scattering from 

various anisotropic rough surfaces; each with a 

correlation length in one direction relatively larger than 

that in the perpendicular direction, for example, 𝑙𝑐𝑦 >

𝑙𝑐𝑥 . It is expected that the larger the ratio 𝑙𝑐𝑦/𝑙𝑐𝑥 , the 

closer the polarization characteristics of the near field 

scattered from the rough surface to that of the sinusoidal 

sheet studied in Section VI.C.2. 

For this purpose, we demonstrate anisotropic rough 

surfaces with various ratios of the correlation lengths: 

𝑙𝑐𝑦 /𝑙𝑐𝑥 = 20,10, 5, 1; each with dimensions 20 × 20 

cm. The geometrical models of these rough surfaces  

are presented in Fig. 19. The scattering parameters 

concerning the co-polarization and cross polarization of 

the backscattered field are compared to those obtained 

for the sinusoidal surface, which are presented in Section 

VI.C.2.  

Figure 20 shows the variation of the co-polarized 

and cross-polarized scattering parameters with the 

rotational angle 𝜃, from 𝜃 = 0°  to 𝜃 = 90° for each of 

the rough surfaces described above. 

In Fig. 20 (a) it is clear that, for the rough surface 

with 𝑙𝑐𝑦 /𝑙𝑐𝑥 = 20, the variations of both the co-

polarized and cross-polarized scattering parameters with 

the rotational angle 𝜃 are closer to the behavior of those 

parameters for the sinusoidal sheet presented in Fig. 16. 

The maximum difference between 𝑆11 and 𝑆22 occurs at 

𝜃 = 0°  and 𝜃 = 90°  where it is equal to about ±2.5 dB. 
 

 
(a) Rough surface with 𝑙𝑐𝑦 = 20 𝑙𝑐𝑥  

 
(b) Rough surface with 𝑙𝑐𝑦 = 10 𝑙𝑐𝑥 

 
(c) Rough surface with 𝑙𝑐𝑦 = 5 𝑙𝑐𝑥  

 
(d) Rough surface with 𝑙𝑐𝑦 = 𝑙𝑐𝑥 

 

Fig. 19. The generated rough surfaces with different 

correlation lengths. 
 

For such a rough surface, the cross-polarized 

scattering parameters 𝑆12  and 𝑆21  have their minimum 

values (about −40 dB) near 𝜃 = 0°  and 𝜃 = 90°, i.e., 

when one of the dipoles is approximately parallel to the 

direction of the larger correlation length. They reach 

their maximum values (about−23 dB) near 𝜃 = 45°, 
i.e., when each dipole makes an angle of about 45° with 

the direction of larger correlation length. This makes 
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analogy with the same results concerning the sinusoidal 

sheet, presented in Fig. 16. 
 

 
(a) 𝑙𝑐𝑦 /𝑙𝑐𝑥 = 20 

 
(b) 𝑙𝑐𝑦 /𝑙𝑐𝑥 = 10 

 
(c) 𝑙𝑐𝑦 /𝑙𝑐𝑥 = 5 

 
(d) 𝑙𝑐𝑦 /𝑙𝑐𝑥 = 1 

 

Fig. 20. Variation of the scattering parameters with  

the rotational angle of the rough surface around 𝒛 

considering the backscattered field from a  𝟐𝟎 × 𝟐𝟎 cm 

rough surface of 𝐥𝐜𝐱 = 𝟎. 𝟖𝟓 𝐜𝐦, 𝐡𝐫𝐦𝐬 =  𝟎. 𝟒 𝐜𝐦. 

For the rough surfaces with lower ratios (𝑙𝑐𝑦 /𝑙𝑐𝑥), 

the behaviour of both the co-polarized and cross-polarized 

scattering parameters with varying the rotational angle 𝜃 

are significantly different from those of the sinusoidal 

sheet. For isotropic rough surface (𝑙𝑐𝑦 = 𝑙𝑐𝑥), as shown 

in Fig. 20 (d), the parameters 𝑆11 and 𝑆22 are very close 

to each other indicating very weak polarization 

discrimination of the EM backscattering from such a 

surface. 

 

VII. SUMMARY AND CONCLUSION 
A computationally efficient and inexpensive spatial-

domain technique for generating spatially-correlated 

random rough surface with predetermined statistical 

properties using the SGF is described and examined  

by generating a variety of random rough surfaces with 

various statistical properties. It is shown that the 

generated rough surfaces fit the required Gaussian 

distribution and the other statistical properties including 

the mean value, the root-mean-squared height and the 

correlation lengths in the different directions with 

accuracy not less than 97%.  

The importance of generating such rough surfaces 

for simulating the fully polarimetric land imaging 

systems are demonstrated by investigating the polarization 

properties of the near field scattered by various isotropic 

and anisotropic rough surfaces.  

It is shown that the cross-polarized component of 

the near field scattered from anisotropic rough surfaces 

is significantly increased especially when the correlation 

length in one direction along the rough surface is much 

larger than that in the perpendicular direction. 

For a rough surface with 𝑙𝑐𝑦 ≫ 𝑙𝑐𝑥 , the cross-

polarized component of the backscattered field has its 

minimum value near 𝜃 = 0°  and 𝜃 = 90°, i.e., when one 

of the dipoles is approximately parallel to the direction 

of the larger correlation length. They reach their 

maximum values near 𝜃 = 45°, i.e., when each dipole 

makes an angle of about 45° with the direction of larger 

correlation length. 
 

APPENDIX A. SPECTRAL-DOMAIN 

METHOD OF ROUGH SURFACE 

GENERATION 
To generate a random rough surface of dimensions 

𝐿 × 𝐿 with resolution 𝑁 × 𝑁 discrete segments, the 

spectral-domain-method obtains the surface heights 

𝑧𝑚𝑛 = 𝑓(𝑥𝑚, 𝑦𝑛) by calculating the following IDFT for 

each point (𝑥𝑚 , 𝑦𝑛);  𝑚, 𝑛 = 1,2, . . , 𝑁 of a uniform 

horizontal two-dimensional grid [22]: 

𝑓(𝑥𝑚 , 𝑦𝑛)

=  
1

𝐿2
∑ ∑ 𝐹(𝑘𝑝, 𝑘𝑞)

𝑁
2
−1

𝑞=−
𝑁
2

𝑒𝑗(𝑘𝑝𝑥+𝑘𝑞𝑦)

𝑁
2
−1

𝑝=−
𝑁
2

, 
    (A.1) 
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where, 

𝐹(𝑘𝑝, 𝑘𝑞) = 2𝜋𝐿√𝑊(𝑘𝑝, 𝑘𝑞) 

{
 

  
𝑁(0,1) + 𝑗𝑁(0,1)

√2
, 𝑝, 𝑞 ≠ 0,

𝑁

2

𝑁(0,1), 𝑝, 𝑞 = 0,
𝑁

2

𝐿, 

(A.2) 

where 𝑘𝑝 and 𝑘𝑞 are the discrete set of spatial frequencies 

and are expressed as: 

𝑘𝑝 =
2𝜋𝑝

𝐿
, 𝑘𝑞 =

2𝜋𝑞

𝐿
, (A.3) 

𝑊(𝑘𝑝, 𝑘𝑞) is the power spectral density function of the 

surface and is expressed as: 

𝑊(𝑘𝑝, 𝑘𝑞) =
𝑙𝑐𝑥  𝑙𝑐𝑦  ℎ𝑟𝑚𝑠

4𝜋
 e 

1
4(−𝑘𝑝

2𝑙𝑐𝑥
2 −𝑘𝑞

2𝑙𝑐𝑦
2 ). (A.4) 

For 𝑓(𝑥, 𝑦) to be real the following condition 

should be satisfied: 

𝐹(𝑘𝑝, 𝑘𝑞) = 𝐹
∗(−𝑘𝑝, −𝑘𝑞). (A.5) 
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Abstract ─ The solid, geometrically tapered microwave 

absorbers are preferred due to their better performance. 

The goal of this study is to design absorbers that can 

reduce the electromagnetic reflections to less than  

−10 dB. Two waste materials of sugarcane bagasse and 

rubber tire dust in the powder form were used to fabricate 

independent samples in the pyramidal form. This paper 

presents the complex permittivity measurements of 

sugarcane bagasse and rubber tire dust materials. These 

two materials are found to be potential absorbing 

materials in microwave frequency to allow absorption of 

microwave EMI energy. The materials were combined 

and fabricated in the composite structure. A measurement 

system using open- ended coaxial probe method was 

used for characterizing the dielectric properties of  

the materials in the range of 1 to 18 GHz microwave 

frequencies. The dielectric property was used to compare 

the propagation constants of the material. Comparison of 

the results proved that these two materials have industrial 

potential to be fabricated as solid absorbers. 
 

Index Terms ─ Microwave absorber, open-ended coaxial 

probe, permittivity.  

I. INTRODUCTION 
In line with the rapid growth of microwave device 

fabrication technology, communication systems can  

now operate at higher and broader frequencies. The 

requirement of the electromagnetic compatibility (EMC) 

applications such as microwave absorbing material 

within the microwave signal’s frequency range of 

kilohertz (kHz) to gigahertz (GHz) have incredibly 

extended the applications in GHz range for mobile 

phones and local area network and radar systems, among 

others [1], [2]. Electromagnetic interference is the 

degradation which occurs in the performance of a device, 

equipment, or a system caused by an electromagnetic 

disturbance. Electromagnetic disturbance can be caused 

by an electromagnetic noise, or an unwanted signal, or a 

change in the propagation medium itself [3]. The effects 

of EMI include malfunction, or even the permanent 

damage to the electronic devices which may lead to 

permanent failure [4]–[11]. Therefore, absorbers are 

used in a wide range of applications to eliminate stray or 

unwanted radiation that could interfere with a system’s 

operation. Previous research showcased several materials 
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which exhibited the potential applications in the design  

and development of the microwave absorber. Carbon 

loaded plaster, carbon black, iron powder, aluminum 

flakes and copper are some of such materials [12]. 

However, the principle element in the dielectric absorber 

is the carbon itself. The carbon is used as the dielectric 

loss adder in lossless polymer matrix materials. This 

process is also known as carbon consumption and it  

is used in the microwave industry, especially in the 

production of foam based absorbers. In humid 

surroundings, the carbon is chosen due to its resistance 

to corrosion [13]. Besides, carbon has less density as 

compared metal; hence, it is preferred in the fabrication 

of the absorbers [14]–[16].This project is focused on 

microwave absorber using sugarcane bagasse and rubber 

tire dust (SCBRTD) as the main composite materials to 

design and develop the absorber. The adding of filler, 

namely the rubber tire dust increases the performance of 

the microwave absorber. These absorbers were designed 

based on wave attenuation and depth of penetration data. 

Additionally, their EMC performance was evaluated in 

terms of bi-static reflectivity performance. The different 

concentrations of the fillers were measured, and the 

reflectivity was found to be better than -20 dB when the 

amount of rubber tire dust was increased.  

 

II. MICROWAVE ABSORBER PROPERTIES 
In this work, sugarcane (Saccarhum officinarum) 

bagasse was used as the main material to design the 

microwave absorber. Sugarcane bagasse is a residue 

produced in large quantities by sugar industries. In 

general, 1 ton of sugarcane generates 280 kg of bagasse, 

the remaining fibrous by-product of sugarcane after sugar 

extraction [17]. Sugarcane bagasse is also a potential 

material for the pyramidal microwave absorbers used in 

anechoic chamber to eliminate signal reflections [18]. 

The large percentage of carbon that is produced naturally 

in sugarcane bagasse can provide good reflectivity 

performance [19]. The first stage of this study involved 

the preparation of samples for the dielectric measurement. 

In this work, the fillers are the agricultural waste 

which is sugarcane bagasse (SCB) and rubber tire dust 

(RTD) from tire wear whereas the polymer matrix is 

unsaturated Polyester Resin RP9509 (UPR) which is  

a rigid, flexible and electromagnetically transparent 

polymer. UPR is one type of the thermosetting polymers 

and it is needed to be added with a binder to start the 

cross linking process. Methyl ethyl ketone peroxide 

(MEKPO) which is in liquid state was being used as the 

binder with UPR. In the composites with more filler, the 

composites seem to be more compact and have less air 

space. 

Dielectric properties of the materials in a broad 

frequency range of 1.0 GHz to 18 GHz were investigated. 

The samples were fabricated in composite form. There 

are two methods of measuring the dielectric properties: 

the coaxial probe technique and transmission line method. 

Figure 1 shows the fabricated pyramidal absorbers using 

mold. 

 

 
Fig. 1. Fabricated pyramidal parts of the absorbers: (a) 

Sugarcane Bagasse pyramidal Microwave Absorber 

without the square base part with height of 13 cm, and 

(b) Rubber Tire Dust pyramidal Microwave Absorber 

without a square base part with height of 13 cm. 

 

A. Frequency spectrum, dielectric properties and 

wave propagation properties of the material 

In this work, the results of dielectric characterization, 

along with the wave propagation characteristics of the 

composite samples composed of lossy sugarcane bagasse 

and lossy rubber tire dust are presented. Sugarcane 

bagasse and rubber tire dust are dielectric materials with 

μr = 1+0j; therefore, only relative complex permittivity 

was measured, and the results are presented in this section. 

In dielectric materials, the dielectric constant and the 

dissipation factor of energy are the main properties that 

enable them to be applicable for microwave absorbers. In 

designing the absorber materials, equation (1) can be used 

to determine their absorption capability, which relies on 

the conductivity, dielectric loss, or magnetic loss of  

the absorber materials [20]. The dielectric properties are 

essential to determine the materials’ performance in the 

context of microwave absorption. Permittivity is a 

function of frequency that could vary significantly over 

a small range [21]: 

𝐴 =
1

2
 𝜎𝐸2 +

1

2
𝜔𝜀0𝜀𝑅 𝐸2 +

1

2
𝜔𝜇0𝜇𝑅𝐻2,          (1) 

where A (W/m3) is the electromagnetic energy absorbed 

per unit volume, E (V/m) is the electric field strength of 

the electromagnetic signal, H (A/m) is the magnetic field 

strength of the electromagnetic signal, σ (S/m) is the 

conductivity of the material, ω (sec-1) is the angular 

speed of the electromagnetic wave, 𝜀0 is the dielectric 

permittivity of vacuum, 𝜀𝑅 is the complex permittivity of 

the material, 𝜇
0
 is magnetic permeability of the vacuum 

and 𝜇
𝑅
 is the complex permeability of the material.  

Open-ended coaxial probe has been used for 

measurements on a number of agricultural products such 

as rice husk and grain [22],[23]. Calibration is required 

before the measurements are carried out by connecting the 

coaxial probe with open and broadband load as referred  

(a) (b) 
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in Fig. 4 [24], [25]. This method consists of a network 

analyzer and a coaxial probe. It includes a mechanical load 

for short circuit calibration, air for open calibration and 

water (at room temperature) as a broadband load. Instead 

of using water as a broadband load, any solid dielectric 

material with known dielectric properties can also be used 

as the broadband load. However, the dielectric properties 

of the known materials in broad frequency ranges are 

unavailable. Many researchers have used this calibration 

technique due to the unavoidable air gap at the probe-

sample interface to determine the dielectric properties of 

the solid samples [26]–[28]. 

At first, the samples were fabricated in three 

categories, namely, pure sugarcane bagasse, pure rubber 

tire dust and composite of lossy filler of sugarcane 

bagasse and rubber tire dust. The permittivity and 

permeability of the samples were determined by using 

the transmission line rectangular waveguide technique. 

Full 2-port calibration or transmission-reflection-load 

(TRL) calibration is essential for accurate phase 

measurements [29]. It is imperative that a sample fit 

inside the coax or waveguide since a poorly fit sample 

will not yield good results. As frequencies extend into 

millimeter waves, calibration and sample fit become 

even more critical due to the short wavelength. Magnetic 

constant and magnetic loss factor of the sugarcane 

bagasse (SCB), rubber tire dust (RTD) and sugarcane 

bagasse rubber tire dust (SCBRTD) composite samples 

were measured by using this technique. The results 

showed that relative magnetic properties of the tested 

materials were nearly equal to free space,  𝜇𝑟 = 1 − 𝑗0. 

Therefore, these materials are non-magnetic materials. 

Figures 2 and 3 show the magnetic constant and magnetic 

loss factor of the material.  

Since the materials used in this work are dielectric 

materials, the loss mechanism is purely dielectric. The loss 

can arise from a variety of sources within the dielectric. 

The commercial dielectric absorbers are usually made 

with low cost foam but can also be used with elastomers. 

Absorbers are characterized by their electric permittivity 

and magnetic permeability. Permittivity is a measure  

of the material’s effect on the electric field in the 

electromagnetic wave. It arises from the dielectric 

polarization of the material.  

The quantity 𝜀′ is sometimes called the dielectric 

constant, which is something of a misnomer when applied 

to absorbers as 𝜀′ can vary significantly with frequency. 

The quantity 𝜀" is a measure of the attenuation of the 

electric field caused by the material. So, the dielectric 

constant of SCB, RTD and composite samples composed 

of SCB and lossy RTD need to be defined first to identify 

the material performance. Figure 4. shows the schematics 

of the experimental setup, indicating the field infringement 

at the open end of the probe due to the abrupt change in 

impedance. 

 

 
 

Fig. 2. Magnetic constant of the material. 
 

 
 

Fig. 3. Magnetic loss factor of the material. 

 

 
 

Fig. 4. Diagram of the experimental setup, showing field 

infringement at the open end of the probe due to abrupt 

change in impedance. 

 

The complex dielectric properties of a medium can 

impact the propagation parameters of an electromagnetic  
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(EM) plane wave in defining the wave behavior in that 

medium. Absorbers are usually composed of materials 

that are affected by dissipation of loss. Hence, they 

attenuate the propagating wave inside the material. The 

impedance of electromagnetic wave propagating in free 

space is: 

                                          𝜂
𝜊

=  √
𝜇𝜊

𝜀𝜊
, (2) 

where  

μο =4π×10-7 Henry/m, 

ε0 =8.854 ×10-12 Farad/m. 

 

III. GEOMETRIC TAPERING OF LOSSY 

MATERIAL 

A. Solid pyramidal microwave absorber 

Impedance at each interface can be found by using the 

propagation constant and the characteristic impedance of 

each layer, according to the following transmission line 

theory: 

𝑍𝒾 = 𝜂
𝒾

𝜂𝒾+1+𝜂𝑖𝑡𝑎𝑛ℎ (𝛾𝑖𝑑𝑖 )

𝜂𝑖+𝜂𝑖+1𝑡𝑎𝑛ℎ (𝛾𝑖𝑑𝑖 )
 .      (3) 

 

 
Fig. 5. Wave transmission into the absorber material. 
 

Figure 5 shows the wave transmission into the 

absorber material. If the same wave interacts with a  

lossy dielectric medium such as SCB and RTD, the 

characteristic impedance of the medium can be expressed 

as: 

𝜂
𝑚

=
𝜂𝜊

√𝜀′
𝑟−𝑗𝜀"𝑟

.             (4) 

The impedance lies in the discontinuity at the 

interface of the air-dielectric (ƞ0 ≠ ƞm); so, the wave 

energy is reflected on the source medium. The remaining 

propagated energy within the lossy material can be 

expressed with a complex wave propagation constant, as 

follows:  

𝛾 = (
2𝜋

𝜆
) √𝜀′

𝑟 − 𝑗𝜀"
𝑟. (5) 

α is the real and β is the imaginary part of the propagation 

constant, which resembles the phase shift per unit length 

in the medium and the speed at which the signal was 

propagated. Hence, α and β express the dielectric 

properties of the material, as follows: 

     𝛼 =
2𝜋

𝜆
√

𝜀′
𝑟

2
(√1 + 𝑡𝑎𝑛2𝛿 − 1,      (6) 

             𝛽 =
2𝜋

𝜆
√

𝜀′
𝑟

2
(√1 + 𝑡𝑎𝑛2𝛿 + 1.      (7) 

The function of an absorbing material is to attenuate 

the EM electromagnetic wave and prevent the EM wave 

from being reflected or transmitted pass through the 

material. The characteristic impedance is important in 

determining the performance of the absorbing material. 

Reflection can happen at the air-absorber interface due  

to the impedance mismatch between free space and 

characteristic impedance of the material. The reduction of 

the reflected wave from the front layer or surface can 

occur when the impedance of the material matches the 

impedance of free space (377Ω). The impedance of a 

material is given by the following relation: 

𝑍 = 120𝜋√𝜇𝑟 𝜀𝑟⁄ . (8) 

From this equation, it can be clearly inferred that the 

basic parameters for the absorption characteristics depend 

on permittivity and permeability of material. At 

microwave frequencies, when a dielectric material is 

exposed to a time varying electromagnetic field, the 

electric field component of the wave polarizes the 

molecules [30]. 
 

B. Wave propagation properties and dielectric 

properties of SCBRTD 

The characteristic impedance, depth of penetration 

and phase constant of the materials are calculated to 

determine the wave propagation properties of the 

materials. The fraction of the incident wave energy (R) 

reflected off the interface of the dielectric material 

depends upon the characteristic impedance of the material. 

It should be noted that greater values of  are desired for 

absorbers, but these values are important only for the 

attenuation of the wave fraction that enters the material. 

Therefore, the characteristic impedance of the target 

medium is a very important parameter in the selection of 

the appropriate filler loading. 

Five composite samples were fabricated in different 

compositions of SCB and RTD. Figure 6 below shows  

the dielectric constant of five samples with different 

percentages of fillers (sugarcane bagasse and rubber tire 

dust (SCBRTD)). 

The complex permittivity increased when there is  

an increment in percentage of fillers in the composite 

samples. The addition of sugarcane bagasse and rubber 

tire dust increased the number of dipoles as they are lossy 

dielectric fillers. The electrostatic dipole energy and 

capacitance of the medium is increased when the energy 

from the incident wave is stored in these dipoles. 

Therefore, the dielectric constant increased with the 

increasing filler loading. From this result, the attenuation 

constant can be determined to examine the wave 

propagation into the material. Figure 7 shows the 
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attenuation constant of the material for different filler 

loadings. 

 

 
 

Fig. 6. Dielectric constant of different percentage of fillers 

(sugarcane bagasse mixed with rubber tire dust). 

 

 
 

Fig. 7. Attenuation constant of the material for different 

filler loading. 

 
Attenuation constant is inversely proportional to the 

frequency. The penetration depths were lower at high 

frequencies and become higher at lower frequencies. At 

high frequencies, the wavelength was shorter; so, the wave 

cannot penetrate deep into the medium due to the large 

attenuation offered by the medium as the reason. Figure 8 

shows the penetration depth of the material. The values are 

calculated using the following formula: 

                                 𝐷𝑝 =
1

2𝛼
.     (9) 

 

 
 

Fig. 8. Depth of material penetration. 

 

Table 1 shows the measured relative values of the 

complex permittivity and magnitude of normalized 

characteristic impedance |Za| for different SCB and RTD 

filler compositions. 

 

Table 1: Values of complex permittivity and magnitude of 

normalized impedance of the composite of sugarcane 

bagasse and rubber tire dust 

 

 

 

Samples 

Properties Average SCB  

(wt %) 

RTD  

(wt %) 

10 90 

εr’ 3.12 

εr” 0.24 

tan δ 0.005 

| Z | 207 Ω 

30 70 

εr’ 3.25 

εr” 0.12 

tan δ 0.003 

| Z | 250 Ω 

50 50 

εr’ 2.69 

εr” 0.22 

tan δ 0.007 

| Z | 230 Ω 

70 30 

εr’ 2.76 

εr” 0.18 

tan δ 0.005 

| Z | 227 Ω 

90 10 

εr’ 2.60 

εr” 0.15 

tan δ 0.004 

| Z | 234 Ω 
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Impedance discontinuity (ΔZ = 377 − Za) is the least 

for 30 wt% of SCB loading; however, in this case, the 

value of the tangent loss is also minimum. This shows the 

maximum transmission of the signal with less attenuation 

and it is not preferred in the case of absorbers. An absorber 

must have a lossy medium with minimum impedance 

discontinuities at the interfaces. The best value of tangent 

loss is (0.007) when 50 wt% of SCB and RTD filler are 

used at the impedance of 230.  

 

IV. MEASUREMENT OF ANECHOIC 

PROPERTIES OF PYRAMIDAL 

MICROWAVE ABSORBER 

A. Method for reflectivity measurement 
Commercially, the geometrically tapered (GT) 

absorbers can be found in a wedge or pyramidal shapes  

in truncated or non-truncated geometries with different 

heights. They are designed to transform the high 

impedance (377 Ω) of the incident wave to a very low 

impedance of the metal. The pyramidal absorbers have the 

most preferred shape for the anechoic chambers due to 

their enhanced ability to transform the impedance in wide 

bands of frequencies smoothly. This pyramidal shape  

was developed so that there is a gradual transition in 

impedance from air to the tip of the absorber and to the 

base of the pyramidal. In this work, the samples were 

fabricated in pyramidal microwave absorber (PMA) shape 

using the lossy filler of RTD and the SCBRTD PMA.  

In the case of the pyramidal absorbers, the broadband 

performance was achieved by the wave trapping. In other 

words, there are multiple reflections of the high frequency 

waves in-between the adjacent pyramids and the wave 

attenuation (or absorption) of the low and high frequency 

waves within the pyramidal lossy material [31]. The 

energy of the wave is lost in both the processes and a very 

weak signal is returned to the incident medium. Figure 9 

shows the schematics setup for the measurement of 

reflectivity of the absorber using the S21 parameter. 

 

 
 

Fig. 9. Diagram of test setup for the reflectivity 

measurement of the absorber by using the S21 parameter. 

B. Rubber Tire Dust (RTD) Pyramidal Microwave 

Absorber 

The addition of RTD filler in SCB composite can 

increase the dielectric constant of the composite because 

of its high dielectric value. Based on the numerical study 

in X band and Ku Band frequency, the addition of rubber 

tire dust increased the reflectivity performance of the 

absorber to less than -10 dB (90% of absorption). 

Therefore, in this section, the frequency spectrum of 

the free-space, bi-static, reflectivity measurements for the 

pure rubber tire dust in an array of 4×4 pyramids are 

presented to investigate the performance of rubber tire 

dust in solid pyramidal form. Figure 10 shows the  

bi-static, normal reflectivity performance of a RTD PMA 

with reference to a metal plate in frequency range of  

1 GHz to 18 GHz. The investigation was performed with 

the presence and absence of the base part. 

 

 
 

Fig. 10. Bi-static, normal reflectivity performance of a 

RTD PMA with reference to a metal plate in a frequency 

range of 1 to 18 GHz. 

 

All the reflectivity measurements were done with 

reference to a metal plate that was used as a perfect 

reflector. It is observed that the values of the reflectivity 

was not below - 10 dB in the frequency range of 1 GHz to 

2 GHz; however, in higher frequency (2 GHz to 18 GHz), 

the reflectivity can be achieved up to -45 dB (99.999% of 

absorption). The pyramidal part plays its role along with 

the base part and the reflectivity values were found to  

be lower than -20 dB from 4 GHz to 18 GHz. The best 

reflectivity performance of -30 dB to -45 dB is observed 

in the frequency range of 8 GHz-18 GHz of the X-

band and Ku-Band. From the result, it is obvious that 

when the pyramidal part is placed along with the base part, 

there is improvement in the performance of the reflectivity 

of PMA. All the values of reflectivity were better than  

-10 dB for 1 GHz to 18 GHz frequency range. 

In order to identify the use of those composite 

materials in microwave applications, their electromagnetic 
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properties need to be defined first. In dielectric absorbers, 

there is no magnetic loss component involved. Therefore, 

the absorption of the dielectric absorber depends on 

dielectric properties of the absorber. The characteristic 

impedance (ƞm) of a dielectric material will match with 

the free space impedance (ƞ0) only when 𝜇
𝑟

= 1 + 𝑗𝜊, 

𝜀′
𝑟 = 1 and 𝜀"

𝑟 = 0. Under these conditions, no partial 

reflection of the wave exists at the air-dielectric interface 

and the entire wave will be transmitted in the dielectric 

medium. As the SCB and RTD-based absorbers are 

composed of non-magnetic lossy materials with 𝜀′
𝑟 > 1 

and 𝜀"
𝑟 > 0, their characteristic impedances will never 

match the free space impedance. However, the input 

impedance, Zin that will be experienced by the incoming 

wave at the interface can be matched to the free space 

wave impedance. 

Input impedance is a function of absorber’s geometry, 

dielectric properties as well as the frequency of the 

incident wave. Therefore, the impedance will be matched 

only at certain frequencies and the resonance behavior will 

be observed at those (resonant) frequencies. 

The different fillers’ loadings can affect the 

performance of a microwave absorber. In Section 3.2,  

the dielectric properties and the wave propagation of  

the different weight percentage of sugarcane bagasse and 

rubber tire dust are discussed. There are five different 

weight percentages for each filler (SCB and RTD). Figure 

11 shows the bi-static, normal reflectivity performance  

of a different filler loading of RTD and SCB PMA with 

reference to a metal plate in the frequency range of 1 GHz 

to 18 GHz. The large attenuation value occurred when  

30 wt% SCB and 70 wt% RTD were used. The reflectivity 

of less than -25 dB to -40 dB (99.99% of absorption) was 

achieved for the frequency range of 1 GHz to 12 GHz. At 

18 GHz, the reflectivity was approximately -42 dB. 
 

 
 

Fig. 11. Bi-static, normal reflectivity performance of a 

different filler loading of RTD and SCB PMA with 

reference to a metal plate in frequency range of 1 GHz to 

18 GHz. 

 

When 50 wt% for SCB and RTD was being used 

respectively, the result indicated better reflectivity of  

-10 dB for the range of 2 GHz to 4 GHz frequencies. 

However, at X band and Ku Band frequencies (8.2 GHz  

to 18 GHz), the reflectivity was much better, from - 30 dB 

to -40 dB. Poor performance was exhibited at the 

frequency range of 1 GHz to 2 GHz when 10 wt% SCB 

and 90 wt% RTD were measured. However, the rest of the 

frequency showed good reflectivity, with better than  

-10 dB and from the frequency range of 4 GHz to 18 GHz, 

the reflectivity was better than -20 dB to -30 dB. The 

composition of 90 wt% SCB and 10 wt% of RTD showed 

a better reflectivity of -20dB at low frequency. In the 

frequency range of 8.0 GHz to 18 GHz, the reflectivity 

was in the range between -30 to -40 dB. Different 

concentrations of filler loadings affected the performance 

of the microwave absorber. In this case, 30:70 SCBRTD 

demonstrated better reflectivity at 1 GHz to 12 GHz 

frequency range. 

 

V. CONCLUSION 
In this paper, we have described the experimental 

investigation to fabricate a microwave absorber for 

future EMC solutions. In addition, we have included the 

experimental measurement of dielectric properties and 

the performance of the proposed materials to be used  

as absorber. The experimental results show that these 

materials can be used to fabricate the microwave 

absorber to provide an anechoic surrounding (non-

reflective) isolated from the waves entering from the 

surroundings and is able to absorb completely the 

reflections of electromagnetic waves. The design that has 

been investigated in this work was pyramidal solid shape 

and the results show that their performance was better 

than -10 dB, which indicates almost 90% of the incident 

microwave energy absorption. Based on the permittivity 

result, SCB and RTD materials can be considered as 

dielectric and lossy materials. The real part of 

permittivity has been found to be strongly dependent  

on frequencies. When the frequencies are increased, the 

permittivity values decrease. The imaginary part of  

the permittivity also showed variation with frequency, 

although not parallel to the real permittivity. From  

the permittivity, the propagation constant including 

attenuation constant and the depth of penetration were 

investigated. From the calculated wave impedance of the 

material result, the composition of 50 wt% of SCB and 

50 wt% of RTD revealed to have the highest lost tangent 

and less impedance discontinuities, indicating its potential 

to be a good absorbent material. The reflectivity of the 

materials was analyzed for varying thickness values of 

the samples. When the RTD filler was added to the SCB 

composite, the reflectivity of the absorber achieved was 

better than -10 dB. The usage of agricultural waste 

materials such as SCB could be a potential solution in 

developing a microwave absorber that helps to reduce  
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agricultural wastes that are usually burned off, which in 

turn leads to the emission of CO2 gas in the atmosphere 

and causes harm to the ecology. The cost of the pyramidal 

microwave absorber can be reduced by using SCB as the 

main material. An effort was made to adopt simple and 

low cost methods for the fabrication and evaluation that 

can easily be repeated and arranged on laboratory scale. 

This alternate use of sugarcane waste, or bagasse, reduce 

the amount of agricultural waste that contaminating the 

environment, so here in Perlis, Malaysia the sugarcane 

bagasse is available for free. The methods that were used 

in this study, to fabricate and measure the dielectric 

properties and performance of the pyramidal impedance 

graded absorber shape (15 cm height) samples were 

fabricated manually by using the open-mold. This SCB- 

based material is an eco-friendly raw material in the 

microwave absorber fabrication industry. The pyramidal 

microwave absorber made with waste materials (SCB 

and RTD) achieves 20dB of reflectivity which corresponds 

to the absorption of ~99.99 % of the waves. 
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Abstract ─ Spoof surface plasmon polaritons (SSPPs) 

can be excited using geometric shapes on conducting 

surfaces in microwave (MW) regime. They are eminent 

as compared to the conventional microstrip (MS) 

transmission lines, due to their better efficiency and 

compactness in high density and high-speed circuitry. In 

this work, we compare normalized dispersion curves 

(DCs) of different groove shapes engineered on the 

planar metallic strip with the variation of geometric 

parameters of the structure, which are obtained by  

Eigen-mode solver of ANSYS’s HFSS. It is found the 

dispersion characteristics are determined by the shape 

and the asymptotic frequency can finely be tuned 

through the geometric parameters. All DCs deviate 

further from the light line indicating slow propagation  

of SSPPS. The performance of rectangular grooves  

is clearly outstanding; however, the circular grooves 

behave comparably better than Vee-groove. Further, a 

low pass plasmonic filter has been proposed with semi-

circular gradient subwavelength grooves designed on a 

planar metallic strip with transition sections to match 

both the impedance and momentum of MS line and  

the plasmonic waveguide. Results of S-parameters and 

magnitude of electric field distributions show excellent 

transmission efficiency from fast guided wave to slow 

SSPPs. It is also observed that the confinement of such 

surface waves is dependent on the geometric parameters 

which can be useful in plasmonic structure engineering 

and fine-tuning the cutoff frequencies, hence posing a 

new prospect for advanced plasmonic integrated devices 

and circuits.  

 
Index Terms ─ Microwave, plasmonics, surface plasmon 

polaritons, sub-wavelength, surface geometry. 

 

I. INTRODUCTION  
Manipulating the electromagnetic waves through 

subwavelength apertures has invoked the interest of  
many researchers and formed the basis of extensive 
investigation in the field of plasmonics, after the discovery 
of extraordinary transmission through nanohole arrays in 
the metallic film by Ebbesen et al. [1]. Applications of 

plasmonics are focused in diverse fields such as Surface-
Enhanced Raman Scattering [2], surface plasmon 
resonance sensors [3], and surface plasmon spectroscopy 
systems [4]. Numerous areas have been flourished by 
plasmonics, ranging from chemistry, biology, physics, 
and material science [5-7]. 

Surface plasmon polaritons (SPPs) are the self-
sustaining and propagating electromagnetic (EM) waves, 
which are provoked on the metal-dielectric interface in 
the optical regime where the incident energy is highly 
accumulated across the edges of the periodic corrugations 
in metal film and so it can easily cross through [1, 8]. 
SPPs have much smaller wavelength as compared to the 
light of incidence. Once SPPs are excited, they travel in a 
direction parallel to the metal-dielectric interface. They 
are evanescent by nature, and so they decay exponentially 
along the perpendicular direction of the metal-dielectric 
interface. The propagation of SPPs can be manipulated 
through couplers and waveguides. However, there is a 
mismatch in momentum between SPPs and free space 
photon of light, due to bound nature of SPPs, which is 
evident by k-vector differences on dispersion diagrams. 
This mismatch depends on the surface nature of the 
structure. Momentum matching can be achieved by 
scattering of EM waves through the use of methods such 
as using high index prism, evanescent field coupling and 
grating coupling [9, 10]. 

Free carriers have a major contribution to the 
dielectric function which is of significant importance in 
metals and semiconductors. A classical conductivity 
model based on standard equations for electron motion  
in an electric field is referred to as the Drude model  
and presents the straightforward theory for the optical 
parameters. The dielectric constant of conducting metal 
film is related to plasma frequency and is given by 
Drude’s model as: 
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Here, ωP defines the plasma frequency of the metal, 

ω is the angular frequency of the incident electromagnetic 

wave, Ԑ0 is the permittivity of free space, Г is the 
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scattering rate of electron motion, while n is the free 

carrier density, e and m are the charge and the mass of  

an electron, respectively. Usually, metals have a higher 

density of free electrons; therefore, their ωP is higher. The 

dispersion relation for light in a metal bounded to a 

dielectric layer is derived by solving Maxwell’s equations 

by substituting dielectric constant relation (1): 
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The in-plane wavevector kx, named as the 
momentum of SPPs (also represented by β), is a function 
of angular frequency [10] and is the wavevector in  
the plane of the un-textured surface along which it 
propagates. k0 is the free-space wavevector. ԐI and ԐM are 
the frequency dependent complex dielectric functions 
(relative permittivity) of adjacent dielectric film and 
metal, respectively. It has been noticed at ω<ωP,  
the condition kx>k0 is satisfied. Therefore, SPP’s field 
decays exponentially with the distance from the surface, 
along with the perpendicular direction of the metal-
dielectric interface. The occurrence of this field is 
temporary by nature, and so it is limited to the surface of 
the metal. The field confinement of SPPs is tighter for 
higher values of wavevector.  

In contrast to the optical regime, the metal behaves 

as a perfect electric conductor (PEC) at lower frequencies. 

To overcome this problem, properties similar to the SPPs 

have been achieved by using plasmonic metamaterials 

proposed by many researchers by use of subwavelength 

textured structures after the proposal by Pendry et al. 

[11]. Different shapes of metallic subwavelength aperture 

arrays, grooves or single slit structures are being explored, 

working at the microwave to terahertz regime. Such 

textured surfaces support the propagation of surfaces 

waves also called as spoof SPPs (SSPPs) [12]. A lower 

working frequency of SPPs to gigahertz can be achieved 

through surface decorations, such as holes [13], metallic 

apertures [14, 15], rectangular gratings [16, 17], triangular 

corrugations [18], T-grooves [19] and elliptical grooves 

[20]. A review of recent progress on exciting SPPs  

in microwave (MW) and terahertz (THz) regimes by 

incorporating various subwavelength corrugated shapes 

on conductive or metal surfaces has been presented in 

[21]. 
It has been known that propagating EM waves on 

the surface of a structure have a propagation constant 
given as γ=α+jβ, where α represents the attenuation 
constant and β is the phase constant. It is known that  
the confinement of SSPPs mainly depends on the β 
(wavenumber along the direction of propagation kx) 
which is related to k0  by a related parameter of the decay 
constant (along tangential direction) and is given by [22]: 

      2 2

0  t xk k ,                  (4) 

Here, k0=2 /λ. It can be observed from (4) that the  
level of field confinement is positively related to the  

wavenumber in the direction of propagation. 
The analysis presented in this paper gives a 

comparison of the dispersion curves by engineering 
different type of surface textures as the phenomenon of 
exciting SSPPs has been proved in earlier investigations 
on the planar conducting layer with surface decorations. 
We consider three geometric structure shapes to excite 
the SSPPs and analyze their effects on DCs (ω–β 
relations) in detail by performing comparisons of their 
dispersion and confinement capacities. It is proved  
that basic unit cell geometry can play a prominent role  
in SSPPs excitation. For example, we find that they  
are highly bound to the surface with rectangular 
corrugations and have a lower asymptotic frequency as 
compared to surfaces with circular/V-groove patterns. 
Due to the lower value of momentum mismatch for 
circular and V-groove structures, they are closer to the 
wave vector of free space (k0). Therefore, surface texture 
engineering can cause prominent influence in applications 
of planar plasmonic metamaterials and nanophotonics. 

 

II. DISPERSION RELATIONS AND 

ANALYSIS 
We investigate the dispersion characteristics of 

SSPPs for planar metallic structures having different 
etched geometries by the Eigen mode solver of the 
commercial software package, ANSYS’s High Frequency 
Structure Simulator (HFSS) which uses Finite element 
method (FEM). The TM-polarized waves are propagating 
in the x-direction which is along the corrugated metal 
plate structures as depicted in Fig. 1. The properties of 
SSPPs modes are primarily controlled by the geometric 
parameters of the structure. To perform a comparison; 
the structure is composed of a thin metallic strip 
(parameter ‘t’ for thickness) on top of a dielectric 
substrate with a thickness of 2.65mm, the relative 
dielectric constant of 2.2 and loss tangent of 0.0009.  
We denote the width and depth of grooves by ‘w’ and  
‘h’ respectively while the period of the structure is ‘P’ 
and height of the metallic strip is ‘H’ for all grooved 
structures as shown in Fig. 1. Firstly, to study the 
dispersion behavior, we start with circular groove and 
vary the height ‘h’ from 5mm to 7.5mm while ‘P’, ‘w’ 
and ‘H’ are kept constant at 20mm, 7.5mm, and 8mm 
respectively. The dispersion curves so obtained for the 
fundamental propagating mode are plotted in Fig. 2. The 
continuous black curve is the light line (LL), and the 
black dashed curve shows the DC of microstrip (un-
textured) structure.  

It is clear from Fig. 2 that all the dispersion curves 

deviate from the light line and reach a constant 

asymptotic frequency at the edge of the Brillouin zone 

which is the region in k-space which can be occupied by 

low "k" electrons without being affected by diffraction 

phenomenon. The DCs for SSPPs show that the 

asymptotic frequency is dominantly related to the depth 

of the grooves. As the depth of the grooves increases,  

the asymptotic frequency gets lower (higher β), which 
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implies the stronger confinement of surface waves in  

the circular groove strip. As the depth of grooves is 

decreased, the in-plane wave vector gradually approaches 

k0. Therefore, the SSPPs are strongly bounded for higher 

in-plane wavevector and vice versa. At low frequency 

limit, the SSPPs dispersion curves are closer to the light 

line. The metal acts as a perfect electric conductor (PEC) 

in this regime (comprises of microwave frequency 

region). The dispersion relation for this limit is reduced 

to kx=k0 and corresponds to EM wave propagating 

parallel to the interface in a dielectric layer. That is the 

reason, at low frequency, the SSPPs behave like light.  
 

 
 

Fig. 1. Unit cell of a SSPPs structure with geometric 

parameters characterizing the groove geometry for: (a) 

Circular (Cir) groove, (b) Rectangular (Rec) groove, and 

(c) V (Vee) groove.  
 

At high frequency range, as it approaches surface 

plasmon frequency, the propagation constant of SSPPs is 

greater than that of vacuum, which implies that they are 

more strongly confined.  For example, in Fig. 2, when 

h=5mm, the asymptotic frequency reaches 4.3GHz, the 

dispersion approaches SSPP modes which propagate 

more gradually and localize more tightly on the surface 

of the semi-circular grooved metal plate.  

To make a comparison among SSPPs structures with 

differently patterned grooves, we consider the unit cells 

as shown in Figs. 1 (a-c), to perform simulations. All the 

grooved patterns have the same geometric parametric 

values as for Fig. 2 along with h=7.5mm, and the 

dispersion relations are shown in Fig. 3. It is prominent 

that geometric shape and their parameters play a major 

role in determining the dispersion properties. All  

the dispersion curves deviate from the light line and 

increasingly become steady until they reach their 

asymptotic frequencies. Although all of them pose a 

similar trend, these curves exhibit different frequency 

band behavior for different grooves patterns. Noticeably, 

the asymptotic frequency of the rectangular groove 

structure is lower than other types, confirming that it has 

strongest field confinement of SSPPs on the surface. 

Circular groove dispersion behavior is better than Vee 

groove as it has a comparatively lower asymptotic 

frequency. 
Single sided rectangular grooves structure on a 

dielectric substrate can be assumed as similar to an array 
of coplanar strip aligned vertically, and the dispersion  

relation of such a corrugated MS can be found by (5) as 

given in [23] where k0 is replaced by 
0eff k  to estimate 

the asymptotic frequency: 

        2 2

0 0 0( ) tan( )   x eff eff eff

w
k k k k h

P
,         (5) 

Ԑeff is the effective permittivity where the SSPPs 

propagate and can be estimated by (6): 
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Fig. 2. Dispersion relations of SSPPs for the fundamental 

mode with varying circular groove depths.  

 
Here, K represents the whole elliptic integral of  
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Explicit effect of structure parameters on the 
dispersion characteristics can be understood through  
an analysis, by changing the parametric values. The 
corrugation size significantly impacts on the SSPPs 
characteristics. Higher is the value of groove width ‘w’ 
and height ‘h’, lower is the asymptotic frequency and 
therefore stronger is the field confinement [24]. 

Figure 4 depicts the effect of groove width ‘w’ on 
the dispersion curves of different SSPPs structures. 
Width ‘w’ of all three types of structures is reduced to 
1mm comparatively as used in the previous analysis 
(7.5mm) shown in Fig. 3. A comparison of DCs for 
circular and rectangular grooved structures respectively 
is given in Fig. 5, in which groove width is reduced from 
7.5mm to 1mm. It is seen that the asymptotic frequency 
depends prominently on the groove width and decreases 
when ‘w’ increases, indicating that this geometric 
parameter notably affects the confinement ability of the 
surface waves. 
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Fig. 3. Dispersion relations of SSPPs for the fundamental 

mode of different structures at w=h.  

 

 
 
Fig. 4. Dispersion relations of SSPPs for the fundamental 

mode of different structures with w<<h.  

 
Similarly, the structure size parameters, height ‘H’ 

and period ‘P’ of the unit cell have a prominent influence 
on the frequency range, but the trend of the dispersion 
curves remains less effective. The frequency domain is 
reduced with the bigger size of the structure. To estimate 
the impact of period ‘P’ on structure performance, we 
evaluate the dispersion relations of a unit cell having a 
circular groove with different ‘P’ values as shown in Fig. 
6. The period is varied from 16mm to 24mm with a step 
size of 4mm with remaining parameters set equal as in 
Fig. 3. It is illustrated that the DCs are very sensitive to 
the change in period ‘P’ for the complete frequency  
range, and it is prominent that the asymptotic frequency 
decreases remarkably as ‘P’ increases.  Furthermore, at a 
constant frequency in the SSPPs mode, the propagation 
constant increases as the period is increased, for example, 
in Fig. 6, it is demonstrated that at the asymptotic 
frequency of 2 GHz, β3> β2> β1. Therefore, the length of 
the period can improve the field confinement ability of 
the grooved structures. 

 

 
 

Fig. 5. Dispersion relations of SSPPs for the fundamental 

mode of rectangular and circular groove structure with 

varying groove width. 

 

 
 

Fig. 6. Dispersion curves of SSPPs for the fundamental 

mode of the circular grooved with varying period length. 
 

A. Field confinement analysis 
To get a direct insight of the modal characteristics of 

the SSPPs on different groove structures, the magnitude 
electric field distributions are plotted at the cross section 
of unit cells (location shown by dotted line in Fig. 1 (b) 
and field confinement capacities are compared in Figs.  
7 (a-c). The parameters are set equal as for dispersion 
analysis in Fig. 3. It has been clearly observed that  
the rectangular groove has the strongest confinement  
of SSPPs whereas the V-groove exhibits the weakest 
localization of field, therefore explicitly confirming the 
findings in dispersion curves of Fig. 3.  

Furthermore, Figs. 8 (a-c) gives a demonstration of 
magnitude electric field distributions with varying groove 
depth, width and period for the circular groove. When the 
groove depth is kept constant as in the previous analysis 
of Fig. 7 (b) while the width is reduced to 1mm, relatively 
the field is not confined anymore as shown in Fig. 8 (a) 
and spreads into the substrate. The same effect is ratified  
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in the dispersion relation of Fig. 5 by a rise in asymptotic 
frequency. 

 

 

(a) 

 

(b) 

 

(c) 
 

Fig. 7. Simulated magnitude electric field distribution  

at the cross section of the structure with h=w=7.5: (a) 

Rectangular groove, (b) Circular grooven, and (c) Vee 

groove. 
 

 

(a) 

 

(b) 

 

(c) 
 

Fig. 8. Simulated magnitude electric field distribution at 

the cross section of the structure: (a) Circular groove 

with h=7.5, w=1mm, (b) Circular groove with h=w=5, 

and (c) Circular groove with h=w=7.5 and P=24mm.   

Therefore, to maintain the frequency back to the 
lower value, the only solution is to increase the groove’s 
height; however, it will cause the structure dimensions to 
augment [25]. Figure 8 (b) depicts the delocalization of 
electric field when both the depth and width of groove is 
decreased to 5mm. However, in contrast, when the period 
is raised to 24mm with the maximum groove depth of 
7.5mm, an enhanced field confinement ability is observed, 
fortifying the results in Fig. 6 by a reduction in asymptotic 
frequency.  

As demonstrated previously, the ability to confine 
surface waves is highly responsive to the period length of 
the structure as well as to the corrugation depth and width. 
When the frequency of the incident wave reaches near the 
asymptotic frequency, it couples deeper into the grooves, 
and so electromagnetic field is confined on the surface 
because of the higher mismatch of wavevector between 
SSPPs and free space photon of light. While, at a lower 
frequency, propagation of EM waves exhibits weaker 
confinement on the surface, consequently the dispersion 
characteristics are close to the light line. Hence, the 
design of subwavelength SSPPs structures in microwave 
regime is facilitated by controlling the asymptotic 
frequency with the variation of groove shape, its depth, 
width and period length on the surface of the structure. 

 

III. STRUCTURE DESIGN OF LOW-PASS 

PLASMONIC FILTER 
From dispersion relations, it has been noticed that 

the wavevector of SSPPs are highly mismatched to that 

of light line especially when the asymptotic frequency is 

reached. This will result in extremely less transmission 

performance. Therefore, to efficiently feed in and extract 

out the maximum power, a plasmonic filter with transition 

structure is designed. In contrast to planar defected  

MS filter proposed in [26-28] and earlier investigated 

plasmonic filters based on rectangular gratings [17], 

triangular corrugations [18], and T-grooves [19], here we 

investigate SSPPs based on semi-circular gratings etched 

on planar metallic strip which is highly unexplored 

textured surface until now to the best of our knowledge. 

It consists of a microstrip line with gradient subwavelength 

semi-circular grooves with depth h varying from 7mm  

to 3mm with a step of 1mm designed on a dielectric 

substrate as investigated in Section II as shown in  

Fig. 9. Two transition links at both ends provide a 

gradient momentum and impedance matching; therefore, 

conversion of guided waves to spoof SPPs is achieved. 

The dimensions are given here: L1=2.5mm, L2=60mm, 

L3=105mm, H=7.5mm, P=15mm. A is the traditional 

microstrip section, B is the mode transition section and 

C is the SSPPs section with h=7mm and w=14mm. To 

evaluate the performance of this filter structure, the S-

parameters are obtained by simulation software ANSYS’s 

HFSS and shown in Fig. 10. The cutoff frequency (fc) of 

the filter is 4.91GHz which is mainly anticipated by the 

asymptotic frequency of SSPPs mode support by the 
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waveguide region C. An efficient passband is achieved 

with S11 less than -10dB from 0.45 to 4.91GHz. The 

upper stopband covers a frequency range from 5.11 to 

10GHz with rejection less than -18dB (even < -25dB 

from 5.15 to 8.11GHz) which points to an outstanding 

realization of impedance matching between the MS and 

the SSPPs. 
 

 

     (a) 

 
    (b) 

 

Fig. 9. (a) The configuration of the proposed plasmonic 

filter showing the top view of SSPPs structure with three 

sections. (b) Detailed view of Region A, B, and C.  
 

 
 

Fig. 10. The simulated S-parameters of the proposed 

plasmonic filter.  
 

Moreover, we compare the scattering parameters  

by changing the dielectric constant of substrate material 

(from 2.2 to 10) as shown in Fig. 11. It can be noticed 

that increasing the dielectric constant results in lowering 

the cutoff frequency. Especially, it is pointed that with 

dielectric constant of 10, the cutoff frequency is reduced 

to 2.61GHz and a clear stop band is obtained from 2.61 

to 4.11GHz with higher rejection level up to -116 dB at 

3.31GHz. 

Additionally, we observe the magnitude distribution 

of electric field by numerical simulations on a xy plane 

1mm above the structure as shown in Fig. 12, at an in-

band (top) and out of band (bottom) frequency of 2.5 and 

5.6 GHz, respectively. It can be noticed that at the in-

band frequency, the surface waves transmit effectively 

from one end to the far end of the filter with an 

underlying lossless substrate material. Evidently, the 

SSPPs confine more strongly inside the semi-circular 

grooves. 

 

 
 

Fig. 11. The effect of varying dielectric constant on S-

parameters of the proposed plasmonic filter. 

 

It can be observed that the magnitude of electric 

field at both ends is approximately the same, 

demonstrating a negligible transmission loss in the 

passband. On the other hand, at out-band frequency of 

5.6 GHz, the SSPPs unambiguously stop propagating 

right from the beginning of the Region C, therefore 

confirming the envisaged response in the stopband 

region. Figure 13 presents the magnitude distribution of 

magnetic field at an in-band frequency of 2.5 GHz and 

demonstrates that H-field profoundly confines in the 

depth of the groove.  

 

 

Fig. 12. The simulated magnitude electric field 

distribution showing confinement and propagation at 

(top) 2.5 GHz (bottom) 5.6 GHz. 

 

  

 
Fig. 13. The simulated magnitude magnetic field, 

showing the confinement inside the grooves at 2.5 GHz 

(A portion of SSPPs filter). 
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Table 1: Comparison of the proposed plasmonic filter with earlier works 

Ref. 
fc 

(GHz) 

Return 

Loss (dB) 

Upper band 

Rejection Range  

Filter 

Type 

Length 

L 

Compare 

L 

Width 

W 

Compare 

W 

This Work 4.91 < -12.5 5.1 GHz Low-Pass 230 --- 45 --- 

[22] 12.4 < -7.5 7.6 GHz Low-Pass 412 79% 65.2 45% 

[20] 11.4 < -11 18.6 GHz Low-Pass 200 -13% 50 12% 

[25] 7.9 < -12 2.1 GHz Low-Pass 130 -43% 20 -55% 

[29] 13 < -10 2 GHz NA 97 -57% 50 12% 

[30] 12.3 < -9 1.7 GHz Low-Pass 320 40% 70.8 58% 

A comparison of the proposed plasmonic filter with 

previously published researches is presented in Table 1. 

Although the dimensions of the structure are slightly 

larger than some of the listed filters, comparatively, it 

comes up with the lowest cutoff frequency which has not 

been reported yet. Besides, it has good return loss in the 

passband with a superior stopband frequency range. 

Keeping in view all above demonstrations, it is proposed 

that such kind of SSPPs structure can find prospective 

use in numerous plasmonic circuits and systems. 
 

IV. CONCLUSION 
In this work, we investigate the dispersion relations 

of spoof SPPs for planar metallic structures having 

different shaped geometries. It is shown that the surface 

textures and groove shapes play a substantial role in 

defining the confinement of SSPPs in subwavelength 

frequency regime. Firstly, the comparison is illustrated 

for normalized DCs by varying depth of circular grooves 

structure. Afterward, DCs relations are assessed among 

rectangular, circular and Vee-grooves engineered on the 

metallic strip by varying width, and period of the structure. 

It has been clearly found that dispersion characteristics 

can be determined and asymptotic frequency can be 

tuned by engineering the surface’s geometric parameters 

at will. Although the rectangular grooves performance is 

explicitly preeminent, the circular groove efficiency is 

comparable to rectangular groove structure, while it is 

much superior to Vee-groove structure and MS line. 

Likewise, the confinement of these surface waves is 

dependent on the period length of the structure as well  

as on the corrugation width and depth. A low-pass 

plasmonic filter has been designed based on the semi-

circular grooves on planar metallic strip with two 

conversion sections at both ends to match the impedance 

and momentum of MS and the plasmonic waveguide.  

S-parameters and magnitude E-field distribution results 

show excellent transmission performance from MS to a 

plasmonic waveguide. The confinement of such SSPPs 

depends on the geometric parameters that may be useful 

to fine-tune the cutoff frequencies and in developing 

advanced plasmonic filters to be applied in integrated 

circuits at the microwave frequency. 
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Abstract ─ An analytic solution is presented to the 

scattering of a left circularly polarized (LCP) plane wave 

from a chiral elliptic cylinder placed in another infinite 

chiral medium, using the method of separation of 

variables. The incident, scattered, as well as the 

transmitted electromagnetic fields are expressed using 

appropriate angular and radial Mathieu functions and 

expansion coefficients. The unknown scattered and 

transmitted field expansion coefficients are subsequently 

determined by imposing proper boundary conditions at 

the surface of the elliptic cylinder. Numerical results  

are presented graphically as normalized scattering 

widths for elliptic cylinders of different sizes and chiral 

materials, to show the effects of these on the scattering 

widths.  

  

Index Terms ─ Chiral-chiral material, elliptic cylinder, 

LCP and RCP, Mathieu functions, scattering cross 

section. 

 

I. INTRODUCTION 
It is well known that a reciprocal and isotropic chiral 

medium is characterized by different phase velocities  
for right- and left-circularly polarized (RCP and LCP) 
waves. In a lossless isotropic chiral medium, a linearly 
polarized wave undergoes a rotation of its polarization 
while it propagates. Numerous developments linked to 
chiral media overall are described in [1-3], and some 
analytical and numerical solutions to scattering from 
various types of chiral objects are given in [4-11]. 

The elliptic cylinder is a geometry that has been 
extensively analyzed in literature due to its ability to 
create cylindrical cross sections of different shapes by 
changing the axial ratio of the ellipse. Furthermore, since 
the elliptic cylindrical coordinate system is one of  
the coordinate systems in which the wave equation is 
separable, solutions to problems involving elliptic 
cylinders can be obtained in exact form. The solution of 
chiral cylinder immersed in unbounded chiral media will 
be the first step in providing an analytic solution to the 
complex problem of chiral elliptic cylinder coated with 
another layer of chiral media. Also, the analytic solution 
may be used as a benchmark for validating solutions  

to similar scattering problems using approximate or 
numerical methods. 

In this paper, we present a solution to the problem of 
the scattering of a left-circularly polarized (LCP) plane 
wave from a chiral elliptic cylinder of arbitrary axial ratio 
placed in a distinct infinite chiral medium, while in  
[11] the chiral cylinder was embedded in free space. The 
solution of the chiral cylinder immersed in unbounded 
free space involves co and cross polarized fields with free 
space wave numbers where in the case of unbounded 
chiral media the solution involves both co and cross 
polarized fields with left and right circularly polarized 
wave numbers regardless if the incident field is left or 
right circularly polarized field. It is required to compute 
Mathieu functions with left and right circulation wave 
numbers inside and outside the elliptic cylinder. Both 
chiral media in this problem are isotropic. The obtained 
solution will therefore provide more parameters to 
control the normalized bistatic scattering width when 
compared to that in reference [11].  
 

II. FORMULATION 
Consider a LCP plane wave that is propagating in  

an infinite isotropic chiral medium, being incident on  

an infinitely long elliptic cylinder at an angle  with 

respect to the minus x-axis of a Cartesian coordinate 

system located at the center of a cross section of the 

cylinder with its z-axis along the axis of the cylinder, 

which is made up of a different chiral material and of 

major axis length 2a and minor axis length 2b, as shown 

in Fig. 1. 
 

 
 

Fig. 1. Geometry of the scattering problem. 
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The incident electric field for LCP can be expanded 

in terms of elliptical vector wave functions as: 

 i (1) (1)

1 1

0,1

[ ( , ) ( , )]em em L em L
om om omm

A c c




 E N r M r , (1) 

in which, 
 

0 1

1

8
( ,cos )

( )

m

em em L i
om om

em L
om

A E j S c
N c


 , (2) 

where, 

 
2

2

1 1

0

( ) [ ( ,cos ) ]em L em L
om om

N c S c v dv



  , (3) 

with 
1 1 ,L Lc k F   for q=e,o being the 

angular Mathieu function of order n and arguments  

and , and F being the semi-focal length of the 

cylinder. 
( ) ( , )i

qm c r  for q=e,o, and  are defined 

in [13-14] in terms of angular and radial Mathieu 

functions, with r designating the elliptic coordinate dyad 

. The summation over m in (1) starts from 0 for 

even (e) functions and from 1 for odd (o) functions, and 

is the same for the other field expansions given below 

too. The wavenumber of the left circularly polarized 

wave is given by [12], 

 0 1 1

1

0 1 1 11

r r

L

r r

k
k

k

 

  



, (4) 

where 0k  is the wavenumber in free space, 
1  is the 

chirality parameter of the external chiral medium, and 

1r  and 
1r  are the relative permeability and relative 

permittivity of the external chiral medium. 

The incident magnetic field may be expressed in 

terms of elliptical vector wave functions as: 

 i (1) (1)

1 1

0,11

[ ( , ) ( , )]em em L em L
om om omm

j
A c c

Z





 H M r N r , (5) 

where , with  denoting the free space 

wave impedance.  

As the elliptic cylinder consists of an isotropic chiral 

material and is surrounded by another infinite isotropic 

chiral medium, the scattered and transmitted electro-

magnetic fields will have both co-polar and cross-polar 

components. The scattered fields can be written as: 
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where  and  for q=e,o are the unknown field 

expansion coefficients, 1 1 ,R Rc k F  with the wave-number 

1Rk  for the RCP wave given by [12], 
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0 1 1 11

r r

R
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
. (10) 

The fields transmitted into the chiral elliptic cylinder 

may also be expressed as: 
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where  and  for q=e,o are the unknown field 

expansion coefficients,  and  

with expressions for  and  obtained from (4) and 

(10), respectively, by changing the subscript 1 in these 

equations to 2. 

The unknown expansion coefficients can be obtained 

by imposing the boundary conditions corresponding to 

the continuity of the tangential field components at the 

surface  of the chiral elliptic cylinder [15], which 

may be expressed mathematically as: 
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where  is the outward unit normal to the surface of the 

elliptic cylinder. 

Substituting the above developed expressions into 

the fields of (15) and (16), and applying the orthogonal 

property of the angular Mathieu functions, yield: 
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for q=e,o where ),()(

s

i

qn cR   is the radial Mathieu 

function of order n and kind (i) of arguments c  and s , 

and ),(  ccM nqm  is given by: 

 dvvcSvcSccM qnqmqmn 
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2

0
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The system of equations (17) to (20) may be written in 

matrix form as: 
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where the elements of the submatrices are defined  

in Appendix A. We solve for unknown expansion 

coefficients 
qB , 

qC , qD , qG  from equation (22) by using 

matrix inversion technique. 

Using asymptotic expressions of the radial Mathieu 

functions of the fourth kind and their first derivatives, we 

can write expressions for the normalized bistatic echo 

width of the right- and left-polarized waves can then be 

written as: 
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where qmB ,
 qmC  can be obtained by invoking equation 

(22). 

 

III. NUMERICAL RESULTS 

Since the summations are infinite in extent, to obtain  

numerical results these summations have to be truncated 

to include only the first N terms, where N is an integer 

proportional to the electrical size and the constitutive 

parameters of the composite object. The results given in 

this paper have been checked for convergence, and 

obtained by considering only the first 10 terms (i.e.,  

N = 10) of the infinite series associated with each even 

and odd function. 

Numerical results are presented as normalized echo 

pattern widths for isotropic chiral elliptic cylinders of 

different axial ratios, embedded in another infinite 

isotropic chiral medium of different relative permittivities 

and chirality parameters. First, we select the parameters 

   for the exterior region 

while     

and axial ratio a/b = 1.001 for the cylinder and . 

To validate the analysis and the calculated results, we 

computed the normalized echo pattern widths for the 

above chiral cylinder when it is excited by a plane wave 

that is transverse magnetically (TM) polarized in the 

axial z-direction. The results shown in Fig. 2 are in good 

agreement with those in [5] (circles) for an analogous 

chiral circular cylinder in free space, verifying the 

accuracy of the analysis and calculated results. 

Figure 3 displays the normalized left- and right-

polarized echo-width patterns for a chiral elliptic cylinder 

of axial ratio 2, with same the parameters as in Fig. 2 
when it is embedded in an exterior chiral medium having 

the parameters ,0.11 r  ,0.11 r  
0 1 0.15k  

 
while 

excited by a LCP plane wave incident with .  

In this plot, the dominant left-polarized echo-width 

magnitude decreases gradually as the scattering angle 

increases from 0o to 180o while the corresponding right-

polarized has an almost constant value at all scattering 

angles of -16 dB. 

Figure 4 shows the left- and right-polarized echo-

width patterns for the chiral elliptic cylinder in Fig. 2, 

when it is placed in a chiral medium which is similar  

to that in Fig. 3, but with 
1 3.0r  . When the results are 

compared with the ones in Fig. 3, we see that as the 

scattering angle increases from 0o to 180o, the reduction 

of the left-polarized echo-width magnitude is much 

higher. Also the right-polarized echo-width magnitude is 

much lower for all scattering angles. 

Figure 5 shows is similar to Fig. 4, but with 
1 3.0r   

and 
0 1 0.1k   . We observe that as the scattering angle 

increases from 0o to 180o, the reduction of the left-

polarized echo-width magnitude is much higher than  

in Figs. 3 and 4. Also the right-polarized echo-width 

magnitude is becoming closer to the left-polarized echo-

width as the scattering angles increase. Figures 6 and 7 

are similar to Fig. 5 but with 045i   and 
0 1 0. 2k   . 

,0.11 r ,0.11 r 0.010 k

,16.00 ak ,0.42 r ,0.22 r ,15.020 k

o180i

o180i
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Fig. 2. Normalized co-polar and cross polar bistatic 

scattering widths against the scattering angle, for a  

chiral elliptic cylinder of axial ratio a/b =1.001, with 

    and 

located in free space, when it is excited by a TM 

polarized plane wave incident at . Circles [5]. 

 
 

Fig. 3. Normalized left- and right-polarized bistatic 

scattering widths against the scattering angle for a chiral 

elliptic cylinder of axial ratio 2.0 and having the same 

parameters as those in Fig. 2, with 

0 1 0.15k    and . 
 

 
 

Fig. 4. Normalized left- and right-polarized bistatic 

scattering widths against the scattering angle for the 

chiral elliptic cylinder as in Fig. 3 while 
1 3.0r  . 

 
 

Fig. 5. Normalized left- and right-polarized bistatic 

scattering widths against the scattering angle for the 

chiral elliptic cylinder as in Fig. 4 while 
1 5.0r   and 

0 1 0.1k   . 

 
 

Fig. 6. Normalized left- and right-polarized bistatic 

scattering widths against the scattering angle for the 

chiral elliptic cylinder as in Fig. 5 while 045i  . 

 
 

Fig. 7. Normalized left- and right-polarized bistatic 

scattering widths against the scattering angle for the 

chiral elliptic cylinder as in Fig. 5 while 0 1 0. 2k   . 
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IV. CONCLUSIONS 
An analytic solution to the problem of scattering  

of an LCP plane wave by a chiral elliptic cylinder 

embedded in another infinite chiral medium is presented 

using the method of the separation of variables. Results 

have been presented as normalized bistatic for co and 

cross-polarized echo-width patterns for chiral elliptic 

cylinders of different axial ratios and chiral materials, to 

show the effects of these on scattering. It is seen that  

the presence of two different chiral materials could 

significantly influence the co and cross-polarized pattern 

widths and can be used to control the radar cross section 

of targets or antenna radiation pattern [8]. Finally, the 

solution presented in this paper is for LCP incident field 

while in [15] was for RCP. 
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Abstract ─ In this paper an innovative brake, based on 

magneto-rheological fluids, is described. A system of 

Permanent Magnets, properly arranged in the device, has 

been designed to maximize the excitation field inside the 

fluid. The system has been analyzed by means of a 3D 

FEM code. The results in terms of magnetic flux density 

inside the fluid and the braking torque have been 

discussed. Furthermore, the magnetic torque necessary 

to perform the brake actuation has been calculated. 

Finally, some preliminary measurements on a prototype 

have been performed. 
 

Index Terms ─ FEM, Magneto-Rheological Brake, 

Permanent Magnets. 

 

I. INTRODUCTION 
Magneto-Rheological Fluids (MRFs) are synthetic 

oil-based or water-based suspensions of magnetically 

polarizable micro-particles, capable of changing their 

rheological behavior as a function of the intensity of an 

external magnetic field [1]. In fact, the micro-sized 

ferromagnetic particles, dispersed inside the MRF, align 

themselves along the direction of the magnetic field, 

allowing a rapid and reversible transition from a liquid 

to a near-solid state. By removing the magnetic field, 

these fluids can return to their liquid state in a very  

short time (15-20 ms), being the phenomenon perfectly 

reversible [2]. MRF-based devices have been developed 

since the end of 1940s [3], when the first MRF actuator 

was presented. The main applications are in dampers in 

the automotive and aerospace industry [4]. Also, they 

can be found in finishing processes for optical lens, 

waveguides, hard disk, and so forth [5, 6].  
As for magneto-rheological brakes, many solutions 

have been presented in past years [7-11]. The use of 

MRF in such devices w.r.t. conventional mechanical  

or electrodynamic brake, allows smooth and steady 

transmissible/braking torque with many applications  

like in space, automotive industry, robotics, industrial 

machines or gym/fitness equipment. Furthermore, the 

MRF-based brakes do not exert axial load and they can 

be easily controlled by tuning the magnetic field in the 

fluid. 
Currently, most of the solutions use conventional 

wired electromagnets to activate the fluid. Other designs 

use permanent magnets (PMs) as excitation source, but 

very few of them have been developed till now [12-14]. 

There are also solutions that combines PM-coil exciter 

in order to control the magnetic field inside the fluid. 

Purely PM-based devices can be found in [15, 16]; while 

in [17, 18], a hybrid Electrodynamic/MRF based clutch 

has been described. 
In the present paper, a new MRF-based brake is 

proposed. It uses a system of Permanent Magnets to 

excite the fluid. The braking torque can be controlled by 

rotating the PMs in the circumferential direction by an 

angle of 90°. The device has been analyzed by using a 

3D magnetic FEM code [19]. The results in terms of 

magnetic flux density inside the fluid and braking torque 

have been discussed. Furthermore, the magnetic torque 

necessary to perform the brake activation has been 

calculated. Finally, some very preliminary measurements 

on a prototype have been performed. 
 

II. THE PROPOSED BRAKE 

A. The fluid characteristics 
In the proposed device, the magnetorheological 

fluid MRF140CG has been used. It is produced by Lord 

Corporation, Cary NC, USA [20], and the main magnetic 

and mechanical characteristics are synthesized by the  

B-H curve and the τ-H curve (Yield/Shear stress τ vs 

magnetic field H), obtained by the producer. 
When an external magnetic field is applied in a  

gap filled by the MRF, the polarizable particles align 

themselves along the flux lines, allowing to create 

particle chains that prevent the movement of the particles 

themselves in the fluid. Once the magnetic field is 

removed, the fluid come back in a liquid state. 

ACES JOURNAL, Vol. 34, No. 1, January 2019

Submitted On: July 26, 2018 
Accepted On: November 4, 2018 1054-4887 © ACES 

186



Although many mathematical models have been 

developed, a very simplified equation can be used to 

describe the shear stress as a function of the applied 

magnetic field. In particular, combining the B-H curve 

and the τ-H curve of the fluid, the following relationship 

between shear stress τ and magnetic induction B can be 

used [7, 21]: 

 𝜏0(𝐵) = 67 𝐵4 − 222 𝐵3  +  200 𝐵2 + 17 B + 0.18. (1) 

In (1), the unit of the yield stress τ0 is kPa while that 

of the magnetic flux density B is Tesla. 

 

B. The brake characteristics 
The design requirements for the brake are the 

following: the braking torque > 5 Nm; the ratio between 

the maximum and minimum torque > 8; maximum 

diameter < 100 mm; maximum axial length < 40 mm; 

maximum relative angular speed between the two shafts 

< 1500 rpm. 

Figure 1 shows a schematic view of the proposed 

device with the main dimensions and materials, capable 

to fulfill the design requirements. It is composed of  

two coaxial shafts, input and output shafts of the brake, 

the magneto-rheological fluid inserted between the two 

coaxial shafts, and a third inner element carrying the 

permanent magnets.  

The shaft number 1 is a hollowed cylindrical element 

made completely of ferromagnetic material. 

The shaft number 2 is composed of four 90°-

sections of ferromagnetic materials; in two of these 

sections, a certain number of non-ferromagnetic plates 

are inserted allowing the magnetic flux to pass through 

and thus, affecting the MR fluid. In the other 90º  

two sections, there are not non-ferromagnetic plates; 

therefore, any magnetic field externally applied is 

shielded. The number and dimensions of these non-

ferromagnetic plates have been chosen by using a multi-

objective optimization procedure, capable to maximize 

the performance of the device. 

The MRF excitation system consists of four pie-

shaped rare-earth NdFeB magnets, with a remanence 

field Br = 1.36 T and a coercivity field Hc = −1020 kA/m. 

They are positioned inside the two shafts, coaxially. 

Each of the PM occupies an angle of 45° along the 

circumferential direction and is magnetized along the 

radial direction. 

As shown in Figs. 2 (a-b), the brake operates as 

follows: let's assume that initially the PMs are in the  

OFF state; the magnetic field does not pass through the 

fluid since the flux lines close themselves in the solid 

ferromagnetic sectors which act as a shunt for the flux 

lines just below the MRF. In this condition, the shaft 

number 1 rotates at a given speed and the shaft number 

2 is not drag by shaft 1. Once the decision to brake  

the shaft number 1 has been taken, the PMs system  

must be rotated (by an auxiliary mechanism) along its  

circumferential direction (indifferently in clockwise or 

counter clockwise) with respect to the shaft 2. While the 

PMs rotate by moving away from the OFF state, the 

presence of non-ferromagnetic plates progressively 

forces the magnetic field to cross the fluid and to close 

its flux lines, following the path of least magnetic 

reluctance. The highest values of the field inside the MRF 

and, consequently, of the braking torque are obtained 

when the permanent magnets system rotates by an angle 

of 90°, working in the ON state. 

 

 

 
 

Fig. 1. The proposed brake with the main dimensions and 

materials. 
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(a) OFF state 

 
(b) ON state 

 

Fig. 2. The operation principle of the proposed brake. 

 

In order to actuate the brake, an auxiliary 

mechanism (not shown in figure) capable to produce a 

proper activation torque that perform the rotation of  

the permanent magnets from the ON to the OFF state 

position is used. Considering that this activation torque 

(see Fig. 8) is quite low, the auxiliary mechanism can  

be composed of a preload torsion spring, which at rest 

keeps the PMs in the OFF state. Then, by manually or 

automatically twisting the spring along its axis by a 

proper angle (in the range 0° to 90°), the PMs can be 

rotated towards the ON state, so controlling the braking 

torque. 

 

C. The FE model 
The device has been analyzed by using a 3D model 

based on a Finite Elements code [19]. The FE mesh is 

shown in Fig. 3, while in Table 1, the main simulation 

parameters and materials have been reported. The 

geometric dimensions of the model are shown in Fig. 1. 

 

 
 

Fig. 3. The FE model and the magnetic flux density 

vectors in the ON state. 

 

Table 1: Simulation parameters and data 

Number of mesh elements 7x105 

Ferromagnetic material AISI 1018 

Non-ferromagnetic material AISI 316 

Permanent Magnets: 

NdFeB 

Br = 1.36 T; 

Hc = 1020 kA/m. 

Magneto-rheological fluid MRF140CG 

 

All the simulations have been performed considering 

the B-H functions of the nonlinear materials (MRF, 

Permanent Magnets, ferromagnetic material).  

The hysteretic behavior of these materials has been 

neglected, although several accurate and efficient models 

have been recently proposed [22-24]. 

As an example of simulation results, the Fig. 3 

shows also the distribution of the magnetic flux density 

in the device when the system is in the ON state. 

The performance of the device can be obtained by 

analyzing the magnetic flux density distribution in the 

MRF as produced by the permanent magnets. 

Figure 4 shows the magnetic flux density on a  

cross-section on the x-y plane of the device, respectively 

when the PM system is in the OFF state (0°), in the 

intermediate position (45°) and in the ON state (90°). 

ACES JOURNAL, Vol. 34, No. 1, January 2019188



 
OFF state 

 
Intermediate position 

 
ON state 

 

Fig. 4. The map of B (in [T]) on a middle cross-section 

of the x-y plane of the device at different conditions. 

 

Figure 5 shows the radial component of the magnetic 

flux density along a circumference inside the MR fluid, 

in the same conditions of the previous figure.  
The simulation results show that the magnetic 

induction in the MRF when the PMs system is in the ON 

state reaches up to 1 T, which is high enough to produce 

a high shear-stress and consequently a high level of 

braking torque. On the contrary, the OFF state is 

characterized by a very low magnetic flux density, not 

higher than 0.1 T and therefore low shear stress in the 

fluid. 

 
 
Fig. 5. The radial component of B along a circumference 

inside the MRF. 
 

III. THE RESULTS 

A. The braking torque 
The braking torque has been calculated in a post-

processing from the magnetic simulation as follows. The 

torque developed by a single volume element of MRF, 

centered at a generic r distance from the axis of the 

device and positioned between the two lateral surfaces of 

the cylindrical structure: 
 Δ𝑇𝑏 = 𝜏0(𝐵) ∙ 𝑟2 ∙ Δ𝜃 ∙ Δ𝑧.  (2) 

Neglecting the edge effects along the z-direction and 

using the value of τ0(B) calculated numerically from (1) 

in the center of the MR fluid, each cell of MR fluid 

produces the following contribution: 

 Δ𝑇𝑏 = 𝜏0(𝐵) ∙ [
𝑟𝑖𝑛𝑛𝑀𝑅𝐹+𝑟𝑜𝑢𝑡𝑀𝑅𝐹

2
]

2

∙ Δ𝜃𝑐 ∙ 𝑙𝑧 . (3) 

Then, taking into account the number of cells of the 

FE mesh and their azimuthal dimension, the total torque 

developed by the proposed brake can be approximated 

by a summation: 
 𝑇𝑏 = ∑ Δ𝑇𝑏

𝑁𝑐
𝑛=1 .  (4) 

Using the simulation results in terms of magnetic 

induction and shear stress, the braking torque developed 

by the proposed device has been calculated by using (4). 

Figure 6 shows its value as a function of the position of 

the permanent magnets system along the circumferential 

direction. When the PMs are in the ON state (angular-

displacement = 90°), the braking torque is about 5.5 Nm, 

while in the OFF state (angular-displacement = 0°) the 

torque is about 0.65 Nm. This latter value is mainly due 

to the fluid natural viscosity. Anyhow, the ratio between 

the maximum and minimum torque, that is between the 

torque in the ON and OFF state, for the proposed brake 

is about 8.5, a satisfactory value in this kind of device. 

In the same figure, experimental data are shown. 

They have been obtained by using the test bench (see 

Fig. 7) composed of a controlled brushless motor, two 

elastic couplings and a torque meter. During the tests, the  
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relative angular speed between the two shafts has been 

kept constant at 100 rpm. The braking torque has been 

measured respectively when the PM system was in the 

OFF state, in the intermediate position (45°) and in the 

ON state. As for the maximum relative angular speed 

between the two shafts, some tests have shown that the 

device operate quite well up to 1000 rpm. 
 

 
 

Fig. 6. The braking torque as a function of the angular 

displacement of the PMs. 
 

 
 

Fig. 7. The test bench. 
 

As can be seen, the maximum deviation between  

the calculated torque and the measured one is about  

15%. This deviation is explained because the simulation 

results neglect the contribution to the braking torque of 

the MRF that fills the gaps axially at the two bases of the 

cylindrical structure.  
 

B. The brake actuation 
As described in previous sections, the brake 

activation can be obtained by rotating the PMs system 

along its circumferential direction (indifferently in 

clockwise or counter clockwise). However, during the 

rotation, there is a magnetic torque that hinders the PMs 

motion from the OFF to the ON state and vice-versa. 

This activation torque is due to the natural magnetic 

interaction between magnets and ferromagnetic materials 

which constitute the shaft 2. 

Figure 8 shows the activation magnetic torque value  

as a function of the PMs angular displacement, obtained 

by using the 3D FE model. As expected, the maximum  

value occurs when the PMs displacement is 45°, that is 

when the permanent magnets system is in the midway 

between the ON and OFF state. 

An auxiliary mechanism (not shown in figure) can 

be exploited to move the permanent magnets from the 

ON to the OFF state. In this experiment a preloaded 

torsional spring have been used to overcome the 

magnetic torque and to rotate directly the PMs from OFF 

to ON state. By controlling more accurately the angular 

displacement of the PMs, using for example a stepper 

motor, the braking torque could be precisely modulated.  

Anyhow, the power required to activate/deactivate the 

proposed brake is a very low fraction of the braking 

power. 

 

 
 

Fig. 8. The activation torque as a function of the angular 

position of the PMs. 

 

VI. CONCLUSION 
The authors have presented a Magneto-rheological 

brake excited by a system of permanent magnets. The 

brake is activated by rotating the PMs system along its 

circumferential direction (indifferently in clockwise or 

counter clockwise) by an angle of 90°. The proposed 

brake is characterized experimentally by a maximum 

braking torque of about 5.5 Nm and the ratio between  

the maximum and minimum torque is about 8.5, a 

satisfactory value in this kind of device. Finally, the 

results show that the actuation of the brake requires a 

very low power. 
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Abstract ─ In the millimeter wave band, the 

simplification of the orthomode transducer (OMT)’s 

structure and processing technic is placed in a more 

important position. The finline OMT can meet the 

requirement, but its size is usually not compact enough. 

To solve this problem, a compact finline OMT based on 

multi-section transformer is presented. Such OMT can 

enable size reduction by reasonably designing three 

transformers to reach the matching condition, which 

makes the design more flexible. As a result, the -20dB 

reflection bandwidth of the proposed OMT is 30.2 GHz 

to 49.8 GHz (49%), while the lengths of main arm’s and 

side arm’s transition for vertical polarization are 1.35λmax 

and 0.9λmax (λmax denotes the maximum free space 

wavelength in band), respectively, which has been 

greatly reduced compared with the traditional ones.  

To verify the working performance of the design, a 

prototype is fabricated and measured. Finally, some 

assembly errors are analyzed to study its influence. The 

results show that the proposed OMT can be a good 

candidate for millimeter wave application. 

 

Index Terms ─ Compact, finline OMT, millimeter wave 

application, multi-section transformer. 
 

I. INTRODUCTION 
An orthomode transducer (OMT) can separate or 

combine two orthogonal polarizations to double the 

channel capacity. In recent years, with the development 

of remote sensing and radio astronomy, the demands for 

the high operating frequency and the ultra-wideband 

characteristics of the receiver system are on the rise. At 

millimeter wave band, the physical size of the device 

becomes smaller, thus leading to the higher demands for 

machining and assembly process. To fulfill these 

requirements, it is necessary to expand the bandwidth of 

the OMT and reduce its complexity.  

Generally, OMTs can be divided into planar type 

and waveguide type. The planar OMTs are mainly based 

on microstrip line structure, which have the shortcomings 

of large insertion loss, low power capacity and poor 

matching with the waveguide [1,2].  

Waveguide OMTs have many merits, such as high 

power capacity and mechanical robustness. To achieve 

wideband applications, it is necessary to suppress the 

higher order modes, such as TE11 and TM11 modes in  

a square waveguide [3]. For asymmetric OMT, their 

fractional working bandwidth can only reach about 20%, 

for the higher order modes cannot be controlled 

effectively [4,5].  

As the suppression of higher order modes is found 

related to the symmetry of the OMT’s topology, the two-

fold symmetric structure has the best effect, which 

separates both polarizations’ power into two halves, and 

then can be recombined later. The representative forms 

are Turnstile OMT [6-9] and Bøifot OMT [9-11], 

featuring the advantages of broadband, high isolation, 

high cross-polarization discrimination, and low insertion 

loss. However, they all have complicated structures and 

usually need to be divided into three or more blocks for 

processing, which will introduce a lot of assembly errors 

in millimeter frequency range.  

One-fold symmetric structure means only one of the 

polarizations’ power will be separated and recombined, 

which can suppress the odd higher order modes. In 

general, the finline one [12-16] and the transformations 

of the Bøifot OMT that are based on the double ridge 

transition [17-20] and the reverse coupling structure [21] 

can be concluded as the one-folded symmetric type. The 

former can achieve a bandwidth of 40%-60% and will be 

discussed later. The latter require a height-reduced 

waveguide to make the higher order modes evanescent, 

but the transition from the double ridge to the output  

port will limit the OMT performance for its vertical 

polarization. In general, their reported working bandwidth 

are no more than 50%. In addition, their structures are 

also complicated and bulky. 

In other OMTs, the quad-ridged one [22,23] also 

needs the absorber, and its transition needs to match the 

hundreds of ohms waveguide with the 50 ohms coaxial 

cables. Therefore, it usually needs a long transition to 

ensure the in-band reflection characteristic. The OMT 

based on the SIW [24] and the polarization-selective 

coupling structure [25] belong to the asymmetric type,  
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which both have the disadvantage of narrow bandwidth.  

The proposed OMT chooses the finline form, which 

was first presented by Roberson [12] with the 

characteristics of ultra-wideband operation and simple 

structure. It can be manufactured with two blocks and a 

metal plate, so the advantage of easy fabrication makes 

it a good candidate for millimeter wave or terahertz 

application [13]. For this OMT, the main drawback is its 

large size, and the traditional linear or exponential 

double ridge transitions usually require a long transition 

to guarantee the matching characteristics for vertical 

polarization. For instance, the linear transition is used in 

[14] and [15], and one of them can achieve a -20dB 

impedance fractional bandwidth of about 52%, when its 

main arm’s and the side arm’s double ridge transition 

lengths are 3.2λmax and 1.8λmax (λmax denotes the maximum 

free space wavelength in band), respectively. For the 

exponential case [13], it realizes a -15dB impedance 

bandwidth of 42% in the terahertz band, while the 

transitions’ lengths are both reduced to 1.4λmax. In 

addition, the transitions’ lengths have been further 

reduced to 0.54λmax and 0.48λmax to enhance the isolation 

performance with the expense of narrow bandwidth  

[16]. Therefore, ensuring both miniaturization and high 

performance is still a problem for finline OMT. 

In this paper, a finline OMT based on multi-section 

transformer is developed to solve the problem above. It 

works at 7mm-band (30GHz-50GHz), which is used  

for the detection of interstellar molecular line in radio 

astronomy. The multi-section transformer is widely used 

in waveguide matching [6], slot antenna profile reduction 

[26] and power divider impedance transformation [27]. 

However, to the best of our knowledge, the multi-section 

transformer has never been used to achieve the 

miniaturization of the finline OMT. The comparison 

between other OMTs and the proposed one is listed in 

Table 1. 

The rest of the paper is arranged as follows. Section 

II mainly describes the theory of the multi-section 

transformer. The design of the multi-section transformers 

and OMT is put in Section III. In Section IV, a prototype 

is fabricated and tested to verify the proposed structure, 

and some error analyses are carried out. Finally, a brief 

summary is shown in Section V. 

 

Table 1: The comparison between the other OMTs and the proposed one 

Ref. OMT Type S11/dB Bandwidth 
Isolation 

/dB 

Insertion 

loss /dB 

Cross  

Pol. /dB 
Size/λmax

3 Complexity 

[2] Planar <-15 41.2%  <-2 <-58  Simple 

[5] Asym. <-22.5 12.1% >65 
 

<-57 
1.7×2.3×0.86 

(model size) 
Simple 

[6] Turnstile <-25 37% >50 <0.2 <-50 
3.4×5.2×6.8 

(fabricated size) 
Complex 

[9] 
Turnstile 

Bøifot 

<-24 

<-29 

57.5% 

36.6% 
>40 <0.11 

 0.94×1.56×1.73 

1.17×1.35×1.53 

(model size) 

Complex 

[10] Bøifot <-28 40% >47 <0.5 <-40  Complex 

[17] 
Double 

ridged 
<-20 49.7% >45 <0.16 

 4.74×4.74×5.69 

(fabricated size) 
Medium 

[20] 
Double 

ridged 
<-20 40% >60 

  2.15×1.05×4.43 

(model size) 
Medium 

[21] 
Reverse 

Coupling 
<-20 32% >50 <0.2 <-30 

 
Medium 

[22] 
Quad- 

ridged 
<-15 72% >50 <3 <-55 

0.8 

(transition length) 
Simple 

[13] 
Exp.  

finline 
<-15 42% >55 <1.7 <-57 

1.4, 1.4 

(transition length) 
Simple 

[15] 
Linear 

finline 
<-20 52% >40 

 
<-20 

3.2, 1.8 

(transition length) 
Simple 

This 

work 

Stepped 

finline 
<-20 49% >67 <1.1 <-76 

1.35, 0.9 

(transition length) 

2.86×3.43×4.12 

(fabricated size) 

0.97×3.27×2.18 

(model size) 

Simple 
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II. THEORY OF THE MULTI-SECTION 

TRANSFORMER 
To facilitate a brief analysis of the working 

characteristics of the transformer, a simple model is 

given here. The transformer achieves the impedance 

matching from Z0 to ZL, and its fundamental circuit 

diagram is shown in Fig. 1. To simplify the analysis, we 

only discuss the case that the electrical lengths of all 

sections are equal [28]. The normalized complex matrix 

�̅� of the transformation from Z0 to ZL can be written as: 

1

0

0

1

N L

N-1 N

N-1 N

N L

Z
0

Z cos sina b
...

sin cosc d Z
0

Z

Z Z
0 0

Z Zcos sin

sin cosZ Z
0 0

Z Z

j
A

j

j

j

 
 

     
            

  

   
   

     
          

     

, (1) 

where Z1, …ZN-1, ZN, are the characteristic impedance of 

each section of the transformer, ZL and Z0 are the Port 1 

and Port 2’s input resistance, respectively. θ=βl, and �̅�, 

�̅� , 𝑐̅ , �̅� are the elements of the normalized complex 

matrix A . 
 

 
 

Fig. 1. Fundamental circuit diagram of multi-section 

impedance transformer. 

 

Then, we can use �̅�, �̅�, 𝑐̅, and �̅�  in (1) to express the 

attenuation L: 

 

2

2

21

1 1
a b c d

4
L

S
    

 

. (2) 

As is known, the moduli of two complex numbers 

with mutual conjugation are equal: 

 
2 2

* * * *1 1
a b c d a b c d

4 4
      

 
, (3) 

where �̅�*, �̅�*, 𝑐̅*, �̅�* are the elements of the complex 

conjugate matrix �̅�*. 

Because j and sin  always appear at the same time 

in (1), the elements of the complex conjugate matrix  

�̅�* can be regarded as turning all sinθ to -sinθ. According 

to (3), it is not difficult for us to figure out that the 

expression of L only contains the even power of sinθ. 

Because sin2θ=1-cos2θ, the formula of L can be expressed 

as the even power of cosθ: 

 
N

2i

i

i 0

cosL A


  , (4) 

where 
i i 1 N 1 N L( ,... , , ), ( 0,1,2,...N)A A Z Z Z Z i  . 

Since the matching condition of input port 1 is L=1, 

(4) can be rewritten as: 

 
N

2

0

cos 1 0i

i

i

A


   . (5) 

When all the coefficients satisfy certain conditions 

(by adjusting Z0, Z1, … ZN-1, ZN, ZL), (5) can get N real 

roots, which is equivalent to the N zeros of its frequency 

response curve. By properly selecting the impedance 

values of each section of the transformer, it can always 

make full match at these frequency points, so as to 

realize a well-matched characteristic over a specified 

band. For the case that the electrical lengths of these 

sections are different, the corresponding proof process is 

given by [29]. 

Based on the ideas above, three transformers are 

designed in Section III.  

 

III. OMT CONFIGURATION 
The proposed OMT is shown in Fig. 2, including a 

T-type waveguide, a slotted metal plate and an absorber. 

The T-type waveguide is composed of a main arm and a 

side arm, in which three transformers are contained. 

 

 
 

Fig. 2. General configuration of stepped double ridge 

structure based finline OMT. The inset describes the 

field distributions of the OMT at 37.5 GHz under vertical 

(a) and horizontal (b) polarizations. 

 

When the vertical polarization is stimulated at the 

OMT's common Port 1, the field distribution is shown in 

the inset (a) of Fig. 2. The energy of TE10 mode is 

gradually transformed and confined to the finline gap via 

the main arm’s transition (Transformer 1). Then the 

energy will be guided into the side arm by a 90-degree 

bend and be transferred to the port 2 by the side arm’s 

transition (Transformer 2). When the vertical polarization 

is excited, the energy of TE01 mode travels through the 

metal plate virtually unperturbed by undergoing the 
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process of separation and recombination [14]. After 

passing through the transformer 3, the energy will be 

eventually output by Port 3, which is depicted in the inset 

(b) of Fig. 2. In addition, to suppress the excitation of 

unwanted modes generated by the double ridge, an 

absorber is inserted [14]. 

It can be concluded that the OMT’s matching 

characteristic is determined by the three transformers 

and the 90-degree bend. As the 90-degree bend is easily 

achieving low reflection by optimizing the arc slot of 

metal plate and the coupling window, the performances 

of the transformers will directly affect the overall 

matching characteristics of the OMT. 
 

A. Design of the three multi-section transformers 
As is known, the length of the traditional tapered 

double ridge transition should be long enough to achieve 

a good reflection coefficient characteristic. It can be 

explained as follows, the tapered transition in waveguide 

can be seen as the cascade of infinitely many small steps, 

and each of them will produce a reflected wave. These 

reflected waves are always partially cancelled at the 

input port, so that the total reflected wave can be 

maintained below a relatively small value across a wide 

frequency band. However, as the length of the tapered 

transitions increase, the size of the OMT will become 

excessively large.  

The multi-section transformers can achieve 

impedance matching more effectively, which can be 

attributed to the fact that each section’s length equals  

to nearly a quarter center wavelength, corresponding  

to 0.1875λmax in the case of 50% fractional working 

bandwidth. Therefore, the fewer the sections are, the 

shorter the length will be. 

In waveguide devices, since different in-band 

reflection characteristics can be obtained by assigning 

different impedance distributions to the multi-section 

transformers, they have an advantage of design flexibility 

compared to the traditional tapered one. To design these 

transformers, the ANSYS HFSS 15 is used, and the 

model of three transformers are shown in Fig. 3. Each 

transformer is assigned with the binomial and the 

Chebyshev impedance distributions, respectively, to 

verify different in-band responses. 

Transformer 1 is a 6-section stepped double ridge 

waveguide with square waveguide cavity. It achieves an 

impedance transformation from 87 ohms to 628 ohms, 

which is calculated by the impedance expressions given 

in [30]. Transformer 2 is a 5-section double ridge 

waveguide with a 2-section stepped waveguide cavity, 

which realizes the impedance matching between 80 ohms 

and 314 ohms. Transformer 3 is a 4-section E-plane 

stepped waveguide, which transforms the impedance 

from 314 ohms to 628 ohms. The length of each section 

of these transformers is set to be a quarter wavelength of 

37.5GHz. The binomial and Chebyshev impedance 

distributions of each transformer are given in Table 2 and 

Table 3, respectively. 
 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 3. The schematic of transformers: (a) transformer 1, 

(b) transformer 2, and (c) transformer 3. 
 

Table 2: The binomial impedance distributions of each 

transformer 

Transformer 
1 

(ohms) 
2 

(ohms) 
3 

(ohms) 

1st section 89.7 84.3 328.5 

2nd section 108.1 104.8 390.7 

3rd section 170.4 161.3 506.5 

4th section 310.3 248.3 605.4 

5th section 488.9 308.7  

6th section 589.2   
 

Table 3: The Chebyshev impedance distributions of each 

transformer 

Transformer 
1 

(ohms) 
2 

(ohms) 
3 

(ohms) 

1st section 93.0 86.8 330.2 

2nd section 118.2 109.9 389.9 

3rd section 186.8 161.3 494.5 

4th section 326.5 236.9 583.8 

5th section 516.0 299.8  

6th section 582.1   
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As shown in Fig. 4, the simulation result of the 

transformer 3 has standard responses of maximally flat 

and equal ripple characteristics, but the responses of 

other two transformers both have a little deterioration. 

This is mainly due to the fact that the double ridge 

waveguides with different ridge spacing have different 

cutoff frequency. It will result in the difference between 

the electrical length of each section and the desired 

quarter wavelength. 

As a result, the binomial impedance distribution  

has the flattest reflection response, so it can be used to 

design the ultra-low reflection characteristic in specific 

frequency band. On the other hand, the Chebyshev 

impedance distribution has the equal ripple reflection 

characteristic in band, so it has the widest bandwidth 

under the limitation of a specified maximum standing 

wave, making it suitable to design for ultra-wideband 

applications. 

 

 
   (a) 

 
   (b) 

 
   (c) 

 

Fig. 4. The simulated reflection coefficients of each 

transformer: (a) transformer 1, (b) transformer 2, and (c) 

transformer 3. 

B. Design of the OMT 
To work in the 7mm-band, the size of the OMT’s 

three ports refer to the WR-22 standard waveguide, 

wherein the square one is 5.69×5.69mm2 and the 

rectangular one is 5.69×2.85mm2.  

As the performance of the OMT is determined by 

the 90-degree bend, the coupling window and the three 

transformers, the first two structures are designed and 

modeled in Fig. 5. The size of the coupling window is set 

to be 5×1.15×2.1mm3. 

Based on the analyses in part A, three transformers 

with Chebyshev impedance distribution are applied to 

the 7mm-band OMT design, and their in-band reflection 

characteristics are optimized by fine-tuning the length  

of each section. In particular, the 2-section waveguide 

cavity sizes of the transformer 2 are 5.2×1.6×1.9mm3 

and 5.69×2.85×10.1mm3, respectively. In addition, the 

absorber is set in the transformer 3 to further reduce the 

device size, and the parameters of the transformer 3 are 

listed in Table 4. Other parameters can be obtained in Fig. 

6. 
 

 
  (a) 

 
   (b) 

 

Fig. 5. Design of the 90-degree bend and the coupling 

window: (a) simulation model of ANSYS HFSS 15, and 

(b) reflection coefficient for vertical polarization. 

 

Table 4: The specific parameters and the characteristic 

impedance of transformer 3 

Name 
Length 
(mm) 

Width 
(mm) 

Height 
(mm) 

1st step 2.5 5.1 

5.69 
2nd step 2.5 4.4 

3rd step 2.5 3.6 

4th step 2.5 3 
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Fig. 6. The sectional view of the metal plate and the 

absorber. The parameters are (unit: mm): a=5.69, b=2.85, 

d=0.2, l1=18.34, l2=5, l3=2.1, R1=3.1, R2=2.9, m1=2.56, 

dm1=4.99, m2=2.26, dm2=3.43, m3=2.02, dm3=1.69, 

m4=2.4, dm4=0.66, m5=2.3, dm5=0.34, m6=2, dm6=0.22, 

n1=1.9, dn1=0.28, n2=1.8, dn2=0.65, n3=1.7, dn3=1.38, 

n4=1.7, dn4=2, n5=1.9, dn5=2.56. 

 

IV. MODELLING AND EXPERIMENTAL 

RESULTS 
The electrical characteristics of the proposed finline 

OMT are analyzed by using full-wave simulation software 

ANSYS HFSS 15. To verify the simulated results, a 

prototype of the OMT has been fabricated, as shown  

in Fig. 7. In detail, the main body is split into two 

symmetrical aluminum blocks to manufacture with the 

help of CNC technique, and the slotted metal plate is 

fabricated by wire cut processing. Both processes have 

the tolerance of ±0.02mm. The absorber employs the 

ITO conductive glass with a surface resistance of 

350±100 Ω/cm2. Finally, all parts assemble together 

with positioning screws and spacing slots. 
 

 
 

Fig. 7. The picture of the manufactured finline OMT. 
 

The measurement system is composed of a Rohde  

& Schwarz ZVA 67 vector network analyzer (VNA), 

two coaxial cable to waveguide converters and a horn 

antenna used as load. In specific operations, the reflection 

coefficient and isolation are tested by connecting the 

OMT’s three ports with the VNA and the horn antenna, 

and the insertion loss is measured with two OMTs 

arranged in the form of back to back. The simulated and 

measured results are shown in Fig. 8. Across the working 

band of 30.2GHz-49.8GHz, the proposed finline OMT 

possesses the reflection coefficient of less than -20dB, 

and the insertion loss of less than 1.1dB for both 

polarizations. Two rectangular ports’ isolation is larger 

than 68dB, and the cross-polarization levels are less than 

-76dB for both polarizations. 
 

 
   (a) 

 
   (b) 

 
   (c) 

 
   (d) 

 

Fig. 8. The simulated and measured results of the 

proposed OMT: (a) reflection coefficient and insertion 

loss for horizontal polarization, (b) reflection coefficient 

and insertion loss for vertical polarization, (c) isolation 

of port 2 and port 3, and (d) cross-polarization level for 

both polarizations. 
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Compared with previous works, the use of multi-

section transformers can make the design more compact. 

Specifically, the length of main arm’s and side arm’s 

transition can be reduced to 1.35λmax and 0.9λmax, 

respectively.  

From the results we can see that the measured ones 

are slightly worse than the simulated ones. Regardless of 

the increased reflection and insertion loss introduced by 

the mounting gaps of the main body, misalignment of 

waveguide connection interfaces and unstable electrical 

characteristics of the chosen absorber, the simulated 

results all have a close trend with the test ones except for 

the isolation and the reflection coefficient for horizontal 

polarization. For the former, it is mainly subject to the 

processing and assembly errors of the OMT. For the 

latter, the differences are additionally ascribed to the 

manufacturing and positioning errors of the metal plate. 
 

 
 

Fig. 9. The schematic of positioning errors. 

 

 
  (a) 

 
  (b) 
 

Fig. 10. Reflection coefficient of the measured results of 

the manufactured OMT and the simulated results of 

modified model for vertical polarization. 

To further understand the effect of the positioning 

errors on the working performance, the translational 

error (dy,dz) and rotation error dθ of the metal plate are 

analyzed, as depicted in Fig. 9. 

When (dy,dz)=(-0.01mm,0.04mm) and dθ=0.5deg, 

the simulated results of the modified model have close 

resonance frequency points with the measured ones for 

both polarizations, as shown in Fig. 10. However, due to 

the influence of the mounting gaps and connection 

reflection between the OMT and measurement system, 

the overall reflections will arise. 

 

V. CONCULSION 
A compact finline OMT based on multi-section 

transformer is proposed for operation in 30.2GHz to  

49.8 GHz. Under the premise of preserving the in-band 

working characteristics, the design achieves the size 

reduction of the OMT. The proposed OMT has been 

tested and error analyzed. The predicted results have a 

good agreement with the measured ones.  
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