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Abstract ─ Wireless power transfer using inductive/ 

resonant coupling is studied using the finite-difference 

time-domain (FDTD) method. Three-dimensional FDTD 

models are used to simulate the source and load loops as 

well as frequency-dependent magnetized ferrite shields. 

A series of tests are run to determine the required 

distance between the coils and the domain edges, the 

PML thickness, and convergence level. The FDTD-

calculated coil parameters (self-inductance and quality 

factor) are then validated against measurement results. 

The efficiency of the inductive link is studied without 

ferrite shields and then with two ferrite slabs added.  

It is observed that adding ferrite slabs improves the 

efficiency by ~40%.  

 

Index Terms ─ Coils, FDTD, flux coupling, magnetized 

ferrite, simulation and wireless charging. 
 

I. INTRODUCTION 
Interest in wireless power transfer has been growing 

due to its utility and convenience when applied to 

numerous applications [1], including charging of laptops 

to mobile phones, medical implants [2], near field 

communication (NFC) antennas [3], and electric vehicles 

[4]. Generally, low frequencies (kHz and MHz frequencies) 

are used for wireless charging applications due to safety 

issues [5]. For instance, according to the Qi wireless 

charging standard [6], wireless charging of mobile 

phones is performed in the lower kHz band (110 kHz – 

205 kHz). Wireless charging for biological telemetry [7] 

is performed in the lower MHz frequency band.  

To transmit power wirelessly between transmitter 

and receiver coils, non-radiative techniques [2], [8]-[11] 

are typically used, such as inductive coupling [10] and 

magnetic resonant coupling [11]. As shown in Fig. 1, a 

source coil (loop) connected to an AC power source 

generates magnetic flux. When a load loop is brought 

into the vicinity of the source loop, an electromotive 

force is induced in the load coil which eventually drives 

current through it. The performance of the coupling is 

dependent on its power transfer efficiency (PTE) and 

power transmission distance. The PTE can be improved 

by shielding the coils with magnetized ferrite slabs. 

Another possibility is to use metamaterials [12]. 

 

 
 

Fig. 1. Magnetic flux coupling between a source and load 

loop. 

 

Various commercial electromagnetic (EM) solvers 

exist that may be used to simulate coils. For example, the 

frequency domain solver [13], [14] provided by ANSYS 

may be used, as well as the magnetostatic domain solver 

[15] provided by Computer Simulation Technology 

(CST). Further, the finite-difference time-domain 

(FDTD) has been used to model RF coils for different 

applications, such as magnetic resonant imaging (MRI) 

[16], biomedical telemetry system [17], open vertical 

field magnetic resonance guided focused ultrasound 

system [18], nuclear magnetic resonance (NMR) [19], 

inductive power transfer system [20] etc. Similarly, 

using the FEKO electromagnetics software, the Method 
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of Moments (MOM) has been applied to wireless power 

transfer via magnetic resonance coupling [21].  

An advantage of FDTD for this application is that  

it can be used to simulate anisotropic and frequency-

dependent materials such as magnetized ferrite and 

magnetized plasma in a relatively easier manner (e.g., 

[22]). In this paper, XFdtd [23] is used to simulate 

wireless charging coil designs with magnetized ferrite 

shields.  

There are a number of challenges when simulating 

low frequency wireless charging coils using the FDTD 

method. First, the dimensions of the coils are extremely 

small, on the order of millimeters. As a result, a large 

number of grid cells (high resolution mesh) are required 

to correctly resolve the coil geometry. This is especially 

important because the fundamental coil parameters 

(inductance and AC resistance) are extremely sensitive 

to the coil dimensions, therefore a high degree of spatial 

accuracy is required. Second, the rate of convergence can 

be extremely slow for low frequency problems. Third, 

thick absorbing boundary conditions (such as a perfectly 

matched layer (PML)) [24] are needed to effectively 

absorb low frequency waves, which have long 

wavelengths compared to the dimensions of the grid 

cells. 

We note that an inductive power system using two-

step scaled frequency FDTD methods has been recently 

reported [20]. However, the effect of the magnetized 

ferrite on the important coil parameters such as self-

inductance, quality factor, mutual inductance, coupling 

coefficient and efficiency was not quantified. Therefore, 

the contribution of this paper includes: (1) comparing 

simulation results with measurements; and (2) using the 

FDTD method to perform a complete 3-D simulation of 

two coils while including magnetized ferrite shields. In 

particular, the effect of the magnetized ferrite on the 

important coil parameters is computed. These simulation 

results provide additional insight into designing wireless 

charging coil systems.  

This paper is organized as follows: In Section II, an 

equivalent circuit model of the coil system is provided. 

Section III elaborates on the challenges of using FDTD 

for this application. Information is also provided for 

setting up effective simulations. In addition, FDTD-

calculated results are validated against measurements. 

Section IV provides details on magnetized ferrite and the 

results including it in the FDTD simulations. Finally, 

Section V discusses strategies for boosting the magnetic 

flux coupling between coils. 

 

II. EQUIVALENT CIRCUIT MODEL 
The fundamental structure for wireless power 

transfer consists of two coils: a transmitter (driver) coil 

connected to an AC excitation and a receiver (load) coil 

(as shown in Figs. 1 and 2). An equivalent circuit is 

shown in Fig. 3. 

The two coils may be represented by a two-port 

network with the transmitter coil attached to Port-1  

and the receiver coil attached to Port-2. The two-port 

network results in a 2 × 2 S-parameter matrix, which  

are evaluated at the nodes during the simulation. The 

measured S-parameters are obtained from the terminals 

(see Fig. 2). In the measurements, the S-parameters are 

obtained from the vector network analyzer (VNA). The 

S-parameters are then converted into impedances (Z). 

The self-inductances (𝐿1 and 𝐿2) of the transmitter coil 

and the receiver coil, respectively are determined by 

dividing the imaginary part of 𝑍11 and 𝑍22, respectively, 

by the angular frequency. The real part of 𝑍11 yields the 

parasitic resistance of the coil. 𝑅1 and 𝑅2 are the parasitic 

resistances of the two coils. The mutual inductance (M) 

is determined by dividing the imaginary component of 

𝑍12 or 𝑍21 by the angular frequency. Two capacitors (𝐶1 

and 𝐶2) may be connected in series to represent the 

resonant circuit at the desired frequency. 

 

 
 

Fig. 2. Inductive link (driver coil and load coil) modeled 

in XFdtd. The bigger coil at bottom is the transmitter 

coil, and the smaller one at the top is the receiver coil. 

The green line in the driver coil represents the resistive 

voltage connection between two terminals. Similarly, the 

green line in the load coil represents the resistive load 

connection between two terminals. 

 

 
 

Fig. 3. Circuit model of the two port network representing 

the two coils. 

 

Q1 is the intrinsic quality factor of the transmitting 

coil, Q2 is the intrinsic quality factor of the receiving 

coil, and Q2L is the loaded quality factor of the receiving 

coil. The quality factors are determined using equations 

(1) – (3): 
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                                     𝑄1 =
𝜔𝐿1

𝑅1
,                                        (1) 

                                     𝑄2 =
𝜔𝐿2

𝑅2
,                                        (2)                                                           

                                   𝑄2𝐿 =
𝜔𝐿2

𝑅2+𝑅𝐿
.                                     (3) 

𝐾12 is the coupling coefficient representing the 

magnetic flux coupling between the two coils (the 

transmitter and receiver coils). Its value depends on the 

mutual inductance between the coils, and the self-

inductance of the individual coils, as shown in (4). 

Numerically, its value ranges from 0 to 1. A value of zero 

indicates that little or no coupling is achieved, and a 

value of one indicates that perfect coupling is achieved. 

Practically, it is impossible to achieve perfect coupling: 

                                  𝐾12 =
𝑀

√𝐿1.𝐿2
 .                                     (4) 

The power transfer efficiency (PTE) of the link 

determines how much total power has been coupled to 

the receiver. Its value gives the final figure of merit of 

the system. The PTE depends on the magnetic flux 

coupling between the coils, the quality factors of both 

coils, and the resistance of the load and receiver coils. 

The expression for the PTE is given by (5): 

                       𝑃𝑇𝐸 =  
𝐾12

2 𝑄1𝑄2𝐿

1+ 𝐾12
2 𝑄1𝑄2𝐿

.
𝑅𝐿

𝑅𝐿+𝑅2
 .                      (5) 

Equations (1-5) are used in the upcoming sections 

analyze the system. 
 

III. VALIDATION 

A. Simulation details 

The simulation examples provided here are for the 

kHz range, however, an analogous procedure may be 

followed for higher frequencies. An example circular 

coil is modeled with a diameter of 67 mm, 10 turns, 1 

mm spacing between turns, and a 0.8 mm wire diameter. 

The two ends of the coil are connected via a copper wire 

with a resistive voltage source having an internal 

resistance of 50 ohms. A Gaussian source time-

waveform is used to excite a range of frequencies from 

DC to 260 kHz. A conductivity of 5.95 × 107 S/m is 

used for the copper.  

The models employ conformal meshing, [25] which 

helps to resolve the complex geometry and small gap 

efficiently. The spatial grid resolution is 0.4 mm. At this 

resolution, two to three cells are used to resolve the 

traces of the conductor and one to two cells are used to 

resolve the gap between the turns of the coil. Additional 

simulations demonstrated that doubling the number of 

cells used to model the wire and gap (i.e., doubling the 

grid resolution) does not change the results significantly 

(for both cases, the results compare well with theory  

and measurements as shown in Section III B). We note 

that advanced computational techniques have been 

developed to more accurately and efficiently model  

thin wires in FDTD models (e.g., [26]-[27]). However, 

XFdtd, which was used in the simulations does not 

provide this modeling capability in its software.  

By default, XFdtd uses a tenth of a wavelength  

free space padding between the object and the grid 

boundaries. However, at the low frequencies of interest 

here, a one-tenth wavelength padding would increase the 

simulation size by around 500,000 grid cells on each 

direction. By running a series of tests and comparing 

against measurements, it is found that the simulation 

domain may be twice the largest dimension of the coil. 

As a result, a grid with 335 × 335 × 40 cells in the x-, 

y-, and z-directions, respectively, is used to model the 

coil.  

The small grid cell dimensions relative to the 

wavelength at low frequencies also influences the 

implementation and performance of absorbing boundary 

conditions. A convolutional PML (CPML) [28] is 

implemented along all of the edges of the grid. In Fig. 4, 

the relative error (reflection error) caused by the PML is 

compared for different PML thicknesses (10 cells, 15 

cells and 20 cells). A 20-cell thick PML (black plot in 

Fig. 2) has less than 1% error. Appendix A summarizes 

the PML parameters that are used in the simulation. It 

may be possible to tweak these parameters to improve 

the PML absorption. Additionally, using an even thicker 

PML than 20 cells is expected to further reduce the error. 

However, a thicker PML requires more grid cells and 

thus increases the memory and computational time of the 

simulation. Therefore, if thicker PMLs are employed, a 

level of error must be chosen that makes a suitable trade-

off between numerical accuracy and the simulation time. 

A time step set to the Courant limit [29] is used. The 

complete simulation is run on eight graphics processing 

units (GPUs). 

As for many commercial solvers, before simulation 

begins, an acceptable level of a numerical convergence 

must be chosen (as time-stepping progresses). For 

example, the electric or magnetic field components 

between two successive time-step iterations should not 

change by a value of more than 0.01 or 20 dB, i.e., 

|𝑥𝑛− 𝑥𝑛−1| < 0.01, where 𝑥 is an electric or magnetic 

field component at one position within the grid. It is 

desirable to have the convergence level as low as 

possible to yield higher accuracy. Higher accuracy  

(low convergence level) is obtained by running longer 

simulations with a smaller threshold of electric or 

magnetic field variations between time steps (such as 

0.001 or even smaller). This ensures that the (pulsed) 

source decays fully to zero. Otherwise, undesirable 

frequency components (out of the band) will appear in 

the spectrum. However, there is a sluggish rate of 

convergence (global order of accuracy) at low frequencies 

in the numerical EM solution. Figure 5 plots frequency 

vs. the imaginary part of coil impedance for different 

convergence levels. 
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Fig. 4. Relative error (reflection error) for different PML 

thicknesses. 

 

 
 

Fig. 5. Comparison of different levels of convergence 

with analytical impedance (imaginary part) of the coil as 

simplified by Wheeler approximation. 

 

Table 1 lists the simulation time and error level 

corresponding to each convergence level (compared to 

the analytical result). From Table 1, a convergence level 

of -25 dB yields an error of less than 2%. The numerical 

solution converges to an analytical solution with an error 

around 0.3% for a convergence of -30 dB. Using a better 

convergence level than -30 dB will minimize the error, 

however the simulation time increases significantly. The 

simulation time nearly doubles when changing from a 

convergence level of -25 dB to -30 dB.  

 

Table 1: Comparison of simulation time with different 

convergence level 

Level of 

Convergence 

(in dB) 

Time of 

Simulation (in 

Hours) 

Error 

(at 156 kHz) 

-15 0.55 17.28% 

-20 1.1 5.44% 

-25 1.46 1.8% 

-30 2.85 0.3% 

 

All of the remaining simulations are performed at a 

convergence level of -30 dB. 

 

B. Comparison 

The self-inductance of the coil depends on the 

diameter of the wire, number of turns, spacing between 

the turns, inner diameter, outer diameter of coil, and 

permeability of the core [30]. The quality factor of  

the coil depends on its self-inductance and parasitic 

resistance (see (1)-(3)).  

The self-inductance of the transmitter and receiver 

coils are calculated via FDTD and compared with both 

measurement results (as given in [31]) and approximate 

analytical values as calculated by the Wheeler expression 

for planar spiral coils [13]. Figure 6 shows the laboratory 

transmitter and receiver coils used in the measurements. 

The coil measurements were performed in [31] using a 

vector network analyzer (VNA). The dimensions of the 

two coils are tabulated in Table 2. 

 

 
 

Fig. 6. Coil used for measurement in lab (figure courtesy 

of [31]). The left coil is the transmitter coil and the right 

coil is the receiver coil.  

 

Table 2: Dimension for both transmitter and receiver 

coils 

Coil 
Diameter 

(mm) 

Number 

of Turns 

Wire 

Radius 

(mm) 

Gap 

(mm) 

Transmitter 70 8 0.4059 1 

Receiver 35 8 0.4059 1 

 

The FDTD grid is run at a resolution of 0.4 mm and 

at the Courant time-stepping limit. A resistive voltage 

source with an internal resistance of 50 ohms is modeled 

on a single electric field component.  

Table 3 compares the inductance of both the 

transmitter and receiver coils. The FDTD simulated 

inductance values are very close to the measured and 

analytical values. The error in both cases is less than 2%. 
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Table 4 compares the simulated and measured 

quality factor. The simulated quality factor is evaluated 

using (1) and (2). The quality factor is very sensitive to 

the coil’s inductance and parasitic resistance. There is no 

standard way to analytically determine the parasitic 

resistance of the coil [32] (unlike Wheeler’s method for 

calculating self-inductance), so Table 4 does not include 

analytical results.  

 

Table 3: Comparison of self-inductance of the coil at 5 

MHz  

 

Self-Inductance 

(µ𝑯 ) of 

Transmitter Coil 

Self-Inductance 

(µ𝑯) of Receiver 

Coil 

Analytical 

(Wheeler 

Approximation) 

5.088 1.097 

Measurement 5 1 

FDTD Simulation 5.0038 1.01 

 
Table 4: Comparison of quality factor of the coil at 5 

MHz 

Methods Transmitter Coil Receiver Coil 

Measurement 150.00 70.00 

FDTD 

Simulation 
256.02 157.07 

 

The measured and simulated results in Table 4 are 

not in good agreement. A likely reason for the 

discrepancy is that the FDTD simulation does not 

account for some physical resistances present in the 

measured circuit, specifically the stray resistance of the 

VNA cables/clippers. As a sanity check, the same coils 

are modeled in another electromagnetic solver (CST) 

and quality factors of 304 and 176 are obtained for the 

transmitting and receiving coils, respectively. These 

values are also too high compared with the measurements 

result. We conclude that the simulations are missing the 

physical resistances caused by the VNA cables / clippers 

during the measurement. 

To emulate the parasitic resistances of the physical 

coils, an external resistance of 0.43 ohms and 0.24 ohms 

are added in series with the transmitter and receiver coils, 

respectively. These external resistances are obtained by 

calculating what additional resistances in the FDTD 

simulation would lead to quality factors that more 

closely match the measured quality factors of the coils 

(these values are shown in Table 5). Note that the 

inaccuracy in the quality factors caused by the missing 

external resistances in the measurement do not influence 

the magnetic flux generated by the coil or the effect of 

the ferrite shields on the inductance and coupling 

coefficient, which will be studied next. 

 

Table 5: Comparison of the adjusted Q of the coils at 5 

MHz 

Methods Transmitter Coil Receiver Coil 

Measurement 150 70 

FDTD 

Simulation 
150.57 71.7 

 

IV. EFFECT OF MAGNETIZED FERRITE 
Ferrite is an anisotropic, dispersive and gyrotropic 

magnetic material [33] with a magnetic permeability 

characterized by (6) [34]: 

           𝜇 =  𝜇𝑜 [

1 + 𝜒𝑚(𝜔) −𝑗𝑘(𝜔) 0

𝑗 𝑘 (𝜔) 1 + 𝜒𝑚(𝜔) 0
0 0 1

],             (6) 

where the susceptibilities are given by (7) and (8). 

                       𝜒𝑚(𝜔) =  
(𝜔𝑜+𝑗𝜔𝛼)𝜔𝑚

(𝜔𝑜+𝑗𝜔𝛼)2− 𝜔2 ,                          (7) 

                        𝑘(𝜔) =  
−𝜔𝜔𝑚

(𝜔𝑜+𝑗𝜔𝛼)2− 𝜔2 ,                         (8) 

                                  𝜔𝑜 = 𝛾𝑚 𝐻𝑜 ,                                  (9) 

                                𝜔𝑚 = 𝛾𝑚4𝜋𝑀𝑜.                                 (10) 

Note: 𝛼, 𝛾𝑚 , 𝐻𝑜 and 4𝜋𝑀𝑜 refer to the damping 

constant, gyromagnetic ratio, static biasing field and 

static magnetization, respectively, of a ferrite. Usually, 

ferrite materials are represented by the empirical formula 

𝑋𝑂 ∙ 𝐹𝑒2𝑂3 where ‘X’ can be any divalent metal (such 

as cobalt, manganese, nickel, zinc) [34].  

The FDTD implementation of a magnetized ferrite 

involves special updates for the tangential magnetic field 

components (𝐻𝑥  and 𝐻𝑦). The stability of the update 

equations depends on the damping constant (𝛼). Note 

that the FDTD calculation of EM propagation in ferrite 

materials has been successfully validated against exact 

solutions in the past (e.g., [35], [36]). 

The presence of a ferrite alters the intensity of the 

magnetic field. It acts as a magnetic shield and boosts the 

inductance of the coil, thereby improving the magnetic 

flux coupling between the links. Therefore, adding a 

ferrite shield can help to increase the PTE of a wireless 

power transfer system. Parameters extracted from a 

datasheet for the magnetized ferrite used in the following 

simulations and measurements are shown in Table 6. 

This data is from the datasheet for the ferrite plate  

RP series from Laird Smart Technology. The magnetic 

loss tangent (tan 𝛿), which is defined as the ratio of 

imaginary permeability to real permeability, is 0.04 for 

the ferrite material specified in Table 6. 

The simulation case of Section III is now modeled 

with two ferrite slabs added (behind each coil). The 

dimensions of the ferrite slabs (length and width) are 

slightly larger than the dimensions of the coils. The 

ferrite slab that is used near the transmitter coil is 

80 mm × 80 mm × 5 mm, whereas the ferrite slab that 
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is used near the receiver coil is 40 𝑚𝑚 × 40 mm ×
5 mm. The slabs are finely meshed in the lengthwise 

directions at the spatial resolution used for the coils (0.4 

mm). The thickness of the slabs are resolved using 0.8 

mm resolution.  

 

Table 6: Datasheet specification of magnetized ferrite 

(RP Series) as provided by Laird 

Property Value 

Real permeability 250 

Imaginary permeability 10 

Flux density 390 mT 

Field strength 1200 A/m 

Resistivity 107 ohm-cm 

 

Figure 7 shows the magnetic flux when no ferrite 

shields are used. The magnetic flux extends away from 

the transmitter coil on both sides. On the other hand, Fig. 

8 shows how the magnetic flux is confined to the space 

between the two coils after the magnetized ferrite shields 

(represented by the red lines) have been added. 

Depending upon the application at hand, a ferrite shield 

may be added next to the transmitter coil (as for a 

biological telemetry system) or added next to both coils 

(as for wireless charging of mobile phones). Note that  

a minimum distance (~ mm) should be maintained 

between the coil traces and the ferrite to avoid an 

electrical contact between them [10]. 

 

 

 
 

Fig. 7. Magnetic field over a 2-D cross-sectional slice 

through the center of the coils for the case without the 

ferrite slabs. The coils (driver and load) are separated by 

a distance of 20 mm. The colorbar represents the value 

of the absolute magnetic field using a dB scale. 
 

Comparing Figs. 7 and 8, it is observed that the self-

inductance of the coil improves after adding the ferrite 

slabs as current finds additional dispersive and resistive 

paths along which to flow. The addition of the ferrite 

slabs also increases the effective parasitic resistance of 

the coil. It is difficult to quantify how ferrite, a frequency 

dependent gyrotropic medium, changes the parasitic 

components. 

Figure 9 compares the FDTD-calculated quality 

factor of the receiver coil with and without magnetized 

ferrite. The quality factor is seen to decrease by around 

30%. This is due to the parasitic components (especially 

resistance) changing after the ferrite slabs are added next 

to the coils. 

 

 

 
 

Fig. 8. Magnetic field confined between the coils after 

adding two ferrite slabs of thickness 5 mm. The black 

boxes outline the two ferrite slabs. The colorbar 

represents the value of the absolute magnetic field using 

a dB scale. 

 

 
 

Fig. 9. Comparison of the quality factor of the receiver 

coil before and after the ferrite slabs are added. 

 

As can be seen in (5), the PTE is directly 

proportional to 𝐾12
2 𝑄1𝑄2𝐿. According to Fig. 10, the 𝐾12

2  

increases by ~60% when the ferrite slabs are included. 

This is because the mutual inductance increases when the 

flux on one side of the coil is shielded.  
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Figure 11 shows that the mutual inductance almost 

doubles with the addition of the ferrite shields. At 5 

MHz, it increased from 0.275 𝑢𝐻 to 0.55 𝑢𝐻. Although 

the quality factor decreases when ferrite is added (as 

shown in Fig. 9), the PTE improves slightly with the 

ferrite shields because the 𝐾12
2  term (which depends on 

mutual inductance) changes more dramatically than the 

quality factor (which depends on self-inductance).  

As shown in Fig. 12, the PTE at 5 MHz is improved 

by ~40% because of the ferrite shields. The improvement 

would likely be less when a ferrite shield is used only on 

one side of one coil, rather than on the sides of both coils 

as shown in Fig. 8. 

 

 
 

Fig. 10. Comparison of 𝐾12
2  for the receiver coil before 

and after the ferrite slabs are added. The Y-axis is 

expressed in decimal (not in percentage). 

 

 
 

Fig. 11. Comparison of the mutual inductance before and 

after the ferrite slabs are added. 

 

 
 

Fig. 12. Comparison of the PTE before and after the 

ferrite slabs are added. 

 

V. TECHNIQUES FOR IMPROVING PTE 
The parasitic components (especially resistance) are 

the major impediment to achieving a high PTE. The AC 

parasitic resistance in the coil is caused primarily by 

eddy current loss and proximity effect. The former effect 

is caused by changing magnetic field in the conductor, 

and the latter effect is the phenomena of current 

crowding in the conductor when AC current is passed 

through the coils with multiple nearby conductors. These 

effects may be minimized by using Litz wire. Litz wire 

has many insulated thin strands, which can considerably 

reduce the skin effect and proximity effect. However, 

modeling many thin strands of Litz wire in place of  

one thicker copper wire would greatly increase the 

computational requirements (memory and simulation 

time). 

Additionally, the magnetic field enhancement is 

dependent on the dimensions of the ferrite slab and its 

placement. The larger the piece of ferrite, the more the 

flux is shielded. However, using a larger piece of ferrite 

takes up more space and this can be a concern for 

industrial applications. Then, an optimal distance between 

the coil and ferrite slab must be determined for real 

applications. Ideally, there would be no separation 

between the coils and ferrite slabs, but this is infeasible 

because any electrical contact between them should be 

avoided [10]. 

Finally, multiple coils (instead of just two coils) may 

be used to further boost the flux coupling [7], [37]. 

Instead of direct coupling between a driver and load, the 

driver can couple the flux to a transmitter, the transmitter 

to a receiver, and then finally the receiver to a load. The 

transmitter and receiver should resonate at the same 

frequency for maximum flux coupling. 
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VI. CONCLUSION 
Wireless power transfer was modeled using the 

FDTD method. First, two spiral inductive coils were 

modeled with open boundaries. The simulated values 

were validated against measurement results. Then the 

effect of adding magnetized ferrite slabs was studied. It 

was found that the quality factor of the coils slightly 

decreased with the addition of the ferrite slabs. However, 

there was an appreciable boost in mutual inductance and 

flux coupling between the coils after the ferrite slabs 

were added. As a result, the PTE improved by ~40%. For 

the coil dimensions given in Table 1, a maximum PTE 

of 85% was achieved for a two coil system separated by 

20 mm. 

A two-coil design is efficient for wireless power 

transmission for biological implants. A three-coil system 

[7] or multiple coils may be used to further enhance  

the efficiency of the coil system. There are additional 

constraints for biomedical applications such as 

electromagnetic safety standards, biocompatible, longevity 

requirements [38], [39] etc. 

FDTD is an effective method for modeling coil 

geometries and magnetized ferrite slabs. Due to the 

required small spatial resolution of the grid to resolve the 

coil geometry and spacing, and because of the ferrite 

specifications, the numerical time step may be very small 

in order to maintain stability. However, the computation 

may be distributed onto a supercomputing cluster in  

a straight-forward manner and use parallel I/O such  

as hierarchical data format (HDF) [40] for efficient 

processing. 
 

APPENDIX 
The PML parameters that are used in the simulations 

are listed below. Note that the parameters are scaled 

tensor parameters, and they carry the same meaning as 

used in [29]. The 𝑥, 𝑦 and 𝑧 subscripts refer to the spatial 

coordinate axes: 

𝑎𝑥
𝑚𝑎𝑥 = 0, 𝑎𝑦

𝑚𝑎𝑥 = 0, 𝑎𝑧
𝑚𝑎𝑥 = 0, 

𝜅𝑥
𝑚𝑎𝑥 = 1, 𝜅𝑦

𝑚𝑎𝑥 = 1,𝜅𝑧
𝑚𝑎𝑥 = 1, 

𝑚 = 4, 𝑚𝑎 = 2. 

These PML parameters are equivalent to UPML. The 

XFdtd software uses UPML parameters by default. 
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