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Abstract ─ Wireless power transfer using inductive/ 

resonant coupling is studied using the finite-difference 

time-domain (FDTD) method. Three-dimensional FDTD 

models are used to simulate the source and load loops as 

well as frequency-dependent magnetized ferrite shields. 

A series of tests are run to determine the required 

distance between the coils and the domain edges, the 

PML thickness, and convergence level. The FDTD-

calculated coil parameters (self-inductance and quality 

factor) are then validated against measurement results. 

The efficiency of the inductive link is studied without 

ferrite shields and then with two ferrite slabs added.  

It is observed that adding ferrite slabs improves the 

efficiency by ~40%.  

 

Index Terms ─ Coils, FDTD, flux coupling, magnetized 

ferrite, simulation and wireless charging. 
 

I. INTRODUCTION 
Interest in wireless power transfer has been growing 

due to its utility and convenience when applied to 

numerous applications [1], including charging of laptops 

to mobile phones, medical implants [2], near field 

communication (NFC) antennas [3], and electric vehicles 

[4]. Generally, low frequencies (kHz and MHz frequencies) 

are used for wireless charging applications due to safety 

issues [5]. For instance, according to the Qi wireless 

charging standard [6], wireless charging of mobile 

phones is performed in the lower kHz band (110 kHz – 

205 kHz). Wireless charging for biological telemetry [7] 

is performed in the lower MHz frequency band.  

To transmit power wirelessly between transmitter 

and receiver coils, non-radiative techniques [2], [8]-[11] 

are typically used, such as inductive coupling [10] and 

magnetic resonant coupling [11]. As shown in Fig. 1, a 

source coil (loop) connected to an AC power source 

generates magnetic flux. When a load loop is brought 

into the vicinity of the source loop, an electromotive 

force is induced in the load coil which eventually drives 

current through it. The performance of the coupling is 

dependent on its power transfer efficiency (PTE) and 

power transmission distance. The PTE can be improved 

by shielding the coils with magnetized ferrite slabs. 

Another possibility is to use metamaterials [12]. 

 

 
 

Fig. 1. Magnetic flux coupling between a source and load 

loop. 

 

Various commercial electromagnetic (EM) solvers 

exist that may be used to simulate coils. For example, the 

frequency domain solver [13], [14] provided by ANSYS 

may be used, as well as the magnetostatic domain solver 

[15] provided by Computer Simulation Technology 

(CST). Further, the finite-difference time-domain 

(FDTD) has been used to model RF coils for different 

applications, such as magnetic resonant imaging (MRI) 

[16], biomedical telemetry system [17], open vertical 

field magnetic resonance guided focused ultrasound 

system [18], nuclear magnetic resonance (NMR) [19], 

inductive power transfer system [20] etc. Similarly, 

using the FEKO electromagnetics software, the Method 
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of Moments (MOM) has been applied to wireless power 

transfer via magnetic resonance coupling [21].  

An advantage of FDTD for this application is that  

it can be used to simulate anisotropic and frequency-

dependent materials such as magnetized ferrite and 

magnetized plasma in a relatively easier manner (e.g., 

[22]). In this paper, XFdtd [23] is used to simulate 

wireless charging coil designs with magnetized ferrite 

shields.  

There are a number of challenges when simulating 

low frequency wireless charging coils using the FDTD 

method. First, the dimensions of the coils are extremely 

small, on the order of millimeters. As a result, a large 

number of grid cells (high resolution mesh) are required 

to correctly resolve the coil geometry. This is especially 

important because the fundamental coil parameters 

(inductance and AC resistance) are extremely sensitive 

to the coil dimensions, therefore a high degree of spatial 

accuracy is required. Second, the rate of convergence can 

be extremely slow for low frequency problems. Third, 

thick absorbing boundary conditions (such as a perfectly 

matched layer (PML)) [24] are needed to effectively 

absorb low frequency waves, which have long 

wavelengths compared to the dimensions of the grid 

cells. 

We note that an inductive power system using two-

step scaled frequency FDTD methods has been recently 

reported [20]. However, the effect of the magnetized 

ferrite on the important coil parameters such as self-

inductance, quality factor, mutual inductance, coupling 

coefficient and efficiency was not quantified. Therefore, 

the contribution of this paper includes: (1) comparing 

simulation results with measurements; and (2) using the 

FDTD method to perform a complete 3-D simulation of 

two coils while including magnetized ferrite shields. In 

particular, the effect of the magnetized ferrite on the 

important coil parameters is computed. These simulation 

results provide additional insight into designing wireless 

charging coil systems.  

This paper is organized as follows: In Section II, an 

equivalent circuit model of the coil system is provided. 

Section III elaborates on the challenges of using FDTD 

for this application. Information is also provided for 

setting up effective simulations. In addition, FDTD-

calculated results are validated against measurements. 

Section IV provides details on magnetized ferrite and the 

results including it in the FDTD simulations. Finally, 

Section V discusses strategies for boosting the magnetic 

flux coupling between coils. 

 

II. EQUIVALENT CIRCUIT MODEL 
The fundamental structure for wireless power 

transfer consists of two coils: a transmitter (driver) coil 

connected to an AC excitation and a receiver (load) coil 

(as shown in Figs. 1 and 2). An equivalent circuit is 

shown in Fig. 3. 

The two coils may be represented by a two-port 

network with the transmitter coil attached to Port-1  

and the receiver coil attached to Port-2. The two-port 

network results in a 2 × 2 S-parameter matrix, which  

are evaluated at the nodes during the simulation. The 

measured S-parameters are obtained from the terminals 

(see Fig. 2). In the measurements, the S-parameters are 

obtained from the vector network analyzer (VNA). The 

S-parameters are then converted into impedances (Z). 

The self-inductances (𝐿1 and 𝐿2) of the transmitter coil 

and the receiver coil, respectively are determined by 

dividing the imaginary part of 𝑍11 and 𝑍22, respectively, 

by the angular frequency. The real part of 𝑍11 yields the 

parasitic resistance of the coil. 𝑅1 and 𝑅2 are the parasitic 

resistances of the two coils. The mutual inductance (M) 

is determined by dividing the imaginary component of 

𝑍12 or 𝑍21 by the angular frequency. Two capacitors (𝐶1 

and 𝐶2) may be connected in series to represent the 

resonant circuit at the desired frequency. 

 

 
 

Fig. 2. Inductive link (driver coil and load coil) modeled 

in XFdtd. The bigger coil at bottom is the transmitter 

coil, and the smaller one at the top is the receiver coil. 

The green line in the driver coil represents the resistive 

voltage connection between two terminals. Similarly, the 

green line in the load coil represents the resistive load 

connection between two terminals. 

 

 
 

Fig. 3. Circuit model of the two port network representing 

the two coils. 

 

Q1 is the intrinsic quality factor of the transmitting 

coil, Q2 is the intrinsic quality factor of the receiving 

coil, and Q2L is the loaded quality factor of the receiving 

coil. The quality factors are determined using equations 

(1) – (3): 
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                                     𝑄1 =
𝜔𝐿1

𝑅1
,                                        (1) 

                                     𝑄2 =
𝜔𝐿2

𝑅2
,                                        (2)                                                           

                                   𝑄2𝐿 =
𝜔𝐿2

𝑅2+𝑅𝐿
.                                     (3) 

𝐾12 is the coupling coefficient representing the 

magnetic flux coupling between the two coils (the 

transmitter and receiver coils). Its value depends on the 

mutual inductance between the coils, and the self-

inductance of the individual coils, as shown in (4). 

Numerically, its value ranges from 0 to 1. A value of zero 

indicates that little or no coupling is achieved, and a 

value of one indicates that perfect coupling is achieved. 

Practically, it is impossible to achieve perfect coupling: 

                                  𝐾12 =
𝑀

√𝐿1.𝐿2
 .                                     (4) 

The power transfer efficiency (PTE) of the link 

determines how much total power has been coupled to 

the receiver. Its value gives the final figure of merit of 

the system. The PTE depends on the magnetic flux 

coupling between the coils, the quality factors of both 

coils, and the resistance of the load and receiver coils. 

The expression for the PTE is given by (5): 

                       𝑃𝑇𝐸 =  
𝐾12

2 𝑄1𝑄2𝐿

1+ 𝐾12
2 𝑄1𝑄2𝐿

.
𝑅𝐿

𝑅𝐿+𝑅2
 .                      (5) 

Equations (1-5) are used in the upcoming sections 

analyze the system. 
 

III. VALIDATION 

A. Simulation details 

The simulation examples provided here are for the 

kHz range, however, an analogous procedure may be 

followed for higher frequencies. An example circular 

coil is modeled with a diameter of 67 mm, 10 turns, 1 

mm spacing between turns, and a 0.8 mm wire diameter. 

The two ends of the coil are connected via a copper wire 

with a resistive voltage source having an internal 

resistance of 50 ohms. A Gaussian source time-

waveform is used to excite a range of frequencies from 

DC to 260 kHz. A conductivity of 5.95 × 107 S/m is 

used for the copper.  

The models employ conformal meshing, [25] which 

helps to resolve the complex geometry and small gap 

efficiently. The spatial grid resolution is 0.4 mm. At this 

resolution, two to three cells are used to resolve the 

traces of the conductor and one to two cells are used to 

resolve the gap between the turns of the coil. Additional 

simulations demonstrated that doubling the number of 

cells used to model the wire and gap (i.e., doubling the 

grid resolution) does not change the results significantly 

(for both cases, the results compare well with theory  

and measurements as shown in Section III B). We note 

that advanced computational techniques have been 

developed to more accurately and efficiently model  

thin wires in FDTD models (e.g., [26]-[27]). However, 

XFdtd, which was used in the simulations does not 

provide this modeling capability in its software.  

By default, XFdtd uses a tenth of a wavelength  

free space padding between the object and the grid 

boundaries. However, at the low frequencies of interest 

here, a one-tenth wavelength padding would increase the 

simulation size by around 500,000 grid cells on each 

direction. By running a series of tests and comparing 

against measurements, it is found that the simulation 

domain may be twice the largest dimension of the coil. 

As a result, a grid with 335 × 335 × 40 cells in the x-, 

y-, and z-directions, respectively, is used to model the 

coil.  

The small grid cell dimensions relative to the 

wavelength at low frequencies also influences the 

implementation and performance of absorbing boundary 

conditions. A convolutional PML (CPML) [28] is 

implemented along all of the edges of the grid. In Fig. 4, 

the relative error (reflection error) caused by the PML is 

compared for different PML thicknesses (10 cells, 15 

cells and 20 cells). A 20-cell thick PML (black plot in 

Fig. 2) has less than 1% error. Appendix A summarizes 

the PML parameters that are used in the simulation. It 

may be possible to tweak these parameters to improve 

the PML absorption. Additionally, using an even thicker 

PML than 20 cells is expected to further reduce the error. 

However, a thicker PML requires more grid cells and 

thus increases the memory and computational time of the 

simulation. Therefore, if thicker PMLs are employed, a 

level of error must be chosen that makes a suitable trade-

off between numerical accuracy and the simulation time. 

A time step set to the Courant limit [29] is used. The 

complete simulation is run on eight graphics processing 

units (GPUs). 

As for many commercial solvers, before simulation 

begins, an acceptable level of a numerical convergence 

must be chosen (as time-stepping progresses). For 

example, the electric or magnetic field components 

between two successive time-step iterations should not 

change by a value of more than 0.01 or 20 dB, i.e., 

|𝑥𝑛− 𝑥𝑛−1| < 0.01, where 𝑥 is an electric or magnetic 

field component at one position within the grid. It is 

desirable to have the convergence level as low as 

possible to yield higher accuracy. Higher accuracy  

(low convergence level) is obtained by running longer 

simulations with a smaller threshold of electric or 

magnetic field variations between time steps (such as 

0.001 or even smaller). This ensures that the (pulsed) 

source decays fully to zero. Otherwise, undesirable 

frequency components (out of the band) will appear in 

the spectrum. However, there is a sluggish rate of 

convergence (global order of accuracy) at low frequencies 

in the numerical EM solution. Figure 5 plots frequency 

vs. the imaginary part of coil impedance for different 

convergence levels. 
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Fig. 4. Relative error (reflection error) for different PML 

thicknesses. 

 

 
 

Fig. 5. Comparison of different levels of convergence 

with analytical impedance (imaginary part) of the coil as 

simplified by Wheeler approximation. 

 

Table 1 lists the simulation time and error level 

corresponding to each convergence level (compared to 

the analytical result). From Table 1, a convergence level 

of -25 dB yields an error of less than 2%. The numerical 

solution converges to an analytical solution with an error 

around 0.3% for a convergence of -30 dB. Using a better 

convergence level than -30 dB will minimize the error, 

however the simulation time increases significantly. The 

simulation time nearly doubles when changing from a 

convergence level of -25 dB to -30 dB.  

 

Table 1: Comparison of simulation time with different 

convergence level 

Level of 

Convergence 

(in dB) 

Time of 

Simulation (in 

Hours) 

Error 

(at 156 kHz) 

-15 0.55 17.28% 

-20 1.1 5.44% 

-25 1.46 1.8% 

-30 2.85 0.3% 

 

All of the remaining simulations are performed at a 

convergence level of -30 dB. 

 

B. Comparison 

The self-inductance of the coil depends on the 

diameter of the wire, number of turns, spacing between 

the turns, inner diameter, outer diameter of coil, and 

permeability of the core [30]. The quality factor of  

the coil depends on its self-inductance and parasitic 

resistance (see (1)-(3)).  

The self-inductance of the transmitter and receiver 

coils are calculated via FDTD and compared with both 

measurement results (as given in [31]) and approximate 

analytical values as calculated by the Wheeler expression 

for planar spiral coils [13]. Figure 6 shows the laboratory 

transmitter and receiver coils used in the measurements. 

The coil measurements were performed in [31] using a 

vector network analyzer (VNA). The dimensions of the 

two coils are tabulated in Table 2. 

 

 
 

Fig. 6. Coil used for measurement in lab (figure courtesy 

of [31]). The left coil is the transmitter coil and the right 

coil is the receiver coil.  

 

Table 2: Dimension for both transmitter and receiver 

coils 

Coil 
Diameter 

(mm) 

Number 

of Turns 

Wire 

Radius 

(mm) 

Gap 

(mm) 

Transmitter 70 8 0.4059 1 

Receiver 35 8 0.4059 1 

 

The FDTD grid is run at a resolution of 0.4 mm and 

at the Courant time-stepping limit. A resistive voltage 

source with an internal resistance of 50 ohms is modeled 

on a single electric field component.  

Table 3 compares the inductance of both the 

transmitter and receiver coils. The FDTD simulated 

inductance values are very close to the measured and 

analytical values. The error in both cases is less than 2%. 
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Table 4 compares the simulated and measured 

quality factor. The simulated quality factor is evaluated 

using (1) and (2). The quality factor is very sensitive to 

the coil’s inductance and parasitic resistance. There is no 

standard way to analytically determine the parasitic 

resistance of the coil [32] (unlike Wheeler’s method for 

calculating self-inductance), so Table 4 does not include 

analytical results.  

 

Table 3: Comparison of self-inductance of the coil at 5 

MHz  

 

Self-Inductance 

(µ𝑯 ) of 

Transmitter Coil 

Self-Inductance 

(µ𝑯) of Receiver 

Coil 

Analytical 

(Wheeler 

Approximation) 

5.088 1.097 

Measurement 5 1 

FDTD Simulation 5.0038 1.01 

 
Table 4: Comparison of quality factor of the coil at 5 

MHz 

Methods Transmitter Coil Receiver Coil 

Measurement 150.00 70.00 

FDTD 

Simulation 
256.02 157.07 

 

The measured and simulated results in Table 4 are 

not in good agreement. A likely reason for the 

discrepancy is that the FDTD simulation does not 

account for some physical resistances present in the 

measured circuit, specifically the stray resistance of the 

VNA cables/clippers. As a sanity check, the same coils 

are modeled in another electromagnetic solver (CST) 

and quality factors of 304 and 176 are obtained for the 

transmitting and receiving coils, respectively. These 

values are also too high compared with the measurements 

result. We conclude that the simulations are missing the 

physical resistances caused by the VNA cables / clippers 

during the measurement. 

To emulate the parasitic resistances of the physical 

coils, an external resistance of 0.43 ohms and 0.24 ohms 

are added in series with the transmitter and receiver coils, 

respectively. These external resistances are obtained by 

calculating what additional resistances in the FDTD 

simulation would lead to quality factors that more 

closely match the measured quality factors of the coils 

(these values are shown in Table 5). Note that the 

inaccuracy in the quality factors caused by the missing 

external resistances in the measurement do not influence 

the magnetic flux generated by the coil or the effect of 

the ferrite shields on the inductance and coupling 

coefficient, which will be studied next. 

 

Table 5: Comparison of the adjusted Q of the coils at 5 

MHz 

Methods Transmitter Coil Receiver Coil 

Measurement 150 70 

FDTD 

Simulation 
150.57 71.7 

 

IV. EFFECT OF MAGNETIZED FERRITE 
Ferrite is an anisotropic, dispersive and gyrotropic 

magnetic material [33] with a magnetic permeability 

characterized by (6) [34]: 

           𝜇 =  𝜇𝑜 [

1 + 𝜒𝑚(𝜔) −𝑗𝑘(𝜔) 0

𝑗 𝑘 (𝜔) 1 + 𝜒𝑚(𝜔) 0
0 0 1

],             (6) 

where the susceptibilities are given by (7) and (8). 

                       𝜒𝑚(𝜔) =  
(𝜔𝑜+𝑗𝜔𝛼)𝜔𝑚

(𝜔𝑜+𝑗𝜔𝛼)2− 𝜔2 ,                          (7) 

                        𝑘(𝜔) =  
−𝜔𝜔𝑚

(𝜔𝑜+𝑗𝜔𝛼)2− 𝜔2 ,                         (8) 

                                  𝜔𝑜 = 𝛾𝑚 𝐻𝑜 ,                                  (9) 

                                𝜔𝑚 = 𝛾𝑚4𝜋𝑀𝑜.                                 (10) 

Note: 𝛼, 𝛾𝑚 , 𝐻𝑜 and 4𝜋𝑀𝑜 refer to the damping 

constant, gyromagnetic ratio, static biasing field and 

static magnetization, respectively, of a ferrite. Usually, 

ferrite materials are represented by the empirical formula 

𝑋𝑂 ∙ 𝐹𝑒2𝑂3 where ‘X’ can be any divalent metal (such 

as cobalt, manganese, nickel, zinc) [34].  

The FDTD implementation of a magnetized ferrite 

involves special updates for the tangential magnetic field 

components (𝐻𝑥  and 𝐻𝑦). The stability of the update 

equations depends on the damping constant (𝛼). Note 

that the FDTD calculation of EM propagation in ferrite 

materials has been successfully validated against exact 

solutions in the past (e.g., [35], [36]). 

The presence of a ferrite alters the intensity of the 

magnetic field. It acts as a magnetic shield and boosts the 

inductance of the coil, thereby improving the magnetic 

flux coupling between the links. Therefore, adding a 

ferrite shield can help to increase the PTE of a wireless 

power transfer system. Parameters extracted from a 

datasheet for the magnetized ferrite used in the following 

simulations and measurements are shown in Table 6. 

This data is from the datasheet for the ferrite plate  

RP series from Laird Smart Technology. The magnetic 

loss tangent (tan 𝛿), which is defined as the ratio of 

imaginary permeability to real permeability, is 0.04 for 

the ferrite material specified in Table 6. 

The simulation case of Section III is now modeled 

with two ferrite slabs added (behind each coil). The 

dimensions of the ferrite slabs (length and width) are 

slightly larger than the dimensions of the coils. The 

ferrite slab that is used near the transmitter coil is 

80 mm × 80 mm × 5 mm, whereas the ferrite slab that 
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is used near the receiver coil is 40 𝑚𝑚 × 40 mm ×
5 mm. The slabs are finely meshed in the lengthwise 

directions at the spatial resolution used for the coils (0.4 

mm). The thickness of the slabs are resolved using 0.8 

mm resolution.  

 

Table 6: Datasheet specification of magnetized ferrite 

(RP Series) as provided by Laird 

Property Value 

Real permeability 250 

Imaginary permeability 10 

Flux density 390 mT 

Field strength 1200 A/m 

Resistivity 107 ohm-cm 

 

Figure 7 shows the magnetic flux when no ferrite 

shields are used. The magnetic flux extends away from 

the transmitter coil on both sides. On the other hand, Fig. 

8 shows how the magnetic flux is confined to the space 

between the two coils after the magnetized ferrite shields 

(represented by the red lines) have been added. 

Depending upon the application at hand, a ferrite shield 

may be added next to the transmitter coil (as for a 

biological telemetry system) or added next to both coils 

(as for wireless charging of mobile phones). Note that  

a minimum distance (~ mm) should be maintained 

between the coil traces and the ferrite to avoid an 

electrical contact between them [10]. 

 

 

 
 

Fig. 7. Magnetic field over a 2-D cross-sectional slice 

through the center of the coils for the case without the 

ferrite slabs. The coils (driver and load) are separated by 

a distance of 20 mm. The colorbar represents the value 

of the absolute magnetic field using a dB scale. 
 

Comparing Figs. 7 and 8, it is observed that the self-

inductance of the coil improves after adding the ferrite 

slabs as current finds additional dispersive and resistive 

paths along which to flow. The addition of the ferrite 

slabs also increases the effective parasitic resistance of 

the coil. It is difficult to quantify how ferrite, a frequency 

dependent gyrotropic medium, changes the parasitic 

components. 

Figure 9 compares the FDTD-calculated quality 

factor of the receiver coil with and without magnetized 

ferrite. The quality factor is seen to decrease by around 

30%. This is due to the parasitic components (especially 

resistance) changing after the ferrite slabs are added next 

to the coils. 

 

 

 
 

Fig. 8. Magnetic field confined between the coils after 

adding two ferrite slabs of thickness 5 mm. The black 

boxes outline the two ferrite slabs. The colorbar 

represents the value of the absolute magnetic field using 

a dB scale. 

 

 
 

Fig. 9. Comparison of the quality factor of the receiver 

coil before and after the ferrite slabs are added. 

 

As can be seen in (5), the PTE is directly 

proportional to 𝐾12
2 𝑄1𝑄2𝐿. According to Fig. 10, the 𝐾12

2  

increases by ~60% when the ferrite slabs are included. 

This is because the mutual inductance increases when the 

flux on one side of the coil is shielded.  
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Figure 11 shows that the mutual inductance almost 

doubles with the addition of the ferrite shields. At 5 

MHz, it increased from 0.275 𝑢𝐻 to 0.55 𝑢𝐻. Although 

the quality factor decreases when ferrite is added (as 

shown in Fig. 9), the PTE improves slightly with the 

ferrite shields because the 𝐾12
2  term (which depends on 

mutual inductance) changes more dramatically than the 

quality factor (which depends on self-inductance).  

As shown in Fig. 12, the PTE at 5 MHz is improved 

by ~40% because of the ferrite shields. The improvement 

would likely be less when a ferrite shield is used only on 

one side of one coil, rather than on the sides of both coils 

as shown in Fig. 8. 

 

 
 

Fig. 10. Comparison of 𝐾12
2  for the receiver coil before 

and after the ferrite slabs are added. The Y-axis is 

expressed in decimal (not in percentage). 

 

 
 

Fig. 11. Comparison of the mutual inductance before and 

after the ferrite slabs are added. 

 

 
 

Fig. 12. Comparison of the PTE before and after the 

ferrite slabs are added. 

 

V. TECHNIQUES FOR IMPROVING PTE 
The parasitic components (especially resistance) are 

the major impediment to achieving a high PTE. The AC 

parasitic resistance in the coil is caused primarily by 

eddy current loss and proximity effect. The former effect 

is caused by changing magnetic field in the conductor, 

and the latter effect is the phenomena of current 

crowding in the conductor when AC current is passed 

through the coils with multiple nearby conductors. These 

effects may be minimized by using Litz wire. Litz wire 

has many insulated thin strands, which can considerably 

reduce the skin effect and proximity effect. However, 

modeling many thin strands of Litz wire in place of  

one thicker copper wire would greatly increase the 

computational requirements (memory and simulation 

time). 

Additionally, the magnetic field enhancement is 

dependent on the dimensions of the ferrite slab and its 

placement. The larger the piece of ferrite, the more the 

flux is shielded. However, using a larger piece of ferrite 

takes up more space and this can be a concern for 

industrial applications. Then, an optimal distance between 

the coil and ferrite slab must be determined for real 

applications. Ideally, there would be no separation 

between the coils and ferrite slabs, but this is infeasible 

because any electrical contact between them should be 

avoided [10]. 

Finally, multiple coils (instead of just two coils) may 

be used to further boost the flux coupling [7], [37]. 

Instead of direct coupling between a driver and load, the 

driver can couple the flux to a transmitter, the transmitter 

to a receiver, and then finally the receiver to a load. The 

transmitter and receiver should resonate at the same 

frequency for maximum flux coupling. 
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VI. CONCLUSION 
Wireless power transfer was modeled using the 

FDTD method. First, two spiral inductive coils were 

modeled with open boundaries. The simulated values 

were validated against measurement results. Then the 

effect of adding magnetized ferrite slabs was studied. It 

was found that the quality factor of the coils slightly 

decreased with the addition of the ferrite slabs. However, 

there was an appreciable boost in mutual inductance and 

flux coupling between the coils after the ferrite slabs 

were added. As a result, the PTE improved by ~40%. For 

the coil dimensions given in Table 1, a maximum PTE 

of 85% was achieved for a two coil system separated by 

20 mm. 

A two-coil design is efficient for wireless power 

transmission for biological implants. A three-coil system 

[7] or multiple coils may be used to further enhance  

the efficiency of the coil system. There are additional 

constraints for biomedical applications such as 

electromagnetic safety standards, biocompatible, longevity 

requirements [38], [39] etc. 

FDTD is an effective method for modeling coil 

geometries and magnetized ferrite slabs. Due to the 

required small spatial resolution of the grid to resolve the 

coil geometry and spacing, and because of the ferrite 

specifications, the numerical time step may be very small 

in order to maintain stability. However, the computation 

may be distributed onto a supercomputing cluster in  

a straight-forward manner and use parallel I/O such  

as hierarchical data format (HDF) [40] for efficient 

processing. 
 

APPENDIX 
The PML parameters that are used in the simulations 

are listed below. Note that the parameters are scaled 

tensor parameters, and they carry the same meaning as 

used in [29]. The 𝑥, 𝑦 and 𝑧 subscripts refer to the spatial 

coordinate axes: 

𝑎𝑥
𝑚𝑎𝑥 = 0, 𝑎𝑦

𝑚𝑎𝑥 = 0, 𝑎𝑧
𝑚𝑎𝑥 = 0, 

𝜅𝑥
𝑚𝑎𝑥 = 1, 𝜅𝑦

𝑚𝑎𝑥 = 1,𝜅𝑧
𝑚𝑎𝑥 = 1, 

𝑚 = 4, 𝑚𝑎 = 2. 

These PML parameters are equivalent to UPML. The 

XFdtd software uses UPML parameters by default. 
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Abstract ─ Method of moments (MoM) is an essential 

tool to model electromagnetic wave interactions with 

three-dimensional targets. Numerical integration is a key 

technique in MoM. Due to the singular nature of Green's 

function, MoM requires special treatment in the 

calculation of singular integration, which is usually time-

consuming. In this study, the barycentric subdivision 

method is investigated to compute numerical integration 

in three-dimensional surface integral equations. This 

method allows a uniform treatment for both singular and 

non-singular integrals. Numerical examples show that 

this method could reach the same level of accuracy as the 

singularity extraction method for RWG basis functions, 

and the computational time of setting up the matrix can 

be reduced by half. 

 

Index Terms─ Barycentric subdivision method, method 

of moments (MoM), Rao-Wilton-Glisson (RWG) basis, 

singular integration, singularity extraction method. 
 

I. INTRODUCTION 
Rao-Wilton-Glisson (RWG) basis [1] has been 

widely used in Method of Moments (MoM) for modeling 

electromagnetic wave interactions with 3D targets. 

While setting up the matrix equation of MoM, we usually 

use numerical integration to evaluate the source integrals 

and field integrals, both of which contain the Green's 

function. Because of the singular nature of the Green's 

function, the integrals need to be treated carefully when 

the domain of the source integral overlaps with the one 

of the field integrals. The commonly used techniques 

include singularity extraction [1, 2], Duffy coordinate 

transformation [3-5], polar co-ordinate transformation, 

and etc. 

The singularity extraction method was proposed by 

Wilton et al. [1]. This method evaluates the non-singular 

part of the integral by numerical quadrature and the 

singular part by analytical formula [2]. Khayat and 

Wilton proposed a simple and efficient numerical 

procedure, which uses singularity cancellation scheme 

[6]. Khayat et al. further optimized this method for the 

integration scheme [7]. Vipiana and Wilton presented a 

purely numerical procedure to evaluate strongly near-

singular integrals in the gradient of Helmholtz-type 

potentials for observation points at small distances from 

the source domain [8]. Popovic [9], Geng and Tong [10, 

11] also applied potential integral method to computing 

singular integrals based on bilinear surface modeling. 

Wang, Nie et al., used the singularity transferring 

method to calculate the integral with 1/R singularity in 

its integrand and remove the small area, which makes 

zero contribution to the numerical integration [12]. Hua 

and Xu reduced the order of singularity and avoided the 

coincidences between the source and field points [13]. 

Wu et al. extracted the strong singularity of Magnetic 

Field Integral Equation (MFIE) and used the integral 

domain transform to eliminate the residual mild 

singularity [14]. Vipiana and Wilton presented a simple 

and efficient numerical procedure for evaluating singular 

and near-singular source vector potential integrals 

involving junction basis functions based on a double 

transformation, which could cancel singularities [22]. 

Jarvenpaa presented recursive formulas by which they 

can extract any number of terms from the singular kernel 

and generalize the singularity extraction technique for 

surface and volume integral equation with high-order 

basis functions [23]. These methods can compute the 

singular integral with good accuracy. However, we have 

to carefully separate the singular and non-singular 

integral so that they can be treated differently. Also, 

compared with non-singular integrals, the singular 

integrals are more expensive to compute. It can become 
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a bottleneck in computing time for method of moments. 

The Duffy coordinate transform method was proposed 

by M. G. Duffy [3]. This is a simple transformation that 

facilitates the evaluation of integrals with singular 

integrands at a vertex. Zhao, Nie et al. used domain 

decomposition and Duffy coordinate transformation  

to remove the singularity in the integrand [4]. Botha 

presented a new family of systematically constructed 

near-singularity cancellation transformations, which yields 

quadrature rules for integrating near-singular kernels 

over triangular surfaces based on Duffy transformation 

[5]. Zhang and Sun constructed a general variable 

transformation based on the idea of diminishing the 

difference of the orders of magnitude, which can remove 

the near singularity efficiently by eliminating the rapid 

variations of the integrand in nearly singular integrals 

and improve the accuracy of numerical results [23]. 

Duffy transformation eliminates the singularity in the 

integral through coordinate transformation and evaluates 

the integral numerically. But the non-singular and 

singular integrations are still treated separately. Besides, 

the errors of the numerical quadrature would increase  

for triangles with small aspect ratios. Because Duffy 

transformation requires coordinate transform and 

computation of quadrature points, fast evaluation of the 

singular integrals is still a challenge. 

In this work, we studied the barycentric subdivision 

method, which is also known as the nine-point numerical 

integration, for computing integrals in MoM. It was 

originally applied to image rendering in computer 

science [15]. Makarov introduced the method into RWG-

MoM [16], and he stated in his works that this technique 

was not very accurate. Hence, this method has not been 

widely used. Xiang et al. also studied this method in 

2017 [21]. In this method, the singular integrals are 

evaluated in the same fashion as the non-singular ones, 

which allows a uniform treatment of the numerical 

integrals. Therefore, the time of setting up the MoM 

matrix equation can be reduced. Numerical examples 

showed that the accuracy is still in remained in the 

results. 

Compared with [16], more details of the barycentric 

method are studied in this paper, especially its numerical 

accuracy, which is compared with one of the singularity 

extraction schemes. The accuracy is important in the 

application of the scheme for solving electromagnetic 

problems. Based on both derivation and numerical 

examples, we found that the accuracy of this scheme is 

comparable to the singularity extraction scheme. A more 

detailed convergence analysis of the numerical accuracy 

of this scheme is presented. It is proved that the integral 

will converge when the triangle gets smaller, similar as 

other integration schemes. This scheme is only applied 

to EIFE in [16], we also investigated its applicability for 

MFIE, PMCHWT and FEM-BI formulations. It seems to 

work as well. 

This paper is organized as follows: Section II 

describes the formulation. In Section III, numerical 

examples are given to show the efficiency and accuracy 

of this method. In Section IV, a convergence analysis is 

carried out. Section V summarizes this work. 
 

II. FORMULATION 

A. Electric field integral equation (EFIE) for PEC 

targets 

The electric field on the surface of a perfect electric 

conductor (PEC) target satisfies the following integral 

equation [17, 18]:
 

  0 ,incˆ ˆn L( J ) n E ( r ),r S     (1) 

where, 

0 0
0

0

,
s s

j
L( J ) jk J ( r )G( r,r )dS J ( r ) G( r,r )dS

k
           

 (2) 

where G(r,r') denotes the Green’s function in free space, 

�̄�  denotes the scaled electric current density on the 

surface of the target. Discretizing �̄� by RWG basis and 

applying the Galerkin's method, we can setup a matrix of 

MoM with elements as [18]: 
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0mn m n
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where Zmn represents the electric field generated by the n-

th basis function and tested by the m-th basis function. 

fm(r) and fn(r) represent the RWG basis functions, which 

can be written as, 
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where  T𝑚

±  denote the two triangles associated with the 

m-th edge,  A𝑚
±  are the areas of triangles  T𝑚

± , and 𝜌𝑚
±  are 

the vectors defined in Fig. 1, other symbols are the same 

as those in [1]. 

The integral in (3) then becomes, 
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In this method, we can use one-point quadrature for 

the field integral. The barycenter of the m-th triangle 

elements is chosen as the testing point. The matrix 

element Zmn can then be written as: 
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Fig. 1. RWG basis function defined on the m-th edge.  
 

Here 𝐫𝑚
𝑐±  is the barycenter of triangle in the m-th 

basis function, �̃� and Φ̃ represent the source integrals, 

which can be written as: 
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where 𝑅 = |𝒓 − 𝒓′|. The source integration in the n-th 

patch can be calculated by the barycentric subdivision 

method.  
 

B. Magnetic field integral equation (MFIE) for PEC 

targets 

The magnetic field on the surface of a perfect 

electric conductor (PEC) target satisfies the following 

integral equation [17, 18]: 

  
0

1
ˆ ˆ( ) ( ), ,

2

incJ n K J n H r r S      (9) 

where �̄̄�(�̄�) = ∯ �̄�(𝒓′)
𝑠0

× 𝛻𝐺(𝒓, 𝒓′)𝑑𝑆′. Using the same 

method as EFIE, we can get the impedance matrix 

elements for MFIE as: 
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here, 𝛻𝐺(𝒓, 𝒓′) = (−𝑗𝑘0 −
1

𝑅
)

𝑒−𝑗𝑘0𝑅

4𝜋𝑅2 𝑹. 

Now the source integral for the singular point is 

extracted for separate analysis. We defined the Hi(r) as: 
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Fig. 2. The related vector and scalar location relationship 

between the field point and the source point coordination. 
 

Figure 2 depicts the geometric relationship between 

the vector and the scalar, which are involved in the 

formula; substituting 𝑹 = 𝑹𝑖 − 𝝆𝑖
′  into (12), which will 

take the cross product out of the integral. Equation (12) 

can be written as: 
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The integral of impedance matrix element, which is 

related to the m-th and n-th edges, can be written as: 
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where, 
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here, �̂�𝑚  is the outer normal on the patch of the m-th 

edge.
  After using the one-point quadrature for the field 

integral about r, the matrix element Zmn can be written as: 
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where, �̃�(𝑅) = (𝑗𝑘0 +
1

𝑅
)

𝑒−𝑗𝑘0𝑅

𝑅2  . 

The remaining source integrals about 𝒓′  in the 

above equations can be calculated with the following 

nine-point integration method. 

 

C. Barycentric subdivision method for numerical 

integration 

We can apply the barycentric subdivision method 

(the nine-point quadrature) to the source integral in (6) 

and (17). Each edge of a triangle is equally partitioned 

into three parts to construct small triangles as shown in 

Fig. 3, and the small circle “∘” in the figure represents the 

barycenter of the triangle element.  
 

c

kr
c

mr

 
 

Fig. 3. Nine-point subdivision of a triangle element, 

where the small circle “∘” denotes the barycenter of the 

triangle element, “.” denotes the barycenter of the sub-

triangle elements. 

 

Each triangle is divided into nine equal-sized sub-

triangles as shown in Fig. 3. The source integral of the 

patch can then be approximated by the nine sub-triangles 

with the same weights. Since these nine triangles have 

the same area, the integral can be written as: 
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By using similar process, the integral in MFIE can be 

written as: 
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where 𝐫′𝑘
𝑐  denotes the quadrature points shown as Fig. 3. 

The quadrature point of the field integral resides on the 

barycenter of the patch (triangle), so the quadrature point 

of the field integral will not coincide with the one of the 

source integral. Therefore, the value of the integrand will 

not become singular.  

 

III. NUMERICAL EXAMPLES 

A. Computation of radar cross section (RCS) 

Case 1: We consider the plane wave scattering of a 

PEC sphere with radius of 1m. We use the Mie series 

result as benchmark. The incident plane wave has 

frequency of 300 MHz, φinc = 0°, θinc = 90°, and vertical 

polarization. The surface current is computed using the 

nine-point numerical integration method. The bistatic 

RCS with VV polarization (vertical polarization excitation 

and vertical polarization reception) is computed with 

EFIE and MFIE respectively when the observation angle 

at φ = 0° and θ ∈ [0°, 180°]. In the computation, the 

current on the sphere is partitioned into 4527 unknowns. 

 

 
 (a) (b) 

 

Fig. 4. The calculation on bistatic RCS: (a) Bistatic RCS 

for PEC sphere solved by EFIE, and (b) bistatic RCS for 

PEC sphere solved by MFIE. 

 

From Fig. 4 (a) and Fig. 4 (b), we can see that the 

numerical results have a good agreement with the Mie 

series results [17, 18, 20]. We can also see that the 

proposed method works not only for the EFIE equation 

but also for the MFIE equation. 

Case 2: In order to further validate the efficiency of 

this method to other integral equation and structures, a 

dielectric sphere and a dielectric cube are computed with 

PMCHWT and FEM-BI equation, respectively. 

 

  
 (a) (b) 

 

Fig. 5. Bistatic RCS: (a) Dielectric sphere solved by 

PMCHWT, and (b) dielectric cube solved by FEM-BI. 

 

The dielectric sphere has 𝜀𝑟=2.5, radius = 1m, the 

number of unknowns after discretization is 6875. The 

dielectric cube has 𝜀𝑟=2.5, side length = 1m, the number 

of unknowns is 4440. The incident plane wave has the  
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same parameters as Case 1. 

From Fig. 5 (a) and Fig. 5 (b), we can see that the 

numerical results agree well with the Mie series results.  

From the above two examples, we can see that this 

method can be applied to various integration equation and 

complex structures. 
 

B. Matrix setup time 

Using the parameters of Case 1, a comparison of 

matrix setup time between the nine-point numerical 

integration and the singularity extraction method is  

shown in Table 1. 
 

Table 1: Comparison of matrix setup time 

Unknowns 

Matrix Setup Time (seconds) 

Nine-Point 

Numerical 

Integration 

Singularity 

Extraction 

1197 10s 17s 

4527 2m 20s 4m 26s 

6993 5m 45s 10m 34s 

18297 46m 30s 88m 12s 

50886 367m 20s 700m 40s 

 

In Table 1, the previous four models are computed 

on a PC with Intel(R) Core(M) i5-4690K, CPU@3.5GHz/ 

64, RAM 32G, and the last example is a server with 

Intel(R) Xeon(R) E7-8857v2@3.0GHz, 4 cores, RAM 

1.5T.  

From Table 1, we can see that the barycentric 

subdivision method can save nearly half of the setup time 

compared with the singularity extraction method. 
 

IV. CONVERGENCE ANALYSIS  

A．Theory on the barycentric subdivision method 

In this section, we will study the convergence of 

numerical integration using the barycentric subdivision 

method. 
 

x

y

Singular point

Sub-barycentric 

point

 
 (a) (b) 

 

Fig. 6. Six sub-triangles around the singular point in a 

triangle element and vector in a sub-triangle: (a) The six 

small sub-triangles (the shaded area) around the singular 

point (barycenter of triangle), and (b) the vector for three 

vertices and quadrature point in a sub-triangle.  
 

The source integral becomes singular when its  

integration domain overlaps with the field integral. In this 

case, the source integrals over 6 small triangles around 

the barycenter “∘” in Fig. 6 (a) will have singularity at one 

of their corners, i.e., the barycenter “∘” of the triangle.  

We can analyze these singular integrals based on  

the Duffy transform. It transforms from the original 

barycenter coordinate system (ξ1, ξ2, ξ3) to a new 

coordinate (u, v), as shown Fig. 6 (b) below (Here v1 is 

the vector of the singular point “∘” when the field point 

O is overlapped with v1): 

 
1 1 2 2 3 3r v v v    

 
  

1 2 3(1 ) (1 )(1 ) ,uv v u v v u v       (20) 

here v1 is the vector of the singular point, ξ3=1-ξ1 –ξ2, 

then the singular integral for one sub-triangle can be 

transformed into: 
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where A denotes the area of one sub-triangle S. The 

integral on S is then converted to a 2-fold integral of u 

and v, respectively. Now we can define the function a(v): 
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From (22), we can see a(v) is linear with the size of 

triangle, As the mesh of the target becomes denser, a(v) 

will be smaller, so the analytical expression ID of integral 

I for v is: 
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1 1
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1
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D

dv e dv
I A Ak o a Ak a

a v ja v a v
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      (23) 

where 𝑎(ζ ) is derived from the mean value theorem for 

definite integrals [19]. 

Since the Duffy transformation can eliminate the 

singularity when the field point overlaps with the singular 

point as shown in Fig. 6 (a), we can try to eliminate the 

singularity when the field point at the sub-barycentric 

point, and further compare these two integral value. The 

quadrature for the above integral on each sub-triangle 

samples the domain of integration at (ξ1,ξ2) = (1/3,1/3), 

namely (u,v) = (1/3,1/2) in the new coordinate, substituting 

the u = 1/3, v = 1/2 into (21), the numerical integration on 

the sub-barycentric point is: 

  
0 / (1/ 2).cI Ak a  (24) 

The numerical difference between 𝐼𝐷  (based on Duffy 

transform at the singular point) and 𝐼𝑐  (based on Duffy 

transform at the sub-barycentric point) is: 

  0 1/ ( ) 1/ (1/ 2) .D cI I Ak a a    (25) 

This difference is only related to the area A. When 

the area A of triangle tends to zero, the numerical 

difference 𝐼𝐷 − 𝐼𝑐will converge to zero as well. This can 

ensure that the error is only related to the mesh density, 
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and convergence of the integral has a good agreement 

with the traditional Duffy method. 

 

B. Convergence analysis based on numerical 

experiments  

To verify the convergence of the barycentric 

subdivision method, we compute the bistatic RCS for a 

PEC sphere with EFIE and MFIE, respectively.  

We compute the RCS with the nine-point method 

and traditional singularity extraction method (S-E) 

respectively. These two methods are compared with Mie 

series results respectively. The results are shown in  

Fig. 7. 

 

 
(a) (b) 

 

Fig. 7. Comparison of relative error in RCS: (a) EFIE, 

and (b) MFIE. 

 

The relative error is defined as, 

 
_ _ ie _ ie10log( - / ),cal m merror RCS RCS RCS  (26) 

and the mesh density is defined as, 

  mesh density ,
N

S
   (27) 

where N denotes the numbers of unknowns, S denotes the 

surface area of the sphere, and 𝜆 denotes the wave length 

of the incident wave. From Fig. 7, we can observe that the 

error decreases as the mesh density increases. 

 

C. Computation of integrals of 1/R 

To check the convergence, we also study the singular 

integration on a triangle as the below: 

  (1/ ) ' ,
m ns s

I R dS dS 
     (28) 

where R denotes the distance between the source and 

field point. 

In Fig. 8, the size of the area zooms step by step, and 

the side length L declines by half every time. The value 

of integration for (28) is shown in Table 2. 

It can be seen from Table 2 that the results of the 

nine-point method agree well with those of the analytical 

method. Besides, the two methods diverge at the same 

time when the area of the triangle becomes too small due 

to the limited machine precision. In summary, this 

illustrates that our method is applicable to the cases 

where the mesh size is small enough. 

 

 
 

Fig. 8. The area of the triangle changes with L. 
 

Table 2: Comparison of integral value 

The Size of Area (L) 

The Value of Integral 

for 1/R 

The Nine-Point Analytical 

1 4.218747139 5.132335663 

0.5 0.527344286 0.641542614 

0.25 6.59E-02 8.02E-02 

0.125 8.24E-03 1.00E-02 

0.125/2 1.03E-03 1.25E-03 

0.125/2/2 1.29E-04 1.57E-04 

0.125/2/2/2 1.61E-05 1.96E-05 

0.125/2/2/2/2 2.01E-06 2.45E-06 

0.125/2/2/2/2/2 2.51E-07 3.06E-07 

0.5/2/2/2/2/2/2/2/1000 2.17E-16 2.64E-16 

0.5/2/2/2/2/2/2/2/1000/2 NaN NaN 
 

 
 

Fig. 9. Convergence for 1/R  
 

The above integral is computed by both the nine-

point integration and the analytical method [1], 

respectively. Figure 9 shows the values of I with respect 

to mesh density using the two methods. They agree well 

with each other. 

 

V. CONCLUSION 
In this study, we investigated the barycentric 

subdivision method. We studied the numerical 

convergence of this method for singular integration by 

both theoretical analysis and numerical examples. We 

observe that this method converges at the same level of 

accuracy as other method such as the singularity 

extraction. This method avoids the complex treatment of  
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singular integrals and allows an uniform procedure for 

both singular and non-singular integrations in method of 

moments. Numerical examples show that this method 

can reduce the matrix setup time by half. We hope this 

study could help us to further understand this method and 

extend its applications in solving 3D scattering problems 

using method of moments. 
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Abstract ─ A modified octree grouping scheme of  

the multilevel fast multipole algorithm (MLFMA) is 

proposed to analyze the electromagnetic (EM) scattering 

from the electrically large target, which is illuminated 

by a spiral parabolic antenna. The spiral parabolic 

antenna is used to generate the electromagnetic vortex 

of a specific mode number by adjusting the height of 

split. The proposed method builds two octree groups 

and decouples the interaction between the antenna and 

the target, so as to save the computational resource  

and improve the computational efficiency. Using this 

scheme, the numerical example with double metal 

spheres illuminated by the electromagnetic vortex 

reveals some special phenomena due to the spiral phase 

distribution, while the example with a scaled-down 

airplane at long operating range demonstrates that the 

electromagnetic vortex tends to be plane wave locally 

with the increase of propagation distance. 

 

Index Terms ─ Electromagnetic vortex, incorporate 

modeling, MLFMA, octree grouping, orbital angular 

momentum, spiral parabolic antenna. 
 

I. INTRODUCTION 
Orbital angular momentum (OAM) has been found 

in the laser of the Laguerre-Gaussian mode for a few 

decades [1]. The electromagnetic wave carrying orbital 

angular momentum is also called the electromagnetic 

vortex or the vortex electromagnetic beam. The orbital 

angular momentum number carried by the electromagnetic 

vortex is defined as the topological charge or the mode 

number l. A large quantity of research has been 

conducted in optics so far, such as the micro-particle 

operation [2], the optical communication [3], the 

rotating objects detection [4], etc. The investigation of 

OAM in the radio domain falls behind optics. In 2007, 

Thidé proposed a generation method of the vortex 

electromagnetic beam in the low-frequency radio domain 

[5]. Since then, a series of explorations on the OAM-

based communication and detection have springed up 

like mushrooms. Tamburini and Thidé conducted a 

series of wireless communication experiments on the 

electromagnetic vortex, which validate the feasibility  

of the multiplexing scheme using orbital angular 

momentum [6-8]. However, some scholars put forward 

their doubts and considered that the OAM-based 

multiplexing scheme is essentially a particular case of 

the Multiple-input-Multiple-output (MIMO) system [9-

10]. After some debates, the research team of Thidé 

acknowledged that their proposed scheme could be 

equivalent to the MIMO system in the case of a limited 

receiving aperture [11]. Guo proposed a new radar 

imaging scheme utilizing the electromagnetic vortex 

[12], and the researchers of his university did much 

work on the imaging model and the imaging method 

later on [13-15], but there are also controversies about 

the resolution performance of their schemes [16]. 

Fonseca designed a Fresnel-like reflector antenna to 

generate high-order orbital angular momentum states  

in the radio band [17]. Guan designed a new type of 

metasurface to generate the vortex beam of two different 

modes simultaneously [18]. For the scattering problem, 

there are only a few open literatures conducting the 

simulation on the OAM-based scattering of macro 

targets in the low-frequency radio domain [19-21], and 

all of these simulations are based on the ideal and 

analytical source model. 

In this paper, we propose a modified octree grouping 

scheme of MLFMA [22-23] based on the method of 

momentum (MoM) [24-25] to conduct the approximate 

incorporate modeling of an electrically large scattering 

target and a spiral parabolic antenna efficiently. This 

full wave EM simulation uses a practical OAM antenna 

as the radiation source and takes the operating range 

and antenna coupling into account. Thus, it can 

simulate the reality as far as possible. The algorithm 

starts with dividing the computational region into two 

parts, namely radiation and scattering regions. Firstly, 

the induced current on the antenna (radiation region) is 

computed with the excitation source; secondly, the 

necessary radiation field is calculated as the incident 

field for the target (scattering region) with the induced 

current on the antenna, and finally the scattered field of 

the target (scattering region) is obtained with the 
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multilevel fast multipole algorithm. It should be noted 

that there are two octree groups built just close to the 

surfaces of the antenna and the target respectively, 

which avoids the unnecessary octree grouping of the 

whole solution domain in the situation of a long 

operating range. The simulations in this paper reveal 

some special scattering phenomena caused by the spiral 

phase distribution of the electromagnetic vortex. The 

near-field characteristic of the electromagnetic vortex is 

demonstrated by considering the effect of the operating 

range. We also provide further verifications and 

explanations for the corresponding consequences. 

This paper is organized as follows. Section II 

describes the spatial phase distribution of the 

electromagnetic vortex generated by a spiral parabolic 

antenna with different parameter settings. Section III 

illustrates the modified octree grouping scheme and 

provides the numerical example of double metal spheres 

with different mode numbers. Section IV provides the 

numerical example of a scaled-down airplane which  

is illuminated by a spiral parabolic antenna at long 

operating ranges and some consequence analyses. 

Finally, further discussions and conclusions are drawn 

in Section V. 

 

II. PROPAGATION OF THE 

ELECTROMAGNETIC VORTEX 

GENERATED BYA SPIRAL PARABOLIC 

ANTENNA 
Take the spiral parabolic antenna in [6] as the 

example to research on the spatial phase distribution of 

the vortex electromagnetic beam by practical antennas. 

This type of OAM antennas has the advantages such as 

high gain, small divergence angle, high mode purity, 

and fits for the situation of a long operating range 

between the antenna and the target. Figure 1 shows the 

antenna model used in the following simulations. The 

electromagnetic vortices of different mode numbers can 

be achieved by means of adjusting the height of the split. 

Figure 2 reveals the phase distribution of the mode  

1 and the mode 2 in different propagation distances 

through the full wave simulation. The observation planes 

used for sampling are perpendicular to the propagation 

axis Z and they are centered with the axis Z. 

It can be seen that the electromagnetic vortices of 

nonzero modes tend to be that of the mode 0 from the 

beam center with the increase of the propagation 

distance, and the higher the mode is , the more obvious 

the degradation is. This is difficult to be observed with 

the ideal and analytical model of the electromagnetic 

vortex. Figure 3 shows that the spiral phase distribution 

can recover gradually with the expansion of the 

aperture. 

 

 
 

Fig. 1. The model of the spiral parabolic antenna used 

in numerical simulations. (The horn can be replaced by 

the ideal Gaussian feed source). 
 

  Range 

 

Mode 

10m 100m 1000m 

1 

   

2 

   

 

Fig. 2. The phase distribution of the electromagnetic 

vortex on an observation plane in different propagation 

distances. (The size of observation plane is 3m*3m, 

10m*10m, 30m*30m from left to right; the operating 

frequency is 10GHz; the aperture of the parabolic 

antenna is 36λ, the focus length is 25λ.)  
 

   
                 (a)                      (b)                        (c) 
 

Fig. 3. The phase distribution of the mode 1 at 100km 

with different antenna apertures. (The aperture of the 

antenna is 36λ, 50λ, 80λ from (a) to (c); the size of the 

observation plane is 300m*300m, other parameters are 

same with those in Fig. 2). 
 

As we know, the radiation pattern of the OAM 

beam with a nonzero mode is doughnut-like and the 

direction of the maximum radiation is not along the 

propagation axis. The phase variation along the 

direction of the maximum radiation is more significant. 

Just take the mode 1 in Fig. 2 as an example. Figure 4 

(a) and Fig. 5 illustrate that the phase gradient can still 

be maintained along the direction of the maximum  
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radiation. However, this phase gradient is meaningless 

because the scope of the observation area is too large 

for common applications on radar. If the observation 

circle has a fixed size and it is centered with the 

propagation axis, the similar consequence can be 

obtained as Fig. 2, which is illustrated in Fig. 4 (b) and 

Fig. 6. The full wave simulations above show that the 

electromagnetic vortex by a spiral parabolic antenna 

has the characteristic of the near field. 
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Fig. 4. Two phase sampling schemes. 
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Fig. 5. The phase variation along the dynamic-sized 

circles which are placed along the direction of the 

maximum radiation. 
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Fig. 6. The phase variation along the fix-sized circles 

which are placed around the propagation axis. 
 

III. A MODIFIED OCTREE GROUPING 

SCHEME FOR SOLVING THE EM 

SCATTERING OF THE 

ELECTROMAGNETIC VORTEX 
For analyzing the long-distance scattering problem 

with the method of momentum efficiently, a modified 

octree grouping scheme of the MLFMA is proposed 

and illustrated in Fig. 7. The proposed scheme divides 

the original incorporate solving process into three steps: 

the first step is to compute the induced current on the 

antenna with the excitation source. The induced current 

for a spiral parabolic antenna is computed with the 

electric field integrated equation (EFIE) because of the 

open structure: 

tan tan2

1
( ) | ( ) ( ( )) ( , ) |i

a a a aj G d
k


 

        
 
Ε r J r J r r r S . 

 (1) 

Where 
i

a
Ε  and 

aJ  denote the incident electric field and 

the induced current on the antenna respectively, r and 

r are the observation point and the source point 

respectively, G is the scalar Green’s function. 
 

J

Target
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Feed 
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Incident 

field
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Fig. 7. The illustration of the modified octree grouping 

scheme for solving the electromagnetic scattering of the 

electromagnetic vortex generated by practical antennas. 
 

The second step is to compute necessary radiation 

field (according to the location of the target) as the 

incident field for the target according to this induced 

current: 

2

1
( ) ( ) ( ) ( ( )) ( , )i r

t a a a aj G d
k


 

         
 
Ε r Ε r J r J r r r S , 

 (2) 

 
( ) ( ) ( ) ( , )i r

t a a aG d    H r H r J r r r S .
 

(3) 

Where 
r

a
E  and 

r

a
H  denote the radiation electric field 

and the radiation magnetic field of the antenna 

respectively, while 
i

t
E  and 

i

t
H  denote the incident 

electric field and the incident magnetic field of the 

target respectively 

The third step is to compute the scattered field of 

the target by the corresponding incident field. The 

induced current of a close structure is computed with 

the combined field integrated equation (CFIE): 

tan 2

tan

1
( ) (1 ) ( ) | ( ) ( ( )) ( , )

(1 ) ( ) ( , ) |

i i

t t t t t

t t

j G d
k

G d
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 

 
          

 
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


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J r r r S
.

(4) 
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Where 
tJ  denotes the induced current on the target,   

is the angular frequency,   is the permeability,   is 

the wave impedance, and   is the combination 

coefficient of the CFIE from 0 to 1.  

The purpose of this process is to decouple the 

interaction between the antenna and the target because 

it is weak enough to be neglected for a long operating 

range. The decomposition of the original incorporate 

solving process makes the octree group is only built 

close to the surfaces of the antenna and the target 

respectively. It avoids the unnecessary octree grouping 

of the whole solution domain for the incorporate 

modeling and the accompanying calculation cost in  

the situation of a long operating range. To avoid the 

ambiguous definition of the OAM-based RCS, we use 

the scattered field in the far field as the evaluation 

index. 
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Fig. 8. Two metal spheres placed on a circle 

surrounding the Z-axis with an azimuthal difference of 

180˚. (The solving frequency is 30GHz, the height of 

the spheres is 300λ and their radius is 2.5λ, they are 

aligned with a pitch angle of 5˚ in the XOZ plane; the 

aperture of the parabolic antenna is 10λ and the focus 

length is 15λ.) 

 

To validate the feasibility of this approximation 

scheme, the bistatic scattered field of two metal spheres 

in the far field is shown in Fig. 8 and Fig. 9. It can  

be seen that well agreements between the proposed 

approximation method and the original incorporate 

modeling method by the commercial software FEKO 

7.0 are achieved. The differences among the scattered 

field amplitudes of three modes are caused by the 

maximum gain of the corresponding mode as well as its 

direction. Drawing the curves in one chart, some special 

phenomena can be observed, which are shown in Fig. 

10. 

The variation trends of the scattered field with the 

pitch angle are same for the mode 0 and the mode 2, 

while the mode 1 is opposite. The monostatic scattered 

field also has the same phenomenon, as shown in Fig. 

11. A similar consequence had been found by the  

system experiment in [19]. This phenomenon can be 

explained with the distributions of the spiral phase and 

the target: the two metal spheres are placed on a circle 

surrounding the Z-axis with an azimuthal difference of 

180˚, thus the phase difference between the incident 

fields of two spheres is 0˚ for the mode 0, 180˚ for the 

mode 1, and 360˚ for the mode 2 approximately. 

Therefore, if the scattered field for the mode 0 and the 

mode 2 stacks in same phase at some angles, then it is 

opposite for the mode 1 at these angles.  

To validate this inference, we conduct another 

simulation furthermore, which is illustrated in Fig. 12. 

This time, the two metal spheres are aligned at the same 

height with an azimuthal difference of 90˚. It can be 

predicted from the inference above that the scattered 

field of the mode 0 and the mode 2 should have the 

opposite variation trend, while the mode 1 falls in 

between, which is proved in Fig. 13. 
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Fig. 9. The scattered electric field intensity in the far 

field (Phi=0˚) for the proposed method and the original 

method: (a) l=0, (b) l=1, and (c) l=2. 
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Fig. 10. The bistatic scattered field in the far field 

(Phi=0˚) for different mode numbers. (a) The observed 

pitch angle is from 30˚ to 60˚. (b) The observed pitch 

angle is from 120˚ to 150˚. 
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Fig. 11. The monostatic scattered field in the far field 

(Phi=0˚) for different mode numbers.  
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Fig. 12. Two metal spheres are placed on a circle 

surrounding the Z-axis with an azimuthal difference of 

90˚. (Other parameters are same with those in Fig. 8). 
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Fig. 13. The bistatic scattered field in the far field 

(Phi=0˚) for different mode numbers. 

 

IV. SCATTERING OF THE 

ELECTROMAGNETIC VORTEX BY 

ELECTRICALLY LARGE TARGETS AT 

LONG OPERATING RANGES 
To demonstrate the effect of the operating range on 

the scattering of the electromagnetic vortex, the bistatic 

scattered field of a plane model with a scaling of 0.1 

compared with the real size is computed. The solving 

setting is illustrated in Fig. 14 and the consequences  

are given in Fig. 15. In this simulation, we point the 

direction of the maximum radiation to the nose to avoid 

the hollow area and the mode degradation. Meanwhile, 

the mode 10 in Fig. 15 is generated by a modified spiral 

parabolic antenna proposed in [17] to ensure its purity. 
 

Incident 

direction



 
 

Fig. 14. The bistatic scattering computation of a scaled-

down plane model. 
 

It can be seen from Fig. 15 that with the increase of 

the operating range, the variation trends of the scattered 

field tend to be the same as the mode 0, and the lower 

the mode is, the more obvious this phenomenon is. It 

also can be explained by the phase distribution in the 

far field. 

As shown in Fig. 16, when the target is placed 

along the direction of the maximum radiation, the 

azimuthal variation for the target becomes smaller and 

smaller with the increase of the distance. It means the 

phase gradient of the incident field is unapparent and 

the incident field can be approximated to the plane 

wave locally just as the mode 0. Therefore, there is a 

pair of contradictions for the practical OAM-based 

radar application because of this special beam structure:  
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the null region of the vortex electromagnetic beam can't 

be used for the detection, while the direction of the 

annular beam can't reflect the phase gradient of the 

electromagnetic vortex for a size-limited target. These 

lead to the limited usage of the OAM in the radar realm, 

which is eager to be solved in the future research. 
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Fig. 15. The bistatic scattered field in the far field of the 

plane model; (a), (b) and (c) are corresponding to the 

operating range of 10m, 100m and 1000m respectively. 
 

X

Y

Z

Antenna

Observation plane

Target

 
 

Fig. 16. The positional relationship between the antenna 

and the target in the far field. 

V. CONCLUSION 
To summarize, the approximate incorporate 

modeling of an electrically large scattering target and a 

practical antenna is conducted in this paper. The octree 

grouping scheme is modified to solve the EM scattering 

problem based on the electromagnetic vortex. The phase 

distributions of the field near the propagation axis in 

different propagation distances are simulated, which 

prove the degradation characteristic for the vortex 

electromagnetic beam generated by a spiral parabolic 

antenna. The numerical simulation of an airplane model 

and a spiral parabolic antenna reveals a pair of 

contradictions for the OAM-based radar application. 

However, during its effective operating range, the 

scattered field may show a regular difference compared 

to the plane wave for some particular structures. This 

research demonstrates the significant effect of the 

operating range for the OAM-based radar application in 

the real world. The following work includes narrowing 

the divergence angle of the electromagnetic vortex, 

generating the electromagnetic vortex with very high 

modes, and exploring some suitable applications during 

appropriate operating ranges. 
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Abstract ─ An artificial magnetic conductor (AMC) 

surface is proposed in this paper to reduce radar cross 

section (RCS) by more than 10 dB in a broad frequency 

band. The proposed AMC structure consists of two 

different units - seven hexagonal circles and Jerusalem 

cross loaded with four L-type branches, contributing to  

a wide phase difference (180°±37°) frequency band. To 

obtain a low RCS value, the two proposed units are 

arranged in fan-type for the AMC surface. The simulated 

results show that the RCS can be reduced by more than 

10 dB in a broad frequency band from 12.2 to 27 GHz 

(75.5%). The proposed AMC structure combined by 

20×20-unit cells is fabricated and measured in anechoic 

chamber. Measured results in the band below 18 GHz of 

the fabricated prototype agree well with the simulated 

ones, which validates that the proposed AMC surface 

may be utilized on low-RCS platforms. 

 

Index Terms─ AMC, broadband, RCS reduction. 
 

I. INTRODUCTION 
With the rapid development of stealth and anti-

stealth technology, materials for radar cross section 

(RCS) reduction in wide band have been paid more 

attention. To reduce RCS, there have been several 

techniques, such as metamaterial absorbers [1-2], 

Salisbury screen [3], electromagnetic band gap (EBG) 

[4-5], etc. Nevertheless, with the structures proposed 

above, the RCS can only be reduced in narrow frequency 

bands. 

AMCs attract much attention because of their phase 

characteristics. With in-phase reflection property, AMC 

can be utilized to obtain low-profile antennas [6-7] and 

to enhance gain of antennas [8]. Moreover, AMCs play 

an important role in low-RCS designs. To obtain low-

RCS characteristic in broad band, many RCS 

suppressing metasurfaces [9-15] have been proposed, 

among which, design of checkerboard configuration 

combined by AMC structures [10-15] has gradually been 

a more popular and effective method. In the beginning, a 

planar chessboard arranged by AMC and PEC is 

proposed by Paquay in 2007 [10]. With that configuration, 

the energy can be scattered in other directions after it 

reaches the surface and a cancellation of energy in 

boresight direction can be obtained. That is because, the 

metallic cells can reflect incident waves with a 180° 

change of phase, and AMC units can bring in no phase 

change at the operation frequency. By arrangement of 

the two units, destructive interference is produced, and a 

null can be achieved in normal direction. However, the 

bandwidth for RCS reduction is limited by the narrow in-

phase reflection bandwidth of AMC. To obtain a wider 

bandwidth for RCS reduction, surfaces arranged by 

AMC unit cells with different dimensions [11-12] or 

different structures [13-16] have been presented, resulting 

in broad phase difference (180°±37°) bands. In [11], a 

novel polarization-insensitive metasurface which consists 

of four inter-twined subarrays, is investigated for ultra-

broadband RCS reduction. The unit is a disc-shaped 

metallic patch with a concentric metallic ring patch. 

Consists of carefully arranged units with spatially varied 

dimension, the surface can achieve more than 10 dB RCS 

reduction in the band from 7 to 12 GHz. In addition,  

Pei Yao designed a miniaturized chessboard-like AMC 

reflecting screen [12], which is arranged by two different 

square AMC unit cells. The in-band RCS reduction is 

obtained in the band ranging from 13.4 to 20.5 GHz,  

and the out-of-band RCS reduction is achieved by 

cancellation between the approximately PEC and AMC 

in the band of 20.5-26.9 GHz. The measured results 
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show that the proposed surface can achieve 10 dB RCS 

reduction in the band from 13.5 to 28.1 GHz (70.2%). 

Additionally, an AMC structure, consisting of two 

different types of AMCs, is proposed for ultra-thin and 

broadband radar absorbing material design in [13]. The 

measured results show that, the screen achieved a wide 

phase difference band from 13.25 to 24.2 GHz, in which 

the RCS is reduced by 10 dB except for some frequency 

shift. Moreover, a hexagonal checkerboard and a square 

checkerboard are designed and compared with each 

other in [14] for wideband RCS reduction. They are 

composed of two kinds of AMC units utilizing square- 

and circular- shaped patches and realize over 60% 

frequency bandwidth for 10 dB RCS reduction. In [15], 

an AMC surface, combined by two different AMC unit 

cells, is designed as the ground of a low scattering 

microstrip antenna. The RCS is reduced by 10 dB in a 

wide band from 6 to 13.4 GHz and the maximum RCS 

reduction is 17 dB at 10 GHz. It can be seen that most of 

the array arrangements of AMC or PEC unit cells in the 

above references are chessboard. To obtain larger RCS 

reduction values, a fan type arrangement of AMC unit 

cells is employed in this paper as proposed in [16] to 

enhance the cancellation effect by increase the common 

boundaries of the two units. The low-RCS screen is 

combined by square loop and square patch units. 

However, the simulated results show that the bandwidth 

in [16] remains to be improved. 
 

 
  (a) (b) 

 

Fig. 1. Unit cells designs for: (a) AMC1 and (b) AMC2. 
 

Based on the previous research in paper [17], an 

AMC surface for broadband RCS reduction is proposed 

in this paper to achieve a wider low-RCS bandwidth and 

a larger RCS reduction value simultaneously. With two 

new-style AMC unit cells, phase difference (180°±37°) 

of the reflective waves is produced in a broad frequency 

range, which can contribute to a wide band for 10 dB 

RCS reduction. To further decrease the RCS value, the 

fan type arrangement of AMC unit cells is adopted in this 

paper. A broad band from 12.2 GHz to 27 GHz (75.5%) 

of 10 dB RCS reduction is obtained. Moreover, the 

designed AMC surface is fabricated and measured    

in anechoic chamber. A good agreement between the 

simulated and measured results shows that the presented 

AMC surface can be employed for broadband low-RCS  

applications. 

 

II. DESIGN AND ANALYSIS OF AMC 

SURFACE 

A. Design principle of broadband AMC surface 

From [17, 18], when plan waves radiate normally on 

the AMC surface, the total energy reflected from the 

surface equals the total of the reflected energy from all 

AMC blocks. Assume that the reflection magnitude of 

all the AMC blocks is equal to A, which keeps no change 

with frequency. Hence, based on the concept of standard 

array theory [9, 10], the total reflected field is, 

 1 2 1 2 1( )
2 2 2 (1 )

j j j j

rE Ae Ae Ae e        
    , (1) 

where, A is the reflection magnitude of the AMC blocks; 

φ1 and φ2 is the reflection phase of AMC1 and AMC2, 

respectively. It can be seen from (1) that, when φ2 - φ1 = 

±180°, the total reflected field is zero. In other words,  

the reflected energy from the two AMCs can be totally 

canceled out. However, the reflection phase is a variable 

which changes with frequency. In general, compared 

with PEC surface with the equal size, the reflection 

which can be reduced by more than 10 dB in boresight 

direction is set as a criterion [17] and it can be express as 

the following inequality: 

  
22

/ 10r pecE E dB  ,  (2) 
where, Epec represents the total reflection field of PEC 

surface of the same dimension. From the inequality (2) 

above, it can be calculated the effective reflection phase 

difference of the presented AMC surface, which is: 

 2 1143 217    .  (3) 
Consequently, the phase difference ranging from 143° to 

217° is considered to be effective for subsequent analysis. 

 

B. Design and analysis of AMC surface 

To obtain a wide enough phase difference frequency 

band, the 0° phase reflection frequency of one unit should 

be as close to the 180° phase reflection frequency of the 

other unit as possible. A great many kinds of AMC units 

have been designed to constitute AMC surfaces, such  

as square patches, circle patches, Jerusalem Crosses, 

rings, etc. [11-16]. After an extensive analysis of their 

frequency behaviors, hexagon rings and Jerusalem Cross 

in Fig. 1 are designed as the two AMC units. Since it has 

a first-mode resonant frequency two times that of other 

ring types with the exception of the square spiral element 

and its second resonance is approximately three times 

that of the fundamental one, the hexagonal ring has 

superior bandwidth characteristic [19]. Therefore, to 

obtain a broad in-phase reflection bandwidth, the AMC 

unit cell1 is made up of seven hexagons, which can 

generate a 0° reflection phase at the center frequency of 

the required operating band and contribute to a gentler 

phase curve than a unit combined by one single hexagon. 

The AMC unit cell2 is a Jerusalem Cross loaded with 
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four L-type branches. The Jerusalem Cross is used to 

product a 180° reflection phase at the center frequency, 

and the four L-type branches are loaded to make the 

reflection phase curves located at the two sides of the 

180° phase reflection frequency smoother. The two kinds 

of metal units are etched on a 2-mm-thickness F4B 

(εr=2.65, tanδ=0.002) substrate, which is loaded with 

metallic ground plane to achieve total reflection. To 

obtain a wide bandwidth in the band higher than 12 GHz 

(λL=25 mm), the unit dimension of the proposed AMC 

should be in the range from 0.1λL to 0.2λL (2.5 mm~5 

mm). In consideration of the complexity of the unit 

design, the AMC unit dimension is chosen as 4 mm. The 

optimized parameters of the two AMC units are listed in 

Table 1. 

 

Table 1: Optimized parameters of the two AMC units 

Parameters Values Parameters Values 

a1 0.48 mm w 0.4 mm 

w1 0.2 mm dd 0.2 mm 

l 3.7 mm dl 0.9 mm 

m 1.69 mm ww 0.3 mm 

 

The reflection phase properties of the two AMC  

unit are calculated by ANSYS HFSS, which utilizes a 

unit cell with Floquet-port excitation and master/slave 

boundaries. As can be obtained in Fig. 2 (a), the AMC 

unit cell1 demonstrates a 0° phase reflection value at 20 

GHz. In addition, near the location of the 0° reflection 

phase frequency point of AMC unit cell1, the AMC  

unit cell2 depicts a 180° reflection phase at 19 GHz, 

which contributes to a broad reflection phase difference 

frequency band. As shown in Fig. 2 (b) is the reflection 

phase difference curve between the two AMCs. It 

illustrates that a reflection phase difference (180°±37°) 

frequency band ranging from 11.6 GHz to 28.1 GHz for 

normal incidence can be obtained. Consequently, with 

the two novel types of AMC units, a wide band of 83.1% 

for 10 dB RCS reduction can be expected compared with 

the phase difference bandwidth results achieved in [11-

15]. 

Of all the parameters, parameters a1, l, and dd have 

a great impact on the reflection phase property of the two 

AMC units, as can be seen in Figs. 3 (a-c). The values  

of a1 and l determine the center frequency of the two 

AMC unit cells. To make the phase difference in high 

frequency band be lower than 217° on the basis of wide 

phase different bandwidth, the values of a1 is chosen as 

0.48 mm. For the compromise of wide phase different 

bandwidth and the phase difference in low frequency 

band, which should be lower than 217°, the value of l is 

decided to be 3.7 mm. In addition, from Fig. 3 (c), it can 

be obtained that the parameter dd makes an effect on  

the reflection phase beside the 180° phase reflection 

frequency of AMC unit cell2, which finally determines 

the phase difference between the two AMC units. 
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Fig. 2. (a) Reflection phases for both AMCs, and (b) 

reflection phase difference between two AMCs versus 

frequency. 

 

Once the dimensions of the two units are fixed, the 

AMC configuration can be designed. To further decrease 

the RCS value, the AMC surface is made up of the two 

units by fan-type arrangement, as shown in Fig. 4. While, 

an array with an infinite dimension cannot be fabricated 

in applications. Thus, an array combined by finite 

number of units need to be designed. If the number of 

units is too small, the frequency band will move to high 

frequency and there will be poor property of the phase 

cancellation between two type of units, which makes it 

difficult to reduce RCS in the required band. In addition, 

too large number of AMC units will cause the grating 

lobes to converge in the edge direction [10], which    

go also against the RCS reduction. According to the 

research on AMC structure in [14] and [15], an array 

arranged by 20×20 units are enough to valid the 

simulated results in an infinite environment and to be 

utilized to reduce RCS. Therefore, an AMC surface,  

the dimensions of which is 80×80 mm2, is arranged   

by 20×20-unit cells in this paper. With fan-type 

arrangement, the number of interfaces between different 

units can be increased, which helps the energy be 

scattered more effectively in non-specular directions [16, 

17]. Therefore, the proposed AMC array can obtain a 

larger value for RCS reduction. 
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Fig. 3. (a) Impact of a1 on the reflection phase of AMC 

unit cell1, and impact of (b) l, and (c) dd on the reflection 

phase of AMC unit cell2. 
 

 
 

Fig. 4. Top view of the AMC surface configuration. 

III. EXPERIMENT AND SIMULATION 

RESULTS AND DISCUSSION 

A. Simulated results 

To evaluate the RCS reduction bandwidth of the 

proposed AMC surface, the monostatic RCS of the AMC 

surface and PEC surface with equal size for normal 

incidence is simulated, and Fig. 5 (a) shows the co- and 

cross-polarized RCS under normal incidence for both x 

and y polarizations. To calculate the value of RCS 

reduction, the RCS values are normalized with respect to 

the PEC surface, as demonstrated in Fig. 5 (b). It can be 

obtained from the simulated RCS reduction curve, a 

broad 10 dB RCS reduction frequency band ranging 

from 12.2 GHz to 27 GHz (75.5%) for x-polarization and 

from 12.2 GHz to 27.2 GHz (76.1%) for y-polarization 

is achieved. And the maximum co-polarized RCS 

reduction, which is more than 30 dB, is obtained at 23 

GHz. The simulated RCS reduction band agrees well 

with the phase difference frequency band (11.6-28.1 

GHz) of the two unit cells discussed in the previous 

section. 
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Fig. 5. Simulated monostatic RCS of the proposed AMC 

surface and PEC surface with the equal size and the 

simulated RCS reduction of the proposed AMC structure 

under normal x- and y-polarized incident waves. 
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Moreover, Fig. 6 depicts the normalized bistatic 

RCS of the proposed AMC surface at 20 GHz (which is 

close to the center frequency point of the RCS reduction 

band). It shows that it can be achieved about more   

than 20 dB RCS reduction at 20 GHz by the proposed 

AMC surface for x polarization in all incident angles.  

In addition, Fig. 7 demonstrates the simulated 3-D 

normalized bistatic RCS for x polarization of the 

proposed AMC surface and PEC surface with the same 

dimension at 20 GHz. Compared with the bistatic RCS 

of PEC surface, the designed AMC surface achieves low 

RCS in boresight direction and reflects the scattering 

energy in other directions. 
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Fig. 6. Simulated 2-D normalized bistatic RCS of    

the proposed AMC surface and PEC surface for x 

polarization under normal incidence at 20 GHz.  

 

B. Fabrication and measured results 

To validate the simulated RCS property, the 

proposed AMC surface with dimensions of 80×80mm2 is 

fabricated, as shown in Fig. 8 (a), and is measured by the 

compact antenna test range method in anechoic chamber, 

as depicted in Fig. 8 (b). Owing to the limit of test factor, 

the monostatic RCS of the fabrication is measured in the 

band below 18 GHz.  

From the simulated results in Fig. 5, it can be 

obtained that the co-polarized RCS for y polarization   

is similar to that for x polarization owing to the 

approximate rotational symmetry of the AMC structure. 

Therefore, the co-polarized RCS of the AMC surface for 

x polarization is measured only. Figure 9 (a) illustrates 

the measured monostatic RCS of the proposed AMC 

surface and PEC surface (a replacement by an aluminum 

sheet) with the same dimension under normal incidence 

for x polarization. By normalizing with respect to the 

equal size PEC surface, Fig. 9 (b) demonstrates the 

measured RCS reduction of the fabricated AMC surface. 

It can be obtained from the measured results that the RCS 

reduction frequency band below 18 GHz ranges from 

13.16 to 18 GHz. Compared with the simulated frequency 

band (12.2-18 GHz), there is a good agreement between 

the simulated and measured results except for a little 

frequency shifting, which is caused by fabricated and 

measured errors and the limited size of the fabricated 

AMC surface. 
 

 
(a) PEC surface 

 
(b) AMC surface for x polarization 

 

Fig. 7. Simulated 3-D normalized bistatic RCS of    

the proposed AMC surface and PEC surface for x 

polarization under normal incidence at 20 GHz. 
 

 
(a)  (b) 

 

Fig. 8. Photograph of fabricated fan-type AMC surface 

and its measured environment. 
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Fig. 9. Simulated and measured co-polarized: (a) 

monostatic RCS of the proposed AMC surface and PEC 

surface with the equal size, and (b) RCS reduction of  

the proposed AMC surface under normal incidence for  

x polarization. 

 

Table 2: Comparison on the simulated and measured 

performances with previously proposed AMC surface 

Ref. 

Phase 

Difference 

BW (GHz) 

Simulated 

10 dB RCS 

Reduction 

BW (GHz) 

Measured 

10 dB RCS 

Reduction 

BW (GHz) 

[11] -- 
7-12 

(52.8%) 

7-12 

(52.8%) 

[12] 
12.1-20.5 

(51.5%) 

13.4-26.9 

(67%) 

13.5-28.1 

(70.2%) 

[13] 
13.25-24.2 

(58.5%) 

13.25-24.2 

(58.5%) 
-- 

[14] -- 
3.76-7.51 

(67%) 

4.1-7.59 

(60%) 

[15] 
6-14  

(80%) 

6-13.4 

(76%) 

6-12 

(66.7%) 

Our 

work 

11.6-28.1 

(83.1%) 

12.2-27.2 

(76.1%) 
13.16- … 

Table 2 depicts the comparison performances of  

the designed AMC structure to the previously proposed 

AMC surface. From the compared results, it can be 

demonstrated that the fan-type AMC configuration 

presented in this paper can achieve wider phase 

difference frequency band and broader bandwidth for  

10 dB RCS reduction. 

 

IV. CONCLUSION 
A novel AMC surface is investigated to achieve 

RCS reduction in a wide band. The configuration is 

combined by two kinds of unit cells - hexagon rings  

and Jerusalem crosses. With these two novel units, a 

reflection phase difference (180°±37°) band from 11.6 

GHz to 28.1 GHz for normal incidence can be obtained. 

Furthermore, with a fan type arrangement by the two 

units, the proposed AMC surface demonstrates a broad 

10 dB RCS reduction frequency band ranging from 12.2 

GHz to 27 GHz (75.5%) for x-polarization and from 12.2 

GHz to 27.2 GHz (76.1%) for y-polarization. Then, the 

proposed AMC surface with dimensions of 80×80 mm2 

is fabricated and measured by the compact antenna test 

range method in anechoic chamber. The agreement 

between the measured and simulated results in the  

band below 18 GHz verifies that the proposed AMC 

configuration can be utilized in low-RCS platforms.  
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Abstract ─ A novel metasurface based on the amplitude-

phase manipulation and beamforming is proposed for the 

control of co- and cross-polarized wave simultaneously 

and independently. The metasurface consists of two 

polarization conversion elements (PCEs) and their mirrors: 

the two PCEs are used to control the co-polarized waves 

with the co-polarized field component of equal amplitude 

and opposite phase, and the mirrors of them that are 

intent to control the cross-polarized waves. Full 

manipulation of the amplitude and phase for both co-  

and cross-polarized components of the reflected waves 

is realized by adjusting the geometric parameters of two 

PCEs. Compared with the traditional co-polarized phase-

only manipulation, freedom degree of manipulation is 

increased from 1 to 4, which greatly increases the ability 

of manipulating electromagnetic waves. The arrangement 

of PCEs is obtained based on the planar array theory to 

achieve the desired co-polarized and cross-polarized 

scattering patterns. The theoretical analysis, simulation 

and experiment results are in good agreement and verify 

the proposed mechanism. 

 

Index Terms ─ Co-polarized, cross-polarized, metasurface, 

manipulation. 
 

I. INTRODUCTION 
As a very important breakthrough, metamaterials 

have powerful abilities to manipulate electromagnetic 

waves because they can be designed to have arbitrary 

permittivity and permeability. By tailoring the geometry 

or materials of the components, many special phenomena 

have been demonstrated, such as subwavelength imaging 

[1], beam rotation [2], invisibility cloaks [3, 4], and so 

on. Therefore, the use of ultra-thin design to effectively 

manipulate the propagation of electromagnetic waves 

attracted more and more research efforts. In recent years, 

the two-dimensional metamaterials which are called 

metasurfaces have subwavelength characteristics in the 

direction of wave propagation and greatly simplify the 

requirements of fabrication while maintaining powerful 

functionality of controlling the propagation properties of 

electromagnetic waves [5, 6]. By introducing abrupt 

phase discontinuities on the surface of the metal or 

dielectric structure, metasurfaces can realize extraordinary 

light manipulations, for example, light bending [7, 8], 

vortex beam generation [9], focusing [10, 11], wave 

plates [12, 13], holograms [14, 15], and microstrip filter 

[16]. Benefiting from small profile and flexible phase 

control, metasurfaces become very attractive and replace 

the traditional polarization controller for miniaturization 

devices. In the past few years, a variety of designs have 

been proposed to achieve effective polarization alteration 

from visible light to microwaves [17, 18]. Anisotropic 

structures such as T-shaped, C-shaped and L-shaped 

structures and the split ring are widely used to adjust  

the phase difference of two orthogonal electric field 

components [19, 20]. In addition to radar scattering cross 

section reduction, a new type of polarization conversion 

metasurface was put forward [21]. Theoretical and 

numerical of investigation of the chiral slab exhibiting 

polarization rotation is presented in detail [22]. 

Full control of both the magnitude and phase of 

transmission and reflection respectively are important 

issue for free manipulation of electromagnetic wave 

propagation. Recently, many efforts have been made  

to manipulate the electromagnetic waves by using 

metamaterials and metasurfaces. However, most of them 

mainly adjust the phase of the co-polarized component 

of the reflected waves, namely single-degree-of-freedom 

manipulation. For example, a method by designing  

the reflection-phase distributions of the anisotropic 

metasurface with Jerusalem Cross structures along  

the x and y directions has been proposed [23], the x-  

and y-polarized incident waves can be manipulated 

independently to realize multi-beam reflections. The 

proposed method provides an extensive approach to 

manipulate the reflected beams and their polarizations 

independently. Otherwise, methods to tailor the reflection 
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and scattering of THz waves in an anomalous manner by 

using coding metamaterials have been presented [24-26]. 

The THz coding metamaterials realized by using two 

structures formed without and with, respectively, a 

metallic ring resonator on top of a metal ground plane in 

[24] are proposed. The anisotropic coding metasurfaces 

which use square-shaped and dumbbell-shaped metallic 

structures in [25] are proposed. A general coding unit 

based on a Minkowski closed-loop particle in [26] are 

proposed. The proposed structures have strong abilities 

to control THz waves by designing specific coding 

sequences of the phase of the co-polarized component  

of the reflected waves. These works reveal new 

methodology arising from coding metamaterials in 

effective manipulation of THz wave propagation and 

may offer widespread applications. In addition to effective 

medium parameters, the programmable metamaterials 

have recently been proposed as an alternative approach 

to manipulate the electromagnetic waves. The element 

integrated with one PIN diode is designed for two 

reflection-type elements with a 180° phase difference 

[27], and thus a binary coded phase is realized for  

a single polarization. Based on this idea, various 

functionalities, such as steering, bending, focusing and 

random electromagnetic waves scattering, can be simply 

implemented by digitally encoding metasurfaces with 

the corresponding coding sequences. 

In this paper, we propose two metasurfaces based  

on a novel physical mechanism which can realize the 

beamforming and multi-degree-of-freedom manipulation 

of electromagnetic waves. We designed three different 

kinds of PCEs. By changing their geometric parameters, 

we can get the relationship between the amplitude and 

phase of the co-polarized and cross-polarized components 

of the reflected waves for different PCEs. By combining 

the proposed PCEs and their mirrors on the metasurface, 

we can realize the control of the amplitude and phase of 

the co- and cross-polarized components of the reflected 

waves, namely four-degree-of-freedom manipulation of 

electromagnetic waves. In this work, the state of the 

polarization mode and the power density distribution of 

the beams of the reflected waves can be manipulated 

flexibly and simultaneously. One of the metasurfaces is 

fabricated and measured to further prove the feasibility 

of our novel physical mechanism. The analysis, 

simulation and measurement results demonstrate that  

the proposed metasurface can realize beamforming  

and manipulate electromagnetic waves in four-degree- 

of-freedom, which may have potential applications in 

satellite communications, millimeter wave image system, 

radar system and so on. 

 

II. THEORY AND PCE DESIGN 

A. Theory 
The design of coding sequences is based on the 

planar array theory. As shown in Fig. 1, “1” and  

“0” coding particles are distributed in a chessboard 

configuration. The lengths of each coding particle along 

x- and y-axis are marked by dx and dy, respectively. The 

planar array has Nx rows along the x axis and Ny columns 

along the y axis, N𝑥 = 𝑚𝑑𝑥, N𝑦 = 𝑛𝑑𝑦. 

 

x

y

z

φ

θ

Far-field radiation
S(θ,φ )

Plane wave

 

 

Fig. 1. The schematic for the rectangular grid coding 

plane array. 

 

The formula for calculating the far-field pattern of 

the metasurface under the normal illumination of plane 

wave is expressed below: 
M N

1 1

1 1
( , ) exp{ sin [( ) cos ( ) sin ]},

2 2
mn x y

m n

S R jk m d n d    
 

   

 
(1) 

where 𝑅mn is the reflection coefficient of the (m, n)-th 

coding particle is defined by: 

For coding particle “0”, 

                                                                                      (2) 

For coding particle “1”. 

For the 1-bit coding metasurface, the reflection 

amplitudes of coding particles “0” and “1” are unity  

and the phase difference between them are 0 and π, 

respectively. Since the absolute value of reflection phase 

𝛹0 is a constant and can be moved out of the summation, 

it is assumed to be zero. The double summation in (1) 

can be separated as: 
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1
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(3)

 

From (3) we can obtain the far field scattering of the 

reflected waves. 

Next, the derivation of the abnormal reflection angle 

is introduced [25]. When the angles θ and φ satisfying 

the following conditions, the first diffraction order of the 

reflected beam becomes: 

0

0( )

= mn

j

j

mn mn

j

Ae

R A e

Ae





 




 


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 = arctan( ) and = arctan( )x x

y y

d d

d d
    , (4) 

  
2 2

1 1
= arcsin( )

x yk d d


   .  (5) 

Considering Γ𝑥 = 2𝑑𝑥, Γ𝑦 = 2𝑑𝑦, 𝑘 = 2𝜋/𝜆, (5) can be 

written as: 

  
2 2

1 1
= arcsin( )

x y

   
 

. (6) 

The anomalous reflection direction of the normally 

incident is given by (4) and (6). They are not only 

applicable to the coding metasurface encoded with 1-bit 

but also valid for higher bits. If the metasurface is 

encoded with periodic coding sequences along one 

direction (x- or y-direction), the elevation angle θ defined 

in equation can be simplified as below: 

  = arcsin( )





, (7) 

where λ and Γ represent the free-space wavelength and 

the physical length of one period of the coding sequence 

(that is the minimum length of gradient phase). So  

the anomalously deflected angles along the x- and y-

directions can be independently calculated by (7). 
 

B. PCE design 
Electromagnetic waves controlled by PCEs are 

flexible and independent, and distinct functionalities can 

be realized via the combination of different elements and 

different arrangement. In order to ensure that the PCE is 

insensitive to the polarization of the impinging wave,  

the geometric structure is symmetrical with respect to 

45° diagonal. For the sake of analysis, u- and v-axes  

are introduced here along 45° direction with respect to  

x- and y-directions. For the different power density 

distribution of the co- and cross-polarized components 

of the reflected waves, three types of PCEs have been 

presented, the structures of them are depicted in Fig. 2, 

and all of them are symmetrical along u- and v-axes. The 

PCEs are printed on the surface of PTFE woven glass 

(Model: F4B-2) substrate with a thickness of 2.93 mm 

and a dielectric constant εr = 2.65 (loss tangent tan δ = 

0.001). As shown in Figs. 2 (a)-(c), PCE1 is composed of 

a structure combined with a square ring and a cut wire, 

PCE2 is a double-head arrow structure and PCE3 is 

composed of a symmetric spilt ring and a cut wire. The 

geometric parameters of the structures are illustrated  

in Fig. 2. By changing the parameter values of the 

structures, two PCEs with equal amplitude and opposite 

phase in both co- and cross-polarized components at  

a certain frequency and their mirrors are selected. By 

designing coding sequences and forming a metasurface, 

the multi-degree-of-freedom manipulation of 

electromagnetic waves can be realized. The far-field 

scattering patterns are presented to demonstrate the 

characteristics of the encoded metasurface. 
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Fig. 2. The front view of the three PCEs: (a) PCE1, 

p=6mm, g=0.2mm, w=0.3mm, L is a variable, (b) PCE2, 

p=6mm, g=0.2mm, w=0.3mm, L is a variable, d=k*L 

(k=0.5), and (c) PCE3, p=6mm, g=0.2mm, w=0.3mm, 

r=2.65mm, m is a variable. 
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Fig. 3. The designed PCEs for the coding metasurfaces. 

The first group: (a) PCE1-1, (b) the mirror of PCE1-1, (c) 

PCE2-1, and (d) the mirror of PCE2-1. The second group: 

(e) PCE1-2, (f) the mirror of PCE1-2, (g) PCE3-1, and (h) 

the mirror of PCE3-1. 

 

We use the 1-bit case to demonstrate the control of 

functionalities via the coding metasurface with PCEs. 

For the different power density distribution of the co- 

and cross-polarized components of the reflected waves, 

two groups of PCEs are picked out. The first group 

satisfies that both the co- and cross-polarized components 

of the reflected waves account for 50% of power density 

at 20.7 GHz. As shown in Figs. 3 (a)-(d), it consists of 

four PCEs: PCE1 with L=5.1 mm which is marked as 

PCE1-1, PCE2 with L=3.15 mm which is marked as  

PCE2-1 and their mirrors. The numerical simulation 

results of the reflected amplitude and phase obtained  

by CST indicate that PCE1-1 and PCE2-1 have equal 
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amplitude and nearly 180° phase difference in both co- 

and cross-polarized components of the reflected waves 

at 20.7 GHz under the normal x-polarized incident waves 

as shown in Fig. 4. For PCE1-1, the amplitude and phase 

of co-polarized reflected waves are 0.71 and 453.3°, the 

amplitude and phase of cross-polarized reflected waves 

are 0.70 and -543.6°. For PCE2-1, the amplitude and 

phase of co-polarized reflected waves are 0.71 and  

-273.2°, and the amplitude and phase of cross-polarized 

reflected waves are 0.70 and -363.1°.  
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Fig. 4. The co- and cross-polarized reflection coefficients 

for PCE1-1 and PCE2-1 under normal x-polarized incident 

waves: (a) amplitude and (b) phase of co-polarized 

reflection coefficient, (c) amplitude and (d) phase of 

cross-polarized reflection coefficient. 

Besides, the co-polarized components of the 

reflected waves of the PCE and their mirrors are equal  

in amplitude and phase, while the cross-polarized 

components of reflected waves are equal in amplitude 

but opposite in phase. The combination of the four PCEs 

can realize the control of co- and cross-polarized. 
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Fig. 5. The co- and cross-polarized reflection coefficients 

for PCE1-2 and PCE3-1 under normal x-polarized incident 

waves: (a) amplitude and (b) phase of co-polarized 

reflection coefficient, (c) amplitude and (d) phase of 

cross-polarized reflection coefficient. 
 

The second group satisfies that the co-polarized 

component of the reflected waves accounts for 25%  

of power density at 23.0 GHz and the cross-polarized 
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component accounts for 75%. As shown in Figs. 3 (e)-

(h), it consists of four elements: PCE1 with L=4.15 mm 

which is marked as PCE1-2, PCE3 with m=151° which  

is marked as PCE3-1 and their mirrors. The numerical 

simulation results of the reflected amplitude and phase 

indicate that PCE1-2 and PCE3-1 have equal amplitude 

and nearly 180° phase difference in both co- and cross-

polarized components of the reflected waves at 23.0 GHz 

under the normal x-polarized incident waves as shown  

in Fig. 5. For PCE1-2, the amplitude and phase of co-

polarized reflected waves are 0.51 and -476.9°, and the 

amplitude and phase of cross-polarized reflected waves 

are 0.85 and -207.7°. For PCE3-1, the amplitude and 

phase of co-polarized reflected waves are 0.50 and  

-297.0°. The amplitude and phase of cross-polarized 

reflected waves are 0.86 and -386.3°. 

 

III. DESIGN, SIMULATION, AND 

MEASUREMENT OF METASURFACES 

A. Design and simulation of metasurfaces 

The elements mentioned above (Fig. 3) are defined 

as ‘0|0’ ‘1|0’ ‘0|1’ ‘1|1’ coding particles, where the 

binary codes before and after the symbol ( | ) represent 

the digital states of co- and cross-polarized components 

of reflected waves, respectively. The selection and 

arrangement of PCEs on the metasurface requires two 

steps. For example, we use PCE1-1 and PCE2-1 and  

their mirrors to design a metasurface. The first step is  

to determine the coding table for the co-polarized 

component. Because PCE1-1 and the mirror of PCE2-1 

have equal amplitude and opposite phase in co-polarized 

component of the reflected waves at 20.7 GHz under the 

normal x-polarized incident waves, they are used to 

design the desired co-polarized scattering pattern based 

on array theory [28]. Secondly, the coding table for the 

desired cross-polarized scattering pattern is also 

determined based on planar array theory. If it has the 

same code with co-polarized component at the same 

location, the PCE at that location doesn’t change, 

however, the PCE should be changed to its mirror. The 

process for the arrangement of PCEs on the metasurface 

is shown in the Fig. 6. 

In order to further analyze the coding metamaterials 

quantitatively, we first use PCE1-1, PCE2-1 and their 

mirrors to encode a metasurface MS1. MS1 is formed by 

repeating a 2D code matrix m1 with a simple coding 

sequence of ‘010101…’ along x-axis for the digital  

states of co-polarized component of reflected waves as 

well as ‘010101…’ alternates with ‘101010…’ along y-

axis for the digital states of cross-polarized component: 

  𝑚1 = [
0|1 1|0
0|0 1|1

].  

The lattice as shown in Fig. 7 (a) generated by a 

subarray of the same basic PCEs with a size of 5×5, is  

used to minimize the unwanted coupling effect resulting 

from adjacent elements with different geometries. The 

final encoded metasurface MS1 that contains 6×6 lattices 

(Fig. 7 (a)) is designed to illustrate the novel physical 

mechanism. We apply the open boundary condition  

and plane wave excitation in CST Microwave Studio to 

simulate the whole encoded metasurface MS1. Figures 8 

(a)-(c) shows the total, co-polarized and cross-polarized 

3D far-field scattering patterns of MS1 under the normal 

x-polarized incident waves at 20.7 GHz. The co-polarized 

component of reflected waves is equally split into two 

symmetrically oriented beams in the x-z plane at the 

same angle with respect to z-axis as shown in Fig. 8 (b). 

And the cross-polarized component of reflected waves is 

equally split into four symmetrically oriented beams in 

the φ=45° and 135° planes at the same angle with respect 

to the z-axis as shown in Fig. 8 (c). In theory, if the co- 

and cross-polarized components of the reflected waves 

account for 50% of power density respectively, the 

power density of each of four beams of cross-polarized 

component should be decreased by 3.01 dBm2 compared 

to each of two beams of co-polarized component. In the 

result of our simulation, the power density of each of 

four beams of cross-polarized component is 7.30 dBm2 

while each of two beams of co-polarized component  

is 10.80 dBm2, and the difference between them is  

3.50 dBm2, basically consistent with the theoretical value. 

Besides, the anomalous reflection angle can be calculated 

by (5) and (6) theoretically. For the main two beams of 

co-polarized of reflected waves, θ is 13.96°. And for  

the main four beams of cross-polarized component of 

reflected waves, θ is 19.95°. The simulated results 

demonstrate that the main lobe of co-polarized 

component in the x-z plane deviates from the z-axis to 

13.5°, and the main lobe of cross-component in the 

φ=45° and 135° planes deviates from the z-axis to 19.3°. 

So the simulation result of the anomalous reflection 

angle agrees well with the analytical predictions. The  

2D far-field scattering pattern in the x-z plane for co-

polarized component is shown in Fig. 9 (a), and the 

patterns in the φ=45°and 135° planes for cross-polarized 

component are shown in Figs. 9 (b)-(c). We consider that 

the small disturbance observed in the scattered electric 

field is attributed to the true reflection phase difference 

of the adjacent lattice coupling, which is not exactly 180° 

at 20.7 GHz. However, if we increase the size of the 

lattice, this effect can be suppressed. 

Based on the designed method of MS1, we further 

propose coding metasurface MS2 as shown in Fig. 7 (b) 

which consists of PCE1-2, PCE3-1 and their mirrors. The 

coding sequences of MS2 are ‘101010’ alternates with 

‘010101…’ along x-axis for the digital states of co-

polarized component and a random matrix [25] for the 

digital states of cross-polarized component of reflected 

waves. The coding matrix is written as: 
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 𝑚2 =

[
 
 
 
 
 
 
 
 
0|1 1|1
1|1 0|1

0|0 1|1
1|1 0|1

0|0 1|0
1|0 0|0

0|1 1|1
1|1 0|0

0|0 1|0
1|1 0|1

0|1 1|1
1|1 0|0

0|0 1|1
1|1 0|1

0|0 1|1
1|1 0|0

0|1 1|1
1|0 0|0

0|1 1|1
1|0 0|0

0|1 1|0
1|0 0|0

0|1 1|1
1|0 0|0

0|0 1|1
1|1 0|0

0|1 1|1
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Fig. 6. The process for the arrangement of PCEs on the 

metasurface. 

 

The basic PCEs of MS2 are PCE1-2, PCE3-1 and their 

mirrors. MS2 satisfies that the co-polarized component 

of the reflected waves accounts for 25% of power density 

at 23.0 GHz and the cross-polarized component accounts 

for 75%. Figures 8 (d)-(f) shows the total, co-polarized 

and cross-polarized 3D far-field scattering patterns of 

MS2 under the normal x-polarized incident waves at 23.0 

GHz. The co-polarized component of reflected waves 

which accounts for 25% of power density is equally split 

into four symmetrically oriented beams in the φ=45°  

and 135° planes at the same angle with respect to the  

z-axis as shown in Fig. 8 (e). And the cross-polarized 

component of reflected waves is randomly scattered into 

many directions and results in a diffusion pattern in the  

upper half- space which is shown in Fig. 8 (f). 
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Fig. 7. Coding patterns of two 1-bit metasurfaces: (a) 

Pattern of MS1 that contains 6×6 lattices with a size of 

5×5, and (b) pattern of MS2 that contains 8×8 lattices 

with a size of 5×5. 
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Fig. 8. Simulated 3D far-field scattering patterns for  

two metasurfaces under the normal x-polarized incident 

waves: (a)-(c) The total, co-polarized and cross-

polarized 3D far-field scattering patterns of MS1 at  

20.7 GHz, and (d)-(f) the total, co-polarized and cross-

polarized 3D far-field scattering patterns of MS2 at  

23.0 GHz. 
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Fig. 9. Simulated 2D far-field scattering patterns for  

MS1 under the normal x-polarized incident waves at  

20.7 GHz: (a) The co-polarized 2D far-field scattering 

patterns of MS1 in the x-z plane, and (b)-(c) the cross-

polarized 2D far-field scattering patterns of MS1 in 

φ=45° and 135° plane. 

 

B. Measurement of the metasurface 
To further verify the design, a sample (300 mm x 

300 mm) of the metasurface is fabricated, as depicted in 

Fig. 10 (a), which is an extension of MS1. The sample is 

manufactured by LPKF ProtoLaser using printed circuit 

board (PCB) technology. The dielectric substrate is F4B-

2 substrate with a thickness of 2.93 mm and a dielectric 

constant εr = 2.65 (loss tangent tan δ = 0.001). The metal 

patches and ground are 0.035 mm-thick copper layers. 

For bistatic measurement setup shown in Fig. 10 (b), 

transmit antenna is fixed while receive antenna moves 

along an arc track to detect the reflection fields at 

scattering angle θ from 6° to 90°. Because the two 

antennas are very close to each other in the range of  

-6° to 6°, the bistatic measurement setup is similar to  

a monostatic measurement setup. Therefore, accurate 

measurement results cannot be obtained at these 

locations. Measurement results of bistatic RCS along the 

principal (XoZ) plane for the metasurface are presented 

in Fig. 11, which is the co-polarized 2D far-field 

scattering pattern of the sample under the normal x-

polarized incident waves at 20.7 GHz. It shows that  

the measured results agree well with the simulations 

especially the main lobes and verifies that the proposed 

metasurface can realize the beamforming and multi-

degree-of-freedom manipulation of electromagnetic 

waves. And we consider that the small perturbations 

observed in the scattered electric field are caused by the 

true reflection phase difference of the coupling of 

adjacent lattices. 
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Fig. 10. Photographs of the fabricated sample and 

schematics of the experimental setup: (a) a sample which 

is an extension of MS1, and (b) measurement setup for 

bistatic RCS.  
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Fig. 11. The measured co-polarized bistatic RCS of the 

sample under the normal x-polarized incident waves at 

20.7 GHz. 

 

IV. CONCLUSION 
We have proposed two anisotropic metasurfaces 

based on a novel mechanism to control the co- and  

cross-polarized waves full and independently, thus  

the beamforming and the multi-degree-of-freedom 

manipulation of electromagnetic waves have been 

realized. The metasurface, which can increase the 

freedom degree of manipulation from 1 to 4 compared 

with co-polarized phase-only manipulation, is composed 

of two types of PCEs and their mirrors. The full-wave 

simulated results verify that the scattering pattern of  

co- and cross-polarized waves can be manipulated 

independently and simultaneously, such as beamforming, 
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scattering angles and polarization states. To validate the 

proposed design, one typical metasurface has been 

fabricated and measured. Our experiment results show 

very good agreement with the corresponding simulation 

in terms of bistatic RCS pattern. In addition, the 

flexibility in manipulating the electromagnetic waves 

can be provided by selecting more kinds of combinations 

of PCEs and diversifying the arrangement of them on 

metasurfaces. The proposed metasurface shows the 

advantage of easy fabrication, compactness, and also 

provides a good choice for manipulating the reflected 

beams and their polarizations independently, which 

makes it promising in the broad applications such as 

electromagnetic cloaking, subwavelength imaging, beam 

rotation, etc. 
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Abstract ─ An algorithm for the effective compensation of 

known positioning errors, affecting the samples acquired 

by the probe in a non-redundant plane-rectangular  

(PR) near-field to far-field (NFFF) transformation, is 

presented and fully assessed by experimental tests. This 

transformation adopts a non-conventional PR scan, 

named planar wide-mesh scan (PWMS), characterized 

by meshes widening more and more as their distance from 

the measurement plane center increases, and uses a non-

redundant sampling representation of the probe voltage. 

Such a representation is obtained by considering the 

antenna as contained in an oblate spheroid, to precisely 

determine the input NF data for the traditional PR NFFF 

transformation from the PWMS samples. These samples 

are unavailable in presence of positioning errors, but, as it 

will be shown, can be effectively retrieved from the errors 

affected ones by applying an iterative procedure. 

 

Index Terms ─ Antenna measurements, non-conventional 

plane-rectangular scanning, non-redundant sampling 

representations, plane-rectangular near-field to far-field 

transformation, positioning errors compensation. 
 

I. INTRODUCTION 
In recent years, the near-field to far-field (NFFF) 

transformation techniques [1-5] have become extensively 

employed and well-assessed tools to precisely predict the 

far field radiated by an electrically large antenna from 

measurements performed in its NF region. As a matter of 

fact, the accurate measurement of the antenna radiated 

electromagnetic (EM) fields can be done only in a 

controlled environment, such as an anechoic chamber, 

where the propagation condition in free-space is very 

well approximated, by significantly reducing the field 

reflected from its walls, as well as the EM interferences 

from external sources. However, for an antenna under 

test (AUT) having large sizes as compared to the 

wavelength, it is practically impossible to fulfill the FF 

distance requirements in an anechoic chamber, so that 

only NF measurements can be carried out. Accordingly, 

the use of NFFF transformation techniques becomes 

mandatory to evaluate the radiated far field. Among 

these techniques, that adopting the plane-rectangular 

(PR) scan [6, 7] is undoubtedly the most simple one from 

the analytical and computational viewpoint. In fact, from 

the fast Fourier transform (FFT) of the complex voltages 

measured by the probe in two its orientations in a suitable 

lattice of the PR scanning surface, it is possible to 

determine the plane waves spectrum of the AUT field 

and then the radiated far field [6, 7]. This scan, as all  

the planar ones [5], is suitable to very directive AUTs, 

radiating pencil beam patterns, as e.g., those recently 

proposed in [8, 9], since, due to the truncation of the 

scanning area, a good FF reconstruction is obtained only 

in the angular region specified by the limits of this last 

and the AUT edges. As well-known, in the classical PR 

scanning, the spacings between two adjacent points of 

the lattice are constant and bounded by λ/2, λ being the 

wavelength. Accordingly, these spacings are determined 

only by the operating frequency of the AUT and are 

independent of its dimension and geometry. On the 

contrary, the knowledge of the geometric characteristics 

and sizes of the antenna is suitably taken into account in 

the non-redundant (NR) PR transformations [10, 11] 

employing a novel planar scan, named planar wide-mesh 

scan (PWMS), characterized by rectangular meshes 

which widen more and more as their distance from  

the measurement plane center grows. These NFFFs 

transformations have been developed by applying the 

NR sampling representations of the EM fields [12, 13]  

to the voltage revealed by the probe and modeling a 

volumetric AUT with a sphere and a quasi-planar one 

with a surface formed by joining together two circular 

bowls with the same aperture (double bowl) or with an 

oblate spheroid. The related two-dimensional optimal 

sampling interpolation (OSI) expansions allow an 

efficient and very precise reconstruction of the massive 

input NF data for the traditional PR NFFF [7] from the 

NR ones gathered using the PWMS. A drastic savings in 

the measurement time, as compared to that needed by the 

classical PR scan, is so achieved and this result is very 

important, since the acquisition time is today by far 

greater than the computing one to execute the NFFF 

transformation. 

ACES JOURNAL, Vol. 34, No. 11, November 2019

Submitted On: May 8, 2019 
Accepted On: September 7, 2019 1054-4887 © ACES

1662



It must be pointed out that, as a result of a not 

accurate control of the probe and AUT positioners, as 

well as of their finite resolution, a precise acquisition  

of the NF data at the points set by the NR sampling 

representation it is not always possible. In any case, the 

use of laser interferometric techniques makes possible  

to exactly determine the real locations of the acquired  

NF data. Hence, it becomes of key importance to have  

at one’s disposal an efficient and stable method for  

the precise recovery of the NF data required to execute 

the classical PR NFFF transformation from the probe 

positioning errors affected ones acquired by using the 

PWMS. In this framework, an algorithm, adopting the 

conjugate gradient iteration technique and taking 

advantage from the fast Fourier transform for not 

equispaced data [14], has been utilized in [15] and [16] 

to compensate known positioning errors affecting the NF 

data necessary for the classical NFFF transformations 

with PR and spherical scans, respectively. By following 

the Yen’s approach [17], an interpolation technique, that 

allows the correction of small position errors corrupting 

the NF data in the traditional PR NFFF transformation, 

has been proposed in [18]. In any case, these techniques 

are not suited to the NFFF transformations with PWMS 

[10, 11], where the massive PR NF data are recovered by 

interpolating the acquired NR ones, so that a different 

approach has to be applied. As underlined in [19],  

the direct reconstruction of the PR NF data from  

the positioning errors affected and, as consequence, 

irregularly spaced (non-uniform) samples is inopportune. 

A more convenient and viable approach is the retrieving 

of the regularly spaced (uniform) PWMS samples from 

the collected non-uniform ones and after that the accurate 

reconstruction of the PR NF data via an effective OSI 

algorithm [19]. To reach this objective, an iterative 

algorithm has been exploited for recovering the uniform 

samples from the not evenly distributed ones in PR  

[19], cylindrical or spherical lattices [20]. However, the 

existence of a one-to-one correspondence between every 

uniform sampling point and the closest non-uniform  

one is needed for its convergence. To overcome this 

shortcoming, a different approach, using the singular 

value decomposition (SVD) technique, has been afterward 

proposed and properly employed in the NR NFFF 

transformations with cylindrical [21], plane-polar [22], 

and bi-polar [23] scans from positioning errors affected 

NF data. Such an approach allows one to take advantage 

from the redundancy of data to improve the algorithm 

stability with respect to random errors affecting them, 

but requires that the retrieving of the uniform samples 

can be split in two separate one-dimensional problems. 

If this is not the case, a very large computational effort is 

needed due to the remarkable increase in the involved 

matrices dimensions. Both approaches have been compared 

through numerical simulations and experimentally 

assessed in [24] with reference to a NR spherical NFFF 

transformation, while their effectiveness in the NR 

NFFF transformations with cylindrical and plane-polar 

scannings has been experimentally assessed in [25] and 

[26, 27], respectively. Finally, the efficacy of the SVD-

based approach, to retrieve the uniform (positioning 

errors free) samples from the positioning errors affected 

samples, in the NR NFFF transformation with PWMS 

employing an oblate spheroid as antenna modeling, has 

been proven through numerical simulations in [28] and 

via experimental tests in [29]. 

The aim of this paper is to suitably exploit the 

iterative algorithm to correct known positioning errors 

affecting the collected NF samples in the NFFF 

transformation with PWMS based on the oblate 

spheroidal model of the AUT (see Fig. 1) and to provide 

the experimental validation of the developed procedure. 

 

 
 

Fig. 1. PWMS scanning. Red crosses: uniform samples. 

Blue dots: non-uniform samples.  

 

II. NON-REDUNDANT REPRESENTATION 

ON A PLANE FROM PWMS SAMPLES 
An efficient NR representation of the voltage, 

detected by an electrically small probe on a plane d  

away from a quasi-planar AUT through a PWMS NF 

measurement system, and the corresponding OSI 

expansion are briefly recalled in this section for reader’s 

convenience. In the following, two Cartesian coordinate 

systems are introduced to tackle this issue. The former (x, y, 

z) is used to denote a generic observation point and has its 

origin O at the center of the AUT aperture, while the latter 

  
(x ', y', z'), having its   z'

 
axis coincident with the z one and 

the origin   O '
 
in correspondence of the scanning plane 

center at distance d from O (Fig. 1), is adopted to specify a 

point P belonging to the plane. A spherical reference 

system (r, ϑ, φ) with the origin again at O is also 

introduced. Because the voltage measured by a probe, 
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whose dimensions are small with respect to the wavelength, 

has about the same spatial bandwidth of the EM field 

radiated by the AUT [30], the NR sampling representations 

[12] can be exploited to get the requested representation

using a minimum number of samples. According to these

representations, the AUT must be first of all modeled by an

appropriate convex rotational surface ∑, enclosing it and

fitting well its shape. In fact, the minimum number of

samples needed to represent the voltage on any rotational

surface containing the AUT is proportional to the area of

∑. Afterward, a suitable parameterization ( )r r   must

be adopted to describe any curve Γ lying on the plane and

an appropriate phase factor ( )j e    has to be singled out

from the voltage V detected by the probe ( )yV  and by the

rotated probe ( )xV , thus obtaining the so called “reduced

voltage”:
j ( )( ) ( ) e  V V    , (1) 

which is a function spatially almost bandlimited to W  [12]. 

This means that the error made when approximating it by a 

function bandlimited to 'W
 
can be made negligible [12] 

by properly choosing the enlargement bandwidth factor 

' 1  . Since the PWMS, as all the planar scans, is well 

suited for AUTs characterized by a quasi-planar geometry,

a double bowl or an oblate spheroid can be chosen as 

modeling surface ∑. The choice between which of the two 

models is more convenient to adopt falls on that minimizing

the area of the surface ∑. Anyhow, the oblate spheroidal

model gives rise to a simpler NR representation, 

conversely, the double bowl one is more flexible, allowing

a better fitting of antennas characterized by a non-

symmetrical profile with respect to the plane identified 

by their maximum transverse dimension. In the following, 

an oblate spheroid, with major and minor semi-axes a and 

b, is chosen as surface ∑. In such a case, the expressions of 

the bandwidth W , parameter τ, and function ψ for a 

meridian curve Γ, as the x' (or y' ) axis, are [10-12]: 
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where /f a   is the eccentricity of the spheroid, 2f is 

its focal distance, E(• | •) is the second kind elliptic 

integral, and 𝑢 = (𝑟1 − 𝑟2)/2𝑓, 𝑣 = (𝑟1 + 𝑟2)/2𝑎 are

the elliptic coordinates, 𝑟1,2 being the distances from the

observation point P to the foci. 

It must be underlined that, to allow the factorization 

of the two-dimensional OSI reconstruction algorithm 

into one-dimensional interpolations along lines, it is 

indispensable that the same parameterization 𝑥′ = 𝑥′(𝜉) 
or 𝑦′ = 𝑦′(𝜂), with the optimal parameters ξ and η defined 

by (2), has to be employed for describing all lines 

parallel to the x' or y' axis, respectively [10, 11]. As a 

consequence, the samples spacing for all lines parallel to 

the x' (or y' ) axis coincides with that corresponding to 

the x' (or y' ) axis. Accordingly, the PWMS lattice has 

rectangular meshes, which widen more and more as 

their distance from the center of the measurement plane 

increases (see Fig. 1). Regarding the phase function ψ, 

it depends only on the distances r1,2, i.e., it is the same 

which would be used when interpolating along the radial 

line passing through P and, accordingly, it can be 

evaluated [10, 11] by applying (3). 

In light of these results, the voltage V can be accurately 

determined at any point P(x', y') 
via the following two-

dimensional OSI expansion [8, 9]: 
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wherein  0 Int /m    ,  0 Int /n    , 2 2q p  is 

the number of the considered reduced voltage samples 
    j ( , )' ', , e n mx y

n nm mV V     closest to P:

2 2 " 1( )m m m N      ,  n n n      , (5) 

 '" Int 1N N  ,   N ' Int  'W  1 , (6) 

" 'N N N  ,  p   , q   . (7)

Int () staying for the greatest integer less than or equal to

α and 1   being an oversampling factor needed for the 

control of the truncation error [12, 13]. Moreover: 

     ", , , , " ,i ii L LG L L D          ,  (8) 

is the interpolation function of the OSI expansion, where
 ,L  and

 
 "LD  are the Tschebyscheff and Dirichlet

sampling functions [12]. 
The two-dimensional OSI expansion (4) can be 

suitably exploited to accurately recover Vx  and Vy  at the 

points needed by the standard PR NFFF transformation 

[7]. The corresponding probe compensated formulas in the 

adopted reference frame when the used probe is an open-

ended rectangular waveguide, fed by the 10TE  mode and 

characterized as described in [31], are shown in [32]. 
 

III. RETRIEVING OF THE UNIFORM

SAMPLES 
In the following, the collected PWMS samples are 

assumed as affected by known positioning errors, so 

that they are irregularly spaced on the plane. It is also 

supposed that there exists a bijection associating each 

of the yxM M M   uniform sampling points to the 

closest non-uniform one. As explicitly emphasized in the 

Introduction, the iterative procedure can be suitably applied 

in these hypotheses. According to such an approach, by 

exploiting the OSI formula (4), the reduced voltage 

value in correspondence of each non-uniform sampling 

point ( , )jk   is expressed as function of the unknown ones 
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at the closest uniform sampling points ( , )n m  , thus 

obtaining the linear system: 

 
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0 1
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                      k = 1,…,
 
Mx ;   j = 1,…,

 
My  ,  (9) 

that, in matrix form, becomes 
 
C X  B , wherein 

 
C  is a 

 M  M  sized sparse matrix, whose elements are linked to 

the interpolating functions of the OSI expansion (4), X the 

unknown uniform samples vector, and B the known non-

uniform samples one. As emphasized in the Introduction, 

it is not convenient to solve this system via the SVD 

method, due to the large dimensions of the matrix 
 
C . 

Conversely, its solution can be efficiently achieved by 

applying an iterative procedure, whose derivation is shown 

below. As first step, the matrix 
 
C  is subdivided into its 

diagonal and non-diagonal parts DC  and  , respectively. 

After that, both sides of the system 
 
C X  B  are multiplied 

by 
  
CD

1 , thus obtaining: 

      
1 1

D D
X C X C B

 
   . (10) 

By rearranging the terms of this last relation, the 

following iterative scheme is finally attained: 

   
X

()
 CD

1
B CD

1
X

(1)
 X

(0)
 CD

1
X

(1)
, (11) 

with   X
()

 being the uniform samples vector attained  

at the 
 
 th  iteration. To assure the convergence of the 

iterative scheme (11), it is necessary but not sufficient, as 

underlined in [19], that the magnitude of each element of 

the main diagonal of the matrix 
 
C  be non-zero and greater 

than the magnitudes of those belonging to the same 

column or row. It is easy to recognize that these conditions 

are certainly fulfilled, in the assumed hypothesis of 

existence of a bijection associating the uniform sampling 

points to the closest non-uniform ones. In explicit form, 

relation (11) becomes: 
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IV. EXPERIMENTAL TESTING 
Some results of experimental proofs assessing the 

validity of the developed iterative algorithm to effectively 

compensate even severe positioning errors, affecting the 

collected NF samples in the NR PR NFFF transformation 

with PWMS based on the oblate spheroidal AUT model, 

are shown below. The proofs have been performed by 

means of the flexible NF measurement system available in 

the anechoic chamber of the Antenna Characterization 

Laboratory of the University of Salerno. This NF 

acquisition system is equipped with a vertical linear 

positioner and several rotators, so that, by properly 

arranging these elements, it is possible to collect the NF 

data as they would be acquired in a cylindrical, spherical, 

plane-polar, bi-polar, and PR scanning NF facility. 

Moreover, by means of continuous and synchronized 

movements of the probe and AUT positioning systems, it 

is also possible to perform the helicoidal, as well as the 

planar and spherical spiral scannings. The acquisition of 

the classical PR NF data and of the PWMS ones is carried 

out by using the same arrangement allowing the plane-polar 

scanning. In such an arrangement, the probe is mounted on 

the linear vertical positioner and the AUT on a rotator with 

its rotation axis normal to the vertical positioner. This 

rotator is anchored to an L-shaped bracket, placed on a 

horizontal slide, so that the scanning plane distance can 

be suitably modified. Another rotator is placed between 

the positioner and the probe, to allow that the probe axes 

remain parallel to the AUT ones, as requested in the PWMS 

and in the classical PR scanning. The walls of the anechoic 

chamber, 
 
8m5m4m sized, are coated with pyramidal 

absorbers, guaranteeing a reflectivity smaller than – 40 

dB in the X band. An Anritsu vector network analyzer 

is used to perform the magnitude and phase measurements 

of the voltage acquired by an open-ended WR90 

rectangular waveguide, employed as probe. The AUT 

considered in the reported experimental results is a  

dual pyramidal horn antenna with vertical polarization, 

operating at 10 GHz. The horn apertures (
 
8.9cm  6.8cm

sized) are located on the plane z = 0 and the distance 

between their centers is 26.5 cm. An oblate spheroid with 

a = 18.3 cm and b = 6.3 cm has been chosen to model this 

antenna. To assess the efficacy of the proposed iterative 

approach, the PWMS samples have been gathered in a 

circle of radius 110 cm, lying on the plane at z = 16.5 cm, 

in such a way that their positions are intentionally affected 

by severe errors. In particular, the shifts in the x' and y'  

directions between the positions of the error affected 

PWMS samples and those of the corresponding error free 

ones are random variables with uniform distribution in 

 
(/3,  /3). 

In Figs. 2 and 3, the magnitude and phase of the 

voltage Vx , directly measured along the scanning plane 

line y ' = 0 cm, are compared with those recovered via the 

iterative scheme from the PWMS positioning errors  
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affected samples, while Figs. 4 and 5 show the analogous 

comparisons relevant to the line y ' = 3.6 cm. For 

completeness, in Fig. 6, it is shown the reconstruction of 

the magnitudes of Vx  and Vy
 
along the line y ' = 10.0 cm. 

As can be clearly observed, despite the considerable 

and pessimistic enforced positioning errors, very good 

reconstructions result, save for small discrepancies 

arising in the zones characterized by a very small voltage 

level, wherein the recovered voltages patterns appear 

smoother and more regular. This behaviour is imputable to 

the peculiar feature of the OSI function of cutting away 

the noise sources harmonics which exceed the spatial 

bandwidth of the AUT. It must be stressed that these 

reconstructions have been obtained by using 10 iterations, 

enough to ensure the convergence of the algorithm with 

very low errors [24]. 

The efficacy of the presented approach for the 

correction of the positioning errors is confirmed by the 
comparison (see Figs. 7 and 8) of the E-plane and H-plane 
FF patterns recovered from the 2601 positioning errors 

affected PWMS data through the iterative scheme with 

those, assumed as references, got from the 11025 PR NF 

data directly collected at 0.45λ spacing on the square of 

side 140cm, inscribed in the scanning circle. For sake of 

comparison, the related FF patterns got without using the 

iterative scheme are shown in Figs. 9 and 10. As can 
be observed, these last recoveries appear severely 

deteriorated, thus further confirming the efficacy of the 

proposed procedure. This efficacy is even more evident 

by comparing the very low errors in the reconstructed 

magnitudes shown in Figs. 7 and 8 with the significantly 

larger ones clearly visible in Figs. 9 and 10. 

Fig. 2. Magnitude of Vx along the line y ' = 0 cm. Solid 

line: measured. Crosses: recovered from the positioning 

errors affected PWMS measurements. 

Fig. 3. Phase of Vx along the line y ' = 0 cm. Solid line: 

measured. Crosses: recovered from the positioning errors 

affected PWMS measurements. 

Fig. 4. Magnitude of Vx along the line y ' = 3.6 cm. Solid 

line: measured. Crosses: recovered from the positioning 

errors affected PWMS measurements. 

Fig. 5. Phase of Vx along the line y ' = 3.6 cm. Solid line: 

measured. Crosses: recovered from the positioning errors 

affected PWMS measurements. 
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Fig. 6. Magnitudes of Vx  and Vy  along the line y ' = 10.0 

cm. Solid lines: measured. Crosses: recovered from the 

positioning errors affected PWMS measurements. 

 

 
 

Fig. 7. E-plane pattern. Solid line: reference. Crosses: 

attained from the positioning errors affected PWMS 

samples applying the iterative scheme. Dashes: 

reconstruction error. 
 

 
 

Fig. 8. H-plane pattern. Solid line: reference. Crosses: 

attained from the positioning errors affected PWMS 

samples applying the iterative scheme. Dashes: 

reconstruction error. 

 

The interested reader can find in [33] a further set  

of laboratory results, which assess the efficacy of the 

proposed procedure for correcting known positioning  

errors and relevant to a different AUT.  

V. CONCLUSION 
An effective algorithm that allows the accurate 

compensation of known positioning errors affecting the 

acquired NF samples in the NFFF transformation with 

PWMS, using the oblate spheroidal modeling of the 

AUT, has been presented and experimentally assessed. 

Such an algorithm relies on an iterative procedure, which 

allows the accurate retrieving of the voltage samples at the 

points prescribed by the NR sampling representation from 

the gathered, positioning errors affected, PWMS samples. 

Once the positioning errors free PWMS samples have 

been determined, the massive NF data necessary for the 

classical PR NFFF transformation are accurately evaluated 

via an efficient OSI formula. The very accurate NF and FF 

reconstructions attained when such an algorithm is applied 

even to correct large positioning errors, as compared  

to the remarkably worsened FF reconstructions achieved 

when it is not used, assess its efficacy. 

 

 
 

Fig. 9. E-plane pattern. Solid line: reference. Crosses: 

attained from the positioning errors affected PWMS 

samples without applying the iterative scheme. Dashes: 

reconstruction error. 
 

 
 

Fig. 10. H-plane pattern. Solid line: reference. Crosses: 

attained from the positioning errors affected PWMS 

samples without applying the iterative scheme. Dashes: 

reconstruction error. 
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Abstract ─ In order to meet the highly accurate 

requirements of nowadays scattering and antenna 

problems, the finite element method requires the use of 

very accurate mesh truncations techniques able to absorb 

any outgoing wave completely. In this paper a novel 

implementation of the finite element mesh truncation 

technique called Finite Element-Iterative Integral 

Equation Evaluation (FE-IIEE) is studied. This method 

can provide a numerical exact radiation boundary 

condition while the original sparse and banded structure 

of the finite element method (FEM) matrix is retained. 

Also, an efficient parallel multilevel fast multipole 

algorithm (MLFMA) is included to drastically accelerate 

the time-consuming near field calculation process 

required by the truncation technique. In order to achieve 

a high parallel efficiency, both algorithms have been 

implemented together from scratch, being able to run 

over several thousands of CPU cores. Through 

comparisons with commercial software such as HFSS, 

the accuracy and efficiency of the method are validated 

showing excellent performance. Finally, a large 100-

elements array antenna with more than 24 million 

unknowns is effectively analyzed using 2560 CPU cores. 

 

Index Terms ─ Finite element method (FEM), integral 

equation, mesh truncation technique, multilevel fast 

multipole algorithm (MLFMA). 
 

I. INTRODUCTION 
Nowadays, the analysis of large radiation/scattering 

problems is of crucial interest in military (and civil) 

nautical and aeronautical industry. The use of higher 

working frequencies of modern radars makes the 

analysis, despite the constant enhancements in computer 

power, a challenge, especially due to the large electrical 

sizes of the objects.  

Among other numerical techniques, the finite 

element method (FEM) has demonstrated to be a 

powerful and flexible computational tool for solving 

large radiation/scattering problems, even when the 

models present very complex materials [1, 2]. In order to 

analyze these open region problems, FEM requires the 

use of mesh truncation techniques that transform the 

infinite free space into a finite computation domain  

[3]. It is important to mention that the truncation 

methodologies have a great impact on the accuracy and 

efficiency of FEM, especially scattering objects due to 

their low RCS levels. 

In general, the traditional finite element truncation 

techniques can be roughly divided into two classes: local 

mesh truncation technologies such as absorbing boundary 

condition (ABC) [3] and perfectly matched layers (PML) 

[4] and global mesh truncation technologies such as  

the finite element - boundary integral (FE-BI) method  

[5-7]. The formers are easy to implement, but their 

computational accuracy is unpredictable because of its 

dependence on many factors such as the distance away 

from the objects and the shape of truncation boundary. 

The latter, although can provide exact radiation 

boundary conditions, presents a partly full system of 

equations which makes the use of direct solution methods 

an impossible task forcing us to employ iterative solution 

strategies (with the consequence convergence issues). 

Under this scenario, a mesh truncation algorithm 

called finite element-iterative integral equation evaluation 

(FE-IIEE) is studied in this paper [8-12]. This truncation 

technique provides an exact radiation boundary condition 

regardless the distance to the sources of the problem 

while the original sparse and banded structure of the 

FEM matrix is retained. The convergence of this method 

is assured by using a convex truncation boundary, 

moreover, as the distance of truncation boundary away 

from the objects is larger, faster rates of convergence  

are obtained [10]. Due to these advantages, it has been 

extensively hybridized mainly with high frequency 

methods in the past decades [8-9]. In recent works, 

authors have used it for the analysis of the unit cell of 

infinite array antennas as in [12]. However, its effective 
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application in complex and electrically large 

electromagnetic open region problems is still limited due 

to the extremely large time-consuming task requires 

during the near field calculation in the truncation process.  

In this paper, a massively parallel efficient version 

of the multilevel fast multipole algorithm (MLFMA) [13] 

is employed to overcome this limitation, and drastically 

accelerate the near field calculation. In order to achieve 

a high parallel efficiency, both techniques have been 

implemented together from scratch, being able to run 

over several thousands of CPU cores. Also, complex 

numerical examples from real practical applications are 

analyzed to demonstrate the accuracy and efficiency of 

the proposed method. 

The rest of the paper is organized as follows. The 

theory of FE-IIEE is presented in Section II. Section III 

describes the implementation of the parallel MLFMA for 

near field computing acceleration. Section IV contains 

the numerical results. Finally, our conclusions are 

gathered in Section V. 

 

II. BASIC THEORY OF FE-IIEE 
Let us start considering a typical FE-IIEE setup for 

a general radiation or scattering problem as illustrated  

in Fig. 1. The original infinite computational domain  

is divided into two overlapping domains: the infinite 

domain (ΩEXT) exterior to the auxiliary boundary S’ 

which generally is the object surface and a FEM domain 

(ΩFEM) truncated by the surface S. Thus, the mentioned 

overlapping region is limited by S’ and S. The boundary 

S may be arbitrarily shaped but typically it is selected to 

be conformal to S’. 
 

Medium 1

Medium 2

PEC

PMC

S

PEC

n

1ε 1
μ

2ε 2
μ

J

M

Einc
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ΩFEM

ΩEXT

Jeq
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Fig. 1. A typical FE-IIEE method for general radiation 

or scattering problems. 

 

The distribution of the electric field E in the domain 

ΩFEM is obtained by solving the following equations: 

  
1

2 FEM

0 0 0( ) j     in ,imp
rr k k  



     E E = J  (1) 

 PEC= 0       on , n E  (2) 

 
1

PMC( ) = 0       on ,r


  n E  (3) 

   
1

( )

0( ) j =        on i

r k S


    n E n E n  , (4) 

where 
r and r  are the relative permeability tensor 

and relative permittivity tensor of the medium 

respectively, k0 represents the wave number in free space, 

η0 refers to the free space wave impedance, Jimp is an 

impressed electric current excitation in the FEM domain, 

j denotes the imaginary unit, and n  is the external 

normal unit vector of the corresponding surface. 

Equations (2), (3), and (4) describe Dirichlet, Neumann 

and Cauchy boundary conditions, respectively.  

The FE-IIEE method starts its execution calculating 

the electric field E in the ΩFEM domain by solving the 

system of equations introduced previously. Then, the 

residual of the Cauchy boundary condition expressed in 

(4) (φ(i) term) is updated using the resulted electric field 

E, the equivalent electric current Jeq and the equivalent 

magnetic current Meq on the boundary S’. These currents 

are used to calculate the electric field E field and its curl 

over the truncation boundary S. Thus, the residual φ(i) is 

updated and a new iteration of the algorithm starts. This 

process continues until the residual φ(i) satisfies an end 

condition (typically an error lower than 1e-5) that implies 

that the electromagnetic waves reaching the boundary S 

are completely absorbed. 

It is worth mentioning that the initial value of the 

residual φ(0) is zero for radiation problems. For scattering 

problems, the initial value of the residual φ(0) is the result 

of evaluating (4) with E=Einc being Einc the incident 

electric field over the boundary. 

The variational formulation of the problem described 

previously is: 

P

FEM
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0 0
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FEM
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 (5) 

where FEM( )curl H ； is the space of square integrable 

vector functions with square integrable curl, bI term 

corresponds to the internal excitations, and bφ term is 

related to the residual φ(i) value of equation (4). The 

discretization of the above variational formulation is 

achieved by using second order tetrahedral curl-

conforming basis functions that constitute a rigorous 

implementation of Nédélec first family of finite elements 

[14, 15]. 

According to (5), the final FE-IIEE system can be 

expressed in matrix equation block form as follows, 

  
III IS I

SI SS S 

    
     

     

bK K g

bK K g
, (6) 

where subscripts I and S represent the degree of 

ZUO, ZHANG, DOÑORO, ZHAO, LIU: A NOVEL FINITE ELEMENT MESH TRUNCATION TECHNOLOGY 1672



freedoms (DOFs) in interior domain and the DOFs on the 

boundary S, respectively. It is important to note that the 

original sparse and banded structure of the FEM matrix 

is retained since the integral equation effects (full dense 

equation blocks) are moved to the right-hand side (bφ 

term). In addition, the numerical cost of the second and 

subsequent iterations is very small since the factorization 

of the FEM matrix is performed only once at the first 

iteration (if direct solvers are used). 

 

III. IMPLEMENTATION OF PARALLEL 

MLFMA FOR NEAR FIELD COMPUTATION 

A. Implementation principle of MLFMA accelerated 

near field calculation 

As mentioned in the introduction, the FE-IIEE 

method still has a limitation due to the extremely large 

time-consuming task required during the truncation 

process. FE-IIEE needs to calculate the electric field 

distribution and its curl over the external boundary S 

using the following integral equations: 

  
' '

eq eq2
j ( ) ( ) ,

S S

= ωμ G R ds' G R ds'
k


     +E J I M  (7) 

 
' '

2

eq eq 2
j ( ) ( ) ( ) ,

S S

= G R ds' G R ds'
k

  


       +E J M I

 (8) 

where I  represents the unit dyad, ( )G R  is the Green’s 

function for the free-space. The computational complexity 

of the (7) and (8) is O(MN) where M and N are the 

number of Gaussian sampling points on boundary S’ and 

S respectively. The numerical cost of this process 

becomes extremely large when the electrical size of the 

model increases.  

As a fast algorithm, the MLFMA has been widely 

used in accelerating matrix-vector operations for the 

method of moment (MoM). Therefore, in order to 

overcome the current computational bottleneck presented 

in the FE-IIEE, seems natural to extend the MLFMA  

and accelerate (7) and (8). Specific details about the 

MLFMA implementation used in this paper are described 

next. 

Let us consider the two-dimensional problem 

depicted in Fig. 2. Firstly, the space that contains the 

field points and the source points is divided into small 

boxes by levels: the largest box is the level 0 (which 

surrounds the whole computational domain), then level 

0 is divided into smaller boxes obtaining the level 1  

and later the level 1 is divided obtaining the level 2. This 

process continues until the smallest box meets the 

standard (generally, when the side length is less than  

0.5 wavelength).  

Accordingly, the smallest boxes at the lowest level 

(here is level 3), contain three different types of non- 

empty group: the group with both field and source points, 

the group only with field points and the group only with 

source points. In the current implementation in this paper, 

different groups are marked with different Iflag values 

to avoid empty loops and invalid calculations, as 

displayed in Fig. 2. 
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Fig. 2 Configuration for MLFAM based near-field 

computation. 

 

Through the application of MLFMA, the near field 

computation in any non-empty groups which contains 

field points is divided into two categories: the field due 

to the nearby groups computed using (7) and (8); and,  

the far-region actions that are calculated through the 

expansion of the Green’s function in (7) and (8) into 

multipole forms by using the addition theorem and  

the plane wave expansion theory. After mathematical 

deduction we obtain that [16], 
2
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where k̂  is the unit vector of plane wave expansion 

direction, r represents the field point coordinates, mr

refers to the center of filed point group, ˆ( )mJ k  and 

ˆ( )mM k  are the radiation pattern of the electric current 

and magnetic current, respectively, 'r  is the source 

point coordinates, m'r  denotes the center of source point 

group, and ˆ ˆ( , )L m m m mT kR  k R  is the translator operator 

between source point group 'm  and field point group m. 

By using such a scheme, the computational complexity 

for updating the residual φ (i) on the boundary S can  

be reduced from O(MN) to ( log( ))O MN MN . Figure 3 

shows the flowchart of the presented mesh truncation 

technique where the FE-IIEE and the MLFMA algorithms 

are working together. 
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Fig. 3. The program design flow of the FE-IIEE+MLFMA implemented in this paper. 

 

B. Parallel strategy 

The parallelization process of MLFMA has two 

basic partitioning strategies: spatial partitioning and 

direction partitioning [17]. The former refers to the 

division of all non-empty groups in each level to each 

MPI (Message Passing Interface) process, and the latter 

refers to the distribution of the wave plane directions 

belonging to each group into the different MPI process. 

The simple use of one of these strategies usually fails 

when scaling on a large number of CPU cores. Therefore, 

in order to improve the scalability of parallel MLFMA, 

these two parallel partitioning strategies must be 

combined together.  

Considering that the plane wave expansion of  

the electromagnetic current sources is the most time-

consuming process during the nearfield calculation, the 

non-empty groups in lowest level are firstly divided into 

Np portions according to the bisecting source point’s rule, 

where Np is the number of processes. Each portion is 

distributed to one MPI process. As an example, Fig. 4 

shows the case that the tree nodes from level 2 to level 4 

are distributed to 6 processes, where the process indices 

are denoted by P0~P5. It can be seen that the non-empty 

group (the tree node) at a certain level may be shared  

by different processes except those at the lowest level.  

If the non-empty group exists in many processes, its 

corresponding outgoing and incoming plane wave 

directions are equally distributed among the related 

processes. This adaptive partitioning strategy makes our 

parallel MLFMA to have no special requirements when 

choosing the number of processes.  

On the other hand, it is worth pointing out that 

during the translation period, if the outgoing plane waves 

are not in the current process, they need be received from 

the source group processes where they are located. 

However, for the near field calculation, we only need to 

consider the actions from the source points to the field 

points, in other words, the translation process does  

not need to be reciprocal. Thus, to avoid invalid 

communications messages when exchanging outgoing 

plane waves, a send list and a receive list are established 

in an earlier stage. The lists include the non-empty group 

indices, destination and source process indices, and the 

related outgoing plane wave directions. 

P0 P0 P1 P2 P2 P3 P3 P4 P4 P4 P5

P0

P1

P2

P3

P4

P5

P0~P5Level 2

Level 3

Level 4

θ

φ

 
 

Fig. 4. The parallel strategy of MLFMA for near field 

computation. 

 

IV. NUMERICAL RESULTS 
In this section, the results of different numerical 

examples are analyzed to demonstrate the performance, 

versatility and accuracy of the proposed method. 

Comparisons with well-known commercial software 

such as ANSYS HFSS [18] and FEKO [19], with in-

house codes and with experimental measurements are 

done to validate its results.  

Two different computer platforms are used to 

complete these simulations: the first one is a Dell T7600 

workstation with four 6-core 64-bit E5-2620 0 @2GHz 

CPUs and 192 GB of RAM; the second one is a Sugon 

HPC cluster with 548 compute nodes where each  

node has two 32-core AMD HygonGenuine 2.0 GHz 

processors (32×512 KB L2 Cache and 64 MB L3 Cache) 

and 256 GB RAM. The compute nodes are connected 

with InfiniBand switches to provide the highest 

communication speeds. 

 

A. Low scattering carrier 

The bistatic radar cross-section (RCS) analysis of a 

metal low scattering carrier object is considered first. 

Figure 5 shows the low scattering carrier model used in 

this benchmark.  

The model is illuminated by a negative x-axis 

incident y-axis polarized uniform plane wave at 3.0 GHz. 

The overall dimensions of the model are 0.731 m by 

0.524 m by 0.077 m corresponding to an electrical size 

of 7.31 λ by 5.24 λ by 0.77 λ. It is worth noting that due 

to the low scattering characteristics of the object, certain  

angles present very low RCS levels which are very 

difficult to catch numerically. For that reason, authors 
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consider that this model is a good benchmark to verify 

the level of accuracy of the proposed truncation 

technique. 

 

x z

y



 
 

Fig. 5. The metal low scattering carrier model. 

 

The results given by the presented FE-

IIEE+MLFMA technique are compared with those given 

by ANSYS HFSS, FEKO and an in-house higher order 

method of moments (HOMoM) solver [20]. In order to 

perform a full comparison with HFSS, all the truncation 

techniques available in this software, such as ABC, PML 

and FE-BI, are used in the analysis. The truncation 

boundary is placed at 0.2 λ from the target in the 

proposed method. In the case of HFSS, the truncation 

distance is left to its default option (0.333 λ). The other 

techniques use method of moments, so no truncation 

boundary is needed.  

Figure 6 shows the comparison between FEKO,  

the in-house HOMoM code and the proposed FE-

IIEE+MLFMA method. An excellent agreement is 

appreciated even for lowest RCS levels. The results  

of the pure FE-IIEE method without acceleration are  

also plotted. In this way, we can see how there are  

no differences between both versions of the FE-IIEE 

method indicating that the use of the MLFMA algorithm 

does not result in any loss of numerical accuracy. 

However, as it may be seen later, the use of the proposed 

FE-IIEE+MLFMA technique drastically reduces the 

total computational time of the analysis. 

The comparisons between the results given by  

HFSS using ABC, PML, and FE-BI as mesh truncation 

techniques and the proposed method are shown in Fig. 7. 

In this case, the adaptive convergence accuracy of HFSS 

was set to 10-3. As aforementioned, the model presents 

very low RCS values in certain angles that are difficult 

to catch numerically. In the case of the proposed method, 

the RCS values for these low level angles present an 

excellent agreement compared with the levels given by 

MoM. However, in the case of HFSS, there is a loss of 

accuracy and cannot match the required RCS levels. It is 

worth noting that a lower adaptive converge value (lower 

than 10-3) could mitigate this problem, however the 

amount of computational resources required to perform 

the simulation, makes this task almost impossible to 

conclude. 

 

 
 

Fig. 6. Bistatic RCS results of the low scattering carrier 

at 3.0 GHz in the xoy-plane calculated by the proposed 

method and MoM. 

 

 
 

Fig. 7. Bistatic RCS results of the low scattering carrier 

at 3.0 GHz in the xoy-plane calculated by the HFSS and 

the proposed method. 

 

The computational statistics for these simulations 

are given in Table 1. All simulations were performed 

using 12 CPU cores in the Dell T7600 workstation 

platform described above. It is worth pointing out that 

the residual value for the proposed method corresponds 

to the residual of the boundary condition given in (4) 

meanwhile the residual value for HFSS is its adaptive 

convergence accuracy. According to this data, we can 

see how the proposed parallel FE-IIEE+MLFMA 

technique drastically accelerates the simulation time 

while the memory level remains unchanged. 
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Table 1: Computational statistics of the proposed method and HFSS for the low scattering carrier 

Methods Residual 
Iteration 

Count 

Number of 

Tetrahedrons 
Unknowns 

Memory/ 

GB 

CPU 

Time/s 

FE-IIEE 10-4 8 104,261 710,500 12.57 1639 

FE-IIEE+MLFMA 10-4 8 104,261 710,500 12.57 190 

HFSS-ABC 
10-2 14 208,479 1,236,430 12.28 1100 

10-3 24 2,024,208 12,458,342 154.20 42,406 

HFSS-PML 
10-2 16 479,470 2,894,550 56.50 9291 

10-3 20 1,429,104 7,069,446 148.30 27,283 

HFSS-FE-BI 
10-2 12 92,271 586,264/30,078 2.75 924 

10-3 26 1,949,894 13,324,482/290,406 121.70 22,664 

 

B. Waveguide narrow-edge slot antenna 

In order to perform a further verification of the 

computational accuracy and efficiency of the proposed 

method, the radiation analysis of a waveguide narrow-

edge slot antenna is considered next. The model of this 

antenna is depicted in Fig. 8. 

 

x z

y


 
(a) 

 
(b) 

 

Fig. 8. The waveguide narrow-edge slot antenna model: 

(a) the simulation model, and (b) the measurement model. 

 

The waveguide is a WR-90 waveguide (X-band), 

with dimensions of 22.86 mm by 10.16 mm, and a wall 

thickness of 1.00 mm. The operation frequency is 9.35 

GHz and the rectangular wave ports placed on both ends 

of the waveguide are used to excite/match the antenna. 

The total number of tetrahedron used in the discretization 

of the model is 634,756 and the total number of 

unknowns is 4,055,352. This simulation is performed 

using 20 CPU cores in Dell T7600 workstation platform. 

The residual of the FE-IIEE truncation method is set to 

10-3.  

In this case, the results are compared with 

measurement and those given by the in-house HOMoM 

code. Figure 9 shows the normalized radiation pattern 

where a very good agreement between the results is 

appreciated. Table 2 summarizes the computational 

statistics of this example when using the FE-IIEE and  

the FE-IIEE+MLFMA method. It is worth noting that, 

for this moderate electrical size model, the near-field 

calculation takes more than 97% computation time of 

FE-IIEE before the MLFMA acceleration is adopted. 

The use of the proposed hybrid technique drastically 

reduces the computation time from 5777.6s to 238.4s 

taking the FE-IIEE capabilities to a higher level. 

 

 
 

Fig. 9. Normalized radiation pattern of the waveguide 

narrow-edge slot antenna in the yoz-plane. 

 

Table 2: Computational statistics of the FE-IIEE method 

and FE-IIEE+MLFMA method for the waveguide 

narrow-edge slot antenna 

Methods 
Iteration 

Count 

Near Field 

Calculation 

Time/s 

Total 

Time/s 

FE-IIEE 8 5777.6 5916.2 

FE-IIEE+MLFMA 8 238.4 374.1 

 

C. 100-elements array antenna 

A very common and typical application of FEM is 

the analysis of antenna arrays with complex materials 

and shapes. For this last example, the analysis of a large 

patch antenna array with 100 elements in a 5 by 20 

configuration is considered. Figure 10 shows the unit 

structure (a) and the whole antenna array (b).  

The relative permittivity of the dielectric substrate is 

2.65 with a delta tangent of 0.003. Each antenna unit is 
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fed through two coaxial cables at the bottom in equal 

amplitude and phase. The operation frequency is 3.2 

GHz. The total number of tetrahedron for this antenna  

is 3,839,140, obtaining a total number of unknowns  

of 24,530,828. The residual of the FE-IIEE truncation 

method is set to 10-3. A total of 2560 CPU cores in Sugon 

HPC cluster were used to perform this simulation which 

took 3.65 hours and 6.85 TB of memory. 
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1mm

2mm
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End view

Dielectric 
substrate
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x y
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z

 
(b) 

 

Fig. 10. The array antenna model: (a) the array unit 

structure, and (b) the array structure. 

 

 
 

Fig. 11. Radiation pattern of the 100-elements array 

antenna in the xoz-plane. 

 

Figure 11 shows the comparison of the radiation 

pattern for the elevation cut (xoz plane) between FE-

IIEE+MLFMA and the in-house higher order method of 

moments (HOMoM) code. A very good agreement is 

appreciated confirming that the proposed method can 

efficiently perform full-wave simulation of challenging 

electromagnetic problems. 

 

V. CONCLUSION 
In this paper, a very efficient parallel FEM mesh 

truncation technique is presented for the truncation of 

radiation and scattering problems. This method provides 

a numerical exact radiation boundary condition while the 

original sparse and banded structure of the finite element 

method (FEM) matrix is retained. The accuracy and 

effectiveness of the proposed technique are demonstrated 

through the analysis of several practical applications. 

Specially, the proposed method has shown better 

accuracy and efficiency than the commercial software 

HFSS in the analysis of the low scattering objects. As a 

final conclusion, authors believe that this truncation 

method is able to meet the highly accurate requirements 

of nowadays scattering and antenna problems. 
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Abstract ─ Effective mode sorting is the key to 

achieving characteristic mode (CM) analysis for open 

conductors. However, mode ordering just according to 

the eigenvalue magnitude may cause the mode crossing 

in the operating band. Mode tracking must be performed 

to obtain the correct mode ordering. Currently, mode 

tracking based on eigenvector correlation is usually only 

applicable to narrowband cases due to the large interval 

between the sampling frequency point and the first 

frequency. In this paper, the correlation calculation is 

directly performed between two adjacent frequencies, 

and the first frequency is not used as the anchor point. 

Due to the improvement of the eigenvector correlation, 

the broadband mode tracking is realized. Some numerical 

examples are used to verify the effectiveness of this 

algorithm. 

 

Index Terms ─ Characteristic mode theory, broadband, 

eigenvector correlation, mode tracking. 

 

I. INTRODUCTION 

The characteristic mode (CM) theory is a useful tool 

that allows us to analyze antenna radiating properties 

using a systematic approach [1-4]. After the impedance 

matrix of the open conductor has been obtained by 

Galerkin method of moment (MoM), a generalized 

eigenvalue equation can be constructed using the real 

and imaginary part of the matrix. The eigenvectors 

physically correspond to the characteristic current 

wavemodes, which form a weighted orthogonal set over 

the conductor surface [5].  

The modes can be sorted according to the eigenvalue 

magnitude at each frequency point. However, since the 

eigenvalues are sensitive to frequency variations, the 

ordering of modes at higher frequencies may differ from 

that obtained at lower frequencies [6]. Similarly, for 

geometrically symmetric conductors with degenerate 

modes, the mode ordering based on tracking eigenvalues 

alone cannot also work well [7]. For these reasons, it  

is more common to perform mode tracking based on 

eigenvector correlation [8, 9]. In that case, the first 

frequency sample is selected as the reference frequency, 

and the vector correlation algorithm is used to determine 

the mode ordering at each subsequent frequency [10]. 

Since the starting frequency is used as the reference 

point, the interval between the subsequent frequency 

samples and the reference frequency will increase as the 

frequency increases. When the operating frequency band 

is wide enough, the last frequency point is far away from 

the first one, and the mode swapping problem is prone  

to occur, especially for higher order modes [10]. We 

refer to this mode tracking algorithm based on initial 

frequency correlation as the original algorithm, which 

can be implemented by parallel operations. 

To eliminate the mode swapping of wideband mode 

tracking, we propose to perform eigenvector pairing  

and correlation calculation for all directly adjacent two 

frequencies. In this method, the mode ordering of 

subsequent frequencies cannot be performed until mode 

sorting at the previous frequency is completed. That is  

to say, the mode correlation is performed by serial 

operation. However, mode tracking can be implemented 

over a wide band due to the large correlation of adjacent 

frequency modes. So we called it the broadband mode 

tracking, or the improved algorithm. 
 

II. MODE SORTING 
According to CM theory, the current distribution  

of the conductor surface can be expressed as the 

superposition of characteristic current vector Jn: 
 

n n

n

J J , (1) 

where αn is the complex weighting coefficient of the nth 

mode. The characteristic current mode Jn is determined 

by the generalized eigenvalue equation [5]: 
 XJ RJn n n . (2) 

The impedance matrix Z = R + jX of the open conductor 

obtained by Galerkin MoM is a symmetric matrix. λn is 

the eigenvalue of the nth mode and is the function of 

frequency. Since the eigenvalue equation depends only 

on the impedance matrix, in the physical sense, the 

current wavemode eigenvectors depend only on the 

shape and size of the conductor structure and is not 

affected by the excitation source [11-14]. The eigenvalues 

are also determined only by the conductor structure. 

Moreover, since X and R are real symmetric matrices, 

and R also is a positive definite matrix, the eigenvalues 

obtained by solving (2) are real numbers. It is necessary 

to sort the modes within the observed frequency range to 
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use CM theory. At each discrete frequency sample, the 

modes can be sorted according to the eigenvalue, the 

modal significance (MS), or the characteristic angle [3]. 

The most intuitive method is based on the eigenvalue 

magnitude, which is arranged in ascending order at each 

frequency. 

However, since the eigenvalues change rapidly with 

frequency, mode swapping is apt to occur. Due to the 

orthogonality of the characteristic modes and their slow 

variation with frequency, the eigenvector correlation is 

generally used for mode tracking to reduce the mode 

crossing. The correlation coefficient r between vectors A 

and B can be calculated using the Pearson correlation 

formula [8, 9]: 

 
i i

i 1

2 2

i i

i 1 i 1

( )( )
1

( , )
1

( ) ( )

M

M M

A A B B

r A B
M

A A B B



 

 




 



 

, (3) 

where (Ai, Bi) is the vector element pair to be compared, 

and �̄� and �̄� are the average of the real vector A and B, 

respectively. M is the dimension of the vectors A and B, 

that is, the number of vector elements. Correlation value 

r ranges between -1 and 1. The closer the absolute value 

of r is to 1, the higher the correlation between the  

two vectors. When (3) is used in the mode tracking 

algorithm, A is the characteristic mode obtained by 

calculating (2) at a certain frequency, and B is the CM at 

other frequencies to be paired with A. 

If the correlation calculation involves all vector pairs 

between two frequency points, it is computationally 

expensive and time-consuming. However, for electrically 

small and intermediate size conductor bodies, the actual 

surface current or total radiation field is determined  

by only the first few characteristic modes. Therefore,  

we can also reduce the number of vectors used for 

correlation calculations. For example, to determine the 

first five modes, only the first 40 eigenvectors are 

selected for correlation calculation. Nonetheless, the 

total number of eigenvectors for each frequency is equal 

to the dimension of the conductor impedance matrix, 

which is determined by the structure mesh fineness.  

In fact, since external excitation is not required, the 

eigenvector results depend only on the calculation of  

the impedance matrix. Therefore, the accuracy of CM 

analysis depends mainly on the meshing density, which 

also determines the calculation amount of the impedance 

matrix and the number of eigenvalues. When higher 

order modes are needed in CM analysis, the high mesh 

density with the mesh element side length of λ/30 (λ is 

the wavelength in free space) is suggested. Usually, to 

ensure the CM analysis accuracy, the mesh fineness with 

side length of λ/15 is enough [10]. 

 

III. MODE TRACKING BASED ON 

ORIGINAL ALGORITHM 
In CM theory, the mode order is defined according 

to the ascending eigenvalues at the first frequency. In the 

original algorithm, the mode order of the subsequent 

frequency samples is determined by calculating the 

correlation between the first frequency eigenvectors and 

those for subsequent frequencies. This algorithm process 

can be illustrated as shown in Fig. 1. 
 

 
 

Fig. 1. Illustration of parallel correlation computing 

process in the original algorithm. 

 

Using this algorithm, the mode curve can be 

obtained quickly, and mode crossing does not occur in a 

relatively narrow frequency band, especially for regular 

conductor structures [10]. However, for broadband 

situations, mode swapping may happen due to the large 

frequency span, especially for cases with structure 

irregularities. To illustrate these issues exemplarily, the 

algorithm is used to analyze the first five modes of 

rectangular and butterfly conductor plates in the range 

from 1 GHz to 5 GHz. 

First, the 100 mm × 40 mm rectangular conductor 

plate is meshed into 512 triangular Rao-Wilton-Glisson 

(RWG) elements with side length of about λ/15, as 

shown in Fig. 2. Thus, we have a total of 744 triangular 

edges, which also corresponds to the dimension of  

the impedance matrix. Using (2), we can obtain 744 

eigenvalues at each frequency point. The frequency  

step is 0.2 GHz, that is, the eigenvalue calculation is 

performed on 21 frequency samples. At each frequency 

point, the first 40 eigenvectors are selected in ascending 

order of eigenvalues. 
 

 
 

Fig. 2. Meshing of the 100 mm × 40 mm rectangular 

conductor plate. 

 

Then, the correlation coefficients of the 40 

eigenvector pairs between the first frequency and each  
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subsequent frequency are calculated, and the mode 

matching is performed using the correlation amplitude 

according to the mode order of the first frequency. This 

process is also called the mode arbitration.  

The obtained mode tracking curve is shown in Fig. 

3. Due to large frequency range, the mode 5 exhibits 

swapping at around 3.6 GHz. It indicates that this mode 

arbitration method can only achieve mode tracking in  

a narrower frequency band. However, this algorithm  

can implement fast mode tracking because, in addition  

to parallel operations, the eigenvector number for 

correlation calculations is limited. Of course, this 

algorithm can also be implemented by serial operation. 

In that case, mode sorting for this example takes 12.68 s. 

In this paper, all the calculations are performed on an 

Intel Core i7-6700HQ (2.6 GHz) machine with Windows 

7 Professional 64 bit and 8 GB of RAM. 

 

 
 

Fig. 3. Mode curves of 100 mm × 40 mm rectangular 

conductor plate using the original algorithm. 

 

When there are electric field concentration regions 

in the conductor structure, mode swapping is easily 

generated, and the frequency range of mode tracking 

may be further reduced. For this case, tracking of the first 

five modes for the planar butterfly structure is performed 

in the range of 1.0-3.0 GHz. The frequency step is also 

0.2 GHz. 

To form the butterfly structure plate, as shown in 

Fig. 4, two isosceles triangles having the base length of 

200 mm and the waist length of 141 mm are cut out from 

a 200 mm × 200 mm rectangular conductor plate. Strong 

electric fields can be concentrated on the thin waist of 

the butterfly structure. The butterfly plate is discretely 

meshed using the triangular RWG elements with the  

side length of approximately λ/15. Then the number of 

triangle elements is 720, corresponding to a total of 1025 

triangular edges, also shown in Fig. 4. 

Using the original tracking algorithm, the resulted 

mode curve for the butterfly conductor is shown in Fig. 

5. It can be seen that mode swapping occurs in the  

mode 5 curve around 2.2 GHz. This shows that as the 

conductor structure becomes more complex, the mode 

tracking bandwidth using the original algorithm will  

be further reduced. By serial operation, the time for 

completing the mode tracking of this example is 20.84 s. 

 

 
 

Fig. 4. Meshing model of butterfly conductor plate (unit: 

m). 

 

 
 

Fig. 5. Mode curves of the butterfly conductor plate 

based on the original algorithm. 

 

IV. IMPLEMENTATION OF BROADBAND 

MODE TRACKING 
Since the bandwidth of mode tracking is limited by 

the eigenvector correlation between two frequencies and 

the span between the first frequency and the last one may 

be large, the improved algorithm for mode arbitration 

based on direct adjacent two frequency points is 

proposed. Specifically, the eigenvectors of the first 

frequency match those of the second frequency, and then 

the eigenvectors of the second frequency match those of 
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the third frequency, and so on. By this way, the first five 

modes at all frequency samples are determined. 

It can be seen that the modes of the current 

frequency cannot be determined until the modes of the 

previous frequency are sorted. This tracking process is a 

serial operation and its calculation speed may be reduced 

compared to the original parallel algorithm. However, 

the mode crossing can be eliminated in wide band owing 

to the fixed frequency interval. Figure 6 shows the mode 

arbitration process of this broadband mode tracking 

algorithm. 

 

 
 
Fig. 6. Mode arbitration illustration of the broadband 

tracking algorithm. 

 
As an example, the first five modes of the 100 mm × 

40 mm rectangular plate are tracked using the mode 

arbitration method with two directly adjacent frequencies. 

The obtained first five modes are shown in Fig. 7.  

We can observe that mode 5 does not exhibit mode 

swapping. Here, the same mesh density, the same 

frequency range, and the same frequency step as the case 

shown in Fig. 3 is used. The mode sorting time using this 

algorithm is 12.79 s. It indicates that this algorithm can 

also implement fast mode tracking. In fact, in this 

example, the first five modes can be tracked in the 

frequency range of 1.0-10.0 GHz without the mode 

swapping. 

 

 
 

Fig. 7. First five modes of the 100 mm × 40 mm 

conductor plate based on the wideband algorithm. 

 

Similarly, the butterfly structure shown in Fig. 4  

is also subjected to mode tracking using the present 

method. When the other conditions remain completely 

unchanged, the resulting mode curve is shown in Fig. 8. 

We can see the mode crossing is effectively suppressed 

in the range from 1 GHz to 3 GHz. In this case, the 

tracking time of the first five modes is 21.14 s. Using  

this algorithm, we can also verify that the first five 

modes can be tracked in the 1.0-4.7 GHz frequency range 

without the mode crossing. All of those demonstrate the 

effectiveness of the wideband algorithm. 
 

 
 

Fig. 8. Mode curves of butterfly structure obtained by 

using the wideband algorithm. 
 

V. ANALYSIS AND DISCUSSION 

A. Cause of mode swapping 

For the original algorithm, there are two possible 

reasons for the occurrence of mode crossing. One is the 

insufficient calculation accuracy due to the low mesh 

density, and the other is low eigenvector correlation due 

to the excessive frequency spacing. The mode swapping 

shown in Fig. 3 and Fig. 5 is due to the excessive spacing 

between frequencies f1 and fn, rather than due to 

insufficient mesh density. 

To further verify this point of view, the mesh density 

is doubled to the butterfly structure. Using the original 

algorithm, we still obtain the mode curves as shown in 

Fig. 5, which indicates that the mode crossing is not 

caused by meshing. 
 

B. Number of correlation eigenvector pairs 

Although only the first five modes are determined  

in the numerical examples, we have to calculate the 

correlation between 40 × 40 eigenvector pairs. Therefore, 

the amount of correlation calculation is still large. In fact, 

the calculation amount can be further reduced according 

to the number of modes to be sorted, for example, the 

first five modes.  

First, the first five modes of the first frequency are 

determined with ascending order eigenvalues, and the 

correlation coefficients between these five modes and the 

first 40 modes of the second frequency are solved. Then, 

the first five modes of the second frequency are ordered 

and used to calculate their correlation with the first 40 
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modes of the third frequency. By this way, the first five 

modes for all the frequency points are determined. Thus, 

the eigenvector pair number of the correlation calculation 

between the two frequency points is reduced from 40 × 

40 of the wideband algorithm to 5 × 40. 

 

C. Parallel operation of wideband algorithm 

The wideband algorithm is performed completely in 

series. However, since the time required for mode sorting 

is small, we can first calculate the correlation of all 

adjacent frequency modes in parallel, and then sort modes 

according to the correlation using serial operation. On 

the other hand, since there are no first five modes that 

have been determined beforehand, the correlation 

calculation is performed on all 40 × 40 eigenvector  

pairs of the two adjacent frequencies. Thus, the parallel 

operation of the wideband algorithm contradicts the 

number of the correlation eigenvector pairs. 

 

D. Reference frequency and frequency step 

Intuitively, the intermediate frequency can also be 

used as the reference point to improve the working 

bandwidth of the mode tracking algorithm. However, as 

can be seen, the eigenvalues of the starting reference 

frequency are greater than those of the subsequent 

frequencies. If the intermediate frequency is selected  

as the reference point, the eigenvalue decreases as the 

frequency decreases in the first half of the frequency 

band. In this case, the mode curve loses its physical 

meaning.  

On the other hand, it is of course possible to reduce 

the computation amount of the algorithm by increasing 

the frequency step. However, if the frequency interval is 

too large, the vector correlation between two frequency 

points is weakened and the mode crossing is apt to occur. 

Therefore, the frequency step should be a compromise 

between computational speed and mode crossing control. 

 

VI. CONCLUSION 

Considering the need of broadband high-precision 

mode tracking, the serial operation between direct 

adjacent frequencies is used in mode correlation 

calculation. The numerical results show that this algorithm 

can reliably improve the bandwidth of mode tracking and 

effectively control the mode crossing. Since correlation 

calculations are performed using a limited number of 

eigenvectors, less time is required to complete wideband 

mode tracking.  

The mode tracking bandwidth implemented by this 

algorithm is sufficient in practical applications. In fact, 

characteristic mode analysis should not be used in 

excessive bandwidth, otherwise misleading problems 

may occur. 
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Abstract ─ As an essential means of evaluating antenna 

array performance and the basis of antenna array design, 

numerical computation of antenna array pattern is very 

important. Computation of antenna array pattern by 

using straightforward summation is very time consuming 

especially for planar array with many elements. 

Moreover, in some applications such as antenna array 

synthesis, huge number of repeated pattern computations 

is needed that the consumed time is intolerably long. 

Although the computation can be accelerated by fast 

Fourier transform (FFT) when the elements are equally 

spaced by half of a wavelength because the array factor 

and the element excitation currents is a Fourier transform 

pair, in general, FFT is not applicable. In this paper, the 

chirp z-transform (CZT) is introduced to accurately and 

efficiently compute pattern of general linear or planar 

antenna arrays. Numerical examples confirm that CZT is 

flexible, efficient, and accurate. 

 
Index Terms ─ Antenna array pattern, chirp z-transform, 

FFT, linear antenna array, planar antenna array. 

 

I. INTRODUCTION 
Usually antenna arrays instead of bulky single-

element antennas are deployed for higher directivity, 

narrower beam width, anti-interference ability and so on. 

Numerical computation of antenna array pattern is very 

important because it is an essential means of evaluating 

antenna array performance and is the basis of antenna 

array design [1]. 

In practice, array elements are often but not 

necessarily identical for convenience and simplicity. In 

this case, the array pattern of an ideal array is usually 

represented by its array factor. 

For the general linear antenna array with N elements 

as shown in Fig. 1, its array factor reads: 

    
1

0 0

1

, exp 2
N

n

n

n

x
AF u u I j u u







 
   

 
 , (1) 

where u=cosθ, θ  [0, π], u0=cosθ0, θ0 is the desired 

beam steering direction, In and xn are the excitation 

current and the position of the nth element, respectively, 

λ is the wavelength. 

For the general planar antenna array with N 

elements as shown in Fig. 2, its array factor is given by: 
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1
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0

2 2
, , , exp

N

n n n

n

AF u v u v I jx u u jy v v
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 





 
     

 
 , (2) 

where u and v are defined in terms of sine space 

coordinates u=sinθcosφ and v=sinθsinφ, u0=sinθ0cosφ0, 

v0=sinθ0sinφ0, (θ0, φ0) is the main beam steering direction, 

In and (xn, yn) are the excitation current and the position 

of the nth element, respectively. 
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Fig. 1. General linear antenna array.  
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Fig. 2. General planar antenna array. 
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In some applications such as phased antenna array 

synthesis, the number of computations of array factor T 

might be extremely high. In general, T reads: 

 T = a·b·c , (3) 

where a is the number of directions for a fixed array  

at fixed main beam direction. To evaluate the array 

performance, the array factor has to be calculated at as 

many directions as possible within a given range. b is the 

number of scanning angles (u0, v0) of interest. Different 

patterns might be required when the main beam scanning 

at different scanning angles. c is the number of antenna 

arrays considered during the complete synthesis process. 

Thousands or even more antenna arrays with fixed  

main beam direction and different weights need to be 

evaluated when optimizing array excitations by using 

methods such as statistical strategy optimization 

techniques [2-4]. 

For the planar antenna array considered in section 

3C, calculation of array factor with a=512×512 

directions by using the brute-force method (BFM) will 

be taken about 15.2 seconds. If b=100 scanning angles 

(u0, v0) are considered and c=10000 times of array factor 

calculations for each scanning angle are needed, thus 

T≈2.62×1011. The corresponding consumed time is about 

1.52×107 and it is intolerably long. Therefore, fast 

computation of array factor is utmost importance. 

For an array with equally spaced elements, the array 

factor and the element excitation currents are a Fourier 

transform pair as expressed in (4). The formal expression 

of inverse discrete Fourier transform (IDFT) is also 

given in (5): 
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It might be a feasible way by adopting fast Fourier 

transform (FFT) in order to accelerate the computation 

of array factor [5]. However, compared (4) and (5), it can 

be seen that one of the correspondences holds: 

 
k

n d
u

N 
 . (6) 

Expression (5) can be re-written as: 

 
k

n
u

N d


  . (7) 

Due to -0.5≤n/N≤0.5 and -1≤uk≤1, the condition 

λ/d=2 must be met. In other words, FFT can be directly 

used to compute pattern of array with elements spacing 

only equal to half of wavelength depicted in Fig. 3. For 

general arrays, FFT cannot be directly applied.  

In this paper, a versatile, efficient, and accurate 

approach to compute patterns of general antenna arrays 

with arbitrary spacing between array elements is 

proposed. The novel approach is based on CZT [6-7] 

which provides greater flexibility compared to FFT  

for calculation of array factor. The corresponding 

parameters of CZT for antenna array factor computation 

are derived. Computation processes are also explored 

and given in this paper. Simulation results prove that  

it is applicable with high accuracy and efficiency, 

especially for planar array with equally or unequally 

spaced elements. 
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Fig. 3. Antenna arrays with elements spacing equal to 

half of a wavelength: (a) linear array and (b) planar array. 

 

II. CHIRP Z-TRANSFORM FOR FAST 

COMPUTATION OF ARRAY FACTOR 

A. One-dimension chirp z-transform 
For an N-point sequence x(n), CZT samples along 

spiral arcs in the z-plane as: 
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where zk = AW-k, k = 0, 1, …, K-1, K is the number of 

points to calculate, A is the complex starting point, and 

W is the complex ratio between points. 

In particular, if 02

0

j
A A e


  and 02j

W e


 , CZT 

can be expressed as a convolution and computed 

efficiently by using Rabiner's algorithm [6]. 

 

B. Two-dimension chirp z-transform 
2-D CZT of sequence x(m, n) was derived by Draidi 

[7]: 
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The above 2-D CZT can be efficiently computed by 

using row-column decomposition and 1-D CZT. 
 

Yr=DFT(yn), Vr=DFT(vn), r =0, 1, … , L-1

Set parameters: K, L

Gr=VrYr, r=0, 1, … , L-1

AF(uk)=gk·exp(j2πkφ0), k=0,1,…,K-1. discard k≥K for gk.

gr=IDFT(Gr),  r=0, 1, … , L-1

Form an sequence yn as given by Eq. (21) from In;

Define an sequence vn as given in Eq. (22)

 
 

Fig. 4. The flow chart of pattern computation of linear 

array with equally spaced elements. 
 

C. 1-D chirp z-transform for linear antenna array 

For a linear antenna array with N equally spaced 

elements, (1) can be re-written as, 

   
1

0

k

N
jn

k n

n

AF u I e






 , (10) 

where uk=cosθk, k=0,1, … , K-1, K is the total number of 

angles to sample, 0≤k ≤ is the kth sampled angle, 

k=duk - 0, β=2π/λ is the phase constant, d is the  

space between neighboring elements, 0=du0 is the 

progressive phase delay between neighboring elements. 

Let kj

kz e


 , we have: 

   
1

0

N
n

k n k

n

AF u I z






 . (11) 

Obviously, CZT can be applied to compute the array 

factor AF(uk) efficiently if the following conditions are 

satisfied: 

  
 0 0 0

cos 2 2

0
kj d j jk

kz e A e e
      

  . (12) 

Equivalently, we have: 

  
0 1A  , (13) 

 
0 02 d    , (14) 

  0 0 02 1 2K d       , (15) 

 
0 0 0cos 2 2kd k       . (16) 

Therefore, the parameters of CZT for computation 

of AF(uk) are: 

 
0 1A  , (17) 

 0

0

1

2

u
d 




 , (18) 

 
 

0
1

d

K





 


, (19) 

 1 1 2
cos

1
k

K k

K
   




. (20) 

After derivation of the parameters, the calculation 

process addressed in [6] of CZT can be directly used  

to compute the linear array factor. A more detailed 

illustration is also given in this paper and shown in Fig. 

4. In step 1, set L to be the smallest integer greater than 

or equal to N+K-1. The forms of yn and vn in step 2 are 

similar to the forms addressed in [6] and reads: 

 

2
0 02

, 0 1

0, 1

j n j n

n
n

I e e n N
y

N n L

      
 

  

, (21) 

  

2
0

2
0

, 0 1

, 1 1

0, other

j n

j L n

n

e n K

v e L N n L

n

 

 



 

   



     



. (22) 

The convolution of yn and vn is the major part of  

the computational effort and requires a time roughly 

proportional to (N+K) log (N+K). It can be achieved by 

using DFT and the details are displayed in step 3~step 5 

[8]. The DFT and inverse DFT (IDFT) can be accelerated 

by using FFT. Therefore, the computation speed is very 

fast. 

In nature, the 1-D CZT imposes no limitation on 

element space d in regular linear array. It can be further 

extended to linear array with unequally spaced elements 

as shown in Fig. 5. 
 

·
Nn21

o
x

r

…… ……·· · · ·
d1

3

dn-1

dN-1

 
 

Fig. 5. A linear array with unequally spaced elements. 

 

The extension works as follows: 

1) Refine the linear array with N unequally spaced 

elements into a virtual one as shown in Fig. 6 with Ne 

equally spaced elements of space du, which is determined 

by the following expression: 

 max min n

u u n

n u

d
d d d

d

 
  

  
 」「 , (23) 

where the symbol x stands for the integer nearest to the 

real number x; 

2) Place the original elements to the nearest node  

in the virtual array without changing their excitations, 

and deactivate all element on other nodes by setting 

excitation currents Im =0; 

3) Apply the 1-D CZT to compute the pattern. 
 

·
Nen31

o
x

r

…… ……·· · · ·
du

 
 

Fig. 6. The virtual linear array. 
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D. 2-D chirp z-transform for planar antenna array 

For a planar antenna array with elements arranged 

in a rectangle grid at distance dx and dy along M rows and 

N column. (2) can be re-written as: 

  
   0 0

1 1

0 0

, x kl y kl

M N
j m d u u n d v v

kl kl mn

m n

AF u v I e
 

 
    

 

 , (24) 

where ukl=sinθklcosφkl and vkl=sinθklsinφkl, k= 0, … , K-1, 

l=0, …, L-1. 

By checking the analogy between (9) and (24), it  

is very clear that AF(ukl, vkl) can be more efficiently 

computed by applying 2-D CZT if its parameters are 

appropriately set. Derivation of parameters is similar  

to the 1-D CZT. Due to page limitation, the lengthy 

derivation process is omitted. The parameters are: 

 1 2

0 0 1A A  , (25) 
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1 1
kl
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, (30) 

 1

2 2

1 2

1sin

1 2 1 2

1 1

kl

L l

L

K k L l

K L

 

 
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      
   

    

. (31) 

The flow chart of array factor computation of planar 

array with equally spaced elements is shown in Fig. 7. 

In this paper, 2-D CZT is efficiently performed by 

using 1-D CZT with row-column decomposition [7]. In 

step 1, set P1 to be the smallest integer greater than or 

equal to M+K-1, and set P2 to be the smallest integer 

greater than or equal to N+L-1. In step 2, v(p1, p2) is 

similar with g(n, m) addressed in [7] and given in (32). 

The forms of v(p1, p2) and vh(p1, p2) are similar with the 

forms of vn illustrated in (22) and given in (33)~(34), 

respectively: 
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,(32) 
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. (34) 

In step 3~step 5, we first compute the CZT of each 

row of h(p1, p2), put the result into an intermediate array, 

and then compute the CZT of each column of the 

intermediate array in step 7~step 9. Similarly, FFT is 

used to accelerate the DFT and IDFT. Therefore, the 

consumed time is substantially reduced.  

It can be similarly generalized to efficiently 

compute array factors of planar arrays with unequally 

spaced elements, for example, triangular arrays whose 

elements are arranged in a triangular grid. 

 

Set parameters: K, L, P1, P2

Compute the M×P2 points IDFT 
Gr(p1, p2) for each rows of Gvh(p1, p2)

 Define three matrixes h(p1, p2), v(p1, p2) and vh(p1, p2) 

by the relations expressed in Eqs. (32)-(34)

Compute the M×P2 points DFT vfft(p1, p2)  and hfft(p1, p2) for 

each rows of v(p1, p2) and h(p1, p2), respectively; and P1×P2 
points DFT vhfft(p1, p2)  for each columns of vh(p1, p2). 

Compute the P1×P2 points DFT Gfft(p1, p2) 
for each columns of G(p1, p2) 

Compute the IDFT for each columns 

of Gvhfft(p1, p2), giving Gvhifft(p1, p2)

Gvhfft(p1, p2)=Gfft(p1, p2)·vhfft(p1, p2)

Gvh(p1, p2)=vfft(p1, p2)·vfft(p1, p2),  0≤p1≤P1-1, 0≤p2≤P2-1

Discard X(p1,p2) for p1≥K, p2≥L, and obtain the AF(ukl, vkl)  
 

 

Fig. 7. The flow chart of array factor computation of 

planar array with equally spaced elements. 

 

III. NUMERICAL RESULTS 

A. Linear array with unequally spaced elements 

The first linear array is one with 32 equally spaced 

elements of d=0.7λ. The excitations follow a Chebyshev  

ZHANG, QING, MENG: CHIRP Z-TRANSFORM IN FAST COMPUTATION OF ANTENNA ARRAY PATTERN 1688



distribution [9] with SLL=-35dB and θ0=20°. The array 

factor computed by 1-D CZT is depicted in Fig. 8. 

Obviously, it agrees very well with that by BFM. 
 

 
   (a) 

 
    (b) 

 

Fig. 8. Comparison of Chebyshev patterns computed by 

CZT and BFM: (a) magnitude and (b) phase. 
 

The second linear array is a 40-element Woodward 

array [10] having a space d=0.32λ and half beam width 

20°. Once again, as shown in Fig. 9, the patterns by the 

two approaches overlap. 

Figure 10 shows the time consumed by the two  

methods for computing linear array factors with various 

number of elements. It can be seen that the consumed 

time grows linearly with number of elements for both 

methods. The slope of CZT is 0.004×10-3 that its 

consumed time is almost constant for the studied number 

of elements. On the other hand, the slope of BFM is 

0.05×10-3 that the consumed time difference becomes 

bigger and bigger as the number of elements increases 

beyond 30. Therefore, CZT is more suitable for large 

linear arrays with equally spaced elements. 

 

B. Linear array with unequally spaced elements 

A 37-element array with uniform excitation and 

unequally spaced elements addressed in Table 3 of [11] 

is re-visited here. Distribution of elements is extremely 

irregular that it is hardly possible to align all elements in 

the refined array with the corresponding elements in the 

actual array regardless of du. From the point of view of 

time consumption, the above observation in Section 3A 

of this paper hints that it is flexible to set as small as 

possible du for better alignment and consequently better 

accuracy of the computed array factor by CZT. The 

effect of du on computational accuracy and computational 

time is shown in Table 1. The accuracy at du=0.02λ is 

fairly good, as can be further demonstrated by the array 

factor in Fig. 11. Meanwhile, both actual computation 

time and its increment are negligibly small even if the 

virtual antenna array is 20 times denser. 
 

 
(a) 

 
(b) 

 

Fig. 9. Comparison of Woodward patterns computed by 

CZT and BFM: (a) magnitude, and (b) phase. 
 

 
 

Fig. 10. Comparison of consumed time for computing 

array factors with equally spaced elements. 
 

Table 1: Comparison of accuracy and consumed time 

du Mag. (dB) Phase (Deg) CZT (Sec) 

0.005λ 0.1 1 0.031 
0.01λ 0.19 1.5 0.022 

0.05λ 0.45 4.5 0.014 
0.1λ 1.1 12 0.013 
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 (a) 

 
(b) 

 

Fig. 11. Comparison of patterns of linear array with 

unequally spaced elements: (a) magnitude, and (b) phase. 

 

C. Planar array with equally spaced elements 

A rectangular planar array consisting of M=24  

rows and N=32 columns of elements arranged along a 

rectangular grid with dx=0.7λ and dy=0.4λ is used to 

illustrate the capability of the 2-D CZT. Its main beam is 

pointed at (θ0=20°, φ0=45°) and a Chebyshev response is 

assumed to suppress the sidelobe at -35dB. 

Figure 12 shows the magnitude and phase patterns 

computed by the 2-D CZT and BFM in the u-v 

coordinates. The patterns computed by the two methods 

are almost identical. For clarity, the u-cuts of the patterns 

at v=0.242 is drawn in Fig. 13. The differences of PSLL 

and phase are less than 0.2 dB and 3.5°. 

The consumed time of the two methods for 

computing planar array factors with various numbers  

of equally spaced elements is shown in Fig. 14. The 

consumed time of 2-D CZT is almost constant. The 

consumed time is less than 0.15 second even for arrays 

with ten thousand elements. For BFM, the consumed 

time is about 176 second, which is 1173 times to 2-D CZT. 

 

 
 

Fig. 12. Comparison of planar array patterns computed 

by BFM and CZT. 
 

  
 (a) 

 
(b) 

 

Fig. 13. u-cuts at v=0.242: (a) magnitude and (b) phase. 
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Fig. 14. Consumed time of CZT and BFM with various 

element numbers. 

 

It is common sense that pattern of larger planar array 

has to be more finely sampled to reduce error. The 

consumed time with different number of sampling points 

of the above mentioned uniform planar array factor is 

listed in Table 2. Both grow as the number of sampling 

points increases. More importantly, the ratio between 

them becomes larger and larger. It can therefore be 

concluded that 2-D CZT is more advantageous to BFM 

in computing large planar array. 

 

Table 2: Consumed time with different sampling points 

Sampling Points CZT (Sec) BFM (Sec) 

256×256 0.03 3.78 

512×512 0.11 15.21 

768×768 0.17 33.6 

1024×1024 0.27 60.46 

1536×1536 0.55 134.38 

 

D. Planar array with unequally spaced elements 

Figure 15 shows a planar phased antenna array  

with 576 unequally spaced elements. The array was 

illuminated by uniform excitation and its main beam is 

pointed at (θ0=30°, φ0=60°). 

Likewise, distribution of elements here is also 

extremely irregular that it is hardly possible to align all 

elements in the refined array with the corresponding 

elements in the actual array regardless of du and dv. 

Fortunately, the above observation in section 3C of this 

paper allows us to flexibly set as small as possible du and 

dv for better alignment and consequently better accuracy 

of the computed array factor by CZT. A similar study on 

the effect of du and dv on computational accuracy is 

conducted. For simplicity, only cases of du = dv are 

investigated as shown in Table 3. The accuracy at du= dv 

=0.02λ is fairly good while CZT always consumes much 

less time than BFM. 

 

 
 

Fig. 15. A planar array with unequally spaced elements. 

 

The actual array is accordingly refined du =0.02λ in 

x directions and dv =0.02λ in y directions. The patterns 

computed by the two methods are shown in Fig. 16. For 

clarity, the u-cuts of the patterns at v=0.25 is drawn in 

Fig.17. The PSLL and phase differences are less than 

0.05dB and 4.4°. 

 

Table 3: Comparison of computational accuracy and 

computational time 

du and dv 
Mag. 

(dB) 

Phase 

(Deg) 

2-D 

CZT 

(Sec) 

BFM 

(Sec) 

0.01λ 0.03 2.5 2.78 12.55 

0.02λ 0.05 4.4 1.21 12.55 

0.05λ 0.05 6.8 0.54 12.55 

0.1λ 0.06 9.5 0.33 12.55 

 
Similarly, the consumed time with different number 

of sampling points of the above mentioned non-uniform 

planar array factor is listed in Table 4. The consumed 

time for both methods is proportional to the number of 

sampling points. More importantly, the ratio between 

them becomes larger and larger. It can therefore be 

concluded that 2-D CZT is more advantageous to BFM 

in computing large planar array. 

 

Table 4: Comparison of consumed time with different 

sampling points 

Sampling Points 2-D CZT 

(Sec) 

BFM (Sec) 

256×256 0.88 2.97 

512×512 1.21 12.55 
768×768 1.85 27.99 

1024×1024 2.35 50.66 
1536×1536 3.57 108.04 
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Fig. 16. Comparison of patterns computed by BFM and 

CZT, respectively. 
 

  
   (a) 

 
    (b) 

 

Fig. 17. u-cuts at v=0.25: (a) magnitude and (b) phase. 

 

IV. CONCLUSION 
In this paper, a novel approach based on CZT  

is proposed to accurately and efficiently compute  

pattern of general linear or planar antenna arrays. The 

corresponding parameters of CZT are derived, making  

it suitable for antenna array factor computation. 

Computation processes are also explored and given in 

this paper. Simulation results prove that it is applicable 

with high accuracy and efficiency, especially for planar 

array with equally or unequally spaced elements. 
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Abstract ─ A circularly polarized isoflux beam 

synthesized by concentric circular arrays of printed 

microstrip patch antennas is proposed for X-band 

transmission of image data from land-imaging LEO 

satellites to the ground stations. This beam has a wide 

coverage angle of about 100° of uniform illumination. 

The paper introduces a novel design of a compact right-

hand circularly polarized microstrip patch as an element 

for the concentric circular arrays. The patch antenna has 

impedance matching bandwidth of about 600 MHz and 

axial ratio bandwidth of about 170 MHz at 8.1 GHz. A 

prototype of the proposed patch antenna is fabricated  

for experimental measurements. The electromagnetic 

simulation and experimental results show good 

agreement. A computationally efficient particle swarm 

optimization (PSO) procedure is developed and applied 

to find the distribution of the excitation magnitudes over 

the array elements so as to generate an isoflux beam in 

all the elevation planes with circular symmetry in the 

azimuth planes. The phase of excitation is the same for 

all the array elements. The method proposed to apply  

the PSO reduces the computational resources to about  

6.5% of those required by the conventional method of 

application. Moreover, the proposed iterative PSO 

procedure is shown to be very fast convergent. 

 

Index Terms ─ Concentric circular arrays, isoflux beam, 

LEO satellite, particle swarm optimization, PSO. 
 

I. INTRODUCTION 
A low-earth-orbit (LEO) satellite platform is 

recommended to radiate a beam with homogeneous 

power density over the coverage area on the earth 

surface. For a point on the ground surface just at the 

satellite nadir the propagation has its minimum value, 

whereas for off-nadir points, the propagation path is 

longer. To provide homogeneous power density on the 

ground, the antenna must compensate the power loss due 

to the change of the propagation path by increasing the 

gain toward directions where the path is longer. That is, 

the antenna gain pattern provides isoflux radiation. An 

isoflux pattern is omnidirectional (circularly symmetric) 

with the azimuth angle and has cosecant-squared 

dependence on the elevation angle. This produces 

constant signal level at all the points over the beam 

footprint on the ground surface. It also results in 

continuous and uniform signal level at the ground station 

at all the elevation angles during the communication 

session irrespective of the azimuth direction of the flying 

vehicle relative to the ground station. For land-imaging 

LEO satellites using either optical sensor or synthetic 

aperture radar (SAR), an X-band antenna (or antenna 

array) is needed for image data transmission from the 

satellite to the ground stations. As mentioned above, for 

uniform and continuous reception by the ground station, 

the satellite antenna should provide isoflux radiation 

pattern.  

The work of [1] introduces the design of sparse 

concentric circular array to produce isoflux pattern over 

a visibility cone of about 100° for LEO satellites. In [2] 

a secant pattern (CP) antenna is designed by combining 

a CP generating adaptor and a secant pattern radiator. In 

[3] an isoflux pattern presented by a compact X-band 

antenna with circularly polarized for a nanosatellite 

platform that imposes an important volume constraint. In 

[4] a microstrip phased array is designed and optimized 

using genetic algorithm to produce isoflux pattern by two 

concentric ring arrays for operation in the X-band with 

application to LEO cubesat communications. In [5] the 

design of concentric ring arrays for isoflux radiation is 

presented, with considering the reduction of the sidelobe 

level for medium earth orbit (MEO) satellite using 

particle swarm optimization (PSO) technique. In [6],  

a design of a patch antenna array is introduced for  

a reconfigurable isoflux pattern, with fewer levels  

of excitations to diminish the hardware complexity  

using PSO and harmony search algorithm (HSA) as 

optimization approach. In [7], a design of concentric ring 

antenna arrays for isoflux radiation for geostationary 

earth orbit (GEO) and MEO satellites is performed using 
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an evolutionary multi-objective optimization technique. 

In [8], a phase-only synthesis algorithm is applied to 

design lens-array antennas to produce flat-topped and 

isoflux beams. 

The PSO algorithm is commonly used to optimize 

antenna arrays to synthesize beam shapes required  

for various applications [9]. In this paper, a planar array 

of concentric circular arrays of circularly polarized 

microstrip patch antennas is optimized to produce 

circularly symmetric isoflux beam using the PSO 

technique. A novel X-band circularly polarized microstrip 

patch antenna with corner slots is designed to be the 

element of the proposed array. A prototype of the 

proposed patch antenna is fabricated for experimental 

measurement of the impedance matching bandwidth and 

the radiation patterns of the circularly polarized fields. 

The PSO is applied to optimize the magnitudes of 

excitation of the radiating elements which are arranged 

in 5 coplanar circular arrays with a total number of  

93 elements. The magnitudes of excitation for all the 

elements on the same circle are kept equal to each other. 

Thus, the magnitudes only are allowed to vary in the 

radial direction to achieve the optimization goals. The 

numerical results of the present work are concerned with 

the application of the PSO to concentric circular arrays 

of isotropic point sources and as well as concentric 

circular arrays of printed microstrip patches. The 

presentation and discussions of the numerical results 

focus on the investigation of the performance of the 

single element as well as the optimized array. The 

commercially available package CST® is used for 

electromagnetic simulation for the purpose of ensuring 

the correctness and accuracy of the obtained results. 

The major improvements can be addressed in the 

present work: (i) the reduction of computational cost 

(time and memory space) of the PSO algorithm, and (ii) 

the fast convergence of the iterative procedure to arrive 

at the required beam shape. 

 

II. BEAM SHAPE FOR ISOFLUX 

RADIATION FROM LEO SATELLITES 

A spherical model for the earth and, hence, a circular 

path of the satellite around the earth can be assumed  

as shown in Fig. 1. The function 𝑅𝑠(𝜃)  indicates the 

relative distance of the satellite to any point of the 

illuminated earth surface in any cut of the azimuth plane, 

h represents the height of the satellite, an 𝑎𝐸 is the 

equatorial radius of the earth. 

 
 

Fig. 1. Low-earth-orbit satellite path about the earth 

during a communication session with the ground station. 

 

It is assumed that the communication session 

between the satellite and the ground station can start as 

soon as the satellite appears to the ground station just on 

the horizon and ends when the satellite disappears below 

the horizon. Practically, the communication session does 

not start unless the satellite reaches a minimum elevation 

angle, 𝜃𝑚𝑖𝑛, above the horizon and ends just when the 

satellite elevation angle becomes lower than this value. 

During the communication session, the communication 

range 𝑅𝑠  (the distance between the satellite and the 

ground station) changes according to the following 

relation: 

𝑅𝑠(𝜃) = (ℎ + 𝑎𝐸) cos 𝜃 − 

    √(ℎ + 𝑎𝐸)2 cos2 𝜃 − ℎ(ℎ + 2𝑎𝐸) 
. (1) 

To keep the power density at the ground station at a 

fixed level irrespective of the satellite position during the 

communication session, the power radiated from such  

an antenna should be proportional to the square of the 

communication range.  

According to the above discussion, for a LEO 

satellite orbiting the earth at an altitude of 1000 km, the 

working sector of the main lobe of the radiation pattern 

should be ≈ 100° × 100°. The directional pattern shape, 

within the limits of its working sector, should be conical 

and close to a funnel shape, with directions of maximum 

radiation at angles of about ±50° from nadir.  

Thus, to provide uniform power density over the 

coverage area on the ground, the antenna must 

compensate the power loss due to the propagation path 

by raising the gain toward directions where the path  

is longer. According to the description of the isoflux 

pattern in the coverage sector of the radiation pattern the 

antenna gain should meet the requirement determined by 

the following expression: 

  𝐺(𝜃) = 𝐺𝑚𝑎𝑥 (
𝑅𝑠(𝜃)

𝑅𝑚𝑎𝑥
)

2

,  (2) 
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where 𝑅𝑚𝑎𝑥 = 2610 km  is the maximum distance 

between antenna and ground station at an orbital altitude 

of 1000 km, 𝛳 is the observation angle versus the 

direction of the Earth center and elevation angle of the 

satellite 5°. In this case, the gain of the antenna in the 

directions of the maximum radiation should be about  

6 dBi. 

III. BEAM SHAPING USING CONCENTRIC 

CIRCULAR ARRAYS 
Two degrees of freedom are required for the control 

parameters to get isoflux three-dimensional beam for 

uniform radiation over a given solid angle. The circularly 

symmetric distribution with the azimuth angle and the 

uniform distribution with the elevation angle require 

concentric circular arrays like those shown in Fig. 2. 

Each circular array has a number of elements 

proportional to its radius so as to keep equal 

circumferential distances between the contiguous 

elements on the circles. The distribution of excitation 

magnitudes with radial direction controls the beam shape 

with the elevation angle whereas the magnitudes 

distribution with the circumferential dimension controls 

the beam shape with the azimuth angle. A central 

element may be added to the concentric circular array. 

As discussed in [10] adding a central element to a 

circular array improves the array gain and reduces the 

sidelobe level. 
 

 
 

Fig. 2. Concentric circular arrays with growing size for 

synthesized isoflux beams with circular symmetry. 

 

A. Radiation pattern of concentric circular arrays 

For a circular array of isotropic point source 

radiators and that all the elements have the same phase 

of excitation, the radiation pattern can be calculated as  

follows: 

 𝐸(𝜃, 𝜙) = ∑ 𝐴𝑛 e𝑗𝑘𝑜𝑅 sin 𝜃 cos(𝜙−Φ𝑛)𝑁𝑃
𝑛=1 ,  (3) 

where 𝑅 is the radius of the circle, 𝑅 = 𝑁𝑃∆𝐶/2𝜋, ∆𝐶 is 

the inter-element arc spacing, Φ𝑛 is the angular position 

of 𝑛th  element in the 𝑥 − 𝑦 plane, Φ𝑛 = 2𝑛𝜋/𝑁𝑃  with 

1 ≤ 𝑛 ≤ 𝑁𝑃, 𝜙 is the azimuth angle measured with the 

positive 𝑥-axis, 𝛳 is the elevation angle measured with 

the positive 𝑧-axis, 𝑘0  is the free space wave number, 

𝑘0 = 2𝜋/𝜆0 , 𝜆0 is the wave length in free space, 𝐴𝑛 is 

the excitation coefficient (amplitude and phase) of the 

𝑛th  element. It can be written as 𝐴𝑛 = 𝐼𝑛 𝑒𝑗𝛼𝑛  where, 

𝐼𝑛 = excitation amplitude of the 𝑛th element and 𝛼𝑛  is 

the phase excitation of the 𝑛th element (relative to the 

array center).  
Let the antenna array be arranged as 𝑁𝑅 concentric 

circular arrays with a growing number of elements. 

Assume that the radii of the concentric circles are 

uniformly increasing; this means that the radius of the 

circle number 𝑚, (𝑚 = 1,2, . . , 𝑁𝑅) is 𝑅𝑚 = 𝑚 ∆𝑅. The 

arrangement of the elements of such concentric circular 

array is shown in Fig. 2. On the 𝑚th  circle, a number of 

𝑁𝑃(𝑚) elements are uniformly arranged over the circle 

circumference. The circumferential distance between the 

contiguous elements on the 𝑚th  circle can be expressed 

as follows: 

 ∆𝐶 ≡ ∆𝑃𝑚 = ∆𝛷𝑅𝑚 =
2𝜋𝑅𝑚

𝑁𝑃(𝑚)
=

2𝜋𝑚

𝑁𝑃(𝑚)
∆𝑅 . (4) 

The following expression can be used to calculate 

𝑁𝑃(𝑚), 

 𝑁𝑃(𝑚) = round (2𝜋 𝑚). (5) 

According to this equation, irrespective of the value 

of 𝑚, the separation ∆𝑃𝑚 for all the circles is kept as near 

as possible to ∆𝑅. Also, this equation indicates that the 

minimum number of elements on one circle is 6. 

An extra element is located at the center of the entire 

array. The coefficient of the excitation voltage of the  
𝑛th  element on the 𝑚th  circle is 𝐴𝑚,𝑛. The coefficient 

of excitation of the central element is 𝐴0.  

Assuming that the elements are isotropic point 

source radiators and that all the elements have the  

same phase of excitation, the radiation pattern can be 

calculated as follows: 

𝐸(𝜃, 𝜙) = 𝐴0 + 

  ∑ ∑ 𝐴𝑚,𝑛 e𝑗𝑘𝑅𝑚 sin 𝜃 cos(𝜙−Φ𝑚,𝑛)𝑁𝑃(𝑚)
𝑛=1

𝑁𝑅
𝑚=1 , (6) 

where, Φ𝑚,𝑛 is the angular position (with the positive 𝑥-

axis) of the 𝑛th  array element on the 𝑚th  circular array, 

Φ𝑚,𝑛 = 2𝜋𝑛/𝑁𝑃(𝑚); m = 1, …, NR, n = 1, 2, …, NP(m). 
 

B. Concentric circular arrays for circularly symmetric 

radiation pattern 

To enforce circular symmetry of the synthesized 

radiation pattern, all the elements on the same circle must 

have the same magnitude of excitation; this means, 

 𝐴𝑚,𝑛 = 𝐴𝑚, 𝑚 = 1,2, … , 𝑁𝑅 , 𝑛 = 1,2, … , 𝑁𝑃(𝑚). (7) 

Substituting from (7) into (6), the following expression  
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is obtained for the radiated field in the far zone, 

 𝐸(𝜃, 𝜙) = 𝐴0 + 

    ∑ (𝐴𝑚 ∑  e𝑗𝑘𝑅𝑚 sin 𝜃 cos(𝜙−Φ𝑚,𝑛)𝑁𝑃(𝑚)
𝑛=1 )

𝑁𝑅
𝑚=1 . (8) 

 

C. Application of the particle swarm optimization for 

shaping the beam of concentric circular arrays 

The PSO technique achieves the required 

optimization by setting the positions of each individual 

particle within a moving swarm so as to get the overall 

swarm as near as possible to a predetermined goal. The 

algorithm developed to implement the PSO should have 

its goal to minimize a predefined cost function. The latter 

expresses the distance to a required electromagnetic 

objective. The movements and interactions of the 

particles within the swarm are considered during the 

calculation of the improved positions that make the 

overall swarm approaches the required goal. In the 

problem of beam shaping by an antenna array, each 

particle position represents a possible set of magnitudes 

of the feed of the elements of the array, i.e., it represents 

one point in the optimization space. The implementation 

of the PSO algorithm can be divided into four stages: (i) 

initialization of positions, 𝐱𝑛
(0)

 and velocities, 𝐯𝑛
(0)

, for 

the particles of the swarm, (ii) calculation of the local 

best positions, 𝐲𝑛, for the particles, (iii) Calculation of 

the global best position, 𝐠, (iv) Calculation of the 

particles velocities, 𝐯𝑛
(1)

, and positions, 𝐱𝑛
(1)

, for the next 

iteration[11].  

The following equations are used to implement an 

iterative PSO algorithm: 

  𝐯𝑛
(𝑡)

= 𝑤 𝐯𝑛
(𝑡−1)

+ 

  𝑐1𝑟1(𝐲𝑛
(𝑡−1)

− 𝐱𝑛
(𝑡−1)

) + 𝑐2𝑟2(𝐠(𝑡−1) − 𝐱𝑛
(𝑡−1)

), (9) 

  𝐱𝑛
(𝑡)

= 𝐱𝑛
(𝑡−1)

+ 𝐯𝑛
(𝑡)

, (10) 

where 𝑡 is the iteration number (time index) and 𝑛 is the 

particle number. For each particle, the initial position, 

𝐱𝑛
(0)

, is determined by assigning random values (varying 

around the unity) to the amplitudes of the excitation 

voltages of the array elements. The initial local best 

position of each particle, 𝐲𝑛
(0)

, is assigned the same initial 

value of the particle position. The initial value of the 

velocity of each particle is set to zero. The local best 

position, 𝐲𝑛, for each particle is the position of this 

particle that results in the minimum value of the cost 

function over the successive iterations during the run of 

the PSO algorithm. The global best position, 𝐠, for the 

particles in the swarm is the position among the local 

best positions that results in the absolute minimum value 

of the cost function over the successive iterations during 

the run of the PSO algorithm. In each iteration, the 

velocity, 𝐯𝑛, and position, 𝐱𝑛, for each particle in the 

swarm are updated, as given by (9) and (10). 

 

D. Computational improvement of the PSO algorithm 

The PSO algorithm is applied to get the optimum 

values of only 6 magnitudes of excitation; one for all the 

elements in each circular array plus the central element. 

In this way, each particle in the swarm has its position as 

one-dimensional vector with only 6 real elements, which 

can be expressed as follows: 

 𝐱𝑛
(𝑡)

= (𝐴0
(𝑡)

𝐴1
(𝑡)

𝐴2
(𝑡)

𝐴3
(𝑡)

𝐴4
(𝑡)

𝐴5
(𝑡))

𝑇
. (11) 

Thus, instead of applying the PSO to find 93 

optimum positions (the total number of the array 

elements) it is applied only to find 6 optimum positions 

(the number of concentric circular arrays). This can be 

considered a major improvement that considerably 

reduces the computational complexity of the PSO 

algorithm. As the swarm has 15 particles whose positions 

should be calculated in each iteration of the PSO 

algorithm, the total number of the values that should 

calculated in each iteration are reduced to 90 values  

(15 × 6) instead of 1395 values (15 × 93). As the PSO 

algorithm runs for about 150 iterations to arrive at 

accurate results, the reduction ratio of the computational 

time is (1395-90)/1395×100% = 93.5%. Similarly, the 

required memory space is reduced by the same percentage 

(93.5%). 

The main objective of the PSO algorithm is to 

realize the target beam shape described by �̂�(𝜃). From 

(1) and (2) one can deduce the desired isoflux radiation 

pattern to achieve uniform distribution of the power 

density over the satellite footprint. This means that the 

desired electric field radiation pattern should take the 

form given by the following expression: 

  𝐸𝑑(𝜃) =
𝑅𝑠(𝜃)

𝑅𝑚𝑎𝑥
= 

 𝐸𝑜 [
 (ℎ + 𝑎𝐸) cos 𝜃 

−√(ℎ + 𝑎𝐸)2 cos2 𝜃 − ℎ(ℎ + 2𝑎𝐸) 
], (12) 

where, 𝐸𝑜 is the constant magnitude of the radiated 

electric field in the far zone. Thus, the target beam shape 

for the PSO algorithm can be defined as follows: 

  �̂�(𝜃) = {
𝐸𝑑(𝜃),   0 < 𝜃 ≤ 1

2
Θ𝑎 , 0 < 𝜙 < 2𝜋

0,   
1

2
Θ𝑎 < 𝜃 < 𝜋, 0 < 𝜙 < 2𝜋

 , (13) 

where Θ𝑎 is the desired beam width. 

As the main goal of the PSO during its iterations is 

to reduce the cost function, the latter should be increased 

as the achieved radiation pattern further deviates from 

the ideal pattern. Thus, the cost function can be, simply, 

the absolute difference between the achieved and the 

desired (ideal) patterns of the electric field as follows: 

 𝐹𝐶 =  𝑊𝐹(|𝐸 − �̂�|) + 𝑊𝑆(|𝐸 − �̂�|), (14) 

where 𝑊𝐹 is a weighting coefficient of the part of the 

cost function ensuring the required beam shape over the 

illuminated angular zone defined by: 0 < 𝜃 ≤ 1

2
Θ𝑎, 𝑊𝑆 

is a weighting coefficient for the part of the cost function  
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ensuring cancelation of the sidelobes over the angular 

zone:   1
2
Θ𝑎 < 𝜃 < 𝜋. 

In conclusion, the amplitudes and phases of the 

elements of different circles to satisfy the performance 

goal by the PSO algorithm so as to satisfy the required 

beam shape and the remaining objectives of the antenna 

array design such as the axial ratio and the sidelobe level. 

 

IV. CORNER-SLOTTED MICROSTRIP 

PATCH ANTENNA FOR CIRCULAR 

POLARIZATION 
This section presents a brief description of the 

circularly polarized microstrip patch antenna proposed 

for the implementation of the concentric circular array to 

produce the isoflux beam. The circular polarization is 

obtained from a square microstrip antenna by etching 

two symmetric L-shaped slots near two diagonally 

facing corners of the square patch as shown in Fig. 3. 

Right-hand circular polarization (RHCP) is obtained if 

one slot is cut near the right upper corner and the other 

slot is cut near the left lower corner as shown in Fig. 3. 

In analogous manner, LHCP is obtained if one slot is cut 

at the left upper corner and the other slot is cut at the right 

lower corner. The patch is square of side length 𝐿𝑃 and 

has four side slots and two corner slots. A corner slot is 

L-shaped and has two arms; each of length 𝐿𝐶𝑆 and width 

𝑊𝐶𝑆. The separation between the slot edge and the patch 

edge is 𝑡𝑆. The four side slots are cut along the horizontal 

and vertical axes of symmetry and proposed to enhance 

circular polarization and make the antenna size compact. 

Each of the four side slots has a length of 𝐿𝑠 and a width 

of 𝑊𝑠. The lengths of the slots and the position of the 

feed are set to obtain good impedance matching and to 

produce acceptable value of the axial ratio over the 

radiation zone of interest. The ground plane is square 

with side length 𝐺. The feeding probe is located at a 

distance 𝐹 from the patch center (𝑥 = 0, 𝑦 = 𝐹) as 

shown in Fig. 3. 

 

V. RESULTS AND DISCUSSIONS 
A planar concentric circular array with an inter-

radial spacing of 0.5𝜆 is optimized to produce isoflux 

beam. The array is arranged in the 𝑥-𝑦 plane and is 

composed of 5 coplanar circular arrays with a total 

number of 93 elements, where 92 elements are distributed 

in the 5 circles and an extra element is located at the 

center of the array. The elements on each circle are 

equispaced along its perimeter. The number of elements 

on the five circles arranged from the innermost to the 

outermost are 6, 12, 18, 25, 31, and the radii of the circles 

are 𝜆/2, 𝜆, 3𝜆/2, 2𝜆, 5𝜆/2, respectively.  

The PSO algorithm is applied to produce an isoflux 

beam from such concentric circular arrays as explained 

in Section 2, where the working parameters of the PSO 

are set as follows: the swarm size (number of particles) 

is 𝑝 = 15, the inertia coefficient, 𝑤 =  0.729, the maximal 

velocity, 𝐯𝑚𝑎𝑥 =  0.2, the cognitive rate coefficient 𝑐1 =
1.0, the social rate coefficient 𝑐2 = 2.0. The PSO 

algorithm runs for 150 iterations. 

 

 
Fig. 3. The proposed compact circularly polarized 

corner-slotted patch antenna. 
 

A. Assessment of the circularly polarized corner-

slotted microstrip patch 

The optimal design parameters of the patch antenna 

to produce RHCP are 𝐿𝑃 = 7.5 mm, 𝐺 = 20.6 mm, 

𝐿𝑠 = 1.1 mm, 𝐿𝑆𝐶 = 1.6 mm, 𝑊𝑠 = 0.36 mm, 𝑊𝑆𝐶 =
0.27 mm ,  𝑡𝑆 = 0.28 mm, and 𝐹 = 1.6 mm. It should 

be noted that in the following presentation and 

discussions of the numerical results the patch antenna 

has the same design parameters listed above unless 

otherwise indicated. The patch is printed on a roger 

TMM4 substrate with permittivity 𝑟 = 4.5, loss tangent 

 = 0.002, and thickness ℎ = 1.524 mm.  

A prototype of a single patch antenna is fabricated 

in the laboratory for experimental verification of the 

simulation results concerning the dependence of the 

reflection coefficient on the frequency and the radiation 

patterns of the circularly polarized fields. Top and 

bottom views of the fabricated antenna are presented in 

Fig. 4. The vector network analyzer of the Agilent Field 

Fox N9918A is used to measure S11 at the antenna port 

against the frequency. Figure 5 shows the experimental 

setup with the fabricated prototype of the proposed 

antenna. The results for the dependence of S11 on the 

frequency are plotted and presented in Fig. 6, where the 

comparison between the experimental and simulation 

results of the reflection coefficient shows good 

agreement. The simulation results for S11 show that the 

patch antenna has an impedance matching bandwidth  

of about 600MHz (7.81 – 8.42 GHz) for reflection 

x 

y 

𝑊𝑆 F 

Substrate 

G 

𝐿𝐶𝑆 

𝐿𝐶𝑆 

𝐿𝑃 
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coefficient < - 10 dB. In the same figure the axial ratio is 

plotted against the frequency with a minimum axial ratio 

of about 0.12 dB and a 3 dB axial ratio bandwidth of 

about 170 MHz (8.02 – 8.19 GHz), with a maximum gain 

of about 6.4 dBi.  
 

 
(a) Top view   

 
(b) Bottom view 

 

Fig. 4. A fabricated prototype of the circularly polarized 

patch antenna. 
 

 
 

Fig. 5. Experimental measurements of S11 for the 

circularly polarized patch antenna using vector network 

analyzer of the Agilent Field Fox N9918A. 

 

 
 

Fig. 6. Frequency dependence of S11 and the axial ratio 

for the circularly polarized patch antenna. 

For experimental measurement of the RHCP 

radiation pattern, the dual circularly polarized antenna 

model JXTXLB-OSJ-20180 is used as a reference 

antenna and the experimental setup is made as shown in 

Fig. 7. The radiation patterns are measured at 8.1 GHz in 

the two principal planes 𝑥 − 𝑧 (𝜙 = 0°) and 𝑦 − 𝑧 (𝜙 =
90°). The radiation patterns obtained through simulation 

and experimental measurements are presented in Fig. 8 

showing good agreement. It seems that the radiation is 

dominated by right-hand circularly polarized electric 

field component. 

 

 

 

Fig. 7. Experimental setup for measurement of the 

antenna radiation patterns. 

 

 

 (a) Radiation pattern in the plane 𝜙 = 0° 

 

 (b) Radiation pattern in the plane 𝜙 = 90° 

 

Fig. 8. Radiation patterns for the circularly polarized 

fields radiated by the microstrip patch. 
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The directional patterns for the axial ratio produced 

by the circularly polarized patch antenna are plotted with 

𝜃 and 𝜙 as shown in Figs. 9 (a)-(b), respectively, at 8.1 

GHz. The 3 dB axial ratio beam width is about 188° 

(−123° 𝑡𝑜 + 65°) in the plane 𝜙 = 0° and is about 162° 

(−94 °𝑡𝑜 + 68°) in the plane 𝜙 = 90°. For the elevation 

angles 𝜃 = 10°, 20°, 30°, 40°, 50° the axial ratio is 

maintained below 3dB for all the values of 𝜙. 

 

 
 (a) Variation of the axial ratio with 𝜃 

 
 (b) Variation of the axial ratio with 𝜙 

 

Fig. 9. Radiation pattern for the axial ratio of the patch 

antenna at frequency 8.1 GHz. 

 

Table 1: Arrangement of the radiating elements in a 

concentric circular array with the magnitudes of excitation 

to produce isoflux beam 

Circle 

Number 
0 1 2 3 4 5 

Number of 

Elements 
1 6 12 18 25 31 

Radius 0 ∆𝑅 2 ∆𝑅 3 ∆𝑅 4 ∆𝑅 5 ∆𝑅 

Magnitudes 1.297 2.509 -1.460 0.282 0.358 -0.245 

 

B. Isoflux beam synthesized using concentric circular 

arrays of point source elements 

The PSO is applied to produce isoflux beam by the 

concentric circular array that is arranged as described in 

Section III. In the present section the radiating elements 

of this array are taken as isotropic point sources. During 

the optimization procedure, all the array elements are 

kept in-phase. In the meantime, the magnitudes of 

excitation for all the elements on the same circle are kept 

equal to each other. Thus, the magnitudes only are 

allowed to vary in the radial direction to achieve the 

optimization goals. The optimization procedure aims to 

find the radial distribution of the excitation magnitudes 

so as to generate an isoflux beam in all the elevation 

planes. Consequently, the produced beam will be 

circularly symmetric and independent of 𝜙.  

 

 
 (a) 

 
(b) 

 

Fig. 10. The isoflux beam obtained from the application 

of the PSO algorithm on a concentric circular array of 92 

elements arranged on 5 concentric circles plus a central 

element: (a) decay of the cost function while preceding 

with iterations, and (b) the achieved isoflux beam in the 

elevation plane compared with the desired one. 

 

To produce an isoflux beam of width 100°, the 

excitation magnitudes of the central element and the 

other concentric circles are listed in Table 1. The cost 

function with the successive iterations of the PSO 

algorithm is presented in Fig. 10 (a). It is clear that the 

algorithm is rapidly convergent as it takes less than 70 

iterations to reach a good steady state value of the cost 

function (about 20% of its initial value). Such fast 
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convergence and low value of the cost function reflect 

the efficiency of the applied PSO algorithm. The 

normalized pattern achieved by the PSO algorithm in the 

elevation plane (i.e., with 𝜃) is presented in Fig. 10 (b) 

and compared with the desired one. The desired and 

achieved three-dimensional radiation patterns are 

presented in Figs. 11 (a)-(b), respectively. Both the polar 

plots and the three-dimensional plots presented in Figs. 

10 and 11, respectively show satisfactory agreement 

between the desired beam shape and that achieved using 

the PSO algorithm. 

 

 
 (a) 

 
 (b) 

 

Fig. 11. 3D isoflux radiation pattern obtained by 

concentric circular arrays of 92 elements arranged in 5 

circles plus a central element: (a) desired beam shape, 

and (b) achieved beam shape. 

 

C. Circularly-polarized isoflux beam synthesized by 

concentric circular arrays of corner-slotted microstrip 

patches 

To produce an isoflux beam with circular 

polarization, the array element should be circularly 

polarized. For practical considerations, it is recommended 

that the concentric circular array be implemented as an 

array of printed elements. For this purpose, the circularly 

polarized microstrip patch antenna described in Section 

IV is proposed as an element for this array. This can be  

considered a practical and cost-effective implementation 

of the concentric circular arrays with the same 

distribution of the excitation magnitudes obtained for the 

hypothetical point source array described in Section V, 

B. A planar array composed of concentric circular arrays 

of 93 elements of such type of patches is proposed to 

produce the isoflux beam. The dimensions of such a 

planar array are 210 mm × 210 mm and, hence, it has  

the advantages of low profile, lightweight, and eases of 

manufacturing using printed circuit techniques. The 93 

patch elements of the array are excited in phase with the 

magnitudes listed in Table 1. The achieved radiation 

patterns in the elevation planes 𝜙 = 0° and 𝜙 = 90° at 

8.1 GHz are presented in Fig. 12. 

The frequency dependence of the axial ratio of the 

optimized beam in the forward direction (𝜃 = 0°) is 

presented in Fig. 13. It is clear that the band width for 

axial ratio < 3dB is about 100 MHz (8.03- 8.13 GHz); 

whereas for axial ratio < 6dB, the bandwidth is about 

260 MHz (7.94 - 8.2 GHz). 
 

 
 (a) Plane 𝜙 = 0° 

 
 (b) Plane 𝜙 = 90° 

 

Fig. 12. The isoflux beam achieved using a 93-element 

concentric circular array of circularly polarized patch 

antennas compared with the desired shape, f = 8.1 GHz. 
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Fig. 13. Axial ratio in the forward direction (θ = 0°) 

versus frequency for an isoflux beam produced by 

concentric circular arrays of circularly polarized patches, 

f = 8.1 GHz. 

 

 
   (a) Plane 𝜙 = 0° 

 
   (b) Plane 𝜙 = 90° 

 

Fig. 14. Polar plots of the isoflux beam produced by 

concentric circular arrays of circularly polarized patch 

antennas at different frequencies in the elevation planes: 

(a) ϕ = 0°, and (b) ϕ = 90°. 

Polar plots of the isoflux beam achieved using the 

concentric circular arrays described above are presented 

in Fig. 14 at the frequencies 8, 8.1, and 8.4 GHz. As 

shown in the figure, the isoflux beam is achieved over a 

frequency band of about 600 MHz (7.8 - 8.4 GHz) with 

acceptable accuracy of the beam shape. 

A three-dimensional plot of the radiation pattern 

achieved by the concentric circular arrays described 

above is presented in Fig. 15. It is clear that the beam 

produces isoflux radiation in the elevation planes with 

circular symmetry in the azimuth plane. 

 

 
 

Fig. 15. Three-dimensional plot of the isoflux radiation 

pattern produced by optimized concentric circular arrays 

of circularly polarized patch antennas, f = 8.1 GHz. 

 

VI. CONCLUSION 
A planar array composed of concentric circular 

arrays of printed microstrip antennas is optimized to 

synthesize an isoflux beam for X-band transmission of 

image data from land imaging LEO satellites to the 

ground stations. A compact right-hand circularly polarized 

microstrip patch is designed to be an element of  

the concentric circular arrays. Both simulation and 

experimental results show that the impedance matching 

bandwidth of the proposed microstrip patch antenna is 

about 600 MHz, whereas the axial ratio bandwidth is 

about 170 MHz at 8.1 GHz. The radiation patterns for 

the circularly polarized fields are obtained through 

electromagnetic simulation and experimental 

measurement showing good agreement. The PSO is 

applied to find the magnitudes of excitation for the array 

elements, while keeping the phases equal, so as to 

synthesize an isoflux beam with circular symmetry. The 

proposed application method of the PSO is shown to  

be computationally efficient as it reduces the required 

computational resources to about 6.5% of those required 

by the conventional method. The iterative PSO procedure 

is shown to have fast convergence to arrive at the 

optimization goals. 
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Abstract ─ In this paper, a single layer multi-

polarization transmit-array operating at C-Band is 

designed using ring groove with a single split as the 

element. The rotational orientation of each element can 

provide the required phase shift. The elements have 

identical dimensions, but the rotational orientation of 

each element is selected to provide a specific transmit-

array function. The transmit-array has three working 

conditions which can change the polarization of the 

incident wave and set separation beam direction at the 

same time. The thin single-layer transmit-array without 

dielectric substrate is designed, simulated and measured 

based on a horn antenna. The measurement result shows 

that the transmit-array can switch the linear polarization 

incident wave to left-circularly polarized wave and right-

handed circular polarized wave with separation beam of 

± 30 azimuth angles separately. The measured results are 

in agreement with the theoretical and simulation results. 

 

Index Terms ─ Beam steering, phase modulation, 

polarization switching, transmit-arrays. 
 

I. INTRODUCTION 
In the last few years, a kind of transmit-array  

[1-3] has attracted much attention in millimeter-wave 

applications. There are two types of transmit-array: one 

is based on them M-FSS structure [4, 5], the other one is 

based on the reception–transmission structure [6, 7]. 

Some of the current phased transmit-array research is 

directed towards optimization of individual phasw1e-

agile elements for beam-forming antennas. The 

appropriated phase shift of each element creates a phase 

distribution across the elements of the array. This 

distribution of phase shift has a lensing effect if it 

approximates the propagation delay. Transmit-array 

allows the use of large feed antennas or multiple feeds 

without compromising the radiation aperture compared 

to reflect-arrays.  

At present, many metamaterial antennas with 

bandwidth and beam tunability have been studied  

[8-10]. Luo et al. report a microelectromechanical 

system (MEMS)-modulated scanning beam metamaterial 

antenna based on surface micromachining process [11]. 

The antenna is implemented by cascading periodical 

metamaterial modules to make an electromagnetically 

homogeneous waveguide, of which the MEMS 

cantilevers are monolithically integrated in each unit as 

a radio frequency (RF) switch to modulate the phase 

constant, and thereby to realize the scanning beams in the 

fixed frequency around 8GHz. Ke et al. report a leaky-

wave antenna working 9.1GHz with programmable beam 

scanning [12]. The leaky-wave antenna is orthogonally 

arranged and composed of sixteen metallic J-shaped 

units in the composite right-left handed (CRLH) 

formation to obtain tunable metamaterial properties 

programmable radiation patterns. The radiation patterns 

can be changed by controlling gap's state with open or 

close.  

Most of the planar air-fed transmit-array antenna 

adopts multi-layer frequency select surface (M-FSS) 

element structure. In 2011, Rudi et al. [2] adopted 

rectangular patch and cross dipole structure as a 

transmit-array element, compensated phase by rotating 

the array element, designed a five-layer planar air-fed 

transmit-array antenna work at 12.4GHz. The transmit-

array antenna contains 349 transmission elements, which 

is designed to collimate the radiation from a feed horn 

into a beam pointing 20˚ from broadside. In 2014, Yang 

Fan designed a three-layer planar air-fed transmit-array 

antenna in x-band, using swasti-type transmission array 

element. The insertion loss of the transmit-array element 

in the working band is always higher than 4.2dB. The  
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element can realize the transmission phase shift of  

360 degree, and the transmit-array antenna has the 

advantages of high gain and wide band [5]. 

The multilayer transmit-array antenna has the 

disadvantage of complex array structure, the high profile 

and poor transmission performance, so reducing the 

antenna’s vertical profile is an important development 

direction. 

In this paper, a single layer transmit-array is 

presented to improve the complex structure of traditional 

multiple layers transmit-array. The single-layer metal 

transmit-array without dielectric substrate is designed, 

which is consists of ring groove with a single split. The 

rotational orientation of each element can provide the 

required phase shift. The transmit-array effect is created 

by the phase shifters, which collimate radiation from the 

feed and steer the resulting beam in the desired direction. 

The transmit-array is designed to work in three polarized 

situations: under the linear-polarization (LP), left-hand-

circular-polarized (LHCP) and right-hand-circular-

polarized (RHCP). When the transmit-array is placed at 

the front of the transmitting antenna, it can change the 

polarization of the incident wave and set separation beam 

direction at the same time, which can achieve the 

application of split beam detection and polarization 

conversion. When the transmit-array is placed at the 

front of the receiving antenna, the beam of the incident 

waves is separated as it passes through the transmit-

array, that achieve low scattering. This transmit-array 

can be widely used and developed in detection systems 

of electronic warfare. 
 

II. DESIGN PRINCIPLES AND METHODS  

A. Scattering parameters of rotated element 

The reflection and transmission properties of this 

transmit-array can be represented as a scattering matrix. 

When the elements are rotated with the z-axis by an 

angle ψ, scattering matrix can be defined as equation (1) 

and equation (2), which relates circularly polarized wave 

modes [2]: 

 CP CP CPB S A 
, (1) 

  

1 11 11 12 12 1

1 11 11 12 12 1

2 21 21 22 22 2

2 21 21 22 22 2

l lr ll ll lr r

r rr rl rl rr l

r rr rl rl rr l

l lr ll ll lr r

b S S S S a

b S S S S a

b S S S S a

b S S S S a

     
     

     
     
     

. (2) 

The vector components are labeled with a 

superscript that indicates the hand of polarization:  

l indicates left-hand circular polarization (LCP) and  

r indicates right-hand circular polarization (RCP).  

The superscript and subscript of each CP scattering 

parameter are labeled in order: for example, S12
rl relates 

the right-hand component scattered at Port 1 to the left-

hand component incident on Port 2. 

The scattering matrix for linearly polarized modes 

can be transformed into the matrix for circularly  

polarized modes by: 

 1[ ][ ][ ]CP XY CP XY XY CPS T S T 

   , (3) 

where XY CPT  is the coordinate transformation from 

cartesian to circular element vectors: 

 

1 0 0
1 1 0 0

0 0 12
0 0 1

XY CP

j
j

T
j

j



 
 

 
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. (4) 

The values of each CP scattering parameter are 

determined: 
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, (5) 

where Гx and Гy are the reflection coefficients to x- and 

y-polarized waves, Tx and Ty are the transmission 

coefficients. 

Note that the above formulas indicate that when  

the elemental antenna is rotated, four of the above 

parameters are phase advanced by twice the rotation 

angle, four are phase delayed by twice the rotation  

angle, and eight remain unchanged. The phase shifted 

components are all due to the polarization anisotropy of 

the element, they are proportional to the difference 

between Гx and Гy, or Tx and Ty. 

When the designed transmit-array working under 

the LP waves, the prototype is designed to split an 

incident wave into left and right circularly polarized 

wave. The effect is similar to a Wollaston prism, which 

separates an incident wave into two linearly polarized 

beams. The transmit-array decomposes an incident wave 

into its CP components and redirects the power from 

each component into two separate beams. The prism 

effect occurs because S21
lr and S21

rl have equal 

magnitudes but opposite phase shifts. However, the 

gradient will have opposite signs for the scattered fields 

associated with S21
lr and S21

rl. When LCP and RCP 

modes are incident from the same direction, they will 

scatter into two beams in different directions. Fields 

scattered in the negative beam are mostly associated with 

the S21
lr parameter; fields in the positive beam are mostly 

associated with the S21
rl parameter. The phase of eight 

parameters are unaffected by element rotation and the 

fields they scatter will always form beams in the same 

direction. Ray diagrams associated with these four 

scattering parameters are shown in Fig. 1. 
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Fig. 1. Ray diagram representation of the waves 

transmitted through a array configured to split circular 

polarization. Scattering associated with: (a) S21
rr, (b) S21

rl, 

(c) S21
lr, and (d) S21

ll. 

 

B. Ideal phase-shifting element  
When the line polarization wave propagates along 

the -z direction, the main polarization direction is along 

the x-axis direction so that the linear polarization 

incident wave can be expressed as [6]: 

 
1 0

jkz
xE E e u  . (6) 

For the transmit-array, when the antenna element  

is rotated ψ by the z axis, the vector equation of the 

transmission beam is changed: 

 2

0

1
[ ( ) ) ( ) ]

2

jkz j
x xt x y x yE E e e T T u T T u    . (7) 

As shown in equation (7), the transmission beam 

consists of two linear polarized wave components. The 

first part is composed of the linear polarized wave  

with the phase advance twice of the element rotation 

Angle(ψ), the second part is the linear polarization wave 

with the phase independent of the rotation Angle(ψ). The 

design goal of transmit-array is transforming the linear 

polarization incident wave to the left and right circular 

polarization beam. Therefore, it is necessary to divide  

the transmission array into two parts; the phase 

compensation is respectively carried out with the center 

line of the array as the axis of symmetry. When the 

counter-clockwise rotation is set to the positive direction 

for phase compensation at the right side of the array, the 

transmission beam can be expressed as: 

 2

0

1
[ ( ) ) ( ) ]

2

jkz j
yt y x y x yE E e e T T ju T T ju    . (8) 

Add the equation (7) to the equation (8), the 

transmitted beam after superposition can be expressed 

as: 

 
2

0

1
[ ( )( )

2
( )( )].

jkz j
x yt x y

x yx y

E E e e T T u ju

T T u ju

   

 

 (9) 

As shown in equation (9), the transmission beam 

consists of two circular polarized wave components. The 

first part is located in the left half of the array, which is 

composed of left-circularly polarized waves with the 

phase advance twice of the element rotation Angle(ψ), 

The second part is located in the right half of the 

transmit-array, which is composed of right-circular 

polarization wave with the phase independent of the 

rotation Angle(ψ). To make the beam amplitude of the 

left and right circularly polarized wave closed, the array 

element should satisfy the following formula: 

 
x yT T . (10) 

For the beam separation transmit-array, using the 

rotary phase modulation technique, the transmit-array 

element needs to meet the requirements of a high 

insertion loss in x-axis polarization direction and low 

insertion loss in the direction of y-axis polarization. The 

change of element transmission phase is not twice as 

much as the element rotation angle, the rotation angle of 

each array element needs to be calculated separately. 

 

III. DESIGN OF THE SPLIT RING 

ELEMENT AND TRANSMIT-ARRAY  
The conceptual model diagram of planar air-fed 

transmit-array antenna is shown in Fig. 2 (a). The whole 

antenna system is illuminated by a focal source such as 

horn antenna. In this paper, the horn antenna is used as 

the feed antenna.  

The feed antenna is located on the focus of the single 

layer transmit-array. The transmit-array is made of 

numerous split ring elements with variable rotation 

angles, as shown in Fig. 2 (a). The focal length ratio of 

the feed antenna in this paper is 0.8. The transmit-array 

element is single-layer pure metal structure. It is 

investigated in the C-band and can split an incident wave 

according to its circular polarization components. The 

effect of this transmit-array antenna is similar to the 

Wollaston prism, that a Wollaston prism divides an 

incident wave into two linearly polarized beams [2]. 

 

 
 

Fig. 2 (a) Conceptual model diagram of transmit-array 

and (b) the details of ring groove with a single split. 
(structure parameters: l0=15 mm, r2=6mm, r1=4mm, 

and l1=2mm). 

 

A. Design of the transmit-array element 

The transmission coefficients of these elements are 

individually designed so that the spherical phase front 

from the feed source is converted into a planar phase 

front [2]. Each element needs to satisfy the requirements 

of total transmission and phase compensation. In this 

paper, a single layer transmission element is presented, 

which is shown in Fig. 2 (b). The element is a square 

structure, the gray part of the element is copper, and  

the white part is a hollowed-out split ring made of air. 

The element is made of pure perforated metal without 

dielectric substrate. The array of the pure copper 
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structure has strong structural strength and can adapt to 

engineering application. The element thickness is 1 mm. 

The element of ring groove with a single split 

mentioned above was designed to work at C-band  

and simulated by full-wave simulations. The simulated 

scattering parameter of the element is shown in Fig. 3 

(a). Figure 3 (b) shows that the insertion loss of  

the element in the x-axis polarization direction is close 

to 0 near the 5GHz, the transmission performance is 

ideal. The insertion loss of the element in the y-axis 

polarization direction at 5GHz is below -10db, the 

transmission performance is poor, which meet the 

equation (10). 

Figure 3 (c) shows the simulation result of the 

transmission phase and phase difference of the single 

layer element in the x-axis and y-axis. The transmission 

phase difference of the element in the x-axis and y-axis 

is about 90 degrees at 5GHz. In the frequency range of 

0~9GHz, the maximum difference of transmission phase 

between the two orthogonal directions of x axis and  

y axis is 142 degrees. The transmission phase of the 

transmit-array element in the orthogonal directions of x 

and y axes does not need to satisfy the phase difference 

of 180 degrees. Figure 3 (d) shows the relationship 

between element rotation angle and the change of phase. 

In the subsequent transmit-array design, this relationship 

is used to determine the rotation angle of the element. 
 

 

 
 

Fig. 3. (a) The scattering parameter of the element, (b) 

insertion loss of the element in the direction of the 

orthogonal polarization, (c) the transmission phase and 

phase difference of the element in the orthogonal 

direction, and (d) relationship between element rotation 

angle and the change of phase. 

 

B. Design of transmit-array  

After satisfying the requirement of transmission, the 

requirement of phase compensation needs to be met 

simultaneously. It is well known that the wave radiated 

by a horn antenna can be nearly regarded as a spherical 

wave [13]. When the spherical wave passes through the 

transmit-array, each element in the array should have 

phase modulation to make up for the presence of the 

optical path difference. The sequential rotation technique 

[4] is used to compensate phase for each element in the 

transmit-array.  

The geometry of the single-layer transmit-array is 

shown in Fig. 4 (b). When the spacing of elements is less 

than one half wavelength, the mutual coupling effect 

between elements is strong, the overall performance  

of the antenna is greatly affected. When the element 

spacing is too large, the main lobe decreases and the 

sidelobe increases. In general, when l0 stands for the 

cycle length of the elements, and the α represents the 

angle between the main beam and the vertical direction, 

the cycle length of the elements should be satisfied: 0.5 

λ <l0 < λ /(1+sinα). In this paper, l0=0.6λ is selected as 

the element spacing for this transmit-array.  

The left and right sides of transmit-array are 

completely symmetric, No. 8 of transmit-array is the 

symmetric center line. It contains 225 elements, and their 

phase shift distribution is provided by the rotation. The 

prism effect occurs because the transmission waves have 

equal magnitudes but opposite phase shifts [5]. The left 

side elements of the transmit-array are rotated clockwise, 

and the right ones are counterclockwise. 

Assume that the focal length is f, the cross slot at the 

position coordinate (x, y) needs to be rotated by an angle 

ψ(x,y) relative to the central ones[14-18]. Element 

rotations are set according to: 

   
1

, sin 30
2

x y kx   . (11) 

The rotated angle of each element is shown in Fig. 4 

(a).  
 

 
 

Fig. 4. (a) Rotated angle of each element and (b) 

Schematic diagram of transmit-array. 

 

C. Function of designed beam array antenna 

The transmit-array achieves not only polarization 

switching but also beam-steering. Electronic beam 

steering can be obtained by changing the phase 

distribution on the transmit-array [6]. The elements 

phase on both sides of the symmetry axis are adjusted 

independently, correction of transmission phase delay, 

compensate the space phase difference of the elements, 
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the electromagnetic waves could combine in two 

directions, so the separation beam is obtained in two 

directions. 

When setting clockwise direction as the positive 

direction of element phase compensation, the 

polarization conversion array obtained by the phase 

compensation in a clockwise direction can only be 

applied to the right-handed circular polarized feed 

antenna. Set the counterclockwise direction as the 

positive direction of element phase compensation, the 

polarization conversion array obtained by the phase 

compensation in counterclockwise direction can convert 

the left-circularly polarized incident wave into the right 

circular polarized wave. Therefore, the transmit-array is 

divided into two parts: the left half is set clockwise as the 

positive direction of phase compensation, the right side 

is set counterclockwise as the positive direction of phase 

compensation. 

When the waves pass through the transmit-array, the 

polarization of the incident wave will be changed: from 

LHCP to RHCP, RHCP to LHCP, LP to LHCP and 

RHCP. When working under the LP wave, the incident 

wave will scatter into two beams as LHCP and RHCP sat 

± 30 azimuth angles, as shown in Fig. 5 (a); When 

working under the LHCP wave, the incident wave will 

scatter into two RHCP wave sat ± 15 azimuth angles, as 

shown in Fig. 5 (b); When working under the RHCP 

wave, the incident wave will scatter into two LHCP wave 

sat ± 15 azimuth angles, as shown in Fig. 5 (c). The 

measured radiation patterns are compared later. 
 

 
 

Fig. 5. Operating mode under the: (a) LP, (b) LHCP, and 

(c) RHCP horn antenna. 

 

IV. SIMULATION AND MEASUREMENT 

OF THE TRANSMIT-ARRAY  

A. Simulation of the transmit-array 

Firstly, the operation of the transmit-array under the 

LP horn antenna is simulated by full-wave simulations. 

As a focal source with a gain of 12.15 dBi, a WR-187 

standard waveguide horn is placed above the transmit-

array [19-20]. The focal distance F is 468 mm (F/D = 0.8, 

Fig. 2) as a tradeoff between the spillover and taper 

efficiencies. The center frequency of the LP horn 

antenna is 5GHz. The simulated radiation pattern of the 

transmit-array is shown in Fig. 6 (a). It is easy to see that 

the incident wave is divided into two transmission 

waves: LHCP at +30 azimuth angle and RHCP at -30 

azimuth angle. The radiation mode with transmit-array is 

almost RHCP, and the major lobe points to the desired 

direction. 

Secondly, the second working state is simulated  

the focal source is a 12.0 dBi right-handed circularly 

polarized conical horn. The focal distance F is as same 

as the previous one. The simulated radiation pattern of 

the transmit-array under the RHCP horn antenna is 

shown in Fig. 6 (b). The incident wave was divided into 

two LHCP transmission waves at ±15 azimuth angles. 

The radiation mode with the transmit-array is almost 

LHCP, and the major lobe points to the desired direction. 

The simulated radiation pattern of the transmit-array 

under the LHCP horn antenna is shown in Fig. 6 (c), 

which is rather similar to the result of the RHCP horn 

antenna used as the feed source, except for the direction 

of polarization. 

 

 

 
 

Fig. 6. (a) The simulated radiation pattern of the 

transmit-array under the LP horn, (b) the simulated 

radiation pattern of the transmit-array under the RHCP 

horn, (c) the simulated radiation pattern of the transmit-

array under the LHCP horn, and (d) the physical samples 

of the transmit-array. 

 

B. Measurement of the transmit-array  

The design of the single-layer transmit-array is 

shown in the Fig. 6 (d). To facilitate the test, the design 

of the single-layer transmit-array is carried out by the 

periodic extension, which makes the transverse diameter 

bigger. The overall size of the antenna array is 525mm * 

525mm, which contains 35*35=1225 elements. The 

transmit-array is made of the brass metal plate by laser 

cutting.  

The overall view of test scenarios in an anechoic 

chamber is shown in Fig. 7 (a). Due to circular 
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polarization wave can be synthesized by linear 

polarization wave, only the working condition of the 

transmit-array under the LP wave has been measured. 

The designed transmit-array has been placed between the 

LP horn antenna and the waveguide probe. The LP horn 

antenna working in the 4-8GHz band has been used as 

the feed antenna, which is located 420mm away from the 

transmit-array center. The waveguide probe is placed on 

a robotic arm that can move up, down, left, and right. 

Performing near-field scanning measurements on the 

antenna that loading the transmit-array. Then the scan 

results can be converted into far-field radiation patterns 

by near-field scanning system. 

The contrast of the measured and radiation pattern 

is shown in Fig. 7 (b) and Fig. 7 (c). The major lobe 

points to the desired direction (+30° and -30°) and 

matches the simulation results. Compared with the 

simulation results, the measured main lobe has a slight 

shift that may be caused by machining errors or 

experimental errors. Despite the presence of the shift, the 

beam-steering function of the transmit-array is well 

implemented. 
 

 

 
 

Fig. 7. (a) Overall view in an anechoic chamber, (b) 

measured and simulated radiation pattern of LHCP, and 

(c) measured and simulated radiation pattern of RHCP. 

 

To demonstrate the performances of our proposed 

transmit-array, a comparison with previously published 

work is shown in Table 1. The transmit-array can change 

the polarization of the incident wave and set separation 

beam direction at the same time. The transmit-array has 

a huge advantage in the number of layers and thickness, 

which can reduce the disadvantage of complex array 

structure, the high profile and poor transmission 

performance. 

 

Table 1: Performance comparison 

Ref. TAF BSSA Unit NL RS 

[2] PC and BSe ±20° PRU 5 NO 

[3] PC and BSc ±60° PDU 4 YES 

[7] 

Dual-Band 

Beam-

Steering 

50° PDU 7 NO 

This 

work 
PC and BSe ±30° PRU 1 NO 

TAF=Transmit-array function, BSSA=Beam separation or 

scan angle, NL=Number of layers, RS=Reconfigurable situation, 

PC=Polarization conversion, BSc=beam scanning, BSe=beam 

separation, PRU=Phase-rotation unit, PDU=Phase-delay unit.  

 

V. CONCLUSION  
This paper presents the design and realization of a 

single layer multi-polarization transmit-array antenna, 

which is composed of a feed antenna and single layer 

transmit-array. It overcomes the disadvantages of the 

multilayer transmit-array antenna about the complex 

array structure, high profile and poor transmission, 

which only consists of pure metal transmission type 

elements according to the sequential rotation technique. 

It has three working conditions under different 

polarization of the incident wave, and it can switch the 

polarization of the incident wave and set separation beam 

direction at the same time, that can fully adapt to 

diversified work requirements. The measurement results 

are in agreement with the theoretical and simulation 

results. 
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Abstract ─ A 94-GHz dual-polarization low-sidelobe-

level slot array antenna is proposed. A 2x2-slot cavity-

backed subarray is adopted as the basic unit of the array. 

A high-isolation orthogonal-mode transducer (OMT) 

with a simple structure is used to excite the dual-

polarization subarray. The realization of a low sidelobe 

level depends on the amplitude-weighted waveguide 

feed network. A novel unequal power dividing ratio but 

equal phase (UPEP) single-ridged waveguide divider is 

presented for the construction of the vertical polarization 

(VP) array feed network. A 16x16-slot low-sidelobe-

level dual-polarization array antenna is fabricated. The 

machining difficulties of the W-band array are reduced 

by using simpler structures. The measured results show 

that the impedance bandwidth is greater than 7.3 GHz, 

while the first sidelobe levels are lower than -20.1 dB for 

both polarization arrays within the operating bandwidth. 

The measured gain is higher than 30.9 dBi for the two 

polarization arrays with an antenna efficiency better than 

64% . 

 

Index Terms ─ Dual-polarization, low sidelobe level, 

slot array antenna, W-band. 

 

I. INTRODUCTION 
Fully polarimetric radar has advantages in anti-

interference properties and has received increasing 

attention in recent years. The dual-polarization antenna 

is the key part of achieving the polarization agility of a 

fully polarimetric radar system [1]. The reported dual-

polarization reflector antenna and lens antenna have a 

high gain but suffer from a high profile [2-3]. 

Most reported dual-polarization planar antennas are 

based on dielectric substrates because of their low profile 

and low cost [4-9]. Microstrip patch antennas were used 

as the dual-polarization radiating elements in [5-8]. High 

isolation between the two polarization arrays has been 

achieved by multilayer feed networks; however, these 

antennas have a low radiation efficiency due to the large 

loss of the microstrip feed network. In [8-9], a substrate-

integrated waveguide feed network was used, and the 

antenna efficiency increased but remained at a low  

level because the dielectric loss could not be ignored, 

especially in the millimeter-wave band. 

Waveguide slot antennas employ a low-loss feed 

network, leading to an easier realization of a low 

sidelobe level, which has been widely used in the milli-

meter wave band [10-12]. However, these slot arrays are 

actually series-fed, which results in a narrow bandwidth 

due to the long-line effect. 

The basic units of the cavity-backed slot antennas in 

[13-17] use the resonance mode in the cavity to feed the 

slots instead of a conventional feed network, which 

results in lower feeding loss and wider bandwidth. In 

addition, corporate feed networks are adopted in cavity-

backed slot arrays, resulting in high-gain and wideband 

performance. Due to the good performance, a large 

number of cavity-backed slot array antennas with 

different radiating elements, different transmission lines 

and different frequencies have been studied and reported 

[13-21]. Few of these studies have mentioned low-

sidelobe-level design in a dual-polarization array, 

however, for radar systems, low-sidelobe-level antennas 

can improve the anti-jamming ability of the system. 

The goal of this paper is to present a method to 

design the wideband high-gain dual-polarization slot 

array antenna with a low-sidelobe-level design in the  

W-band. First, we introduce the basic unit of the dual-

polarization array and analyze the working mechanism 

of the orthogonal-polarization feeding structure. Next, 

we introduce the design of the unequal power dividing 

ratio but equal phase single-ridge waveguide divider in 

detail. Finally, a 16x16-slot dual-polarization array with 

a low sidelobe level is fabricated and measured to verify 

the design method. 

 

II. ANTENNA DESIGN 
The total structure of the proposed W-band dual-
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polarization 16x16-slot cavity-backed array antenna is 

shown in Fig. 1. The antenna consists of six metal layers. 

The upper two layers are the radiating part of the  

array, and the third and fifth layers are the 1-to-64-way 

amplitude-weighted feed networks of the vertical 

polarization and horizontal polarization arrays. The 

power-weighted feed-networks are composed of the 

UPEP rectangular waveguide dividers and UPEP single-

ridge waveguide dividers. The isolation bars and 

coupling windows are in the fourth layer, and they are 

the key to realizing high isolation between the feed 

networks of the two polarization arrays. The sixth layer 

is the backboard, and two WR-10 standard waveguides 

with an FUGP-385 flange are used as the feeding ports.  

 

5. 1-to-64 V-pol. 
feed-network

3. 1-to-64 H-pol. 
feed-network

6. Back-board

2. Step cavities

1. Radiating slots and 
upper cavities

4. Isolation bars and 
coupling windows

y

x

z

 
 

Fig. 1. Configuration of the dual-polarization array. 

 

A. The dual-polarization cavity-backed slot subarray  

As shown in Fig. 2, the basic unit of the array is a 

cavity-backed 2x2-slot subarray. Circular radiating slots 

and square cavities with large fillets are used instead of 

the narrow slots and irregularly shaped cavities in [13] to 

reduce the machining difficulties in the W-band. The 

radiating slots and the upper cavity have a rotationally 

symmetrical structure that can radiate uniformly for  

both polarizations. The radiating part is fed by a square 

waveguide, and a step cavity is adopted to improve  

the impedance bandwidth of the feed waveguide. The 

horizontal-polarization (HP) electromagnetic (EM) wave 

is fed from an E-plane rectangular waveguide through 

the z-direction coupling window etched on the sidewall 

of the square waveguide, and the VP EM wave is fed  

by a single-ridged waveguide through the y-direction 

coupling window on the bottom of the square waveguide. 

Upper cavity

Step cavity

Square waveguide
V-pol. Port

y

x

z

Coupling 

windows

Isolation bar H-pol. Port

 
 

Fig. 2. Configuration of the basic unit in the array. 

 

As shown in Fig. 3, the isolation bar can cut off the 

HP EM wave, while the z-direction coupling slot can cut 

off the VP EM wave, the isolation between the two ports 

can be estimated by formula (1): 

 
1020log ,L

sI e  (1) 

where α is the attenuation constant of TE10 mode, L is 

the sum of hv, hh and t. As depicted in Fig. 4, the isolation 

between HP and VP ports is lower than -45dB among 

88GHz~100GHz. Compared with the feeding structure 

in [21], the orthogonal-mode transducer adopted in our 

work has a more compact structure and a higher isolation 

so that the two polarization feed-networks can be 

designed independently. 

 

Isolation bar

Coupling 
window

Coupling window

z

x

Electric field of the 
TE10 mode is cut off by 
the coupling window

H-pol. port

(TE10 mode)

V-pol. port

(TE01 mode)

Common port
(TE10  mode)

 
 

(a) Electric field distribution in the OMT (H-pol.) 
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z

y

Electric field of the 
TE01 mode is cut off by 

the isolation bar

Coupling window

Isolation bar

Coupling 
window

V-pol. port

(TE01 mode)

H-pol. port

(TE10 mode)
 

(b) Electric field distribution in the OMT (V-pol.) 

 

Fig. 3. Working mechanism of the OMT. 
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Fig. 4. Simulated performance of the subarray. 

 

The EM simulation software Ansoft HFSS is used 

to analyze the performance of the antenna. The S-

parameters and gain of the basic unit are depicted in  

Fig. 4, and the radiation patterns of the basic unit are 

exhibited in Fig. 5. The reflection coefficients of the VP 

and HP units are lower than -10 dB over the frequency 

range of 88.5 GHz~96.8 GHz. The simulated gain  

is higher than 14 dBi, and the cross-polarization 

discrimination (XPD) is lower than -39 dB in both planes 

for the two polarization units. 

 

 
 

Fig. 5. Radiation pattern of the subarray (94GHz). 

B. Design of the UPEP waveguide dividers  

When using the 2x2-slot unit to build a wideband 

large-scale array, the low-sidelobe-level performance of 

the array antenna needs to be realized by an amplitude-

weighted corporate feed network. 

The UPEP waveguide divider is the basic unit of  

the amplitude-weighted feed network in rectangular 

waveguide (RWG). The characteristic impedance of Z0 

and phase constant β of the TE10 mode in a rectangular 

WG are listed in (2) and (3):  
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
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
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where a and b are the broad wall width and narrow width 

of an RWG. The realization of the UPEP RWG divider 

is through tuning the narrow wall width of RWG. This 

method can be used to build the VP amplitude-weighted 

feed network. However, a UPEP single-ridge waveguide 

divider should also be designed to build the HP 

amplitude-weighted feed network. 

Unlike the RWG, the electric field and magnetic 

field distributions in an SRWG are more complicated. At 

present, there are few studies on a UPEP single-ridge 

waveguide divider. 

The key to realizing a UPEP divider is to find a 

waveguide parameter that affects the characteristic 

impedance (Ze) of the waveguide but has a small effect 

on the guide wavelength (λg). Figure 6 shows curves of 

the characteristic impedance and guide wavelength of a 

single-ridge waveguide with different values of the ridge 

width a2; for the SRWG, when the ridge height b2 is close 

to the height of the waveguide b2, the ridge width a2  

is proportional to the characteristic impedance Ze but 

independent of the guide wavelength λg. 
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Fig. 6. Simulated results of a single-ridge waveguide. 
 

Based on this discovery, we proposed the UPEP 

single-ridge waveguide divider, which is shown in Fig. 

7. A power splitting SRWG section is added to both 
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output WGs. The ridge heights of the two SRWG 

sections are close to the height of the SRWG (b2≈b1). By 

adjusting the ridge width of the two SRWG sections, an 

unequal power dividing ratio but equal phase can be 

achieved. An impedance matching section is placed at 

the input port to broaden the bandwidth. The impedance 

of this section can be calculated by formula (4): 

 
1 0 2 3 2 3( ).Z Z Z Z Z Z   (4) 

 

Port 2

Port 3

Port 1

Impedance 
matching section

Power-splitting 
WG section

ai0

ai2

ai1

w

t

bi1

bi0

b

Z0

Z1

Z2

Z3

 
 

Fig. 7. The proposed UPEP single-ridge waveguide 

divider. 

 

Figure 8 shows the performance of the designed 

UPEP single-ridge waveguide divider. The power 

dividing ratio is 3.5 dB, and the absolute value of the 

phase deviations is less than 5 degrees between the two 

output ports, while the reflection coefficient is less than 

-18 dB in the frequency range of 88 GHz~100 GHz.  
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Fig. 8.  S-parameters of the proposed UPEP divider.  

 

C. Design of the amplitude-weighted feed-network 

To realize the low sidelobe level of a large-scale 

array, we used the 2x2-slot dual-polarization subarray  

to build a 16x16-slot array. Two kinds of 1-to-64-way 

amplitude-weighted waveguide feed networks are 

designed in this section. 

Based on the proposed UPEP single-ridge 

waveguide divider, a 1-to-64-way amplitude-weighted 

corporate feed network is built for the HP array. The 

amplitude-weighted feed network for the VP array 

consists of the UPEP rectangular waveguide divider 

proposed in previous work. Figure 9 shows the 

configuration of the H feed networks. A 25 dB Taylor 

synthesis is used to obtain the normalized amplitude 

coefficient of each output port in the two feed-networks. 
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(a) Configuration of the VP array feed-network 
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(b) Configuration of the HP array feed-network 

 

Fig. 9. The designed amplitude-weighted feed-networks.  

 

Three UPEP power dividers with power splitting 

ratios of 4.25 dB, 2.9 dB and 1.47 dB are required for 

each feed network. Their corresponding positions are 

also shown in Fig. 9.  
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The feed ports of the array are two WR-10 standard 

waveguides with an FUGP-385 flange. As shown in Fig. 

10, a vertical transition from the single-ridge waveguide 

to the WR10 standard waveguide is introduced in  

the feed networks. The S-parameters of the vertical 

transition are shown in Fig. 11. The results indicate that 

the transition structure has a reflection coefficient of less 

than -22 dB in the frequency range of 88 to 100 GHz,  

a relative bandwidth of approximately 25.6%, and an 

insertion loss of less than 0.05 dB in the same frequency 

range. 
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Fig. 10. Vertical transition from SRWG to RWG. 
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Fig. 11. Simulated performance of the vertical transition. 

 

The simulated performance of the designed VP and 

HP amplitude-weighted feed networks are shown in Fig. 

12. The absolute values of the phase deviation are less 

than 8 degrees among the 64 ports, and the absolute values 

of the amplitude differences are less than 0.25 dB in the 

frequency range of 89.2 GHz ~ 98.2 GHz. Moreover, the 

reflection coefficients of the HP and VP input ports are 

less than -10 dB from 88.5 GHz to 97.5 GHz. 

 

 
(a) Performance of the HP array feed-network 

 
(b) Performance of the VP array feed-network 

 

Fig. 12. Simulated results of the feed-networks. 

 

III. MEASUREMENT AND RESULTS 
The designed dual-polarization 16x16-slot cavity-

backed array antenna consists of six aluminum plates and 

is shown in Fig. 1. These aluminum plates are machined 

by milling and bonded by a vacuum brazing process. The 

smallest milling cutter used during machining is 0.3 mm 

in diameter. The surface roughness inside the waveguide 

cavity after processing is Ra1.6. The manufacturing 

tolerances of the array antenna are analyzed by the HFSS 

software. Figure 13 shows the prototype of the proposed 

antenna. 

The average thickness of each layer of solder after 

bonding is less than 0.02 mm, which is within an 

acceptable range. The reflection coefficient and isolation 

of the two polarization input ports of the array antenna 

were measured by the R&S ZVA-Z110 vector network 

analyzer. The results are shown in Fig. 14. The reflection 

coefficients of the HP and VP ports are less than -10 dB 

in the frequency range of 89.2GHz~ 96.5GHz, and the 

relative bandwidth is approximately 7.8%. The isolation 

between the two polarization feed ports is better than  

45 dB in 88 GHz ~100 GHz.  
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Fig. 13. Prototype of the fabricated array antenna. 
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Fig. 14. Measured S-parameters of the proposed array. 

 

The radiation performance of the dual-polarization 

array was measured by a W-band far-field antenna 

testing system in an anechoic chamber. The antenna 

measurement environment is shown in Fig. 15. 

 

 
 

Fig. 15. Antenna measurement environment. 

 

 

Figure 16 shows the measured and simulated gains 

of the antenna. A gain curve considering the metal loss 

and surface roughness is also added to the figure for a 

comparison. The measured gain for the VP array is 

higher than 31 dBi, and the measured gain for the HP 

array is higher than 30.9 dBi from 90 GHz to 96 GHz. 

The measured gain is approximately 0.6 dB lower than 

the simulated gain, which is caused by errors in the 

processing and measurement. The measured efficiency 

of the two polarization arrays is higher than 64% over 

the entire working band. 

 

 
 

Fig. 16. Measured gain of the proposed array. 

 

A comparison between the measured and simulated 

radiation patterns is shown in Fig. 17. The measured 

sidelobe levels for the VP and HP arrays are lower than 

-21 dB and -20.1 dB in both planes, respectively. The 

XPDs for both polarization arrays are lower than -35 dB 

in both planes. The measured and simulated results are 

highly consistent, which verifies the validity of the 

design method. 

 

 
(a) Radiation pattern of the VP array (94GHz) 
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(b) Radiation pattern of  the HP array (94GHz) 

 

Fig. 17. Measured radiation pattern of the proposed 

array. 

 

Table 1 presents a comparison of the antenna 

presented in references and our work. The performance 

comparison includes the center frequency, realized gain, 

impedance bandwidth, sidelobe-level, cross-polarization 

discrimination, antenna efficiency, and fabrication 

difficulties. The results indicate that the antenna in our 

work has the lowest sidelobe level with wideband and 

high-gain performance characteristics. 

 

Table 1:Performance comparison of the reported planar 

dual-polarization antenna and our work 

Ref. [13] [19] [20] [21] [4] 
Our 

Work 

Freq. 

[GHz] 
60 60 60 60 94 94 

Gain 

[dB] 
32.2 22.3 12.5 16.5 13.3 31.2 

BW. 8% 17% 22% 15% 7% 7.8% 

SLL. 

[dB] 
-13 -12.3 -10 -13 -10 -20.1 

XPD. 

[dB] 
<-25 <-20 <-10 <-30 <-9 <-35 

Effc. 80% 72% 70% 65% 50% 64% 

Fabr. 

Diffic. 
Medium Low Low High Low Medium 

 

IV. CONCLUSION 
A 94-GHz dual-polarization low-sidelobe-level 

16x16-slot cavity-backed array antenna is proposed. A 

high-isolation orthogonal mode transducer with a simple 

structure is used to excite the 2x2-circular-slot cavity-

backed subarray. A new UPEP single-ridge waveguide 

divider is proposed for the construction of the amplitude-

weighted corporate feed network. The measured first 

sidelobe levels are lower than -20.1 dB for both arrays 

from 90 GHz to 96 GHz. The measured results indicate 

that the fabricated W-band array antenna has wideband 

and high gain performance characteristics, which 

commendably satisfies the requirements of the W-band 

fully polarimetric radar system. 
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Abstract ─ In this article, the broad-band SIW slot 

antenna is proposed for V-band applications, I shaped 

slot is used in this design and useful for millimeter-wave 

communication applications. The material used in this 

design is RT-Duriod 5880 with 𝜀2=2.2 with a thickness 

of 0.381mm and copper thickness is 35um. The proposed 

antenna is designed, simulated, printed and tested. The 

antenna has an impedance bandwidth of 5.1GHz ranges 

from 57GHz to 62.1GHz and discusses the parameters 

like VSWR, radiation patterns, gain. The antenna has 

validated with comparison of simulation and measured 

results. 

 
Index Terms ─ Gigabit fidelity (GIFI), millimeter waves 

(MMWs), substrate integrated waveguide (SIW), system 

on substrate (SoS), waveguide (WG). 
 

I. INTRODUCTION 
The microwave frequency is not sufficient to fulfill 

the requirements of the present day to day scenario and 

need to switch next frequency is called millimeter-wave 

[2, 11] and covers a frequency range from 30 to 300GHz. 

In the last decade, the trends of the millimeter-waves 

were rapidly growing due to growth of academia, 

industry and personal applications. The millimeter 

wireless communication application is one unlicensed 

band in the millimeter-wave frequency with 7GHz 

bandwidth: covers a frequency range 57-64GHz [2,  

4-5] and named has 60GHz band for automotive radar 

applications discussed in [1].  

The researchers and academics have more interest in 

60GHz band due to its huge availability of bandwidth. 

The wireless system plays a predominant role in gigabit-

fidelity (GiFi) in wireless communication [2]. The 

60GHz communication limits its range due to high levels 

of rain attenuation, oxygen absorption in 60GHz 

propagation characteristics and it is striking for short 

range applications [3]. This is also a highly secure and 

interference free communication due to operating for 

short range applications.  

The high frequency applications, mostly preferred 

transmission line is SIW [4], one from of substrate 

integrated circuits (SICs). It has etched two rows of vias 

connected in top to bottom plane through substrate and 

also implemented for active, passive components, 

antenna due to system on substrate (SOS) technology 

used for development.  

The cut off frequency of dielectric filled rectangular 

waveguide is represented in equation 1.The dominant 

mode of the rectangular waveguide is TE10 and 

simplified formulae for a width of the rectangular 

waveguide as mentioned in equation 2:  

        𝑓𝑐 =
𝐶

2𝜋∗𝜀𝑟

√(
𝑚𝜋

𝑎
)

2

+ (
𝑛𝜋

𝑏
)

2

,                      (1) 

        𝑎 =
𝑐

2∗𝑓𝑐∗𝜀𝑟
.                                  (2) 

DFW is filled with two rows of holes is called SIW 

and their representation as shown in Fig. 1 (c). The 

standard equation is used to find the width of the SIW is 

represented in equation 3: 

    𝑎𝑅 = 𝑎𝑆 −
𝑑2

0.95𝑠
.                          (3) 

The diameter of vias (d) and spacing between vias 

(s) plays very important role in SIW, reduce radiation as 

well conductor loss. The standard conditions are 

revealed in equation 4. [5-7]: 

           𝑑 ≤
𝜆𝑔

5
     and    𝑠 ≤ 2𝑑.                         (4) 

The some of the literature discussed has follows, 

Tomas et al. [6] introduced array based microstrip patch 

antenna fed by microstrip for high gain applications with 

6x8 array. It has an impedance bandwidth of 1.1GHz, 

gain is 21.6dBi. Shrivastava et al. [7] proposed a SIW 

feed antipodal linear tapered slot antenna (ALTSA) for 

millimeter wireless applications that has a resonant 

frequency of 60GHz with 1.5GHz bandwidth, gain is 

16.3dBi and slot loaded with different dielectric shapes 

for gain improvement; rectangular, triangular, and 

exponential are reported.  

The SIW feed SIW based slot antenna is proposed 

by Gong and his team [8] for millimeter wireless 

applications. They are investigated wide width slot  

to satisfy the operating band of millimeter wireless 

applications, impedance bandwidth is 3.25GHz and  

gain is 6dBi. Ramesh et al. [9] introduces a SIW feed 

exponentially tapered slot antenna for 60GHz 

applications with a bandwidth of 0.8GHz and gain of 

10dBi. The 1x2 array based exponentially tapered slot 

antenna is invented by Ramesh et al. [10] for V-band 
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applications and resonates at 60GHz; impedance 

bandwidth is 1.3GHz and gain is 11.2dBi. 

Yue et al. [11] proposed a slot antenna with CPW to 

slot transition for polarization reconfigurability. It has 

600MHz bandwidth at 2.4GHz and pin diode used  

to generate two polarizations those are horizontal and 

vertical polarization. Yui et al. [12] proposed a CPW fed 

slot antenna for dual polarization, one as 670MHz 

bandwidth at 2.4GHz and another as 840MHz bandwidth 

at 2.4GHz. The monopole fed with hybrid slot was 

presented by Guoping et al. [13] for wireless 

communication applications. This design has more 

bandwidth compared to slot, monopole and has a 

bandwidth of 3.8GHz. 

The detail enlargement of the article is as follows. 

The design appraisal of an antenna, the optimal 

parameters is used for the design is represented in 

Section 2. The Section 3 give the clear outline of the 

generalized antenna parameters and also discuss the 

comparison of simulation, measurement results. Finally, 

the conclusion is explored in Section 4 followed by the 

references. 

 

II. GEOMETRIC CONFIGURATION 
The Fig. 1 represents schematic representation of 

the proposed antenna, length of microstrip is quarter 

wavelength (𝜆/4) and tapering wavelength can be 

considered any value to improve the performance [15]. 

The Fig. 1 (a) shows a top view of two antennas, antenna 

1 has rectangular slot and indicated with symbol $1. The 

antenna 2 has shape of I shaped slot, indicated as $2. The 

width (W3) and length (L3) of the slots are represented 

below:  

  𝜆 4⁄  ≤ 𝑊3  ≤ 𝜆
2⁄ ,                            (5) 

         𝐿𝑠 ≤ 𝑊3 .                                   (6) 

The rectangular slot achieves a 2.1GHz bandwidth. 

To improve bandwidth, two parallel rectangular slots are 

introduced and finally, shape is modified to I shape, 

indicated as $2. This structure has a bandwidth of 

5.1GHz and their design parameters are described in 

Table 1. The Fig. 1 (b) and Fig. 1 (c) represent the bottom 

view and side view of an antenna. The material used in 

this design is Rogers substrate with dielectric value of 

2.2 and thickness is 0.381mm. 

 

Table 1: Specifications used for the design 

Parameters 
Dimensions 

(mm) 
Parameters 

Dimension 

(mm) 

W1/W2/W3 0.85/2.4/1.93 L1/L 5.6/7.1 

W 14 L2=L3 0.85 

W5 4.755 L4/Ls 0.95/1.2 

D2/D/S 1/0.3/0.6 L5/L6 0.87/2.02 

Ws 2.93 W4 0.15 

 

.  

 
(a) 

 
                                  (b)                                 (c) 

 

Fig. 1. Proposed antenna structure: (a) top view, (b) 

bottom view, and (c) side view. 

 

The fabricated prototype of a proposed antenna is 

represented in Fig. 2 and 1.85mm diameter female 

connector model is used to measure the results. The 

diameter D2 in both sides of structure was introduced to 

hold the connector and is separated by W5 from the 

middle of the feed. 
 

  
                (a) Top view              (b) Bottom view 

 

Fig. 2. Fabricated prototype: (a) top view and (b) bottom 

view.  
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III. RESULT AND DISCUSSION 
The computer simulation technology studio suite 

software is used to design and simulate the antenna. The 

simulation results of this design in terms of S11 and 

VSWR is revealed in Fig. 3.  

 

 
        (a) Reflection coefficient 

      
        (b) VSWR 

 

Fig. 3. Simulation results: (a) reflection coefficient and 

(b) VSWR.  

 

The Fig. 3 (a) represents the reflection coefficient of 

two antennas, those are rectangular slot and I shaped slot. 

The antenna 1 ($1) has an impedance bandwidth of 

2.1GHz with a resonant frequency of 60GHz and their 

S11 is -31dB. The proper alignment of antenna 2 ($2) that 

is I shaped slot will produce an impedance bandwidth  

of 5.1GHz and ranges from 57GHz to 62.1GHz. It 

resonates 57.493GHz, 60.7GHz frequencies respectively 

and their reflection coefficient values are -29.137dB,  

-23.604dB. The main aim is to improve the bandwidth 

and antenna 2 (I shaped slot) results are discussed in 

further. The Fig. 3 (b) describes the VSWR of a proposed 

antenna and it also produces 5.1GHz bandwidth with 

reference of the VSWR=2 line. The VSWR values are 

1.0738 at 57.493GHz and 1.1422 at 60.70GHz. 

A. Parameter optimization 

The Fig. 4 represents the parameter optimization of 

a proposed design those are SIW length (L1), slot length 

(L5), and the gap between two slots (L6). The Fig. 4 (a) 

represented S11 for SIW length (L1) for three values 

5.2mm, 5.6mm, 6mm respectively. The change of L1 will 

affect the resonant frequency and moves upward to the  

-10dB reference line. The increasing length will decrease 

the bandwidth due to moving above the -10dB line. The 

main aim of the design is to improve the bandwidth and 

L1=5.6mm is best optimized parameter compared to 

another two values. 

The Fig. 4 (b) represents S11 for different values of 

slot length (L5) those are 0.85mm, 0.87mm, 0.9mm and 

their bandwidth are 4GHz, 5.1GHz, 5GHz. Based on the 

bandwidth, L5=0.87mm chosen for the design. The S11 

for different values of L6 (gap between two rectangular 

slots) is described in Fig. 4 (c) and three values are 

considered for analyzation of S11 performance and 

mainly bandwidth is considered for a chosen of L6 value. 

The change in L6 will affect the bandwidth and 

L6=2.02mm is chosen for this design and provides the 

better bandwidth. 

 

 
(a) L1 

 
(b) L5 
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(c) L6  

 

Fig. 4. Frequency versus S11: (a) L1, (b) L5, and (c) L6. 

 

B. Simulation versus measurement results 

The comparison of simulated and measured result is 

represented in Fig. 5 and the Fig. 5 (a) indicate frequency 

versus S11. The simulation and measurement bandwidth 

value (5.1GHz) is same but differ resonant frequency 

values. The Fig. 5 (b) represent VSWR result, match with 

reflection coefficient and clear differences of simulated, 

measured results are tabulated in Table 2. Where SR 

representes simultion results and MR representes 

meaasurment results. 

The radiation pattern at two resonant frequencies 

(57.5GHz and 60.7GHz) is represented in Fig. 6. The 

Figs. 6 (a) and 6 (b) describes the E-field, H-field pattern 

and different colors are used to differentiate the results. 

The E-field provides bi-directional radiation patterns and 

H-field provides omini directional pattern. The stable 

radiation pattern are observed and fit to use in millimeter 

wireless applications. 

 

 
 (a) Reflection coefficient 

 
     (b) VSWR 

 

Fig. 5. The comparison of simulation and measurement 

results: (a) reflection coefficent and (b) VSWR. 
 

 
57.5 GHz                           60.7GHz 

(a) E-Field 

  
57.5 GHz                           60.7GHz 

(b) H-Field 

 

Fig. 6. Farfield patterns at resonant frequencies: (a) E-

Field and (b) H-Field. 

 

The frequency versus gain (dBi) of a proposed 

antenna is represented in Fig. 7 and different color lines 

are used to distinguish the simulation (blue) and 

measurement (red) results. The close match is observed 

between simulation, measured results and their values 

are 7.6dBi, 7.61dBi at 57.5GHz, 9dBi, 8.9dBi at 60GHz 

and 8.75dBi, 8.65dBi at 60.75GHz. The comparison of 

existing literature with proposed design is tabulated in 

the Table 3 and observed that the proposed design as 

improved bandwidth is around two times with existing 

literature, size miniaturization and average gain. 
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Fig. 7. Frequency vs. gain (dBi). 

 

Figure 8 represents the E-field pattern of two 

antennas at 60GHz and shows the flow of fields. The 

efficiencies of this design has been revealed in Fig. 9 

with a frequency between 57GHz to 62GHz; observed 

radiation efficiency is approximately 86% and 82% of 

transmission efficiency. 

 

 
 

Fig. 8. E-field distribution at 60GHz. 

 

Table 2: Comparision of simulation and measurement 

S.No. Method 
Resonant 

Frequency 

(GHz) 

Reflection 

Coefficient 

(dB) 
VSWR 

1 
SR 57.493 -29.173 1.0738 
MR 57.48 -13.99 1.498 

2 
SR 60.70 -23.604 1.1422 
MR 60.71 -30.75 1.06 

 

Table 3: Comparison with existing literature 

S.No. Ref. Antenna Size [mm3] Substrate used in the Design Gain (dBi) Bandwidth (GHz) 

1. [11] 34 x 24.75 x 0.85 Rogers, εr =2.2 21.6 1.1 

2. [12] 44.61 x 9.93 x 0.381 Rogers, εr =2.2 13.7 3 

3. [13] 25 x 16 x 0.635 Rogers, εr =2.2 6 3 

4. [14] 33.5 x 18 x 0.787 Rogers, εr =2.2 10 0.8 

5. [15] 35.5 x 18 x 0.787 Rogers, εr =2.2 11.2 1.3 

6. Proposed 15 x 10.7 x 0.381 Rogers, εr =2.2 9 5.1 

 

 
 
Fig. 9. Efficiencies of an proposed antenna. 

 

 

 

 

IV. CONCLUSION 
The I shaped SIW slot antenna has been introduced 

for millimeter-wave wireless applications and size is 

15x10.7x0.381mm. The antenna is designed, simulated 

by computer simulation technology (CST) studio suite 

and tested generalized parameters of antenna like 

reflection coefficient, VSWR, radiation pattern, and gain 

are discussed. The measured impedance bandwidth is 

around 5.1GHz ranges from 57.02 to 62.09 GHz and gain 

at 60GHz is 8.9dBi. The antenna has good agreement 

between simulation and measurement results. This 

antenna is suitable for short-range, broadband, high data 

rate due to its operating frequency and used for 

applications like WLAN, GIFI, WPAN. 
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Abstract ─ A novel compact bowtie slotted circular 

patch antenna with quad-band notched characteristics  

is demonstrated in this work. The presented prototype  

is ascertained on FR-4 substrate. Initially, an Ultra-

Wideband (3.1-10.6 GHz) antenna is achieved. Later, 

undesirable bands between 3.55-5.16, 5.52-5.73, 6.44-

6.78 and 7.61-10.6 GHz are eliminated by incorporating 

slots in the patch. By proper optimization of the patch as 

well as ground plane, four resonant bands are achieved 

between 2.56-3.53, 5.22-5.5, 5.7-6.4 and 6.81-7.53 GHz 

supporting LTE2500, WiMAX, WLAN, and X-band 

applications. For good impedance matching, the antenna 

employs a very unique bat-shaped defected ground plane 

structure. The peak gain of 3.7 dB is obtained by the 

proposed radiator. A good agreement is observed between 

the measured and simulated results.  

 

Index Terms ─ Bowtie slotted antenna, defected ground 

structure (DGS), notched bands, WiMAX, WLAN, X-

band.  
 

I. INTRODUCTION 
In recent years, a lot of attention is acquired by 

UWB systems for commercial applications. For Ultra-

wideband (UWB) systems, the band between 3.1-10.6 

GHz is allocated by FCC (Federal communication 

commission) which has attracted the researchers from 

the academic and industrial background for current and 

future small range wireless applications. Recent works 

exhibit intensive research on UWB antennas due to 

features such as low cost, high data throughput, low 

power consumption, and small size. [1-6]. In order to 

design an UWB antenna, there are certain challenges 

which antenna designers have to deal with. As the 

operating range of the UWB antenna is wide so there is 

a possibility of interference of different frequency bands 

such as LTE 2500, Wi-Max at 3.5/5.5 GHz (3.3 to  

3.7 GHz and 5.15-5.85 GHz), WLAN2 systems at 5.2/ 

5.8 GHz (5.15-5.35 and 5.725-5.825 GHz), and X-band 

at 660 MHz/7.10-7.76 GHz [7-9]. To mitigate this 

problem, rather than using an extra filter, UWB antennas 

with inherent band notch characteristics are deployed 

which reduces the area, complication and cost of an 

UWB system. 

Recent work reports several UWB antennas with 

one or more notch bands [10-18] by using different band 

notching techniques. A fork shaped antenna with a total 

size of 42×24×1.6 mm3 and a defective ground structure 

(DGS) is demonstrated for ultra-wideband applications 

with triple notch bands [10]. A J and U-shaped slotted 

antenna with an overall substrate size of 47×40×1.6 mm3 

is reported with WLAN and WiMAX band notch function 

[11]. In [12], a dual band-notched antenna consisting of 

half ring-shaped resonator and a trapezoidal ground is 

presented. A rectangular notched-band antenna with 

overall dimensions of 48×50×1 mm3 with electromagnetic 

bandgap structures on CPW feed-line is presented [13]. 

A UWB antenna featuring triple notch bands using a C-

shaped and U-shaped inversion slots and a modified 

ground plane with L-shaped slot is reported [14]. In [15], 

an UWB antenna with two split ring resonators (SRRs) 

to obtain notch filters in 5-6 GHz WiMAX/WLAN bands 

is demonstrated with a substrate size of 44.6×78 mm2.  

A diamond-shaped SIR (stepped impedance resonator) 

ultra-wideband antenna with CPW-feed with dual rejected 

bands is reported [16]. By inserting a rectangular slot in 

the radiation patch and a slot in the feedline, a UWB 

antenna with a compact size of 33×32×1.5 mm3 is 
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obtained with suppression of the dual bands [17]. A 

30×40×1.6 mm3 circular UWB antenna with WLAN 

band rejection characteristic is proposed by engraving 

rectangular split ring resonators (RSRRs) structure in the 

radiator [18]. 

In this work, a miniaturized microstrip-fed circular 

notched band antenna is presented and realized. The 

quad notched bands are obtained by incorporating 

bowtie and U-shaped slots in the circular patch. A bat 

shaped defected ground and a rectangular structure at the 

bottom layer of the substrate also contributes in 

obtaining the notch bands. By modifying and optimizing 

the size and the positions of the slots, the band-notched 

characteristics of the antenna can be achieved to reject 

the complete operating bands of the 3.55-5.16, 5.52-5.73, 

6.44-6.78 and 7.61-10.6 GHz. The proposed antenna 

thus rejects the WLAN, WiMAX, X-band and 8 GHz 

ITU bands. 

 

II. ANTENNA STRUCTURE 
Figures 1 (a) and (b) show the layout of the proposed 

antenna. CST®MWS® is used for design and simulation 

purposes. A circular radiating patch of radius, a=11 mm 

fed by 50 Ω microstrip feeding line is proposed. The 

circular radiating structure consists of optimized bowtie 

and inverted U-shaped slot. A bat like defected structure 

is incorporated at the ground plane. The antenna also 

employs a rectangular optimized structure above the  

bat-shaped ground plane, whose placement and size is 

adjusted. The following equations are used to design the 

antenna [19]: 

             𝑎 =
𝐹

{ 1+
2ℎ

𝜋𝜀𝑟𝐹
 [ln(

𝜋𝐹 

2ℎ
)+1.7726]}

1/2,                 (1) 

      𝐹 =
8.791×109

𝑓𝑟√𝜀𝑟
,                              (2) 

   𝑎 = 𝑎 {1 +
2ℎ

𝜋𝑎𝜀𝑟
 [𝑙𝑛 (

𝜋𝑎

2ℎ
) + 1.7726]}

1/2

,         (3) 

    (𝑓𝑟𝑒)110 =
1.8412𝒱𝑜

2𝜋𝑎𝑒√𝜀𝑟
.                           (4) 

 

 
             (a) 

 
            (b) 

 

Fig. 1. (a) Top and (b) bottom (all dimensions are in mm). 
 

In the above equations, the radius of the radiating 

patch is represented by a, height of the substrate by h, the 

relative permittivity of the substrate by εr whereas the 

resonant frequency is denoted by fr. The proposed design 

with overall dimensions of 29.5×25 mm2 is realized on 

1.59 mm thick FR4 substrate with εr=4.3 and tan 

δ=0.025.  

 

III. DESIGN CONFIGURATION AND 

WORKING MECHANISM  
Figure 2 (a) shows the step by step progression of 

the proposed prototype. Figure 2 (b) illustrates the S11 for 

all the stages of the design to understand the working 

mechanism of the proposed antenna. 

First of all, antenna 1 is designed which is a simple 

circular patch above the substrate. The initial structure of 

the antenna is designed to achieve the UWB (3.1-10.6 

GHz) as demonstrated in Fig. 2 (b). The ground located 

at the substrate’s bottom-layer is modified to a bat like 

structure to attain UWB and to enhance wideband 

impedance matching. Afterwards, the required notch 

bands are achieved by further optimization. Antenna 2 is 

obtained by inclusion of a bowtie-shaped slot in the 

circular patch to obtain notch band at X-band. The notch 

band achieved at this step is depicted in Fig. 2 (b). The 

dimensions and placement of the bowtie slots are 

optimized to get the desired results along with sustaining 

good impedance matching. In the next step, a U-shaped 

slot is subtracted from the patch, thus obtaining antenna 

3. The incorporation of U-shaped slot in addition to 

previously obtained antenna 2 provides two notches at 

WLAN and WiMAX bands. Shifting of notch bands is 

observed at the inclusion of slots due to mutual coupling 

between existing and newly incorporated slots. Finally, 

the proposed antenna is achieved by adding a rectangular 

structure above the defected bat-shaped ground structure. 

The structure is modified to obtain the desired notch 

bands thus stopping the X band and 8 GHz ITU band.  

It is clear that proposed antenna has quad notch bands 

ranging from 3.5-5.2 GHz, 5.5-5.7 GHz, 6.45-6.7 GHz, 

and 7.6-11 GHz, thus filtering out potential interference 

from WiMAX, WLAN, X band and 8GHz ITU bands. 
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(a) 

 
 (b) 

 

Fig. 2. (a) Stepwise progression of the proposed antenna, 

and (b) S-plot (S11). 

 

In order to demonstrate the working technique of 

proposed antenna, the surface current density at four 

notch frequencies, i.e., 4.3, 5.6, 6.5 and 9.1 is shown in 

Figs. 3 (a)-(d). It is clearly evident in Fig. 3 (a) that 

current density is around the U-shaped slot at 4.3 GHz. 

Figure 3 (b) illustrates the major current distribution 

around the rectangular structure for 5.6 GHz. Current is 

mainly centered at the bowtie slot and ground structure 

for 6.6 GHz frequency as shown in Fig. 3 (c). Figure  

3 (d) depicts that at 9.1 GHz notch frequency, the 

concentration of current is at the rectangular structure, 

ground plane and around the edges of the bowtie slot. 
 

                
(a)                               (b) 

 
                          (c)     (d) 

 

Fig. 3. Current distribution at: (a) 4.3 GHz, (b) 5.6 GHz, 

(c) 6.6GHz, and (d) 9.1 GHz. 

 

IV. RESULTS AND DISCUSSION 
According to the optimized parameters of the 

prototype the proposed antenna is fabricated and 

measured to validate the performance. Figure 4 

illustrates the top and bottom view of the prototype. 

Measured results are obtained by the Agilent (Key sight) 

Technologies PNA-E8362 Vector Network Analyzer.   

A. S-parameters 

The S11 plots for measured and simulated results of 

the presented antennae are shown in Fig. 5. A suitable 

consistency is perceived between measured and simulated 

results; nevertheless, dissimilarities also exist because of 

the unpreventable usage of SMA-connector and coaxial-

cable for measurement purposes [20]. Substrate losses 

and fabrication imperfections also contribute to the 

dissimilarities. 

B. Antenna far-field results  

The proposed bowtie slotted antenna’s E (yz) and  

H (xz) plane radiation patterns are depicted Figs. 6 (a)-

(d). The gain, current-densities, and the S11 are well 

explaining the band-rejection features. The radiation 

patterns are presented only for substantiation of the 

UWB characteristics at 2.9, 5.37, 6.09 and 7.02 GHz. 

The radiation pattern in E plane is bidirectional while in 

H-plane omnidirectional pattern is obtained. It can be 

seen that the cross-polarization level is less than -20 dB 

over the E-plane of the four frequency bands and for the 

H-plane the cross-polarization level is less than -20 dB 

for the lower frequency bands i.e. 2.94 GHz and 5.37 

GHz but for the upper frequency bands i.e. 6.09 GHz and 

7.02 GHz, the cross polarization level is between -20 dB 

and -10 dB. Thus, it is apparent from the radiation 

patterns of the proposed design, a stable behavior is 

obtained for the resonating frequencies. 
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(a)  (b) 

 

Fig. 4. Fabricated prototype: (a) top and (b) bottom 

 

 
 

Fig. 5. Simulated and measured S11 

 

C. Antenna gain 
The gain of the proposed notched band UWB 

antenna is illustrated in Fig. 7. It provides clear evidence 

that the peak gain of 3.7 dB is obtained for the resonant 

bands. Therefore, the proposed bowtie slotted antenna 

can deliver a reasonable gain over the entire range of 

ultra-wideband except at the notched bands. 

 

V. SUBSTRATE ANALYSIS 
The proposed antenna’s performance is analyzed  

by changing the substrate’s material. The analysis is 

depicted in terms of S11 plots in Fig. 8. The substrates         

used for the analysis purpose are Rogers RT Duriod 

5880, Rogers RT6010 and FR-4. The thickness of all the 

substrates is kept same that is 1.6 mm. The detail of the 

substrate analysis in term of permittivity, no. of achieved 

notch bands and maximum gain achieved has been 

presented in Table 1. After the complete analysis of the 

outcomes, it can be seen that the working of the proposed 

antenna on FR-4 substrate is much reasonable as 

compared to the other substrates with a peak gain of 3.7 

dB and quad notch bands. Rogers 5880 with permittivity 

of 2.2 has achieved 2 notch bands. Whereas for Rogers 

RT6010, the number of notch bands is 3.  

 

                   E-Plane                              H-Plane 

 
(a) 

 
(b) 

(c) 

 
(d) 

 
 

Fig. 6. Measured and simulated radiation patterns at: (a) 

2.94, (b) 5.37, (c) 6.09, and (d) 7.02. 

 

Table 2 provides the comparison with the related 

work. It is evident that the presented work exhibits better 

performance in terms of compactness, notch bands 

achieved, and gain. 
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Fig. 7. Simulated and measured gain.  

 

 
 

Fig. 8. Substrate analysis of the proposed antenna. 

 

Table 1: Parameters of substrates 

Substrate Permittivity 
Notch 

Bands 

Peak 

Gain (dB) 

Rogers 

5880 
2.2 2 3.505 

FR4 4.3 4 3.7 

Rogers 

RT6010 
10.2 3 3.37 

 

Table 2: Comparison with related work 

References 
Size 

(mm) 

Notch 

Bands 

Peak 

Gain (dB) 

[8] 24×42 3 3.6 

[12] 25×30.2 3 4 

[16] 30*40 1 2 

[19] 30*35 2 3.2 

Proposed 25*29.5 4 3.7 

 

VI. CONCLUSION 
This work presents the design of a compact bowtie 

slotted circular patch antenna with the quad band-

notched characteristics. Good impedance matching of 

the antenna is accomplished by using a very unique bat-

shaped defected ground structure. The undesirable bands 

between 3.55-5.16, 5.52-5.73, 6.44-6.78 and 7.61-10.6 

GHz have been eliminated by incorporating slots in the 

patch. Thus WiMAX, WLAN and X-band are rejected. 

A peak gain of 3.7 dB is attained. A reasonable agreement 

is achieved between simulated and measured results. 
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Abstract ─ In this paper we propose a compact dual-

band MIMO antenna for 5G mobile communications. Its 

element is a dual-band monopole working at 3.4 GHz 

and 4.9 GHz. In order to cover the commercial 5G 

communication band of sub-6 GHz (3.3-3.6 GHz and 

4.8-5.0 GHz), an inverted L-shaped strip is added on  

the ground of the monopole to achieve a band-notch of 

S11 at 3.4 GHz and a quasi-directional radiation pattern. 

The proposed MIMO antenna has a compact size of 

50*50*0.8mm3 and it’s composed of four improved 

monopoles mentioned above with mutually orthogonal 

placement. Long strips are loaded on the ground layer 

and antenna layer to obtain a better port isolation at 3.3-

3.6 GHz. The measured results show that the reflection 

coefficient (Sii) of the MIMO antenna is less than -10 dB 

at the lower band and less than -20dB at the higher band. 

Its -10dB-bandwidth covers the band of 3.3-5.8 GHz and 

the mutual coupling (Sij) between ports keeps lower than 

-20dB within the dual-band. The envelope correlation 

coefficients (ECC) of the MIMO antenna are also 

measured and they’re below 0.01. A channel model is 

used to calculate the MIMO channel capacity and the 

results show this MIMO channel performs best at 5 GHz. 

 

Index Terms ─ Channel capacity, dual-band monopole 

antenna, envelope correlation coefficient (ECC), fifth 

generation (5G) communication, multiple-input-multiple- 

output (MIMO) antenna, mutual coupling. 
 

I. INTRODUCTION 
In the past decades, wireless communication 

technology has got rapid and unprecedented development. 

At the same time a lot of problems emerged as there were 

growing appetites for safer and faster data transmission. 

In addition, with the development and standards’ 

building of the fifth-generation (5G) mobile 

communication, more and more researches have been 

carried into related technologies with the hope of higher 

transmission rate, lower cost and higher gain. Multiple-

input-multiple-output (MIMO) technology is the key to 

realize a higher transmission rate.  

By using MIMO technology, we can establish 

multiple independent channels on the original spectrum 

by diversity method and reduce multipath fading, so as 

to improve data transmission rate [1].  

MIMO antenna is the significant facility to improve 

channel capacity of MIMO system. For traditional 

single-port antenna, the reflection coefficient (Sii) is used 

to describe reflection loss of input; while for MIMO 

antenna, the mutual coupling (Sij) is also important to 

indicate the energy from port-j to port-i. Strong mutual 

coupling will worsen the receiving/sending performance 

of MIMO antenna. 

In order to suppress the mutual coupling, a lot of 

attempts have been tried to improve the isolation 

between ports in MIMO antenna [2-10]. Such as the 

defected ground structures (DGS) proposed in [3-4], 

decoupling network structures presented in [5-6] and 

electromagnetic band-gap (EBG) structures shown in [7-

10]. Researches in [11-12] presented the applications  

of polarization diversity technology in MIMO 

communication system and its improvement of channel 

capacity in detail. By the way, many kinds of 5G MIMO 

antennas have been put forward in recent years [13-17].  

In this paper, a compact dual-band 4-port MIMO 

antenna works within 3.3-3.6 GHz and 4.8-5.0 GHz 

(sub-6 GHz) is proposed. The MIMO antenna has a good 

performance and its measured results agree well with 

simulated results. In designs of many MIMO antennas, 

it’s common to avoid placing elements in parallel and 

choose to place them vertically, which can avoid strong 

mutual couplings caused by the same polarization mode. 

However, in this paper the antenna elements are 

perpendicular to each other and parallel to each other. In 

addition, the MIMO antenna achieves not only low 

mutual couplings but also compact size.  

The paper is organized as follows: the design of  

the antenna element and the final MIMO antenna are 

introduced in Section II. Section III discusses the 

measured and calculated results of the S-parameters, 

radiation patterns and channel capacity etc. Section IV 

gives a conclusion of this paper. 
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II. THE DUAL-BAND MIMO ANTENNA 

A. Antenna element configuration 

The MIMO antenna’s element is an improved 

monopole and its structure is shown in Fig. 1 with the 

small size of 25*25*0.8mm3. The upper layer is a 

circular monopole fed by microstrip line and they  

are printed on a FR4 substrate (permittivity=4.4±0.1  

and loss tangent=0.02±0.001) [18]. Inspired from the 

isolation enhancement ability of the L-shaped strip used 

in [19-20], we use the L-shaped strip to acquire a  

dual-band monopole and configure the proposed 4-port 

MIMO antenna. The inverted L-shaped strip extending 

from the ground and the detailed dimensions of the 

improved monopole are shown in Fig. 1 and Table 1. The 

L-shaped strip works as a radiator at 3.4 GHz and a 

reflector at 4.9 GHz. 

 

 
 

Fig. 1. Geometry of the improved monopole. 

 

Table 1: Dimensions of the improved monopole 

l l1 l2 l3 

25mm mm 17mm 12mm 

l4 l5 r w 

mm mm 6mm 1mm 

 
The 3D radiation patterns and the S-parameters of 

the monopole with/without inverted L-shaped strip  

are shown in Fig. 2 and Fig. 3. The monopole without 

inverted L-shaped strip works at 5.45 GHz, and its 

radiation pattern is symmetrical. However, after adopting 

the inverted L-shaped strip on ground, S11 can achieve a 

band-notch at 3.4 GHz and its original resonance point 

of 5.45 GHz moves to 4.9 GHz. It’s worth noting that the 

direction of maximum radiation steers to left side, which 

is important for the configuration of MIMO antenna in 

the next. 

 

 
(a)                         (b)                        (c) 

 

Fig. 2. 3D radiation patterns of the monopole: (a) without 

inverted L-shaped strip at 5.45 GHz, (b) with inverted L-

shaped strip at 3.4 GHz, and (c) 4.9 GHz. 
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Fig. 3. S11 of improved monopole and original monopole. 

 

In order to have a better illumination about the 

working mechanism of improved monopole, its 

simulated current distributions at 3.4 GHz and 4.9 GHz 

are shown in Fig. 4 respectively: when the antenna works 

at 4.9 GHz, the current is mainly distributed near the 

circular patch and the L-shaped strip acts as a reflector, 

which makes the maximum radiation direction shift to 

the left side; while at 3.4 GHz, the current can be coupled 

to the L-shaped strip from right side of the circular patch, 

which makes it act as a 0.4λ length radiator. And the L-

shaped strip itself shows a left steering radiation pattern 

at 3.4 GHz due to the bending at the top. 
 

 
(a) (b) 

 

Fig. 4. Current distributions of the improved monopole 

antenna at: (a) 3.4 GHz and (b) 4.9 GHz.  
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B. Four-port MIMO antenna 

Four improved monopoles mentioned above were 

placed in two orthogonal directions to form a four- 

port MIMO antenna with a size of 50*50*0.8mm3. Its 

structure is shown in Fig. 5 (a). Figure 6 (a) shows the S-

parameters of the antenna in Fig. 5 (a). It can be observed 

that isolations between ports (S21 & S41) are close to  

11 dB within 3.3-3.6 GHz. That’s because the main 

radiation elements at 3.4 GHz are the L-shaped strips but 

they are spread too tightly on the ground, which results 

strong mutual couplings. In addition, within 4.8-5.0 

GHz, mutual couplings are less than -20 dB. 

 

 
 (a) 

 
 (b) 

 

Fig. 5. Four-port MIMO antenna: (a) without long strips, 

and (b) with long strips (l6=23, d=2.7. unit: mm). 

 

To reduce the mutual couplings within 3.3-3.6 GHz, 

we employ eight long strips with a length of 23mm 

(about 0.55λ at 3.5 GHz). As shown in Fig. 5 (b), four 

strips are loaded on antenna layer and another four are 

placed at the same place but on the ground layer. The L-

shaped strips are located at the maximum radiation 

direction of adjacent elements, thus generating coupling 

energy to adjacent ports. Those long strips can work as a 

parasitic resonator to add the coupling path between 

elements and then reduce the mutual couplings. Figure 6 

(b) shows the S-parameters of MIMO antenna shown in 

Fig. 5 (b). It can be inferred that the S21 & S41 are 

successfully reduced to -15 dB within 3.3-3.6 GHz, and 

its S11 is nearly unaffected. 

3.0 3.5 4.0 4.5 5.0 5.5 6.0
-50

-40

-30

-20

-10

0

S
-p

a
ra

m
e

te
rs

[d
B

]

Freq[GHz]

 S
11

 S
21

 S
31

 S
41

 
(a) 

3.0 3.5 4.0 4.5 5.0 5.5 6.0
-50

-40

-30

-20

-10

0

S
-p

a
ra

m
e

te
rs

[d
B

]

Freq[GHz]

 S
11

 S
21

 S
31

 S
41

 
(b) 

 

Fig. 6. Simulated S-parameters of MIMO antenna shown 

in Fig. 5: (a) without long strips, and (b) with long strips. 

 

Figure 7 presents the simulated current distributions 

of the MIMO antenna without/with the long strips at 3.5 

GHz and 4.9 GHz respectively, in which Port 1 is excited 

and other ports are terminated with a 50-Ω load. When 

the MIMO antenna without the long strips works at  

3.4 GHz, there is strong current distributed near the L-

shaped strips of port 2 and port 4, which leads to the high 

S21 and S41, as shown in the simulated results of Fig. 6 

(a). However, after loading these long strips on MIMO 

antenna the coupling current mostly distribute alone the 

strips, which can dramatically avoid the energy coupled 

from port1 to port2 & port4 directly and make S21 and 

S41 reduced consequently at 3.3-3.6 GHz. By the way, 

the mutual couplings between antenna elements are  

still less than -20 dB when the MIMO antenna works at 

4.9 GHz. 
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(a) 3.4 GHz                           (b) 3.4 GHz 

 
(c) 4.9 GHz                          (d) 4.9 GHz 

 

Fig. 7. Current distributions of the MIMO antenna 

without/with long strips at: (a)-(b) 3.4 GHz, and (c)-(d) 

4.9 GHz. 

 

III. RESULTS AND DISCUSSION 

A. Experiment verification 

In order to verify the simulated results mentioned 

above, the MIMO antenna was fabricated and measured. 

A vector network analyzer (Agilent PNA-L N5234A) 

was used to measure the antenna in our research. The 

fabricated MIMO antenna and the measured results  

of S-parameters are given in Fig. 8. As we know, the 

permittivity of FR4 varies a lot in practical application 

of microwave. Inferred from the analysis and 

measurement of [18], the measured resonance points of 

antenna based on FR4 are very close to the theoretical 

values within 2-8 GHz, but it varies a lot at higher 

frequencies like 10 GHz. So, in our measured results  

of 3-6 GHz, the change of FR4’s properties have little 

impact. 
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Fig. 8. (a) Measured S-parameters of MIMO antenna, 

and (b) fabricated antenna’s top side and bottom side. 

 

 

In Fig. 8 (a), the MIMO antenna can cover the dual-

band of sub-6 GHz: it provides a quite good impedance 

bandwidth (S11 < -10 dB within 3.3-3.6 GHz and S11 <  

-20 dB within 4.8-5.0 GHz), and its -10 dB-bandwidth 

can even cover 3.3-5.8 GHz. However, in the simulation 

we don’t consider the connection of transmission line 

and welding of SMA connector, which may explain why 

the measured results of S11 are higher than simulation 

results at 3.3-3.6 GHz. Meanwhile, the mutual couplings 

between the ports keep low enough: the Sij < -20 dB 

within the dual-band, that’s because the measured results 

of S11 are higher than simulated results (more energy are 

reflected, and less energy are coupled to other ports). 

Others measured results agree well with the simulated 

results in Fig. 6 (b). 

Compared with the 5G MIMO antennas proposed in 

recent years [13-17] and some traditional 4-port MIMO 

antennas [21-23], our antenna has a better performance 

in impedance match (Sii) and ports isolation (Sij), and its 

size keeps at a satisfactory level, as shown in Table 2 and 

Table 3. 
 

Table 2: Performance comparison with previously 

reported 5G MIMO antennas 

Ref. 
Number of 

Elements 

Sij 

(dB) 

Sii 

(dB) 

Size 

(mm2) 

  < -12 < -6 130*74 

  < -10 < -13 145*75 

  < -15 < -10 130*100 

  < -12 < -6 120*50 

  < -20 < -10 150*75 

This 

work
 < -20 < -10 50*50 

 

Table 3: Performance comparison with traditional 4-port 

MIMO antennas 

Ref. 
Bandwidth  

(GHz) 

Sij 

(dB) 

Size 

(mm2) 

 0.68-0.72&1.75-2.45 < -12 150*250 

 7.25-10.25 < -19 45*45 

 1.45-2.25&3.71-4.71 < -23 263*263 

This 

work
3.3-5.8 < -20 50*50 

 

Measured and simulated radiation patterns of E-

plane (xoy-plane) and H-plane (xoz-plane) are shown in 

Fig. 9. When measuring radiation patterns, we keep port 

1 excited and other ports loaded with a 50-Ω load. In 

measurement of radiation patterns, the MIMO antenna is 

used as the receiver, and a horn antenna with working 

bandwidth of 3-5 GHz is used as the transmitter. The  
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horn antenna remains fixed, and the receiver antenna 

rotates 360° to obtain a pattern of one plane. The cross-

polarization in patterns is measured after the horn 

antenna rotates 90°. At 3.5 GHz and 4.9 GHz, the E-

plane radiation patterns of the antenna element are quasi-

directional. That means with the orthogonal placement 

of the four elements, this MIMO antenna can nearly 

cover all directions in E-plane. The co-polarization 

radiation patterns are quasi-omnidirectional in H-plane, 

and there are high-level of cross-polarization, but this 

won’t affect the MIMO antenna’s performance because 

the propagation paths in mobile wireless communication 

are generally multipath in diversity reception. 
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Fig. 9. Measured and simulated radiation patterns of E-

plane and H-plane. 
 

Another important parameter to evaluate the 

property of MIMO antenna is the envelope correlation 

coefficient (ECC). It’s used to describe how much  

the communication channels are isolated or correlated  

with each other [4]. A low ECC means a good isolation 

between ports as well as high channel capacities. It can 

be calculated by the formula mentioned in [24] and [25]: 

2
* *

2

, ,

2 2 2
1- - 1- -

,
ii ij ji jj

ij

ji jj ijii rad i rad j
S S S S

S S S S

ECC

 




  
  

  

 
(1) 

the S-parameters and radiation efficiency η of antenna 

are involved in (1). As it shows in Fig. 10 the ECC of 

this MIMO antenna is less than 0.01 within the band, 

which means this antenna is competent for diversity 

reception/transmission in the MIMO channels. The 

simulated peak gains and total efficiency of the MIMO 

antenna are also respectively given in Fig. 11, within the 

range of 3-6 GHz (0.5 GHz/step): the peak gains can 

reach 5.0 dBi at 5 GHz and 2.5 dBi at 3.5 GHz; the total 

efficiency ranges within 51% - 79%. 
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Fig. 10. Measured and simulated ECC. 
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Fig. 11. Simulated peak gains and total efficiency. 

 

B. Calculated channel capacity and CDF 

Channel capacity means the maximum information 

transmission rate of this system, it’s an important index 

to evaluate the quality of MIMO system and its unit is 

bps/Hz. The calculation of channel capacity is generally 

given by:  

  
2

T

log det( ).H

NC
N


 I HH  (2) 

IN means the identity matrix, 𝜌 is the average of the 

signal-to-noise ratio (SNR) at receiver, NT is the number 

of antenna elements at transmitter, H denotes the channel 

matrix and H represents the Hermitian transpose of 

matrix. 

In [26], Hiroyuki Arai et al. proposed a MIMO 

antenna that can be used for 5G indoor base station;  

they calculated and measured its channel performance  

in indoor environment. In their work, the signal 
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transmission path of indoor base station antenna to the 

target was generally line-of-sight (LOS) channel with 

Ricean fading environment. But for the mobile terminal 

antenna, the transmission path of the general signal  

is non-line-of-sight (NLOS). In this case, the signal 

transmission path follows the Rayleigh fading 

distribution, such as the channel model established by 

Yong-ling Ban et al. in [27] used to calculate the channel 

capacity of mobile MIMO antenna. In order to calculate 

the capacity of the MIMO channel in this paper, we 

assume that two identical MIMO antennas as the  

receiver and transmitter with Rayleigh fading channel 

environment. Given the channel model in [28] as 

following: 

 1 2 1 2

Rx w Tx ,H R H R   (3) 

where RTx is the correlation matrix indicating the 

correlation between the transmitting antennas. Similarly, 

RRx is the correlation matrix indicating the correlation 

between the receiving antennas. Hw is the channel gain 

matrix with i.i.d. (independent identically distributed) 

Rayleigh fading. Referred from [28], RTx and RRx can be 

approximately expressed by: 

 H

Tx Tx Tx , R I S S   (4) 

 H

Rx Rx Rx , R I S S   (5) 

where SRx and STx are S-matrix of receiving and 

transmitting antennas respectively. Thus, (2) can be 

expressed as: 

 
Rx

1 2 H H 2

2 Rx w Tx w Rx

Tx

log det ,NC
N

 
  

 
I R H R H R   (6) 

in our channel model, NTx=NRx=4, if the SNR is high 

enough, then formula (6) could be approximated as: 

   H

2 w w 2 Rx 2 Tx

Tx

log det log det log det .C
N

 
   

 
H H R R

 (7) 

Since in our channel model the SNR is not as high 

as to be negligible, so we used formula (6) to calculate 

the channel capacity of the MIMO system composed  

of two MIMO antennas. Figure 12 shows the results  

of calculated channel capacity changing with SNR at 

different frequencies and gives the i.i.d. channel capacity 

as a comparison. It can be seen the MIMO channel 

performs best at 5.0 GHz while worst at 4.5 GHz. It’s 

worth noting that at 5.0 GHz, the capacity is very close 

to the capacity of the i.i.d. channel. 

However, if there are data transmission links in  

the channel, the communication interruptions are likely 

occurred. That is, the probability receiver cannot receive 

information correctly, and the cumulative distribution 

function (CDF) is used to describe it. Figure 13 shows 

the CDF of this MIMO channel under different SNR 

conditions at 3 GHz. It can be seen that the higher  

the SNR is, the lower the CDF and the probability of 

interruption are. 

IV. CONCLUSION 
A compact dual-band MIMO antenna is proposed  

in this paper, it works within the dual-band of 5G 

communications (sub-6 GHz): 3.3-3.6 GHz and 4.8-5.0 

GHz. The antenna has an excellent overall performance. 

Its -10 dB-bandwidth can cover 3.3-5.8 GHz and the 

isolation between the ports can keep higher than 20 dB. 

The simulated results agree well with measured results 

and the antenna’s ECC, peak gain, radiation patterns  

and total efficiency are given in the paper as well. The 

calculated channel capacity is close to the i.i.d. channel 

when antenna works at 5.0 GHz and the probability of 

communication interruption could be small when the 

SNR is high enough. But there are still some drawbacks 

on this MIMO antenna: the radiation pattern of single 

element cannot cover the entire E-plane and can’t 

receive/radiate signals in some specific directions; its 

total efficiency is not very ideal, only 60% in some 

frequency bands. 
 

 
 

Fig. 12. Calculated channel capacity. 
 

 
 

Fig. 13. Cumulative distribution function (CDF) of 

MIMO channel at 3 GHz. 
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Abstract ─ In this paper, an anti-jamming front-end is 

proposed for the satellite navigation receiver. Firstly, a 

seven-element receiving antenna array and an eight-

channel (seven receiving channels and one calibration 

channel) radio frequency (RF) module are devised. 

Then, the interference suppression module based on the 

linear constraint minimum variance (LCMV) criterion 

are designed and analyzed. By using the LCMV-PI 

algorithm, the spatial domain information of the signal 

can be used to effectively suppress the interference. In 

addition, considering that the channel inconsistency will 

adversely affect the interference suppression algorithm 

and subsequent signal acquisition and tracking, a 

channel equalization scheme is devised to correct the 

channel inconsistency. 

 

Index Terms ─ Antenna array, anti-jamming, channel 

equalization, LCMV-PI algorithm, RF module. 
 

I. INTRODUCTION 
During the last several decades, the satellite 

navigation system has been widely used in aerospace, 

navigation, transportation, meteorology, measurement 

and other areas. It plays a more and more important role 

in social and economic development with huge value. 

However, after the satellite signal reaches the ground,  

the power is as low as only about -130dBm which 

submerges under the noise of the satellite navigation 

receiver. In addition, with the electromagnetic 

propagation environment becoming more complex, the 

weak navigation signal is more susceptible to intentional 

or unintentional interference, which causes the failure  

for the receiver to locate accurately. Therefore, as an 

important indicator to measure the performance, the 

interference suppression capability of the satellite 

navigation receiver must be strong. Nowadays, the 

interference suppression technology has become one of 

the research focuses in the satellite navigation field. 

There are two interference suppression techniques 

for satellite navigation receiver. One is based on single 

antenna and the other is based on antenna array [1-3]. Li 

and Milstein [4] applied a linear transversal filter to the 

spread-spectrum system and suppressed the narrow-band 

interference. Milstein [5] then proposed a method based 

on fast Fourier transform to suppress interference in  

the frequency domain. Rao and Kung [6] proposed an 

adaptive constrained infinite impulse response (IIR) 

filter for the enhancement and tracking of sinusoids in 

additive noise. Poor [7] made a summary of two code-

aided method including linear code-aided method and 

maximum-likelihood code-aided method. Chang et al. 

[8] raised that the single antenna-based interference 

suppression method has a simple structure. But only 

narrow-band interference can be suppressed. For this 

reason, antenna array interference suppression technology 

is introduced, and the spatial domain characteristics of 

the signal are used to suppress the interference. Fante 

and Vaccaro [9] applied the spatial domain adaptive 

filtering algorithm based on the minimum power criterion 

to the satellite navigation receiver, which improved the 

ability of the receiver to suppress interference. Goldstein 

et al. [10] proposed a Multistage Wiener Filter method 

based on orthogonal projections. This method reduced 

the amount of computation caused by matrix inversion 

and improved the convergence speed of the interference 

suppression algorithm. In this paper, an anti-jamming 

front-end is designed in order to improve the interference 

suppression performance of satellite navigation receiver. 

Li et al. [11] developed a new reweighted l1-norm and an 

lp-norm based normalized least mean square algorithms 

for sparse adaptive array beamforming control 

applications. Choi et al. [12] described a new direct data 

domain least squares (D3LS) method using real weights, 

which utilized only a single snapshot of the data for 

adaptive processing. 

In this paper, the LCMV-PI interference 

suppression algorithm is firstly mathematically deduced. 

The Monte-Carlo simulation is used to analyze the 

effectiveness of the algorithm for two special cases. For 

the first case, the angle between the useful signal and 

interference signal is small; for the second case, the 

power of interference signal is extremely large. Then an 

anti-jamming receiving front-end is designed. The RF 

module is designed with a calibration channel to achieve 

the calibration of the amplitude and the phase consistency 

of the down-conversion channel. This design improves 
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the interference suppression performance in the actual 

use of the interference suppression algorithm. By 

comparing with the related literature, the performance of 

the LCMV-PI algorithm and the rationality of the front-

end design are verified. 

This paper is organized as follows. Section II 

introduces the LCMV-PI interference suppression 

algorithm and carries on simulations by Matlab. Section 

III briefly presents the architecture of anti-jamming 

front-end. And then the specific design of antenna array, 

RF module and interference suppression module are 

presented, respectively. The performance of the proposed 

anti-jamming front-end is tested in Section IV. Finally, 

section V gives the conclusion. 

 

II. SPACE ADAPTIVE INTERFERENCE 

SUPPRESSION ALGORITHM DESIGN 

A. Signal model of antenna array 

An arbitrary antenna array structure of M array 

elements is shown in Fig. 1. The spatial three-

dimensional coordinates of the mth array element are 

𝜌𝑚 = [𝑥𝑚, 𝑦𝑚, 𝑧𝑚]. The incident angles of the signal are 

(𝜃, 𝜑), where 𝜃 is the pitch angle and 𝜑 is the azimuth 

angle. 𝑅0  is the distance between the source and the 

reference point. 𝑅𝑚  is the distance between the source 

and the mth element. It can be seen that the distance from 

the mth array element to the reference point is 𝑅𝑚
→

≜
𝑅𝑚 − 𝑅0. The propagation delay 𝜏𝑚 of the signal from 

the mth array element to the reference point is: 

  
1

=0,1, , 1.

m

m m m m

R
x sin cos y sin sin z cos

c c

m M
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

   


 (1) 

The corresponding spatial phase difference is: 
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,

=0,1, , 1.
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
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(2) 

Thus, the steering vector of the antenna array is: 

        0 1 1, , ,
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 
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Fig. 1. Schematic diagram of arbitrary antenna array 

structure. 

B. Analysis of LCMV-PI algorithm 

The space adaptive anti-jamming processing 

consists of the antenna array and the adaptive processing 

algorithm. Figure 2 depicts the principle of the space 

adaptive anti-jamming processing. It can be seen that the 

basis of the adaptive processing is to adjust the weight 

vectors of the array elements according to the adaptive 

processing algorithm. By weighting and summing the 

signals received by each array element, the antenna array 

beam is "guided" to a certain direction where the useful 

signals are enhanced, and the interference signals are 

suppressed [13-17]. The output of the array is: 

 
1

( ) ( ) ( ).
M

H H

M m

m

y t w x t w x t


   (4) 

 

Antenna 1

Antenna 2

Antenna M

w1

w2

wM

∑ 

x1

x2

xM

y

Adaptive 
processing  

 

Fig. 2. The principle of the space adaptive anti-jamming 

processing. 
 

The LCMV criterion is to minimize the output 

power of the array under some linear constraints. The 

cost function of the LCMV criterion is: 

    . . ,H H

xx
w

minw R w s t w C f  (5) 

where, C is the constraint matrix and f is the constraint 

response vector. 

Based on the Lagrange multiplier method, the 

objective function is constructed as: 

 ( ) ( ),H H H

xxL w w R w f C w    (6) 

where 𝜆 is the Lagrange multiplier. 

Let 𝛻𝑤𝐿(𝑤) = 0, the optimal weight vector is: 

 
1 1 1( ) .H H

opt xx xxw R C C R C f    (7) 

PI algorithm is based on the LCMV criterion. Let 

𝐶 = [1,0,⋯ ,0]𝑇 = 𝑠0, 𝑓 = 1, (5) can be rewritten as: 

 
0   . . 1.H H

xx
w

minw R w s t w s   (8) 

Then, the optimal weight vector can be obtained as: 

 1

01

0 0

1
.opt xxH

xx

w R s
s R s




  (9) 

The PI algorithm ensures that the weight of the first 

channel is always 1, while the weights of the other 

channels are constantly modified during the iteration to 

meet the LCMV criterion. In the satellite navigation 

receiving system, the power of the interference signal is 

much larger than the useful signal, using the PI algorithm 

can form a deep zero-trap in the direction of interference 
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signal to achieve the suppression of interference and  

improve the SINR of the system. 

 

C. Simulation of LCMV-PI algorithm 

The performance evaluation of LCMV-PI 

interference suppression algorithm is conducted by 

simulation verification analysis based on Matlab. It is 

assumed that both the antenna array and the RF channel 

are ideal. The Monte-Carlo simulation is performed on 

the algorithm for three cases: the general case, the case 

in which the angle between the useful signal and the 

interference signal is very small, and the case in which 

the amplitude of the interference signal is extremely 

large.  

For the general case, the simulation parameters are 

designed as: 

(1) Antenna array setting: seven-element central 

circular array with the radius of 0.8λ; 

(2) Useful signal direction: (10°, 10°); 

(3) Interference signal direction: (80°, 80°); 

(4) Interference signal setting: INR=80dB, 

ISR=100dB. 

The radiation patterns of the antenna array are shown in 

Fig. 3. It can be seen that the radiation pattern forms a 

deep zero-trap in the direction of the interference signal, 

reaching -104dB. The effectiveness of the LCMV-PI 

algorithm for interference suppression is verified. 

 

 
(a) Three-dimensional radiation pattern 

 
(b) Color map 

 

 

 
(c) Profile @phi=80° 

 
(d) Profile @theta=80° 

 

Fig. 3. The radiation patterns of the antenna array by 

using LCMV-PI algorithm. 
 

For the second case, the direction of the useful 

signal is set as (0°, 0°), and the angle between the useful 

signal and the interference signal is less than 5°. The 

remaining parameters remain unchanged. Figure 4 

shows the radiation pattern in this case. It can be seen 

that a deep zero-trap is formed in the direction of the 

interference, reaching more than -95dB, which verifies 

the effectiveness of the algorithm. 
For the third case, the ISR is set as 200dB, 250dB 

and 300dB, respectively. The remaining parameters 

remain unchanged. The Monte-Carlo simulation results 

are shown in Fig. 5. From the radiation pattern, it can be 

seen that the larger the amplitude of the interference 

signal is, the deeper the zero-trap formed by the algorithm 

will be. The effectiveness of the LCMV-PI algorithm is 

also verified. However, in practice, when the interference 

signal power is extremely large, the receiving channel is 

highly likely to be saturated. At this time, the AD cannot 

effectively sample the receiving signal, which in turn 

causes the failure of the interference suppression 

algorithm. To cope with this situation, multi-stage 

automatic gain control (AGC) can be added to the 

receiving channels to improve the dynamic range of the  
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receiving channels. 
 

 
 

Fig. 4. The radiation pattern when the angle between the 

useful signal and the interference signal is small by using 

LCMV-PI algorithm. 
 

 
 

Fig. 5. The radiation pattern when the magnitudes of the 

interference signals are extremely large by using LCMV-

PI algorithm. 

 

III. ANTI-JAMMING FRONT-END DESIGN 
The anti-jamming front-end is mainly composed  

of an antenna array, a RF module and an interference 

suppression module. The antenna array consists of seven 

antenna elements for receiving satellite navigation 

signals. The RF module consists of eight channels, seven 

of which are mainly used to down-convert the seven 

signals received by the antenna array to the IF and then 

send them to the interference suppression module for 

anti-jamming processing. The remaining channel up-

converts the IF calibration signal of the baseband module 

to the L-band and adjusts the signal to an appropriate 

power level range. Thus, the signal can be used as  

a calibration signal for the seven receiving channels.  

The interference suppression module implements two 

functions of channel correction and interference 

suppression. It also transmits the anti-jamming 

processed IF signal to the back-end baseband module for 

acquisition and tracking. Figure 6 depicts the block 

diagram of the receiver system. 

 

Antenna 
array

RF 
module

Interference 
suppression 

module

Baseband 
module

Power 
module

Anti-jamming 
front-end

 
 

Fig .6. The block diagram of the receiver system. 

 

A. Antenna array design 

The antenna array is in the form of a seven-element 

central circular array, as shown in Fig. 7. The physical 

structure of the antenna array, that is, the relative 

position between the array elements, has a great 

influence on the performance of the entire system. When 

selecting the relative distance, the coupling effect 

between the antenna elements should be considered. 

When the spacing of the array elements is too small, a 

serious mutual coupling phenomenon will occur, which 

makes the interference suppression algorithm form a 

wider range and shallower depth of the zero-trap. And 

then the performance of interference suppression is 

reduced. When the spacing is too large, a large-scale 

scanning in the upper half of the antenna array may 

generate grating lobes, which is also undesirable for the 

system. On account of the considerations above and anti-

jamming requirements, the mutual coupling should be 

minimized and the grating lobes appearing in the 

scanning space should be prevented in the simulation. 

Thus, the spacing is chosen as 𝑹 = 𝟎. 𝟖𝝀, where 𝝀 is the 

free space wavelength. 

 

R

ANT1 ANT2

ANT3ANT4

ANT5

ANT6 ANT7

 
 

Fig. 7. Schematic diagram of the antenna array 

arrangement. 

 

The consistency of the antenna elements has a 

certain impact on the performance of interference 
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suppression. Therefore, the seven antenna elements are 

designed in a unified form, and the un-roundness of the 

antenna elements and the isolation between the antenna 

elements are improved. The antenna element is in the 

form of the microstrip patch, as shown in Fig. 8.  

 
60mm

48mm 18mm

8mm

3mm 1mm

4mm
8mm

 
(a) The dimensions of the antenna element 

 
(b) The photo of the antenna element 

 

Fig. 8. The prototype of the antenna element. 

 

As shown in Fig. 9, ABS plastic (dielectric constant 

3.3, loss tangent 0.001) is chosen to be the material of 

the radome. The thickness of the radome is 3mm. The 

overall height of the antenna array is 120mm and the 

diameter of the bottom aluminum substrate disk is 

530mm. 

 

 
(a) Top view 

 
(b) Side view 

 

Fig. 9. The prototype of the seven-element antenna array 

with radome. 

 

When the center frequency is 1340.13MHz, the 

radiation pattern of the antenna element is shown in Fig. 

10. The un-roundness of the antenna element on theta=60° 

is shown in Fig. 11. From these two graphs, it can be 

gained that the zenith gain of the antenna element reaches 

7.68dB; the 3dB lobe width reaches 75°; the 6dB lobe 

width reaches 110°; the front-to-back ratio is -22.2dB; 

the un-roundness is better than 2dB on theta=60°. 
 

 
 

Fig. 10. The radiation pattern of the antenna element at 

1340.13MHz. 
 

 
 

Fig. 11. The un-roundness of the antenna element on 

theta=60° at 1340.13MHz. 

 

 

 

ACES JOURNAL, Vol. 34, No. 11, November 20191743



Figure 12, Fig. 13 and Fig. 14 depict the radiation 

pattern, the isolation and the axial-ratio of the antenna 

array, respectively. It can be obtained that the zenith gain 

of the antenna array reaches 16.39dB; the 3dB lobe width 

reaches 26°; the 6dB lobe width reaches 36°; the 

isolation is better than -26dB; the axial-ratio is better 

than 0.6dB. 

 

B. RF module design 

As shown in Fig. 15, the RF module is mainly 

composed of three sub-modules: receiving down-

conversion module, transmitting up-conversion module 

and local oscillator module. Figure 16 shows the 

prototype of the RF module. 

 

 
 

Fig. 12. The radiation pattern of the antenna array at 

1340.13MHz. 
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Fig. 13. The isolation between the antenna elements. 

 

 
 

Fig. 14. The axial-ratio of the antenna array at 

1340.13MHz. 
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Fig. 15. The block diagram of the RF module. 
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Fig. 16. The prototype of the RF module. 

 

The receiving down-conversion module consists of 

seven receiving channels with same frequency and gain 

configuration. The receiving channel adopts the classic 

super-heterodyne structure. The L-band RF signal of 

1340.13MHz received by the seven-channel L-band 

receiving antenna array is converted to the 70.13MHz  

IF signal and then transmitted to the interference 

suppression module for anti-jamming processing. 

The working principle of the receiving channel is 

shown in Fig. 17. After the RF signal entering the 

receiving channel, the first stage is an isolator (Hongda’s 

HGD09S1.25-1.35G) that guarantees the standing wave 

indicator of the RF port. The second stage is a coupler 

(RN2’s RCP1500A30) for coupling the calibration 

signal. The third stage is a low noise amplifier (LNA, 

Qorvo’s TQP3M9036), which is cascaded by a two-

stage amplifier to ensure the noise figure (NF) of the 

receiving channel. A two-stage band-pass filter (Jiangjia’s 

MC4A1340F16FCA) and an isolator are placed after the 

two-stage amplifier to ensure the out-of-band rejection 

of the channel. The temperature compensation attenuator 

is used to adjust the gain variation under temperature 

changes. The mixer (MINI’s MCA1-24MH+) is a 

double-balanced mixer. A low-pass filter (MINI’s XLF-

151+) is cascaded after mixing to avoid excessive 

leakage of the local oscillator at the IF port, which results 

in channel saturation. An amplifier (MINI’s PGA-103+) 

is added to the IF, so that the total channel gain can meet 

the design requirements. The channel finally uses an LC 

band-pass filter to ensure the out-of-band rejection 

indicator. 
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Fig. 17. The working principle of the receiving channel. 

 

The NF of the receiving channel, the amplitude and 

phase consistency between the receiving channels and 

the isolation of the channels have great influences on the 

interference suppression performance. In the current 

design, the NF of the receiving channel is better than 

1.5dB; the amplitude consistency between receiving 

channels is better than 0.5dB; the phase consistency is 

better than 5°. By using the metal sub-cavity design for 

each receiving channel, the isolation between channels is 

better than 70dB. 

The transmitting up-conversion module includes a 

transmitting channel which converts the 70.13 MHz IF 

calibration signal output by the baseband module to the 

1341.13MHz RF signal and adjusts the output signal to 

a suitable power level range. After power dividing and 

coupling, they act as the calibration signal for the seven 

receiving channels. The working principle of the 

transmitting channel is shown in Fig. 18. The local 

oscillator signal frequency is 1270MHz. The device has 

a high isolation between local oscillator and RF. The  

IF signal power is not high, which can guarantee the 

linearity. The filters are designed before and after the 

mixer to ensure the purity of the signal after mixing. The 

RF amplifier is Qorvo’s TQP3M9036 and the local 

oscillator driver amplifier is NC3046S. 
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Fig. 18. The working principle of the transmitting 

channel. 
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The local oscillator module consists of a phase-

locked crystal oscillator (Haichuang’s PDS100MHz) 

and a phase-locked point source. The working principle 

of the local oscillator module is shown in Fig. 19. To 

generate 100MHz reference signals for both the phase-

locked point source and baseband module, the 10MHz 

reference signal is phase-locked by using a thermostatic 

phase-locked crystal, ensuring low phase noise. After the 

100MHz reference signal being amplified and filtered,  

it is used as the clock signal of the baseband and 

interference suppression module of the latter stage. The 

phase-locked point source locks the 100MHz reference 

signal generates a 1270MHz RF signal. After power 

dividing and amplification, they are used as the local 

oscillator signal of the mixers for the receiving and 

transmitting channels. The function of the attenuator is 

to control the power of the local oscillator signal and 

prevent the local oscillator signal input end of the mixer 

from being overloaded. 
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Fig. 19. The working principle of the local oscillator module. 

 

C. Interference suppression module 

The interference suppression module has two 

working modes of channel correction and interference 

suppression. Figure 20 depicts the block diagram of the 

interference suppression module. And the prototype of 

the interference suppression module is shown in Fig. 21.
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Fig. 20. The block diagram of the interference suppression module. 
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Fig. 21. The prototype of the interference suppression 

module. 

 

The interference suppression module hardware 

board includes seven high-speed AD input channels,  

one high-speed DA output channel, FPGA logic unit, 

DSP control unit, clock management unit and power 

management unit. The bit-width of AD determines 

whether the sampling of the signal is complete or  

not. And the data processing resources of FPGA and 

DSP determine whether the interference suppression 

operation can be performed on the sampled data or  

not. The device selected in this paper can meet the 

requirements of interference suppression. The maximum 

sampling rate, bit-width, and channel isolation of the AD 

(ADS42LB69) input channel are 250MSPS, 16Bit, and 

80dB, respectively. The maximum sampling rate, bit-

width, and channel isolation of the DA (AD9142A) 

output channel are 1600MSPS, 16Bit, and 80dB, 

respectively. The FPGA is Xilinx's XC7V690T, and the 

DSP is TI's TMS320C6747. 

In the channel correction mode, the baseband 

module generates the IF calibration signal. The signal is 

up-converted to the RF through the transmitting channel. 

Then the power is divided to seven channels, and 

coupled to each of the receiving channels. Based on  

the time domain channel equalization algorithm, the 

coefficients of the equalization filters of each channel are 

calculated. These coefficients are written into the FPGA 

by the DSP to complete the channel correction. 

In the interference suppression mode, the LCMV-PI 

algorithm is used to perform anti-jamming processing on 

the received signal. The processed data is transmitted to 

the back-end baseband module for acquisition and 

tracking. 

 

IV. IMPLEMENTATION AND RESULTS 
In order to verify the performance of the algorithm 

and the design accuracy of the anti-jamming front-end, 

the performance of channel equalization and interference 

suppression of the proposed device are tested after the 

design and production. The prototype and the test 

environment of the proposed anti-jamming front-end are 

illustrated in Fig. 22 and Fig. 23 respectively. 
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Fig. 22. The prototype of the proposed anti-jamming 

front-end. 
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Fig. 23. The test environment of the proposed anti-

jamming front-end. 

 

A. The performance of channel equalization 

The test method is as follows. Firstly, the same 

equalized signal are input to seven RF receiving 

channels. Then, the cancellation ratio (CR) of the output 

signals with and without the equalizing filter are 

compared. The test results are shown in Table 1. It  

can be seen that, the channel equalization has an 

improvement of more than 20 dB on the channel 

inconsistency, which will help improve the anti-jamming 

performance. 
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Table 1: The test results of the CR 

Receiving Channel 2 3 4 5 6 7 

CR before equalization (dB) -13.4275 -8.9577 -22.9154 -16.7140 -7.3931 -15.5315 

CR after equalization (dB) -37.4985 -34.2868 -40.7181 -40.1475 -33.6433 -38.8989 

B. The performance of interference suppression 

We first start the useful signal transmitter, gradually 

reduce the signal power, and test the threshold of the 

receiver system. Then, the signal is fixed to the threshold 

power, and the interference signal transmitter is turned 

on. The interference signal power is gradually increased, 

and the interference suppression capability of the 

receiver system is tested. Through testing, we obtained 

that when the angle between the useful signal and the  

interference signal is 8°, 12°, and 16°, the interference 

suppression capability of the device reaches 69dB, 74dB, 

and 80.5dB, respectively. Table 2 lists the performance 

comparison among the anti-jamming front-end, including 

the algorithm, the angle between directions of the useful 

signal and interference signal and the interference 

suppression capability. Results indicate that the present 

work has better interference suppression capability at the 

smaller angle. 

 

Table 2: Performance comparison of the anti-jamming front-end 

Item [18] [19] [20] Our Work 

Algorithm Sub-band adaptive filter LMS SWGQR-RLS LCMV-PI 

ΔΦ 90° 10° 30° 8° 

Interference suppression capability ISR=84dB ISR=60dB ISR=40dB ISR=69dB 

It can be seen that the proposed anti-jamming front-

end can effectively suppress the interference, and then 

improve the performance of the satellite navigation 

receiver. 
 

V. CONCLUSION 
In this paper, we proposed an anti-jamming front-

end prototype for satellite navigation receiver. The 

interference suppression technique based on the LCMV-

PI algorithm is applied to the interference suppression 

module. Considering that the channel inconsistency may 

have a bad influence on the interference suppression 

effect and the back-end signal acquisition and tracking, 

the channel correction function based on the channel 

equalization algorithm is designed. The test results show 

that the designed anti-jamming front-end can effectively 

suppress the interference signal and improve the anti-

jamming performance of the satellite navigation receiver. 
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Abstract ─ An improved Gaussian-process-based 

technique is described for modelling both on-axis  

and off-axis monostatic RCS magnitude responses of 

shoulder-launched missiles. The RCS responses are 

complicated, oscillatory, quasi-periodic functions of 

frequency, with the oscillation periods being related to 

the spacings of the scatterers comprising the missiles. 

The updated modelling approach employs a spectral-

mixture covariance function, whose components explicitly 

include distinct oscillations. The proposed technique is 

evaluated by means of two example missiles. For the  

six rotations considered, average predictive normalised 

RMSE ranged from 0.34% to 0.87% and from 0.95% to 

1.53% for the two missiles respectively. 

 

Index Terms ─ Gaussian processes, modelling, radar 

cross-section. 
 

I. INTRODUCTION 
A radar system has little or no influence over  

the radar cross-section (RCS) of a target [1, 2], making 

RCS the driving factor behind a variety of radar  

design decisions (e.g., [2, 3]). RCS magnitude strongly 

affects radar performance via SNR, and influences 

countermeasure performance via the jammer-to-signal 

ratio (JSR) [2]. 

The majority of radar targets have dimensions  

which are significantly larger than a wavelength, so RCS 

simulations normally require vast quantities of memory 

and take a long time, even when high-frequency 

techniques such as physical optics (PO) are used. 

Unfortunately, the fact that radar targets are so much 

larger than the wavelength means that the RCS 

magnitude varies rapidly with frequency and rotation  

[1], so RCS must be determined at a large number of 

frequencies and rotations. Accurately modelling RCS 

magnitude as a function of frequency would reduce  

the number of frequency points at which RCS must  

be determined (e.g., via costly simulations), thereby 

reducing the time required to reliably obtain platform 

RCS.  

Despite the clear value of RCS magnitude  

modelling, it has received surprisingly little attention in 

the literature (studies concerned with modelling RCS 

magnitude as a function of frequency include [4-10]), 

and in most cases, the targets considered either have very 

specific attributes (e.g., strong resonances), have simpler 

responses than the missiles considered here, or only 

consider angular interpolation. There is a relatively large 

body of literature which attempts to extract accurate 

models of targets from RCS responses (e.g., [11-14]), but 

the emphasis in these studies is on target characterisation 

rather than RCS modelling. There is thus a need to 

consider the modelling of RCS responses of realistic 

targets, like missiles. 

It has recently been demonstrated that Gaussian 

process (GP) regression [15] can be used to create 

accurate models of monostatic RCS magnitude 

responses of shoulder-launched missiles [10]. Integral  

to the models was the use of a specially constructed 

composite covariance function formed by taking the 

product of standard squared-exponential and periodic 

covariance functions [15]. It was shown that GP 

regression outperformed support vector regression,  

a GTD-based approximation technique, and spline 

interpolation in modelling the highly oscillatory RCS 

magnitude responses of Stinger and Strela missile 

models. GP regression has also been used in conjunction 

with a Bayesian committee machine to model RCS 

responses as a function of object shape [16], further 

demonstrating the value of the GP approach to RCS 

modelling. However, these investigations did not consider 

RCS frequency response [16]. Furthermore, similar to 

[10], only frontal-incidence (on-axis) RCS responses 

were considered.  

In the present study, the technique described in [10] 

is extended to account for monostatic RCS responses 

involving an additional missile type, as well as different 

angles of incidence (i.e., off-axis). These challenging 

additional test cases expose limitations of the composite 

SE×PER covariance function used previously [10].  

The structure of the frequency response of the RCS 

magnitude suggests that using a spectral-mixture 

covariance function [17] (not previously used for 
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electromagnetic modelling) will produce better results, 

and experimental results confirm that this is indeed the 

case. 

 

II. GAUSSIAN PROCESS MODELLING 
The goal is to model the response of the RCS 

magnitude as a function of frequency, i.e., a one-

dimensional latent function that is assumed to be noise-

free.  

Consider a training set {( , ) | 1, ,  
i i

x g i n

consisting of observations of the latent function, where 

the inputs xi and outputs (targets) gi are frequency  

and RCS magnitude respectively. In order to make 

predictions at new (test) inputs 
* *

{ | 1, , }


 
j

x j n , the 

first step is to define a jointly Gaussian prior distribution 

over the n training outputs (vector g) and the 
*

n  

unknown test outputs (vector 
*

g ) [15]:  
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 (1) 

where  ,Vu  denotes a multivariate normal 

distribution with mean vector u and covariance matrix  

V, while x and 
*

x  are vectors containing the training  

and test inputs respectively. The shape of the prior is 

determined by the covariance matrix with sub-matrices 

 K , where for example,  ,


K x x  is an 


n n

covariance matrix holding the covariances between all 

pairs of training and test outputs, and the remaining K ( )⋅
are similarly defined. 

Elements of the covariance matrices in (1) are given 

by a covariance function k(x, x'), which gives the 

covariance between the values of the process at x  

and x'. A popular standard covariance function which  

is frequently used for antenna modelling [18] is the 

squared-exponential (SE) covariance function: 

  
2

2

SE
,  exp 0.5 ,
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
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  
  
  

f

x x
k x x  (2) 

where 
2

f
  is a parameter that governs the variance of  

the process and τ is a positive length-scale parameter 

[15]. To make predictions, it is required that a posterior 

distribution be constructed by conditioning the test 

outputs g
∗
 on the known training outputs g; the posterior 

is given by  | , , ~ ,
 

g x x g m  [15]. The mean m 

of the posterior is given by,  

    
1

, , ,



 K Km x x x x g  (3) 

and contains the most likely RCS magnitudes at the test 

frequencies in 
*

x . Alternatively, the prediction at a 

point 
*

x  may be expressed in terms of a sum of weighted  

covariance functions placed at the training points [15]:  
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where vector  
1

,


 K x x g , and 
*

( , )
i

k x x  is the 

covariance function situated at training point xi. The 

hyperparameters of the covariance function (e.g., 
2


f
 

and τ in (4)) are optimised during training, which involves 

minimising the negative log marginal likelihood with 

respect to the hyperparameters [15, eq. (2.29)]. 

Used by itself, the above-mentioned SE covariance 

function is incapable of accurately modelling oscillatory 

responses of shoulder-launched missiles such as those 

shown below in Figs. 2 and 3. Previously [10], this 

difficulty was addressed by combining the SE covariance 

function, kSE, with the standard periodic covariance 

function, kPER, given by [15]: 

   2
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2
, exp sin ,
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x x
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where the intervals between repetitions are determined 

by λ, while θ is a length-scale parameter. The resulting 

composite covariance function is given by [10]: 
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which has four hyperparameters, 
f
 τ, θ, and λ. While 

the results obtained using kSEPER for models of the Strela 

and Stinger missiles for front-on incidence were good 

[10], it is demonstrated in Section III below that 

predictive performance was significantly poorer when 

extended to rotated versions of the Strela as well as an 

Igla missile (front-on incidence and rotations). 

The RCS responses of shoulder-launched missiles 

are intricate, oscillatory, quasi-periodic functions of 

frequency. In physics-based approaches to calculating 

RCS response approximations, the target is often 

modeled as a collection of point scatterers placed at 

defining structural positions of the target [1]. This 

approach leads to a model comprising sinusoidal 

oscillations whose periods are related to the spacings of 

the scatterers (see (1) below). Broadly speaking, the 

notion that multiple periods need to be taken into account 

suggests that a covariance function that explicitly allows 

multiple distinct sinusoidal oscillations might be a better 

modelling tool than kSEPER for RCS responses such as 

those shown in Fig. 3.  

The spectral mixture (SM) covariance function, kSM 

[17] is such a covariance function. For one-dimensional 

inputs, kSM can be expressed as [17]: 
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where Q is the number of spectral mixtures, and the 

hyperparameters 
q

w , 
q
, and 

2


q
 are respectively the 

weight, mean, and variance of the Gaussians comprising 

the qth mixture. This nomenclature arises as Bochner’s 

theorem allows kSM to be interpreted as the inverse 

Fourier transform of the sum of Q scale-location 

Gaussian spectral density mixtures, with each mixture 

containing two Gaussians centered symmetrically about 

the spectral origin [15, 17]. By comparison, the SE 

covariance function is the inverse Fourier transform of 

only a single Gaussian spectral density centered at the 

origin. The number of hyperparameters to be optimised 

for kSM is 3Q, compared to four hyperparameters for 

kSEPER used in [10].  

In Section III, it is demonstrated that GP regression 

using kSM gives very accurate results, significantly 

improving on those obtained using GP regression with 

kSEPER. It was previously demonstrated that the point-

scatterer concept in the form of a GTD-based approach 

was significantly less accurate than GP regression 

employing kSEPER in modelling the front-on RCS 

responses of missiles [10]. Tables 1 and 2 below show 

that kSM in turn outperformed kSEPER for all rotations 

(including front-on incidence) of the Strela and Igla 

missiles considered. The apparent accuracy difference 

(kSM versus point-scatterer concept) is perhaps surprising 

in light of the fact that both kSM and the point-scatterer 

model make use of a number of sinusoidal terms with 

differing periods. It is therefore informative to compare 

the GP regression using kSM in (3) after training to the 

point-scatterer view. 

Under the latter approach, the reflections from the 

scatterers are combined with phase shifts which depend 

on the distances between the scatterers from the 

perspective of a radar, giving an RCS magnitude of, 
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1

,RCS
 



  i i

S

j j d

i

i

a e e  (9) 

where S is the number of scatterers, each with magnitude 

ai, phase φi, and position di, with β=2πf/c being the 

propagation phase constant where f is the frequency and 

c is the propagation velocity. It can be shown that the 

RHS of (9) reduces to: 

  
1 2 3

1 1

RCS cos ,[ ]
 

  
S S

ij ij ij i j

i j

k k k d d f  (10) 

where knij, n=1, 2, 3 are constants. In other words, (1) 

approximates the RCS magnitude by a sum of sinusoidal 

                                                 
1 The Igla proved more challenging to model than the Stinger 
considered in [10] and was thus used instead. For example, for front-

functions of frequency. Each term takes effect over the 

whole frequency range (e.g., 5 to 15 GHz in Fig. 3), 

which suggests limited flexibility compared to the use of 

kSM in (8). The summed, weighted multiple frequency 

components of kSM (i.e., the mixtures) fulfil a similar role 

to that of basis functions (see (4)), but only have a 

significant effect in the vicinity of the training points 

they are placed at due to the decaying squared 

exponential component of kSM. The placement of multiple 

mixtures locally at each training point makes GP 

regression using kSM in (3) far more powerful than the 

point-source approximation in (1) despite the apparent 

similarity of these two models. 
 

III. VERIFICATION EXAMPLES 
Models of the F9K32 Strela-2 (SA-7 Grail) and Igla-

S (SA-24 Grinch) missiles constructed from information 

freely available on the internet are shown in Fig. 1.1 
 

 
(a) 

 
(b) 

 

Fig. 1. The dimensions of: (a) Strela and (b) Igla missile 

models in mm. 

 

FEKO release 2017.1 [19] was used to establish the 

ground truth data with 501 frequencies being simulated 

from 5 to 15 GHz (20-MHz steps) per missile using the 

method of moments (MoM) solver with default settings. 

Simulations included frontal on-axis incidence (defined 

as the 0° rotation), as well as incidence at rotations of 3°, 

6°, 9°, 12°, and 15° in the horizontal plane measured 

relative to the missile axis from the front. This angular 

range covers hypothetical cases with the target ranging 

from a hovering helicopter (0°) to a cruising propellor-

driven transport aircraft (15°). The incident wave was 

horizontally polarised, and the horizontal component of 

the reflected wave was considered for the RCS calculation. 

Simulation run times and memory requirements 

were reduced by using electrical and magnetic symmetry 

where applicable. Maximum triangle edge lengths of a 

tenth of a wavelength were used, and further run-time 

reduction was achieved by generating separate meshes  

at each frequency. It was not possible to use high-

frequency techniques such as PO as the main features  

on incidence the SE×PER function yielded a mean RMSE of 7.27% for 
the Igla (see Table 2) versus 1.24% for the Stinger [10]. 
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are smaller than five wavelengths even at the highest 

frequencies [1]. A maximum of 285 GB of memory and 

a grand total of 670 hours of simulation time were 

required to simulate the two missiles, despite the small 

target sizes. Each simulation used a cluster of five 

computers, each with a minimum of 64 GB of memory 

and two 12-core Intel Xeon E5-2690 v3 processors 

running at 2.60 GHz. 

Twenty sets of training data points (subsets of the 

ground truth simulation data) were compiled for each 

missile to verify that results were independent of specific 

configurations of training points [10]. To ensure that 

input frequency points were spread over the entire 

frequency range rather than being clumped together (cf. 

Fig. 3), the interval of 5 to 15 GHz was divided into equal 

sub-intervals, and one frequency point was uniformly 

randomly selected from each of these sub-intervals. The 

extreme frequency values (5 and 15 GHz) were then 

added if not yet present, giving a total of about 166 

(Strela) or 168 (Igla) points. 

A frequency step of 50 MHz or less is necessary to 

ensure that 1.5-m separation of the nose and tail of a 

missile can be resolved by the RCS magnitude [1, 10]. 

However, this estimate is somewhat optimistic as  

the nose-to-tail distance decreases with rotation, and 

interactions between other features of a target (e.g., the 

missile wings in Fig. 1) can produce variations over smaller 

frequency ranges. The use of 166 to 168 points is thus 

significantly lower than the estimated 201 required points. 

Training consisted of gradient-based optimisation  

of the negative log marginal likelihood [15, eq.  

(2.29)], which is highly multi-modal. This necessitated 

considering multiple sets of hyperparameter starting 

values to ensure satisfactory results [10, 20]. For the 

spectral mixture covariance function in (8), a choice  

of Q = 3 mixtures gave a good compromise between 

flexibility and time required to optimise the 

hyperparameters. Experiments revealed that 750 sets  

of initial hyperparameter sets reliably gave satisfactory 

results for all runs; i.e. the hyperparameter set with the 

lowest negative log-likelihood always gave the best 

predictions, suggesting that model selection was robust. 

Initial values of hyperparameters in (8) were 

selected according to a procedure suggested in [20]. The 

weights wq, where q = 1, ..., Q, were set equal to the 

standard deviation of the training targets (i.e., simulated 

RCS magnitude values) divided by the number of 

mixtures Q. The repetition rates µq were uniformly 

randomly selected from a range which had zero as lower 

bound, and an upper bound that was proportional to the 

reciprocal of the smallest frequency spacing between the 

randomly-selected training points. The hyperparameters 

σq are the inverse length scales of the squared 

exponentrial constituent functions in (8). The initial 

length scales were taken to be the absolute values of 

random numbers drawn from a zero-mean normal 

distribution that had a standard deviation that was equal 

to the overall range of the training data (length scales are 

defined as positive). It is worth noting that the length 

scale parameters σq determine the effective range of 

frequencies which are affected by each term of (8) for 

each training point.  

The longest per-run training times was on the order 

of 60 minutes, which is far lower than the FEKO 

simulation time. For the SE×PER covariance function 

with four unknown hyperparameters, 300 sets of random 

starting values were used as a larger number did not 

improve results. Results for the hyperparameter sets with 

the lowest negative log-likelihood are reported below. 

The errors obtained by each model were quantified 

using the normalised RMSE defined by: 
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where the predicted and simulated linear RCS magnitudes 

at frequencies l are denoted RCSp(l) and RCSs(l) 

respectively. The results reported below only consider 

the test points (i.e., the subsets of the 501 available points 

remaining after the training points were removed) as  

the errors at the training points are negligible for GP 

regression with noise-free observations. 

Tables 1 and 2 provide RMSE statistics for 20 runs 

of GP regression with the SE×PER and SM3 (SM with 

three mixtures) covariance functions for the Strela and 

Igla missiles, respectively. 

The importance of considering different rotations is 

demonstrated by the fact that the most accurate results 

for the Strela in Table 1 are obtained when the rotation 

is small. However, these missiles may approach their 

targets at larger rotations, so errors in the RCS magnitude 

need to be small over the full range of rotations which 

will be encountered in practice. 

The importance of considering different rotations is 

demonstrated by the fact that the most accurate results 

for the Strela in Table 1 are obtained when the rotation 

is small. However, these missiles may approach their 

targets at larger rotations, so errors in the RCS magnitude 

need to be small over the full range of rotations which 

will be encountered in practice. 

The results in Table 1 indicate that both covariance 

functions provide accurate results for the Strela, with 

SM3 reducing the mean RMSE obtained by SE×PER by 

50% or more for most rotations. The situation changes 

dramatically for the Igla in Table 2, where the accuracy 

of SM3 is considerably better than SE×PER, with mean 

RMSE varying from 3.26% to 7.27% for SE×PER and 

from 0.95% to 1.53% for SM3.  

Tables 1 and 2 also show that SE×PER performance 

was more strongly influenced by the training data 

configurations associated with particular runs than SM3. 
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For example, the RMSEs at a 9° rotation varied from 

0.83% to 5.17% for SE×PER versus 0.23% to 1.71% for 

SM3 in Table 1, and from 2.14% to 6.82% for SE×PER 

and from 0.37% to 3.59% for SM3 in Table 2.  

Figure 2 compares SE×PER and SM3 predictive 

responses for the Strela missile at 9° rotation for a 

particular training data configuration (i.e., the same 

training points were used in both cases). For this run, the 

random selection of training points in the region 5 to  

5.5 GHz produced no points at consecutive response 

maxima, which causes substantial inaccuracies in the 

SE×PER predictions. On the other hand, the expressive 

power of the SM3 covariance function allows the 

regression to infer the underlying response structure 

more effectively, yielding significantly better predictions 

over this range in spite of the unfavourably placed 

training points. 

Figure 3 provides results for the Igla missile at  

12° rotation that are representative of the GP models’ 

mean predictive performance (i.e., the solution with the  

RMSE closest to the mean is shown in each case). While 

the SE×PER model follows the simulated response 

reasonably well, there are several frequencies with large 

errors, and some predictions even have negative values, 

which are not physically possible. Comparing the 

SE×PER and SM3 models in Fig. 3 clearly demonstrates 

the superior performance of SM3, which has both fewer 

and smaller significant deviations from the simulated  

response. 
 

 
   (a) 

 
   (b) 

 

Fig. 2. GP predictive results for the Strela missile at 9° 

rotation using: (a) SE×PER (RMSE = 5.17%), and (b) 

SM3 (RMSE = 1.42%) covariance functions, compared 

to the simulated (true) RCS magnitude. Only the lower 2 

GHz of the 10-GHz range is shown as errors over the 

remainder of the frequency range are negligible. 

 

Table 1: RMSEs of Strela test data 

Cov. Rot. Func. Mean Best Median Worst 

SE×PER 

0° 0.93% 0.66% 0.88% 1.57% 

3° 0.74% 0.50% 0.71% 1.46% 

6° 1.07% 0.63% 0.97% 2.02% 

9° 1.83% 0.83% 1.41% 5.17% 

12° 1.80% 1.00% 1.73% 3.55% 

15° 1.10% 0.45% 0.98% 3.29% 

SM3 

0° 0.49% 0.19% 0.49% 1.12% 

3° 0.34% 0.15% 0.30% 0.64% 

6° 0.52% 0.20% 0.45% 1.11% 

9° 0.87% 0.23% 0.75% 1.71% 

12° 0.86% 0.46% 0.64% 1.90% 

15° 0.81% 0.25% 0.62% 2.43% 
 

Table 2: RMSEs of Igla test data 

Cov. Rot. Func. Mean Best Median Worst 

SE×PER 

0° 7.27% 3.94% 7.63% 10.08% 

3° 5.68% 3.09% 5.97% 7.66% 

6° 3.26% 1.94% 3.10% 5.11% 

9° 3.71% 2.14% 3.22% 6.82% 

12° 6.35% 5.12% 6.47% 7.96% 

15° 4.96% 2.78% 5.09% 7.50% 

SM3 

0° 1.33% 0.52% 1.20% 2.37% 

3° 0.95% 0.37% 0.87% 1.86% 

6° 1.08% 0.64% 1.00% 1.79% 

9° 1.32% 0.37% 1.18% 3.59% 

12° 1.53% 0.65% 1.29% 3.31% 

15° 1.35% 0.51% 1.25% 2.82% 
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(a) 

 
(b) 

 

Fig. 3. Typical GP predictive results for the Igla missile at 12° rotation using: (a) SE×PER (RMSE = 6.35%), and (b) 

SM3 (RMSE = 1.50%) covariance functions, compared to the simulated (true) RCS magnitude. 

 

VI. CONCLUSION 
GP regression with an SM covariance function was 

used to model RCS magnitude responses of shoulder-

launched missiles. The SM covariance function was 

selected since its constituent functions render it 

sufficiently flexible to account for oscillatory responses 

such as those shown in Figs. 2 and 3. Even using  

only three mixtures, the SM covariance function was 

demonstrated to yield very high predictive accuracies for 

all missiles and angles of incidence considered, 

significantly improving on results previously obtained 

for the same problem using a hybrid SE×PER covariance 

function. It was further shown that successful gradient-

based optimisation of the covariance function 

hyperparameters could be carried out in spite of a 

severely multimodal negative log-likelihood function for 

the data considered. Significantly, the accuracy of the 

predictive results was shown to be almost independent of 

the configuration of the training points used.  
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Abstract ─ In this paper, a closed-form design method 

for a novel compact unequal filtering Wilkinson power 

divider, WPD, based on symmetric and asymmetric 

right/left-handed (CRLH) coupled-line circuit structures 

is proposed and investigated. The structure is composed 

of an input asymmetric CRLH coupled-line (A-CRLH) 

section along with two output symmetric CRLH 

coupled-line band-pass filter transformers to provide 

unequal filtering performance. The analytical design 

equations along with ideal closed-form expressions  

for scattering parameters are derived for the proposed 

structure by using in- and anti-phase (c/π-mode) 

decomposition method. To theoretically verify the 

proposed design approach, two filtering unequal WPDs 

with different high-power dividing ratios of 1:10 and 

1:15 are designed and simulated. Finally, as a typical 

example, a practical filtering WPD with a power-splitting 

ratio of 1:15 operating at 1.4 GHz, is implemented  

with more than 55.5% size reduction as compared to 

conventional one. Good agreement between calculated, 

simulated and measured results verifies the effectiveness 

of the proposed power divider for miniaturized, large 

power dividing ratio and filtering applications.  

 

Index Terms ─ CRLH, filtering, scattering parameters, 

unequal power divider. 
 

I. INTRODUCTION 
Various Wilkinson power dividers (WPD) with 

simultaneously filtering and unequal response are 

important components for microwave subsystems. As  

it is well known, for industrial systems and other 

applications like phased-array systems and beam-

forming networks, compact unequal power dividers with 

arbitrary power division ratios and filtering response  

are required as key components. To date, the filtering 

performance of WPDs has been motivation of many 

research works and different techniques have been used 

in practice to provide unequal power dividing function 

with favorable selectivity [1]-[4], however, all the 

proposed topologies are primarily limited to lower power 

division ratios and/or non-exact analytical design 

equations. Recently, the authors introduced in [5], that 

asymmetric composite right/left handed (A-CRLH) 

coupled-line structure, realized by loading host coupled 

transmission line medium with series capacitors and 

shunt inductors to the ground, has the capability to be 

flexibly designed for any desired modal characteristic 

impedances and frequency dispersion without 

manufacturing difficulty as opposed to the conventional 

coupled lines. By using this fact, a novel unequal WPD 

with high power splitting ratio is proposed, however, it 

is not able to effectively suppress the undesired 

frequency signals out of its operating bandwidth [5].  

This paper documented here and in an earlier work 

published by the authors as the conference paper [6], is 

the first report on the application of symmetric and 

asymmetric CRLH coupled lines for the designing of a 

novel filtering WPD with the ability to simultaneously 

provide sharp filtering response with high power-

dividing ratio as 1:15. The current study, presents a 

substantially expanded analysis of the briefly introduced 

earlier work [6], with analytic and measurement 

verifications. Particularly, synthesis equations along 

with ideal closed-form expressions for scattering 

parameters, which allow the designer to conveniently 

design and simulate the proposed structure, are derived. 

Furthermore, to demonstrate the proposed analytical 

design approach, two examples including unequal 

filtering WPDs with 1:10 and 1:15 power splitting ratios 

supported by S-plots obtained from analytical closed-

form equations are presented. Finally, a prototype 

filtering 1:15 unequal WPD is implemented and tested 

for validation. The measured results verify the 

application of the proposed structure, experimentally. 
 

II. THEORY AND DESIGN 
Figure 1 (a) shows the outline of the proposed WPD. 

It comprises an A-CRLH coupled-line section as a 

quarter-wavelength transformer between input and 

output ports to provide unequal power division ratio and 

two output symmetric CRLH coupled-line band-pass 

filter transformers to fulfill the matching condition for 

the system impedance of 50 Ω as well as to obtain the 
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favorite selectivity in each transmission path. Typical A-

CRLH coupled line as depicted in Fig. 1 (b), consists of 

two different CRLH transmission lines which can be 

assembled from N unit cells with right-handed (RH) and 

left-handed (LH) sections [5]. The LH section is based 

on lumped loading series capacitors (CLa and CLb) and 

shunt inductors (LLa and LLb) and the RH section is 

realized with conventional microstrip coupled lines as 

seen in Fig. 1 (b). Since each A-CRLH coupled-line 

section is implemented by periodically chaining N 

number of unit cells with electrical length ‘p’ much 

smaller than the wavelength, it can be regarded 

effectively homogeneous and characterized by the 

general coupled-mode differential equations [7]. To 

derive closed-form design equations, first of all, the 

power dividing ratio and filtering response analyses are 

investigated using coupled-mode formulation in sections 

A and B, respectively, then, the generalized scattering 

parameters are obtained in a closed-form in section C. 
 

 
 

Fig. 1. (a) Schematic representation of a proposed 

unequal filtering WPD based on symmetric and 

asymmetric CRLH coupled lines, and (b) a typical 

structure of the asymmetric CRLH coupled lines. 
 

A. Power-dividing ratio analysis 

Based on in- and anti-phase (c/π-mode) decomposition 

method, the equivalent c-mode characteristic impedances 

of the A-CRLH coupled-line section (𝑍𝑐𝑎 and 𝑍𝑐𝑏) and 

isolation resistor (𝑅𝐼𝑠𝑜) can be obtained as following to 

satisfy the demanding power dividing ratio, k2, (𝑃2/𝑃3=k2), 

with perfect input and output matching and isolation 

between output ports: 

  

2

22

2

1

2

2

1

2

2

2

1
,

1

1 ) .

,

(Is

cb a

o

ca

cZ

k
Z Z Z

k

Z k k k ZZ

R k Z





 






 
(1) 

Here, 𝑍1 and 𝑍2 are the input and output impedances 

seen from ports 1 and 2, respectively, as indicated in Fig. 

1 (a). From equation (1), the values of 𝑍𝑐𝑎 and 𝑍𝑐𝑏 can 

be estimated based on desired power-dividing ratio of k2. 

The demanded modal characteristic impedances, 𝑍𝑐𝑎 and 

𝑍𝑐𝑏, can be straightforwardly tuned for wide-ranging 

values by proper choosing the loading element values of 

A-CRLH coupled-line section, 𝐶𝐿𝑎/𝑏 and 𝐿𝐿𝑎/𝑏 , as well 

as coupling capacitance value, 𝐶𝑚, without manufacturing 

complexity based on following equations [5]: 
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Here, parameters 𝐿𝑅 , 𝐶𝑅 and 𝐶𝑚 are per unit cell 

self-inductance, self-capacitance, and mutual capacitance, 

respectively that model the edge-coupled interconnecting 

transmission line segments. For estimating loading 

element values, RH-parameters including 𝐶𝑅 and 𝐿𝑅 as 

two degrees of freedom can be assumed arbitrary, 

resulting in the favorite TL characteristic impedances  

for intersecting transmission lines. This avoids the 

fabrication limitation to realize high power division 

ratios in conventional coupled lines. With selected 

values of 𝐶𝑅 and 𝐿𝑅 and determined values of N and p, 

the loading element values can be easily calculated from 

equations (2) and (3). 

 

B. Filtering response analysis 

As well as unequal performance, the proposed WPD 

supports the filtering response by using two symmetric 

CRLH coupled- line filter transformers near the output 

ports as shown in Fig. 1 (a). The structure of CRLH 

coupled-line band-pass filter employed in the design of 

output filter transformers is shown in Fig. 2, wherein 

symmetric CRLH coupled-line sections with equivalent 

even- and odd-mode characteristic impedances of 𝑍𝑒𝑖 

and 𝑍0𝑖, i = 1,…, N+1, and electrical length of θ have 

been used in a cascaded form to develop a narrowband 

band-pass filter. Its equivalent circuit is also represented 

in Fig. 2, where each CRLH coupled-line section is 

roughly modeled using two CRLH transmission line 

sections with characteristic impedance of Z0 and the 

electrical length of θ =-π/2, added  on both ends of an 

inverter Ji (i=1,…, N+1). By equating their propagation 

constants and image impedances, the following equation 

is found for even- and odd-mode characteristic 

impedances of each CRLH coupled-line section: 

 2

/ 0 0 0 1, , 11 ( ) .( )ei oi i iZ Z J Z J i  Z N     (5) 

The equation (5) indicates that the even-mode and odd-

mode characteristic impedances of a CRLH coupled- 

line section can be described by the system impedance 
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of 𝑍0 and the admittance inverter of Ji, which has the 

same depiction of those of conventional coupled-line 

filters [7]. Therefore, the design equations of a typical 

couple-line filter can be assumed to design the CRLH 

coupled-line filter transformer. The values of admittance 

inverters for a band-pass filter are given by [7]: 
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Here, g0, g1,…, gn+1 are the elements of an equal-

ripple low-pass prototype with a normalized cutoff Ωc=1 

and   is the fractional bandwidth of the band-pass filter. 

Consequently, the transmission matrix of the CRLH 

coupled-line filter can be written for even-order and odd-

order, N, as following: 
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(7) 

Since in the proposed power dividing circuitry, such 

CRLH coupled-line filter is employed instead of the 

conventional output transformers in the ideal WPD, 

hence, its transmission matrixes should be approximately 

equal to transmission matrix of ideal impedance 

transformer to satisfy matching condition which can be 

determined as following: 

 0

0

0 ( 1)
,

( 1) / 0

n

j

Ideal n

j

j Z
T

j Z

 
  

  

 (8) 

where, Z0j, j = 2, 3, is the characteristic impedance of  

the conventional transmission line functioning as an 

impedance transformer at output 2 or 3: 
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Equating (7) and (8) implies that the even-order 

CRLH coupled-line filter with system impedance of 𝑍0 

equal to 𝑍0𝑗, j = 2, 3, should be employed for satisfying 

matching conditions and improving the selectivity in 

each transmission path. The design guideline for the 

proposed WPD can be briefly summarized as: 

Step1) Calculate 𝑍𝐶𝑎 and  𝑍𝐶𝑏 of A-CRLH coupled-

line transformer based on equation (1) for preferred 

power dividing ratio (k2). Step2) Calculate 𝑍𝑒/𝑜𝑖
𝑎  and 

𝑍𝑒/𝑜𝑖
𝑏  (𝑖 = 1, … , 𝑁 + 1) of output CRLH coupled-line 

filter transformers based on equation (5) for desired 

selectivity in each transmission path and satisfying 

matching condition. Step3) Find the corresponding 

mutual capacitance value, 𝐶𝑚, from equation (4) and Set 

suitable values for the strip width, w, and separation, s, 

using the approximate coupled-line formula [8] and 

appropriate circuit simulator for required 𝐶𝑚. Step4) 

Calculate the values of RH parameters, 𝐶𝑅 and 𝐿𝑅, for 

determined values of w and s. Step5) Determine the 

capacitance and inductance values of chip or distributed 

loading element values 𝐿𝐿 and 𝐶𝐿 from equations (2) and 

(3). 
 

 
 

Fig. 2. CRLH coupled-line band-pass filter with its 

equivalent circuit.  

 

C. Analytical closed form scattering parameters for 

the proposed WPD  

As the common circuit simulators like Agilent 

Advanced Design System (ADS) do not have electrical 

parameter-based transmission line models for the 

asymmetric coupled lines without physical dimensions, 

hence, these circuit simulation tools, cannot give the 

accurate and lossless scattering parameters for the 

proposed WPD. In order to have convenient accurate 

analysis, it is necessary to study the theoretical scattering 

parameters of the presented WPD. In this section, the 

closed-form mathematical expressions for scattering 

parameters are presented. Consequently, once the design 

parameters are defined based on theoretical analysis in 

sections A and B, the scattering parameters of the power 

divider can be conveniently obtained using the ideal-

closed form equations. Due to the asymmetric nature of 

the proposed WPD, in- and anti-phase (c/π-mode) 

analysis is adopted to analyze the proposed structure. 

After using c/π-mode analysis, Fig. 1 can be simplified 

to two half circuits as depicted in Figs. 3 (a) and 3 (b). 

Here, c cNp   and Np    represent the equivalent 

c- and π-mode electrical lengths of the A-CRLH 

coupled-line section consisting of N unit-cells of p-

length. 𝑍𝐶𝑎/𝑏 and  𝑍𝜋𝑎/𝑏, are the equivalent c- and π-

mode characteristic impedances of the asymmetric 

CRLH coupled-line section calculated from equation (1). 

Moreover, for easy analysis, each output filter 

transformer composed of the cascade connection of N+1 
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CRLH coupled-line sections is represented by its 

transmission matrix, 
/ / / /[ , , , ]a b a b a b a b

eq eq eq eqA B C D , which is 

equal to the product of the [A, B, C, D] matrices of 

individual two-port CRLH coupled-line sections, 
/ / / /[ , , , ]a b a b a b a b

k k k kA B C D  as: 
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The [A, B, C, D] matrix for each two-port CRLH 

coupled-line section, which is approximately modeled 

by using two transmission lines added on both ends of an 

inverter, /a b

iJ , is thus given by equation (11): 
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Where, /

0

a bZ  and   are the characteristic impedance  

and electrical length of the added CRLH transmission 

lines. In the abovementioned expressions, ‘a’ and ‘b’ 

subscripts refer to the output transformers of path ‘a’ and 

path ‘b’, respectively. To the c-mode equivalent circuit, 

Fig. 3 (a), the ABCD–matrix between two ports (Port 1 

and Port 2) can be obtained as: 
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(12) 

According to the transformation between ABCD 

matrix and scattering parameters, the closed-form c-

mode scattering parameters can be calculated as equation 

(13). The final input scattering parameter, S11, and 

transmission parameters, S12 and S13, of Fig. 1 can be 

derived as: 
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Considering the π-mode sub-circuits in Fig. 3 (b),  

the output scattering parameters of π-mode can be  

also obtained as equation (15), where /a b

inZ  is the input 

impedance looking into the equivalent half-circuit at the 

output port as indicated in Fig. 3 (b). To calculate this 

impedance, first, the π-mode ABCD–matrix from port 2 

to port 1 is obtained as equation (16), shown in the 

following, then as the two-port sub-network is 

terminated with a short circuit at port 1 in π-mode 

excitation, /a b

inZ  can be derived based on ABCD 

parameters as equation (17): 
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The final output scattering parameters, S22 and S33, and 

the isolation parameter, S23, can be expressed by: 
2 2
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To demonstrate the proposed design method, 2 

examples including WPDs with 1:10 and 1:15 power 

dividing ratios and fractional bandwidth of 15% 

comprising an A-CRLH coupled-line section with two 

2th order symmetric CRLH coupled-line filters are 

designed. The corresponding S-plots obtained from the 

analytical closed-form equations, (13)-(18), for RO4003 

substrate with dielectric constant of 3.55 and thickness 

of 0.813 mm are presented in Fig. 4. It is seen that the 

proposed structure can function as an unequal power 

divider with high-selectivity band-pass responses. 
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(a)  

(b)  

 

Fig. 3. Equivalent half-circuits of the proposed WPD: (a) 

c-mode half-circuit and (b) π-mode half-circuit. 

 

III. CIRCUIT IMPLEMENTATION 
To experimentally verify the proposed design method, 

a prototype filtering unequal WPD with high power 

dividing ratio of 1:15 and fractional bandwidth of 15% 

is fabricated for operating at 1.4 GHz as shown in Fig. 5. 

It is implemented on R04003 substrate with dielectric 

constant of 3.55 and thickness of 0.813mm. It consists  

of an A-CRLH coupled-line transformer compromises 

conventional coupled lines loaded by surface mount 

technology (SMT) components with inductance and 

capacitance values derived for preferred power dividing 

ratio of k2 and two output CRLH coupled-line impedance 

transformers composed of three symmetric CRLH 

coupled lines formed of coupled lines loaded by 

distributed elements including shorted stub inductors 

and series interdigital capacitors (IDCs) with inductance 

and capacitance values derived for the desired selectivity 

based on aforementioned design principle. The 

geometrical parameters of IDCs and shorted stub 

inductors meeting the required electrical LC parameters 

can be determined with the help of established 

approximate formulas, [8], as a starting guess for design 

and then applying a suitable optimization algorithm in  

a full-wave software like high frequency structure 

simulator (HFSS) for accurate realizing the desired 

characteristics. The designed values of lumped loading 

elements with geometrical dimensions are as following: 

CLa = 3.2 pF, CLb = 0.3 pF, LLa = 3.2nH, LLb = 16nH, 

𝑤1𝑎
′ = 𝑤3𝑎

′ = 0.3𝑚𝑚, 𝑤2𝑎
′ = 0.4𝑚𝑚, 𝑤1𝑏

′ = 𝑤3𝑏
′ =

0.8𝑚𝑚, 𝑤2𝑏
′ = 0.9𝑚𝑚, 𝑠1𝑎

′ = 𝑠3𝑎
′ = 0.2𝑚𝑚, 𝑠2𝑎

′ =
0.4𝑚𝑚, 𝑠1𝑏

′ = 𝑠3𝑏
′ = 0.9𝑚𝑚, 𝑠2𝑏

′ = 0.4𝑚𝑚, 𝑠1𝑎 =
𝑠3𝑎 = 0.1𝑚𝑚, 𝑠2𝑎 = 0.6𝑚𝑚, 𝑠1𝑏 = 𝑠3𝑏 = 0.2𝑚𝑚, 

𝑠2𝑏 =  0.4𝑚𝑚, 𝑙1𝑎
𝐼𝐷𝐶 = 𝑙2𝑎

𝐼𝐷𝐶 = 𝑙3𝑎
𝐼𝐷𝐶 = 8.7𝑚𝑚, 𝑙1𝑏

𝐼𝐷𝐶 =
𝑙3𝑏

𝐼𝐷𝐶 = 8.7𝑚𝑚, 𝑙2𝑏
𝐼𝐷𝐶 = 7.7𝑚𝑚, 𝑙1𝑎

𝑠𝑡𝑢𝑏 = 𝑙3𝑎
𝑠𝑡𝑢𝑏 = 13𝑚𝑚, 

𝑙2𝑎
𝑠𝑡𝑢𝑏 = 12.5𝑚𝑚, 𝑙3𝑏

𝑠𝑡𝑢𝑏 = 𝑙1𝑏
𝑠𝑡𝑢𝑏 = 9.4𝑚𝑚, 𝑙2𝑏

𝑠𝑡𝑢𝑏 =
8.9𝑚𝑚. 

To avoid confusion, the geometrical values are  

denoted by their corresponding CRLH coupled-line 

section number, i.e., the dimensions that correspond to 

CRLH coupled-line section represented by 𝐶𝐿2𝑎 are 

denoted by 𝑤2𝑎
′ , 𝑠2𝑎

′ , 𝑠2𝑎, 𝑙2𝑎
𝐼𝐷𝐶, 𝑙2𝑎

𝑠𝑡𝑢𝑏 and the same for 

other sections.  

The measurement results along with full-wave and 

analytical theory simulations using high frequency 

structure simulator (HFSS) and MATLAB are depicted 

in Fig. 6. As shown, there is a good agreement between 

HFSS, theory and measurement data and the desired 

power division ratio with relatively sharp band-pass 

responses is achieved. The measured insertion loss of  

S21 and S31, are about -1.3 and -13.1 dB, respectively. 

The measured center frequency is 1.4 GHz, with the 

fractional bandwidth of 15.5%. The in-band return loss, 

|S22|, |S33| and |S11|, are better than 30 dB. The isolation, 

|S23|, is greater than 35 dB over the whole band. The 

measured in-band phase difference between output ports 

is between -2.5o and 2.8o. The performance comparison 

of the proposed power divider with other compact 

unequal WPDs in terms of power splitting ratio, filtering 

response, relative occupied area and isolation between 

output ports is summarized in Table 1. As the results 

show, the proposed WPD has the most compact size and 

the highest power division ratio, since the circuit size is 

reduced to 44.5% of the conventional one and the power 

splitting ratio is enhanced to 1:15. Additionally, despite 

power ratio, the proposed design has a filtering function 

with a steep skirt selectivity and high isolation in a wide 

frequency range.  
 

 
 

Fig. 4. Theoretical results of WPDs with (left) 1:10 and 

(rigth) 1:15 power dividing ratios. 
 

 
 

Fig. 5. Photograph of the proposed filtering 1:15 WPD 

fabricated on RO4003.  
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Table 1: Performance comparison with the previous 

works 

Ref. 
Filtering 

Response 

Dividing 

Ratio 

Relative 

Area (%) 

Isolation 

(in-band)  

[1] Yes 1:3/2 200 >23 dB 

[3] Yes 1:8 40 N/A 

[4] Yes 1:2 200 >20 dB 

[5] No 1:15 41.3 >25 dB 

[9] No 1:6 100 >20 dB 

[10] No 1:4 100 >20 dB 

[11] No 1:10 100 >20 dB 

This work Yes 1.15 44.5 >35 dB 

 

 
 

Fig. 6. Measured and simulated results of the filtering 

power divider: (a) S12 and S22, (b) S13, and S33, (c) S23, 

and S11, and (d) phase difference of output ports. 

 

IV. CONCLUSION 
This paper presents a new compact filtering unequal 

WPD with high power-splitting ratio application using 

symmetric and asymmetric CRLH coupled lines. The 

analytical design equations along with ideal closed-form 

expressions for scattering parameters are derived for  

the proposed structure by using in- and anti-phase (c/π-

mode) decomposition method. To verify the theoretical 

design procedure, an unequal compact WPD with a high-

power division ratio of 1:15 is designed, simulated and 

fabricated at 1.4 GHz. The measurement results along  

with theoretical and simulation data validate that the 

proposed WPD not only exhibits a sharp frequency 

selectivity but also a large power splitting ratio with 

desired performance. 
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Abstract ─ Herein, the design of an active inductor and 

its typical application for a reconfigurable band-pass 

filter circuit are presented. The Active Inductor design 

consists of a passive variable phase and amplitude 

compensating network and a highly linear inverting 

amplifier in order to form a gyrator-C design. The design 

allows a wide frequency range for tuning the equivalent 

inductance and resistance values that enable it to be used 

as a filter design where the inductor equivalent resistance 

increases and improves signal rejection for band-pass 

filter applications. As a typical application, first-order 

active band-pass filter had been designed and prototyped. 

The simulation and measurement results of the design 

are compared with the performance results of counterpart 

designs in literature. From the experimental results, it 

can be concluded that the proposed design is a suitable 

model for design of tunable band pass filter circuits. The 

design has an operation band of 0.7-2.1GHz with the 

equivalent inductance value of 2.6nH. 

 

Index Terms ─ Active inductor, band-pass filter, 

gyrator-C, reconfigurable, UHF Band. 
 

I. INTRODUCTION 
A challenge for research is now to design devices 

that are reconfigurable and adaptive (or tunable) for their 

characteristics to switch from one standard to another [1-

2]. Moreover, whether it is in transmission or receiver 

mode, the signal filtering is a core function of the 

processing chain because it realizes the separation of 

useful signals that one wishes to deal and of out-of-band 

signals that one wishes to reject. Similarly, the important 

development of RF equipment imposes new constraints 

on microwave channels. One of the most critical functions 

is the re-configurability in the RF filtering. This requires 

a wide band tuning to meet new specifications, whether 

technical or financial, and can adapt the model associated 

with different standards. 

Most of traditional architectures of tunable band 

pass filters use the spiral inductors that include many 

limitations such as a low Q factor, small and not-tunable 

inductance, a low self-resonant frequency and a large 

silicon area [3-4]. Therefore, in order to resolve these 

crucial problems, realization of Active Inductors (AI) 

becomes a more promising option having the particular 

advantage of wide frequency tuning, necessary for multi-

standard systems [5-8]. AI shows small silicon area (it 

only takes about 1% -10% of passive inductor area), a 

higher inductance value, efficient frequency tuning range, 

and higher Q factor which  make AI a suitable solution 

for design of tunable filter. 

In this work, design of an AI for a typical application 

of tunable band-pass filter circuit had been studied. 

Firstly, an AI design which is consist of a passive 

variable phase, amplitude compensating network and  

a highly linear inverting amplifier in order to form a 

gyrator-C design has been studied. The proposed AI 

design achieves a wide frequency range for tuning the 

equivalent inductance and resistance values, which make 

it a suitable solution for being the tuning element in  

a band pass filter design. In Section IV, a typical 

application of a first-order active band pass filter circuit 

has been presented, using the AI model deigned in 

Section III. The simulated results had been justified with 

the experimental results. Furthermore, the proposed AI 

based band-pass filter design had been compared with 

the counterpart design in literature. From the experimental 

results, it can be concluded that the proposed design is a 

suitable model for design of tunable band pass filter 

circuits. 
 

II. GYRATOR PROPERTIES AND NON-

IDEALITIES 
The realization of an active inductor relies on the 

basic gyrator theory [9-13], where two trans-conductors 

are connected end-to-end and one end of the gyrator is  
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bonded to a capacitor as shown in Fig. 1 [14]. 
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Fig. 1. Basic concept of a gyrator-C. 

 

The expression of its input impedance Zin is 

expressed as follows: 

1 2

in
in

in m m

V j C
Z

I g g


  .                         (1) 

Then the equivalent inductance is given by: 

       1 2m m

C
L

g g
 .                             (2) 

In this case, the realization of an active inductance 

can be performed by using simple trans-conductance 

transistors having a similar effect of gyrator. Since these 

transistors have intrinsic parasitic capacitances, the 

simulation of the inductance is based on the idea of using 

these parasites. So, we have no need of external capacity, 

which is an important technique for minimizing the 

circuit size. 

 

III. ACTIVE INDICTOR 
In Fig. 2 a schematic for an AI design using 

medium-power bipolar transistors are given. The design 

consists of a common collector non-inverting and a 

common emitter inverting trans-conductance amplifiers 

using BFP450 BJT transistors. In Table 1, a list of the 

elements used in AI design is presented.  
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Fig. 2. Simplified schematic of AI design. 

Table 1: List of the elements used in AI design 

Rb1 10 Ω C 4.7pF 

Rb2 200 Ω CL 15 pF 

Re 100 Ω CDCB 10pF 

Rc 220 Ω Substrate FR4,1.56mm 

 

The BFP450 [15] is a high linearity wideband NPN 

bipolar RF transistor. The collector design supports 

voltages up to VCEO= 4.5 V and currents up to IC= 170 

mA. With its high linearity at currents as low as 50 mA 

the device supports energy efficient designs. The typical 

transition frequency is approximately 2.4 GHz, hence the 

device offers high power gain at frequencies up to 3 GHz 

in amplifier applications. The simulated input impedance 

results of the design is given in Fig. 3, where the real 

values of the input ımpedance has a variation around of 

2-3 Ω and the imaginary part has a variation of 2-60 Ω 

over the frequency band. 

 

 
 

Fig. 3. Simulated input impedance for VCC= 3 V. 

 

In Fig. 4 the simulated results of different input 

power of -20 dBm to +20 dBm with step width of 10 

dBm is applied to the input of the AI design to analyse 

the power consumption. The design’s power consumption 

is stable within the range of -20dBm to 10dBm which is 

around 65mW while the design start to consume 10% 

more power (72mW) with +20dBm input power. Thus, 

it can be concluded that the transistors used in design 

enter in saturation state after 10 dBm input power. 
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  (b) 
 

Fig. 4. Power consumption for input power of: (a)  

-20dBm, 0dBm and (b) 10dBm, 20dBm for VCC= 3 V. 

 

In Fig. 5 (a) the schematic of a first-order band pass 

filter with AI is given where with this concept it is 

possible to achieve high Q value in designs. Moreover 

since usage of a spiral inductor requires larger space in 

substrate, has narrow band, impedance and interference 

usage of active inductor which provides higher band  

and higher Q factor value is much efficient than the 

traditionally spiral inductors. Also in Fig. 5 (b), the 

schematic layout of the AI filter is given. 
 

CDBC CDBC

C
Active 

Inductor

 
(a) 

 
(b) 

 

Fig. 5. AI based filters: (a) schematic and (b) layout. 

 

IV. A TYPICAL APPLICATION: ACTIVE 

BAND-PASS FILTER 
Herein, the measurement results of the fabricated 

first-order active Band-Pass filter design given in Fig. 6 

are studied. The filter design has been fabricated on a 

FR4 substrate using standard SMD passive components 

and two BFP450 transistors. The measured S11 & S21 

parameters of the prototyped filter have been obtained 

using an Anritsu 37397d vector network analyzer and 

had been presented in Fig. 7 alongside of the simulated 

results.  

 
 

Fig. 6. Fabricated AI-based band-pass filter. 

 

 
 

Fig 7. Simulated and measured scattering parameters for 

VCC= 1V. 
 

As it can be observed from Fig 8, by changing the 

DC bias voltage value of AI from 1-3 V it is possible to 

shift the frequency of the band pass filter by 300MHz. 

Furthermore, in Table 2 a compression of the proposed 

AI based filter with counterpart design has been 

presented. 

 

 
  (a) 

 
   (b) 

 

Fig. 8. Measured: (a) return loss and (b) insertion loss, 

with respect to the variation of voltage. 
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Table 2: Comparison of the proposed filter design with 

counterpart models in literature 

Model Type Order 

fc or 

Tunining 

Range GHz 

Bandwidth 

GHz 

Voltage 

Range 

Here SiGe 1 1.165-1.435 ~1 1 to 3 

[5] SiGe 1 0.6 0.3 --- 

[14] 
0.35um 

CMOS 
4 0.52-0.72 0.25 2.7 

[16] 
0.45um 

CMOS 
2 2.56 0.03 +/-1 

[17] 
0.35um 

CMOS 
2 0.980-1.09 --- 2.7 

 

V. CONCLUSION 
As it can be seen from the measurement results, a 

suitable model for design of a tunable AI had been 

achieved. The design has an operation band of 0.7-

2.1GHz with the equivalent inductance value of 2.6nH. 

Also, for a typical application example for the designed 

AI, it implementation for a first order band-pass active 

filter is studied. The measured scattering parameter 

performance of the tunable band pass filter make it a 

suitable candidate for use in practical system applications. 
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Abstract ─ In this article, an efficient adaptive cross 

approximation (ACA) algorithm is employed for the lossy   

of MTL such as propagation matrix, attenuation loss, 

dielectric loss and characteristic impedance are evaluated. 

ACA solver is stable and convenient to solve the 

compression and approximation of low-rank matrix 

because adaptive refinement is used to generate the 

optimal mesh. The integral equation (IE) solver along 

with adaptive cross approximation (ACA) is used to 

reduce the computational time and memory size. In the 

proposed algorithm, the complexities become linear. 

Therefore, the ACA provides less memory size and less 

computation cost. The results are compared with the 

latest state of the art existing work for validation. 
 

Index Terms ─ Adaptive cross approximation, 

attenuation constant, characteristic impedance, integral 

equation, losses in multiconductor transmission line 

(MTL), propagation constant. 
 

I. INTRODUCTION 
In the past few decades, electromagnetic 

compatibility (EMC) has received considerable attention 

in the scientific community. The numerical schemes  

are used for the analysis of frequency dependent 

multiconductor transmission line (MTL) problems.  

The MTL parameters are generally attained from the 

computational electromagnetics. The traditional and 

advanced techniques for MTL are applied in various 

fields. But the integral equations have some numerical 

difficulties associated with its integral formula, singularity 

problems, complex assembly of the populated matrix 

and time-consuming [1-7]. 

In the existing literature, various mathematical 

methods for the simulation of MTL are discussed, for 

example, finite difference time domain (FDTD) [8], 

finite element method (FEM) [9] and method of moment 

(MOM) [10]. The integral equation with the MOM is 

widely used in EMC problems [11-12].  

MOM is a powerful method for solving complex 

geometries such as those found in EMC problems. The 

algebraic integral equation method is used for 

conducting and non-conducting surface under the 

boundary condition. The discretization process is carried 

out with the help of MOM, which is considered the most 

efficient technique. MOM is used to discretize the 

integral equation into matrix form with subblock basis 

function [13-15]. 

The singular value decomposition (SVD) method 

reduces the computational complexities of deficient low-

rank matrix [16]. ACA is an algebraic nature algorithm, 

which relies on the rank-deficient property between the 

orders of the basis function of well-separated groups. 

The grouping of basis function for the iterative solver is 

used to overwhelm the shortcomings of the traditional 

method. Therefore, the basis function for the block 

structure of the dense matrix is developed. Moreover, the 

groups (subblocks) have the low-rank matrix attribute 

and the ACA is applied on these properties to reduce the 

computational performance [17-23]. 

Based on the existing literature, it can be concluded 

that ACA is an efficient methodology for the numerical 

analysis of MTL, therefore used in this paper. The  

S-matrix, Z-matrix and Y-matrix are achieved from  

the ACA approach which are used for the analysis of 

MTL parameters. The lossy transmission line parameters  

such as dielectric loss, propagation constant loss and 

characteristic impedance are calculated through the 

proposed algorithm. The active impedance matching 

technique, FET transistors named as CGH40006P, is 

used for the matching of transmission line. To validate  

effectiveness of the ACA approach, the simulations are 

carried out in the ANSYS EM-environment and the ADS 

software. Finally, the results are compared to validate the 

dominant performance of proposed scheme. 

The organization of the rest of the paper is as 

follows. In Section I, literature review is discussed about 

MTL. In Section II, the mathematical equation of MTL 

is described. Section III covers the comprehensive  

procedure about the adaptive cross approximation, 

implementation of dielectric constant, characteristic 

impedance and propagation constant. In Section IV, 
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lossy model simulation and validation of results are 

presented. Finally, Section V concludes the work. 

 

II. MULTICONDUCTOR TRANSMISSION 

LINE MODEL 
In this section, we considered a MTL having M-

conductors with one conductor grounded. The total 

length of the transmission line (TL) is L which is divided 

into small number of segmets. However, a unit meter 

length is considered for the analysis. According to the 

Telegram’s equation, lossy transmission line constraints 

are given [6]. 

V(z) is the line voltage of (𝑛 × 1) vectors and 𝐼(𝑧) 

is the line current of 𝑛 vectors. The 𝑖𝑡ℎ  element under 

the test is voltage 𝑉𝑖  and current 𝐼𝑖 , respectively. The 

second order simultaneous equation of the MTL is: 
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The basic model of the MTL line is illustrated in Fig. 1. 
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Fig. 1. Simple MTL model. 

 

The Green’s function of the MTL for the Helmholtz 

equation is: 

1

1

( )
(z) ( , ) ( , ) ( ) ,
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r
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where: 
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𝐾1 = 𝜔√𝜀𝜇0 = 𝜔√𝜇0 𝜎
𝑟 is a constant, 𝜔 is the angular 

frequency, 𝜇0 is the permeability, 𝜎𝑟 is the conductivity 

of the conductor, 𝑆𝑟 is the cross sectional area of under 

test conductor, 
𝜕𝐸(𝑟)

𝜕𝑧
 is the electric voltage of the excited 

field and ε is complex permittivity of the lossy line. 

The basis function for the MTL is:  

 
( )

( ) ( )

1 1

( ),

rM N
r r

z i i

r i

E b r
 

  (3) 

where 𝑏𝑖 is the basis function, 𝑁(𝑟)is the total number of  

segments and α is the coefficient. 

 

A. Dielectric loss model 

In this subsection, the dielectric loss model is  

presented. The MTL model is frequency dependent. The 

material for the models are lossy and the properties of 

the material are shown in the Table 1. The properties of 

the dielectric material are taken as same for all cables  

and calculated with the help of ACA techniques. The 

characteristic of lossy material verses frequency is 

shown in Fig. 2. 
From the equation (2), the dielectric parameter is 

𝐾1 = 𝜔√𝜇0 𝜎
𝑟. The complex conductivity for the lossy 

model is: 

 ,c c

d
Y

A
   (4) 

where: 

.   c rj  

The complex permittivity at the angular frequency 

is: 

 

0

.
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The 𝑘𝑡ℎ  iteration of the lossy model for complex 

permittivity is: 
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where:  

𝜀ℎ is the dielectric at high frequency, 

𝜀𝑙 is the low frequency dielectric constant, 

𝜔 = 2𝜋𝑓 is an angular frequency, 

𝜏 is the relaxation time. 

The loss tangent for the lossy model is:  

 tan( ) .
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l h

l
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Fig. 2. Lossy material property.  
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Table 1: Properties of lossy material 

Parameter Value 

Relative Permeability 2.5 

Relative Permitivity 1 

Bulk Conductivity 0 

Dielectric Loss Tangent 0.1 

Magnetic Loss Tangent 0 

Landa G Factor 2 

 

B. Characteristics impedance and propagation 

constant 

The equation (1), describes the compact form of  

the MTL. The condition for the lossy MTL is 𝑅 ≪ 𝜔𝐿 

𝑎𝑛𝑑 𝐺 ≪ 𝜔𝐶. The propagation loss matrix is: 

 ,
2 2

R C G C
j LC

L L
     (8) 

where: 

 Re( ) ,
2 2

R C G C

L L
     

 Im( ) ,j LC     

𝛼  is the attenuation constant which consists of two 

losses. The first and second terms describe the conductor 

loss and the dielectric loss respectively. 𝛽 is the 

propagation constant. The characteristic impedance for 

the lossy MTL is: 

 1 ,
2 2

c

L jR jG
Z

C L C 

 
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 
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where 𝑍𝑐 is characteristics impedance. 

 
B.1. Perfectly matched 

In this subsection, the perfectly matched condition 

of transmission line is discussed. The condition for the 

perfectly matched load is  𝑍𝑜 = 𝑍𝐿 , which means that  

no energy is reflected back, and maximum power is 

delivered to the load. 
 

ZS ZL

Cable

Impedance 
Matching

Zo

 
 

Fig. 3. Simple impedance matching model.  

 

The active impedance matching technique is used 

for the perfectly matched transmission line in Fig. 3. The 

FET transistor CGH40006P [24] is used for the active 

matching technique. The high electron mobility transistor 

(HEMT), gallium nitride (GaN) is a type of FET 

unmatched transistor. The HEMT offers high gain and 

broad bandwidth capabilities for making the ideal and 

linear compressed amplifier. The HEMT has high power 

and high reliability, which provides a high degree of 

freedom and the versatile nature of properties. This FET 

transistor works in a wide range of frequencies between 

1GHz-10GHz. The complex source impedance and load 

impedance are according to the datasheet. 

 

III. ADAPTIVE CROSS APPROXIMATION 
ACA is an iterative procedure for approximation of 

the low-rank matrix and approximate the original matrix 

without filling the entire matrix entries. However, ACA 

is a suboptimal algorithm, which gives a more significant 

number of independent vectors than other optimal 

algorithms.  

In this paper, the sparse matrix is obtained from  

the integral equation of the MTL. This matrix is fully 

populated. The sparse matrix is converted into low-rank 

matrix. ACA technique is used to compress the matrix 

and evaluate the useful information, which is relevant for 

the low-rank matrix. This low-rank matrix is also called 

the Subblocks. This low-rank matrix is very suitable to 

calculate the behavior of transmission line at different 

frequencies with the help of an ACA approach. 

Therefore, the ACA approach is more suitable to solve 

the low-rank matrix. The post-processing calculation 

gives the S-Matrix, Z-Matrix, characteristic impedance, 

propagation, and attenuation constant. In this paper, the 

ACA is implemented for the low-rank matrix 𝑃𝑝×𝑞 , 

which gives better compression quality. The matrices 

obtained from the ACA are propagation loss matrix, 

dielectric loss matrix, and characteristic impedance 

matrix.  

Let 𝑃 ≔ {𝑝1, 𝑝2, … … , 𝑝𝑀} 𝑎𝑛𝑑 𝑄 ≔ {𝑞1, 𝑞2, … … , 𝑞𝑀} 

be the two low-rank matrix. ACA approximation is a 

rank deficient matrix by a product of two matrices in an 

iterative process: 

 [ ] [ ] .p k k qA P Q   (10) 

Let 𝑝 × 𝑞  block matrix which is compressed by 

ACA in k steps (number of iterations), where k is less 

than M. So the matrix P has 𝑝 × 𝑘 dimension, and the 

matrix Q has 𝑞 × 𝑘  dimension. At every step of the 

algorithm (number of iteration), each row and column 

are calculated by the previous value (last iteration). Each 

number of entries are updated and then calculate the 

approximation error. This process continues until the 

approximation error is smaller than the predefined value. 

The convergence criteria for the ACA algorithm are 

maximum delta and number of passes. The improvement 

of solution needs more number of passes per refinement 

to concise the solution. Therefore, the ACA algorithm 

has less memory size and computation cost. ACA is more 

efficient, so the memory requirement and computation 

time becomes linear which is 𝑘(𝑝 + 𝑞) and 𝑘2(𝑝 + 𝑞) 

respectively. A number of operations are required for the 

approximation of the low-rank matrix by the ACA are 

𝜑(𝑃𝑄). 
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The matrix 𝑝 × 𝑞 is divided into subblocks 𝑝1 × 𝑞1, 

𝑝2 × 𝑞2  which is geometrically well-separated. The 

admissible condition for the dense populated matrix is: 

  1 1 1 1( , ) min , . dist p q diamp diamq  (11) 

The subblock concerning to 𝑝1 × 𝑞1 , is called 

admissible block. The block patches must satisfy (10),  

If not satisfied, this matrix cannot be compressed and  

the process should be repeated to fulfill the admissible 

condition. For an admissible pair, the ACA provides  

the vector 𝑝𝑘 ≔
𝑝𝑘

(𝑝𝑘)𝑖𝑘
 𝜖𝑃𝑝 and 𝑞𝑘𝜖𝑃𝑞 with the iteration 

process: 
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i
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   (12) 

 
1
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k ik i jk i
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The maximum condition for the number of entries as: 

    ˆ ˆ0 . k kik i
p p  

∀
 i=1,2,…..M. (14) 

The accuracy 𝜀  can be found by inspecting the  

norm of 𝑝𝑘  𝑎𝑛𝑑 𝑞𝑘  to satisfy the required k-rank of 

approximation if: 

 
1 12 2

.   T

k kp q PQ  (15) 

The simple flow diagram for the adaptive cross 

approximation is shown in Fig. 4. 
 

Solve Estimation
Specify 

Mark

Mesh 

Refinement

 
 

Fig. 4. Simple flow chart of ACA. 
 

IV. NUMERICAL SIMULATION 
In this section, numerical simulations are performed 

to check the effectiveness and correctness of the ACA 

algorithm for the frequency dependent losses parameters. 

The simulations of proposed algorithm are carried out in 

ANSYS HFSS, which is based on MOM. The FEM is 

implemented based on Q2D-Quasi solver. Both results 

are compared to check the validity of the algorithm. For 

proposed model, there are 14-conductors in the MTL. 

The start and stop frequencies are 0.5GHz and 10GHz 

respectively. The tolerance for the ACA is 0.002 

(maximum value of delta, which is helpful for the 

convergence to solution). The specification of each  

cable is in Table 2. The model of MTL is in Fig. 5. The 

efficiency in term of memory computation is shown  

in Fig. 6. 
 

A. Dielectric loss 

The dielectric loss has a vital role in the performance 

of MTL. Dielectric loss depends upon the properties  

of the material such as imperfect conductivity and 

imperfect conductor. The dielectric loss is calculated 

through ACA algorithm. The results are compared with 

the lossless and losses at Tan(0.1) and Tan(0.2). The 

compared result is shown in Fig. 7.  

 

 
 
Fig. 5. Simulation model of the stranded cable. 
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Fig. 6. Memory comparison of ACA. 

 

Table 2: Parameters of lossy MTL model 

Parameter Value 

Conductor Diameter 2mm 

Dielectric Diameter 4mm 

Conductor Material PEC 

Dielectric Material Lossy Material 

Height 10mm 

Transparency 0.6 

Frequency 10GHz 

Number of Adaptive Passes 15 
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Fig. 7. Dielectric Loss of MTL. 

 

B. Characteristics impedance and attenuation loss 

In this subsection, the propagation matrix and 

characteristic impedance matrix of the MTL are 

calculated. The parameters of lossy MTL model are 

shown in Table 1. In this simulation, number of iterations 

(number of adaptive passes) is 15 with frequency ranges 

from 0.5 to 10GHz and 951-sweep point steps. The 

number of adaptive passes and maximum delta value can 

be adjusted according to the convergence of solution. 

This data gives the real and imaginary point to analyze 

the propagation loss (attenuation loss and phase loss) and 

characteristic impedance. To verify the algorithm result, 

comparison takes place with the commercial software, 

Quasi 2D solver, finite element method [25] and the 

IEEE paper [26]. Both models are drawn in ANSYS 

environment with same parameters and is compared the 

result. The comparison is shown in Fig. 8 which depicts 

the numerical result for the propagation loss. The X- and 

Y-axis are normalized values. 

The magnitude and angle of characteristic impedance 

are shown in Fig. 9 and Fig. 10. Adaptive cross 

approximation summary in Table 3 shows lossless and 

lossy model behavior at different tangent loss. Moreover, 

the memory usage is also given in Table 3 which shows 

the required memory to compute the matrix assembly 

and structure assembly (Tetrahedra) at different number 

of passes.  

 

 

Table 3: ACA algorithm

Adaptive 

Passes 

Lossless  Lossy Model (Tanα=0.1) Lossy Model (Tanα=0.0001) 

Matrix 

Assembly 

(MB) 

Matrix 

Size 
Tetrahedra 

Matrix 

Assembly 

(MB) 

Matrix 

Size 
Tetrahedra 

Matrix 

Assembly 

(MB) 

Matrix 

Size 
Tetrahedra 

1 33.7 7446 1463 35 7420 1458 35.3 8868 1466 

2 34.1 10092 1899 35.6 10094 1894 36.6 11540 1900 

3 35.7 13066 2375 37.6 12834 2333 38.4 14120 2310 

4 36.8 15856 2835 39 15634 2792 40.3 16872 2737 

5 39.3 20468 3624 42.6 19958 3538 43.8 21384 3441 

6 41.8 24722 4368 45 22842 4046 47.7 27284 4378 

7 43.1 27164 4794 49 29208 5150 49.4 29838 4796 

8 45.6 30286 5337 51.3 32400 5687 52.2 33242 5342 

9 47.3 33532 5895 53.1 36332 6347 53.9 37182 5973 

10 52.6 44012 7619 61 47428 8194 57.2 41538 6667 

11 59.9 57160 9798 65.5 53062 9134 60.1 45982 7387 

12 68.6 73640 12529 69.8 59836 10259 63.2 50908 8163 

13 73 80634 13715 74.5 66298 11326 67.7 56548 9074 

14 85.1 103500 17513 79.5 74308 12653 71.2 62752 10055 

15 91.1 115004 19417 85.9 82404 14011 75.8 69216 11066 
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Fig. 8. Comparison of normalized propagation loss.  
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Fig. 9. The Magnitude of Zc versus freuquency.  
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Fig. 10. The angle of Zc versus frequency. 
 

C. Active matching techniques 

In this subsection, active impedance matching of 

MTL is disscued. For this purpose, FET transistor 

CGH40006P based active matching technique is used. 

The datasheet of FET transistor CGH40006P is given 

[24]. The complex source and load impedances are  

3.54-j*14.86 and 9.44+j*11.68 respectively at 4 GHz. 

The S-parameter is obtained from ANSYS HFSS 

environment, which is based on ACA approach. This  

S-parameter is exported into ADS software and circuit  

is designed in ADS environment. 

To match the source impedance and load impedance 

of the MTL at 50 ohms, the acting impedance matching 

technique is used to optimize S-parameters matrix result. 

First set the goal which is mag(S(1,1)) linearly, to get 

optimized matching. The condition for the magnitude  

of S-matrix is to set the value nearly equal to zero. 

Furthermore, to achieve the goal, set the random type of 

optimization which is based on the Min/Max continuous 

value. In the circuit, the open TL stub is also used to tune 

the minimum and maximum value. In the impedance 

matching, two matching methods are adopted. The smith 

chart and transmission matching by active matching 

techniques are shown in Fig. 11 and Fig. 12. 
 

 
 

Fig. 11. Impedance matching with Smith chart. 

 

 
 

Fig. 12. Impedance matching with the transmission line. 
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V. CONCLUSION 

In this article, the performance parameters of lossy 

MTL is discussed. The frequency dependent losses  

such as characteristic impedance, propagation loss and 

dielectric loss are calculated based on the ACA approach. 

The ACA algorithm is reliable that provides an efficient 

compression quality and simple procedure of compression. 

Moreover, ACA is a useful and efficient algorithm, 

which is capable to reduce the computation time, set-up 

time, and required less memory. 
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Abstract ─ A two-degree-of-freedom direct drive 

induction motor is investigated in this study. Owing  

to its special structure and motion forms, coupling 

magnetic fields are generated inside the motor, which 

links with the main magnetic field and results in low 

speeds and high fluctuations. In this paper, a three-

dimensional finite element model of the two-degree-of-

freedom direct drive induction motor is developed to 

determine the rotary coupling magnetic field and its 

effect on the motor. The distribution of the rotary coupling 

magnetic field is calculated qualitatively based on a 

simplified model, and its variation law is investigated 

based on the changes of the induced voltages in a special 

coupling model. Moreover, the relationship between the 

rotary coupling magnetic field and the motor speed is 

determined by the rotary coupling coefficient. A test 

platform is applied to verify the coupling model and its 

results. 

 

Index Terms ─ Coupling magnetic field, induced 

voltages, three-dimensional finite element model, two-

degree-of-freedom. 
 

I. INTRODUCTION 
The combination of rotary and linear motions on  

the same axis is often required in robot arms, diverse 

industrial and vehicles applications [1-2]. These proposed 

two-degrees-of-freedom motors (2DoFMs), which are 

capable of rotary, linear and helical motions through the 

use of single motors, seems to be an excellent solution. 

2DoFMs with different structures have been 

proposed and investigated in recent years due to their 

advantages of integrated structures, small volume,  

and high reliability. To realize special motion forms, 

2DoFMs adopt special structures [3-6], such as Halbach 

structure, multi-stators, and multi-windings. Amiri et al. 

[5] investigated a two-armature rotary-linear induction 

motor, which adopted a rotary armature connecting with 

a linear armature in series to achieve helical motion. Li 

et al. [7] investigated a decoupled 2DoF in the linear and 

rotary directions of a motor based on switched reluctance 

principle. Szabó et al. [8] proposed a rotary-linear switched 

reluctance motor, in which the armature was constructed 

with a rotor stack of six common poles mounted on  

a common shaft. A Halbach magnet array and multi-

windings were adopted in a permanent magnetic rotary-

linear motor, in which the motion forms were determined 

by the power supply [9]. However, their major structures 

and magnetic fields were more complicated than the 

traditional single-degree-of-freedom motors. Previously, 

the rotary torque and efficiency of the two-armature 

rotary-linear induction motor could be weakened to 

some extent by the linear end magnetic field and motion 

[10-11]. For the magnetic field modeling and the motor 

characteristic analysis, the severe magnetic saturation 

should be accurately predicted [12]. Furthermore, by 

considering the weakening effect in the form of additional 

magnetomotive force, the computational accuracy of its 

equivalent circuit model could be improved, and verified 

by the finite element results [13]. References [14] 

presented a three-dimensional (3D) finite element analysis 

(FEA) applicable to all forms of sheet rotor, cylindrical, 

linear induction motor, as well as, helical motion 

induction motor. The linear thrust of the rotary-linear 

switched reluctance motor with multi rotary stators, 

which is dependent on the power supply mode, could be 

generated by the coupling among the stators [15]. For the 

permanent magnetic rotary-linear motor with Halbach 
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magnet array, its circular magnetic field was linked to its 

axial magnetic field and verified by the static magnetic 

field solved via the FEA [6]. Furthermore, the interval 

between two successive magnets in the axial direction 

could affect the rotary and linear magnetic flux densities 

[16]. Thus, the special coupling phenomenon, by which 

the magnetic fields of different degrees of freedom 

interact with each other, is common in 2DoFMs. 

A two-degree-of-freedom direct drive induction 

motor (2DoFDDIM) was proposed and designed to 

realize the three motion forms, namely rotary, linear and 

helical [17]. Owing to the special structure and assembly 

form of 2DoFDDIM stators, the presence of coupling 

magnetic fields lead to distinctive features, such as 

‘super-synchronization’ and the static coupling effect, 

which have been analyzed in references [18] and [19], 

respectively. The characteristics of the helical motion  

of the two-degree-of-freedom induction motor were 

investigated, and a set of torque and force equations of 

the helical motion were deduced in references [20]. 

However, these studies do not focus on the origin of 

these phenomena, and the coupling magnetic field, 

which should be fully investigated and considered in the 

design and control system of the motors. 

The coupling magnetic fields and their effect on  

the performances of 2DoFDDIM are determined via a 

3D finite element model of the motor. Two forms of 

coupling magnetic fields exist inside 2DoFDDIM, 

namely the rotary coupling magnetic field (RCMF) and 

linear coupling magnetic field (LCMF). In this paper, 

only the RCMF was mainly investigated. The equation 

for RCMF was calculated qualitatively based on a 

simplified model, and its variation law was determined 

based on the changes of induced voltages in a special 

coupling model, which was validated via experiments on 

a prototype coupling motor. 

 

II. STRUCTURE AND COUPLING 

MAGNETIC FIELD OF 2DoFDDIM 

A. Structure and characteristics of 2DoFDDIM 

Figure 1 shows the 2DoFDDIM structure, which 

contains a rotary arc armature in the rotary part, a linear 

arc armature in the linear part, and a solid copper-coated 

mover shared by the two parts. Table 1 lists the main 

parameters of 2DoFDDIM. 

On the basis of the power supply mode, 2DoFDDIM 

produces different forms of air gap magnetic fields, 

which generate the corresponding electromagnetic force 

on the mover surface to drive it directly and perform the 

rotary, linear, or helical motion. 

 

 

 

 
 

Fig. 1. 2DoFDDIM structure. 

 
Table 1: Main parameters of 2DoFDDIM 

Item 
Values/Dimension 

Rotary Part Linear Part 

Rated power (PN) 1.1 kW 1.1 kW 

Rated voltage (UN) 220 V (Y) 220 V (Y) 

Rated current 9 A 12 A 

Frequency (f) 50 Hz 50 Hz 

Pole pair (p) 2 2 

Stator inner diameter 98 mm 98 mm 

Stator outer diameter 155 mm 155 mm 

Stator axial length 135 mm 135 mm 

Slots 12 12 

Air-gap length 2 mm 2 mm 

Mover length 655 mm 

Copper layer 

thickness of mover 
1 mm 

Steel layer thickness 

of mover 
7 mm 

 
According to the 2DoFDDIM structure shown in Fig. 

1 and its working principle, the 3D finite element model 

of 2DoFDDIM is established in Magnet, as shown in Fig. 

2. 
 

Rotary motion stator

Linear motion statorCopper layer
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Rotary motion windings
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Fig. 2. 3D finite element model of 2DoFDDIM. 
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Figure 3 shows the torque-slip ratio Sr and force-slip 

ratio Sl curves of 2DoFDDIM, where Sr and Sl denote the 

slip ratios in the rotary and linear motions, respectively. 

Figure 3 (a) presents the torque-Sr curve indicating the 

mechanical characteristics of the 2D rotary motion of 

2DoFDDIM. Rotating torque increased monotonously 

with the increase in Sr, which was similar to that of the 

traditional solid-rotor rotary induction motor. Figure 3 (b) 

shows the force-Sl characteristic of the linear motion of 

2DoFDDIM. The increase in Sl increased the force. 
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   (b) Force-Sl (Linear motion) 

 

Fig. 3. (a) The torque-slip ratio Sr and (b) force-slip ratio 

Sl characteristics of 2DoFDDIM. 

 

B. Coupling magnetic field of 2DoFDDIM 

According to the special structure and the 

installation mode of the armature of the 2DoFDDIM, 

when the rotary part or linear part is energized 

independently, the distribution of the magnetic field is 

shown in Fig. 4. Figure 4 presents that the 0°-180° area 

in the circumference belongs to the rotary part, and  

the other belongs to the linear part according to the 

2DoFDDIM structure. 

It can be seen from Fig. 4 (a) that the rotary magnetic 

field will affect the linear part, when only the rotary part 

of the motor is powered. As shown in Fig. 4 (b), when 

the motor is only doing linear motion (only linear part is 

powered), the traveling wave magnetic field in the linear 

part has an impact on the rotary part. 

The magnetic field generated by the rotary part 

stator and crosslinking in the linear part stator (induced 

magnetic field in linear part) is defined as rotary 

coupling magnetic field (RCMF). Similarly, the 

magnetic field generated by the linear stator and 

crosslinking in the rotary part stator (induced magnetic 

field in rotary part) is called the linear coupling magnetic 

field (LCMF). 

Figure 4 illustrates the parts of the magnetic field 

when 2DoFDDIM performs the single degree of freedom 

motion as follows: 

1) Effective magnetic field, by which the mover is 

driven to perform a rotary or linear motion. 

2) Coupling magnetic field, produced by the rotary 

or linear part and then links with the relative part. 

The comparison of Figs. 4 (a) and 4 (b) indicated 

that the coupling magnetic fields of the rotary and linear 

parts were different. The upper and lower sides of the 

RCMF were almost symmetrical, whereas the left and 

right sides of the LCMF were almost symmetrical 

because the RCMF and LCMF were generated by the 

longitudinal end effect of the rotary part and the end 

windings of the linear part, respectively. 
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(a) Rotary motion magnetic field 

(Only rotary part is powered) 
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(b) Linear motion magnetic field 

(Only linear part is powered) 

 

Fig. 4. Distribution of the air-gap magnetic field of 

2DoFDDIM. 
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C. The effect of coupling magnetic field 

Both the rotary and linear parts of 2DoFDDIM can 

produce the coupling magnetic fields (Fig. 4), which are 

determined by the cut-off structure of the armature stator 

cores in the rotary and linear parts and their 2DoFDDIM 

installation mode. When 2DoFDDIM is under helical 

motion, coupling magnetic fields still exist and link with 

the effective magnetic fields. Then, the linear effective 

magnetic field is taken as an example, and Fig. 5 shows 

the difference between the linear effective magnetic field 

with and without the rotary coupling magnetic field.  

The comparison of Figs. 5 (a) and 5 (b) indicated 

that the distribution of the effective magnetic field in the 

linear part changed in the presence of RCMF. Similarly, 

the coupling magnetic field in the linear part can also 

affect the distribution of the effective magnetic field in 

the rotary part. As the bridge in the conversion of electric 

to mechanical energy in motors, the effective magnetic 

field changes will lead to the change in motor 

performance. 
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(a) Without rotary coupling magnetic field 
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Fig. 5. Distribution of effective magnetic field in the 

linear part. 

According to the equations in the reference [20], Fig. 

6, and Tables 2 and 3 show the influence of the coupling 

magnetic fields on the output characteristics of the motor 

based on the 3D finite element model of 2DoFDDIM. 
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    (b) Waveforms of the linear and rotary velocity 

 

Fig. 6. Influence of the coupling magnetic field. 

 

Table 2: Influence of the coupling magnetic field on the 

linear force and rotary torque 

Items 
With 

Coupling 

Without 

Coupling 

Rotary 

part 

torque 

Average (Nm) 12.09 12.34 

Fluctuation(Nm) 0.61 0.30 

Ripple (%) 5.05% 2.43% 

Linear 

part 

force 

Average (N) 327.3 328.3 

Fluctuation (N) 6.236 2.903 

Ripple (%) 1.91 0.88 

 

Table 3: Influence of the coupling magnetic field on the 

linear and rotary velocity 

Items 
With 

Coupling 

Without 

Coupling 

Rotary 

part 

velocity 

Average (r/min) 691 775 

Fluctuation(r/min) 3.35 2.22 

Ripple (%) 0.48 0.29 

Linear 

part 

velocity 

Average (m/s) 3.907 3.949 

Fluctuation (m/s) 0.0086 0.0080 

Ripple (%) 0.22 0.20 
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Figure 6 (a) and Tables 2 and 3 show that the locked 

mover torque reduces by 2.03% and the torque fluctuation 

increases by 104% under the effect of LCMF of 

2DoFDDIM. Figure 6 (b) and Table 2 present that the 

rotary speed reduces by 10.7% and the speed fluctuation 

increases by 50.9% when compared with that without 

LCMF. Similarly, similar changes were observed in the 

performance of the linear part. 

Such changes caused by the coupling effect illustrate

 that the motor performance can be affected by the coupl

ing magnetic field. In general, the effect of the coupling 

magnetic field will lead to low electromagnetic forces a

nd speeds and high motor fluctuations. 
 

III. THE COUPLING MAGNETIC FIELD IN 

THE ROTARY PART 
At present, the effect of the coupling magnetic field 

on the motor’s performance has been simply verified by 

the previous section. The characteristics of the coupling 

magnetic field should be examined in depth to determine 

the details on such effect.  

In this study, only the RCMF was selected as the 

research project, whereas the LCMF will be investigated 

in a corresponding study. 

To calculate the rotary coupling magnetic field  

of 2DoFDDIM, the rotary part was converted into a 

simplified model (Fig. 7) with the following assumptions. 

1) Relative permeability, μr, of the arc armature core 

in the 2DoFDDIM rotary part was infinitely great, and 

conductivity, γr, was infinitely small. Hence, μr = ∞,  

γr = 0. 

2) The impact of the linear stator core and slot was 

ignored, and the magnetic field was deemed uniformly 

distributed along the axial length. Therefore, such impact 

had no relation with the Z coordinates while analyzing 

the coupling magnetic field in the rotary part. 

3) The stator and the mover were spread; thus, the 

armature and mover curvature were ignored, respectively. 

4) The three-phase symmetrical sinusoidal current 

was connected to the armature winding, and all the 

electromagnetic volumes were characterized by sinusoidal 

variation. 
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Fig. 7. Equivalent coupling magnetic field model. 

The following equations define the vector magnetic 

potential: 

2
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,

mx mx mx
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A j A v J
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  (1) 

where mxA , myA , mzA  denote the complex amplitude of the 

vector magnetic potential in the x, y, and z directions, 

respectively, and 1 1 1x mx y my z mz mA A A A   ; 
mxJ , 

myJ , 

mzJ  refer to the electrical current density 
mJ  in the x, y,  

and z directions, respectively; μ0 indicates the vacuum 

permeability; γ represents the relative electrical 

conductivity of the mover; ω1 refers to the angular 

frequency; and v denotes the rotary speed of the mover. 

The above coupling magnetic field model and 

assumed conditions indicated that 0 mzmx AA   and 

mym AA   . When only the rotary part was powered in the 

system, electrical current density in the coupling 

magnetic field will be 0mJ . When they are substituted 

into the equation set of the vector magnetic potential (1), 

the vector magnetic potential in the coupling magnetic 

field region can be derived as: 
2

0 1 02 2
0.m m

m

d A dA
j A v

d x dx
                    (2) 

The general solution of Equation (2) is: 
   2 2 2 2

1 2 ,
x x

mA C e C e
       

                     (3) 
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/
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
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                       (4) 

where 1C  and 2C  denote the complex constants of the 

integrals to be confirmed, α=π/τ, τ refers to the equivalent 

pole pitch of the rotating part, γ2 represents the 

conductivity of the mover, δ indicates the equivalent 

electromagnetic air gap, and Δ denotes the thickness of 

the conductor plant of the mover. 

According to the vector magnetic potential in the 

region of the outgoing-end of the mover, 0
x

moA , it 

can be obtained that: 

 2
2 2

1

2

0
,

jG x

mo

C

A C e
    

 


 

                   (5) 

where px 20  . 

According to the vector magnetic potential in the 

region of the incoming-end of the mover, 0
x

miA , it 
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can be obtained that: 
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                    (6) 

where  pxp 24  . 

Given that the simplified model was obtained by 

using an equivalent plate model of the 2DoFDDIM, the 

vector magnetic potential in the coupling magnetic field 

was the superposition of the vector magnetic potential  

in the outgoing and incoming ends. Thus, the complex 

amplitude of the vector magnetic potential in the 

coupling magnetic field can be expressed as follows: 

momim AAA    

     2 2
2 2 2 24

1 2 ,
jG x p jG x

C e C e
          

 
           (7) 

where px 20  . 

Therefore, the magnetic flux density of the coupling 

magnetic field Bm can be calculated according to 

xAB mm  / , as shown in Equation (6): 

 1 2
4

1 1 2 2 ,
m x p m x
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                   (8) 

where: 

2 2 2 0 1 2
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Replace x to θ through coordinate conversion, and 

the equation becomes: 
 1 2

2

1 1 2 2 ,
m m

mB C m e C m e
   

                    (9) 

where  0 . 

Equation (9) shows that the rotary coupling 

magnetic field of 2DoFDDIM is a complicated function 

related to the position θ, velocity of the mover v, and 

equivalent electromagnetic air gap δ. 

Given that the above equation was derived based on 

certain assumptions, its computational accuracy was  

not as high as that of FEA. However, this equation can 

provide guidance for the research on the variation law of 

RCMF. 

 

IV. CHARACTERISTICS OF THE 

COUPLING MAGNETIC FIELD 
RCMF also needs specialized magnetic measuring 

methods combined with the guidance of the equation  

for accurate measurement. The magnetic field can  

be measured by using the superconducting magnetic 

measurement, induction coil, fluxgate, and Hall device 

[21]. The induction coil is a simple method to measure 

the magnetic field based on Friday’s law of 

electromagnetic induction. Induction coil exposed to 

alternating magnetic fields will generate the induced 

voltage between both of its ends. If the parameters of the 

induction coil are constant, then the large induced 

voltage strengthens the magnetic field. In addition, 

induction coil and the magnetic field can be modeled  

and simulated through finite element software Magnet. 

Therefore, a special coupling model was proposed and 

designed in Magnet to measure the RCMF by using the 

induction coil. 

 

A. The coupling model 

The special coupling model was established in 

Magnet to calculate the variation of the rotary coupling 

magnetic field of 2DoFDDIM (Fig. 8 (a)). Figure 8 (b) 

shows the structure and distribution of the coupling 

model coils. The coupling model consisted of a rotary 

arc armature, a solid rotor, and a magnetic field measuring 

device. The magnetic field measurement device was 

composed of an iron core and six sets of induction coils 

with the same structural parameters. Accordingly, the 

value of the induction voltage at both ends of the 

induction coils could reflect the intensity of the coupling 

magnetic field at the coil position, and the change of  

the induced voltage at both ends of the same induction 

coil could indicate the variation of the intensity of the 

coupling magnetic field in this position. 
 

Rotary  arc-armature

Induction coil
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(a) Finite element model 
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(b) Structure and distribution of coils of the coupling 

model 
 

Fig. 8. Finite element model and structure of the analysis 

on the coupling magnetic field. 
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B. Finite element analysis 

To output the same magnetomotive force and reduce 

the impact on the variables, the coupling model was 

driven by a current source. When a three-phase sinusoidal 

alternating current of 14 A was connected with the rotary 

arc armature of the coupling model, induced voltages 

could be obtained in the induction coils (Fig. 9). 

Figure 9 (a) shows that the induced voltages possess 

the same frequency as the coupling magnetic field and 

power source. Furthermore, the induced voltages of 

induction coils (from coils 1 to 6) decreased first and 

then increased (Fig. 9 (b)), and the induced voltage  

of coil 1 was higher than that of coil 6. The above 

phenomenon illustrated that the RCMF decreased first 

and then increased from the outgoing end to the 

incoming end, and the magnetic field in the outgoing  

end as stronger than that in the incoming end. This 

phenomenon was consistent with the distribution of the 

coupling magnetic field in the region from 180°-360° 

shown in Fig. 4. 
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Fig. 9. Induced voltages in the induction coils. 
 

RCMF was affected by the rotary speed and the 

equivalent electromagnetic air gap, and the equivalent 

electromagnetic air gap was determined by the thickness 

of the physical air gap and the conductor plate (Fig. 10). 

Figure 10 (a) presents the variation of the induced 

voltages along with the rotary slip. Figures 10 (b) and 10 

(c) illustrate the variation of induced voltages under 

different thickness of the physical air gap and the 

conductor plate, respectively. 

The induced voltages from coils 1 to 6 decreased 

first and then increased (Fig. 10), thereby indicating that 

the RCMF decreased first and then increased from the 

outgoing to the incoming end, and the magnetic field in 

the outgoing end was stronger than that in the incoming 

end, which can be considered a general characteristic of 

the RCMF. Furthermore, the induced voltages decreased 

generally along with the rotary slip, air gap, and 

conductor plate thickness, thereby reflecting the general 

intensity of the decreasing RCMF with the increase in 

these factors. Moreover, RCMF in the outgoing end 

reduced more than that in the incoming end with these 

factors. 
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(a) Induced voltages vs. rotary slip ratio Sr 
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 (b) Induced voltages vs. air-gap 
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(c) Induced voltages vs. conductor plate 

 

Fig. 10. Variations of the induced voltages. 

 

However, RCMF varied along with the rotary slip, 

air gap, and conductor plate thickness. The comparison 

of the induced voltage changes of coil 1 in the three 

figures indicated that its variation along with the rotary 

slip was higher than that of the other factors. This finding 
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shows that the coupling magnetic field was significantly 

affected by the rotary slip.  

Both the increase in air gap and conductor plate 

thickness can change the equivalent electromagnetic air 

gap and lead to high reluctance. However, the induced 

voltages of coils 1-3 were decreasing faster than the 

conductor plate with the increase in air gap. Moreover, 

the induced voltages of coils 4-6 slowly increased with 

the increase in air gap but decreased with the increase in 

conductor plate. Therefore, the corresponding coupling 

magnetic field demonstrated a similar changing trend 

with the induced voltages. 

 

C. Rotary coupling coefficient 

Section II-C presents that coupling magnetic field 

has a decreased effect on the motor speed. Additionally, 

RCMF is variable with the rotary speed, which can be 

concluded from Section IV-B. To measure the effect of 

RCMF on linear speed, the following rotary coupling 

coefficient, Krcm, was introduced: 

/ ,rcm lm lcmK V V                        (10) 

where Vlcm and Vlm express the linear speed of 

2DoFDDIM with or without the effect of RCMF, 

respectively.  

Based on the finite element model of 2DoFDDIM 

shown in Fig. 2, the linear speeds in the presence and 

absence of RCMF were first measured. Then, the rotary 

coupling coefficient was calculated and its variation 

along with rotary slip was shown in Fig. 11. 
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Fig. 11. Fitting curve of rotation coupling coefficient. 
 

By applying curve fitting, the relationship between 

the rotary coupling coefficient and slip can be obtained 

as follows: 
20.0194 0.01943 0.00838 .S S

rcmK e                    (11) 

From the finite element results in Fig. 11 and 

Equation (11), the rotary coupling coefficient gradually 

became close to 1 with increasing rotary slip. This result 

shows that the effect of RCMF on motor performance 

decreased with the increase in rotary slip. Section IV-B 

demonstrates that the general RCMF weakens with the 

increase in rotary slip. Hence, the effect of coupling 

magnetic field on motor performance was proportional 

to its intensity.  

Future works include the mathematical model and 

control system, in which the rotary coupling coefficient 

should be considered to enhance their precision. 
 

V. EXPERIMENTAL VERIFICATION 
To verify the FEA of the rotary coupling magnetic 

field carried out above, a prototype was manufactured 

and its main parameters were listed in Table 4. Figure 12 

shows the test platform for coupling model prototype. 
 

Table 4: Main parameters of the experimental prototype 

Item Values 

Stator inner diameter 98 mm 

Stator outer diameter 155 mm 

Axial length 135 mm 

Slots 24 

Armature coil 
Phase 3 

Turns 90 

Induction coil 
Number 6 

Turns 90 

Air-gap length 2 mm 

Copper layer thickness of mover 1 mm 

Steel layer thickness of mover 7 mm 

 

Coupling model 

prototype

Induction 

coils

Torque-speed 

sensor
Eddy current brake

(a) Prototype of the coupling model 

 
(b) Peripheral equipment 

 

Fig. 12. Platforms and equipment used to conduct 

prototype experiment of the coupling model. 
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The test platform for the coupling model prototype 

included the following: coupling model prototype, 

torque-speed sensor, eddy current brake, controller, 

upper computer, and digital oscilloscope. The structure 

of the coupling model prototype and the distribution of 

the coils were the same as the coupling model in Magnet. 

The windings were charged with the three-phase AC 

source, and then the induced voltages could be measured 

by the digital oscilloscope from the induction coils. 

The controller could adjust the output load of the 

eddy current break by controlling the input current. Then, 

the speed of the prototype could be controlled by 

adjusting the load supply and acquired from the upper 

computer through the torque-speed sensor. The variation 

of induced voltages along with speed could be measured. 

Considering safety in the experiment, the slip of the 

coupling model prototype was set between 0 and 0.5. 

The induced voltage waveforms measured by the digital 

oscilloscope are shown in Fig. 13 (a). At the same time, 

the comparison of finite element and experimental 

results are shown in Fig. 13 (b). 
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Fig. 13. Comparison of experiment and FEA results. 

The induced voltage waveforms in Fig. 13 (a) were 

roughly the same as that in Fig. 9 (a). Figure 13 (b) shows 

that the finite element results are basically the same as 

the induced voltages measured by the experiment and the 

variation of the induced voltage as the speed changes. 

This finding verified the feasibility and correctness of  

the coupling model of the rotary part. Furthermore, the 

application of the induced voltage in analyzing the 

variation of the coupling magnetic field was also 

validated. 

 

VI. CONCLUSION 
As part of the origin of the coupling effect in 

2DoFDDIM, the rotary coupling magnetic field is 

mainly explored and investigated. Through a simplified 

model of the rotary part, the equation for calculating the 

RCMF is derived to provide guidance for research on its 

characteristics. Its variation law with the rotary slip, air 

gap, and conductor plate thickness is determined based 

on the special coupling model in Magnet. The results 

show that 2DoFDDIM has the following features:  

1) The coupled magnetic field of 2DoFDDIM is 

caused by the breaking of stator cores in the rotary and 

linear parts and the mounting method of the stator. The 

rotary and linear coupling magnetic fields re caused by 

the longitudinal end effect of the rotating part and the 

transverse end effect and end winding, respectively. 

2) From the view of the rotary coupling magnetic 

field, the coupling magnetic field in the outgoing end is 

stronger than that in the incoming end but weakened as 

the distance between the longitudinal ends of the stator 

increases. 

3) The rotary coupled magnetic field will increase 

with the increase in velocity and decrease in air gap 

thickness, which is greatly affected by velocity and 

minimally affected by air gap thickness. 

This research will be considered in future studies 

that include the development of the precise control of the 

helical motion and the construction of a mathematical 

model for the entire motor in the study. 
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